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Abstract

Heavy Flavor Jet Quenching in Relativistic Heavy Ion Collisions at

the LHC

Tingting Wang

This thesis describes the measurement of inclusive heavy flavor jet suppression in colli-

sions between two lead nuclei with the center of mass energy per nucleon-nucleon pair of
√
sNN = 2.76 TeV with the A Toroidal LHC ApparatuS (ATLAS) detector at the Large

Hadron Collider (LHC).

The measurement of the heavy flavor jets and b-jet quenching at the LHC is important in

the path towards the understanding of QGP. Parton showers initiated by heavy quarks are

expected to be sensitive to the medium in a different way as the large quark mass suppresses

the medium-induced radiation. This results in a different interplay between radiative and

collisional energy loss. Therefore the analysis of the properties of jet associated with b

hadrons (b-jet) is useful in understanding energy loss in the QGP.

The inclusive b-jet suppression RAA has been measured using muons in jets, where a

b-jet corresponds to a jet with at least one muon clustered with the anti-kt algorithm with

parameter R = 0.2. The b-jets of pb−jet
T between 30 GeV - 150 GeV and |η| < 2.1 are identified

by the semileptonic decay of beauty hadrons. Muons originating from background sources,

primarily Charm hadrons, pion and kaon decays, have been removed from the analysis using

template fits to the distribution of a quantity(prel
T ) capable of statistically distinguishing

between signal and background. The measured nuclear modification factor RAA has been

presented in different centrality bins as a function of the b-jet transverse momentum pT. The

results of RAA indicate that the yield of the most central event (0-10%) experiences more

suppression compared to the most peripheral event (60-80%) by a factor of approximate 2.
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Chapter 1

Introduction

This thesis describes the measurement of inclusive heavy flavor jet suppression in collisions

between two lead nuclei with the center of mass energy per nucleon-nucleon pair of
√
sNN

= 2.76 TeV with the A Toroidal LHC ApparatuS (ATLAS) detector at the Large Hadron

Collider (LHC).

The Pb+Pb collisions produce a hot and dense state of matter with the highest temper-

ature accessible in the laboratory, called the quark-gluon plasma (QGP) [1]. The QGP is a

fundamental physical system which can be described by quantum chromodynamics (QCD).

This phase was once thought to consist of asymptotically free quarks and gluons, but we now

know that it forms a strongly-coupled QGP which exhibits hydrodynamic behavior. Many

measurements have been carried out in previous experimental searches for such a medium, at

the Alternating Gradient Synchrotron (AGS), Super Proton Synchrotron (SPS), Relativistic

Heavy Ion Collider (RHIC) and most recently in Pb+Pb collisions at the LHC.

In hard scattering processes, a parton shower is produced after highly virtual partons

undergoing successive branchings. The ensemble of produced particles is highly collimated

about the direction of the initial parton and contains a range of different momentum scales.

The formation of “jets” from these produced particles and how they emerge from perturbative

QCD (pQCD) calculations have been extensively studied in high-energy physics. A major

1
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component of the current heavy-ion physics program is the study of the phenomenon of jet

quenching, in which jet showers will lose energy or have partons hadronisation modified by

interactions with the medium, even after the first generation of LHC measurements we only

have a basic qualitative understanding of quenching mechanism.

There is disagreement in the theoretical literature regarding the interpretation of heavy

quark suppression measurements in RHIC, particularly regarding the non-perturbative ef-

fects. The measurement of the heavy flavor jets and b-jet quenching at the LHC is thus im-

portant in the path towards the understanding of QGP. Parton showers initiated by heavy

quarks are expected to be sensitive to the medium in a different way as the large quark

mass suppresses the medium-induced radiation. This results in a different interplay between

radiative and collisional energy loss. Also the angular pattern of medium-induced radiation

can be altered through the “Dead cone” effect [2]. Therefore the analysis of the properties of

jet associated with b hadrons (b-jet) is useful in understanding energy loss in the QGP.

The thesis is organized as follows:

1. Chapter 2 introduces the heavy-ion physics including the physical motivation, funda-

mentals of QCD and the phenomenology of QGP at the LHC.

2. Chapter 3 describes theoretical aspects of heavy flavor physics including hard processes

in nuclear collisions and its probes of QGP, pQCD and hard scattering in heavy flavor

physics, jet phenomenology and heavy flavor jet quenching.

3. Chapter 4 gives an introduction to the experimental apparatuses, the LHC and the

ATLAS detector, used to provide data for the measurements in this thesis.

4. Chapter 5 provides the definition of centrality, also including the description of jet and

muon reconstruction in this analysis.

5. Chapter 6 gives a detailed description of the methods used in the heavy flavor suppres-

sion measurement.
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6. Chapter 7 presents the results including heavy flavor fraction and b-jet suppression.

7. Chapter 8 discusses the final results.



Chapter 2

Heavy Ion Physics

Nuclear physics studies the basic properties of nuclear matter. By the late 1960’s, physicists

had discovered a wide variety of hadrons, i.e., particles that carry and interact via the strong

interaction. Gell-Mann and Ne’eman were able to systematize the various hadrons into

multiplets by assuming that each baryon was formed from three quarks and each meson

from a quark-antiquark pair [3], leading to the prediction of the Ω− baryon. The observation

of the Ω− validated their approach [4], but implied that in addition to their “flavor” quantum

numbers, quarks must also carry another quantum numbers, which was called color, which

later became a key component in constructing the quark-based model [5] of the strong

interaction called Quantum Chromodynamics (QCD).

The structure functions which express the internal structure of hadrons, are independent

of high momentum Q2 transfer as well as the functions of a single scaling variable, x by

Bjorken Scaling [6]. The deep inelastic scattering (DIS) experiment at the Stanford Linear

Accelerator Center (SLAC) provides validation for this scaling behavior [7, 8], and at the

same time leads to the interpretation of the Parton Model [9, 10] which explains the point-like

constituents within the nucleon.

Bjorken Scaling suggested that the coupling strength becomes relatively week for high

energies, which is the property of asymptotic freedom possessed by a non-Abelian gauge

4
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theory, as can be demonstrated using renormalization group techniques [11–14]. When cal-

culating the running of the coupling, the β-function is negative due to the requirement of

the SU(3) gauge symmetry [15, 16]. The renormalization criteria and the negative property

are satisfied by the theories mentioned above. Moreover, further calculation of DIS structure

functions ensured the consistency between the scaling properties of these non-Abelian gauge

theories and experimental observations [17–20].

The strong interaction between spin-1
2
quarks and spin-1 gluons can be described by

QCD. Various experimental results provide demonstration for the correctness of QCD being

the theory for the description of strong interaction. Moreover, the mass of visible matter

can be explained by the chiral symmetry (possessed by the QCD Lagrangian) that is broken

by the QCD vacuum. However, the non-perturbative features of QCD bring big challenges

in theoretical calculations due to the relatively large coupling in low momentum range, and

further work has been done to study these challenges for a better and more comprehensive

understanding of strong interaction.

2.1 Fundamentals of QCD

There are six Nf = 6 fermions (quarks) of different quark flavors with spin-1
2
and eight

N2
c − 1 = 8 gauge bosons with spin-1 in QCD. The gauge-invariant Lagrangian density can

be written as [21]:

LQCD =
∑
f

q̄αf (i γµDµ −mf )αβ q
β
f −

1

4
F a
αβF

αβ
a , (2.1)

where f represents the quark flavor of u (up), d (down), s (strange), c (charm), b (bottom),

t (top). The symbols (Dµ)αβ, (mf )αβ and F a
αβ represent covariant derivative, quark mass
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term and field strength tensor respectively, and they are defined as

(Dµ)αβ ≡ ∂µδαβ + ig(Ta)αβA
a
µ

(mf )αβ ≡ mfδαβ

F a
αβ = ∂αA

a
β − ∂αAaβ − gfabcAbαAcβ .

(2.2)

qα=1,2,3
f represent quark fields in an SU(3) triplet, and Aa=1,··· ,8

µ represents gluon field. They

are in an SU(3) octet. g is the coupling constant representing the gauge coupling strength.

The group generators Ta are hermitian 3× 3 matrices which satisfy the following relation:

[Ta, Tb] = ifabcTc . (2.3)

Here fabc1 represent structure constants which are antisymmetric for all indices.

The significant difference between non-Abelian QCD and Abelian Quantum Electrody-

namics (QED) is that the Lagrangian of QCD introduces a self-coupling term for gauge

bosons.

2.1.1 Asymptotic Freedom

QCD is a SU(Nc) non-Abelian group theory, where the Nc is the number of colors. It is

asymptotically free since the coupling for strong interaction decreases as we increase the

energy scale. The beta function, which is defined as the derivative of the coupling constant

with respect to the logarithm of the energy scale, is negative. The one loop calculation gives:

β(g) =
∂α

∂ lnµ
= − g3

48π2
[11T (A)− 4T (RDF )] +O(g5). (2.4)

1Note that the rules to raise or lower the a, b, c indices are trivial (+, · · · ,+) so that fabc = fabc. On the
other hand, for Lorentz µ, ν indices, one transforms according to the metric signature, for what Minkovski
(+,−,−,−) is used throughout this thesis.
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The T in the above equation is the index of a representation R. For the gauge field in

the SU(3) representation, we have T(A) = 3, and for the nF = 6 different flavors of Dirac

fermions in the fundamental representation, we have T (RDF ) = nF/2. We can see the beta

function is negative for nF < 16. Consequently, the strong interaction coupling constant will

drop as we increase the energy scale µ and vanishes as µ approaches infinity (we commonly

use Q as the energy scale instead of µ):

αs(Q
2) =

4π

(11− 2
3
Nf ) log(Q2/Λ2

QCD)
. (2.5)

In the following figure, we have shown the strong interaction coupling constant αs as we vary

the energy scale Q, and the asymptotic freedom can be seen.
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Figure 2.1: Summary of measurements of αs as a function of the respective energy scale
Q from [22]. The strong coupling strength clearly goes down as the momentum transfer
increases.

2.2 Phase Structure of QCD Matter

Statistical methods are used for analyzing high multiplicities of particles in heavy ion colli-

sions before QCD was introduced [23]. Rolf Hagedorn introduced the Statistical Bootstrap

Model to describe hadronic resonance states with increasing energy which consist of lower
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mass resonances, and it is very useful to analyze nuclear matter in the high temperature

limit in the circumstances under which these resonances happen. The density and the ther-

modynamic energy density of resonance states are close to each other, and this leads to the

divergence of partition function. There is a critical value of temperature where the hadronic

matter is no longer stable, which is introduced by Hagedorn as the Hagedorn temperature.

The increase in energy will produce more resonances instead of increasing the kinetic energy

at Hagedorn temperature [24].

However, this picture is in contract to asymptotic freedom, which suggests the coupling

strength is weak at high enough temperatures and perturbative QCD provides good descrip-

tion of nuclear matter kinematics [25]. It converts hadronic matter into quark matter at that

temperature level. The state of nuclear matter is represented by the Quark Gluon Plasma

(QGP) for the beginning stages of the Universe [26]. The relationship between the energy

density ε and pressure p under the assumption of asymptotic freedom is expressed as:

ε− 3p = 0. (2.6)

The energy density is proportional to T 4 with the proportionality constant consisting of

gBE (particles degeneracy follows Bose-Einstein) and gFD (Fermi-Dirac), it is shown as the

follows:

ε = (gBE +
7

8
gFD)

π2

30
T 4. (2.7)

For low temperature limit, the system is composed of the lowest state of pion gas. And there

are deconfined quarks and gluons in the context of high temperature limit. The following

table lists the gBE and gFD values at different temperature limit:

Table 2.1: gBE and gFD values at different temperature
Constant T ∼ 0 T →∞
gBE 3isospin 8color × 2spin
gFD 0 3color × 2spin × 2qq̄ ×Nf
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With the information of table 2.1, the final energy density can be calculated as:

ε =
π2

30
T 4


3 if T ∼ 0

16 + 21
2
Nf if T →∞

(2.8)

The energy density can be significantly different in the different phases, due to the factor we

get from the above equation and it is up to 9.

This transition can be indicated by the potential thermodynamics divergences, as well

as the temperature limits where the transition can happen. Chiral symmetry is respected

by QCD Lagrangian in the zero quark mass limit, however it is broken by non-perturbative

effect. At high temperatures, chiral symmetry should be conserved and deconfinement should

appear. Analytic QCD calculations cannot provide a clear description of a definite phase

transition related to these phenomena [26], and Lattice QCD (lQCD) is introduced to address

these issues.

2.2.1 Lattice QCD predictions

The lattice is introduced as a space-time grid in Euclidean space. The strong force is ex-

changed by gluons located along the lines between lattice vertices, where the quarks are

located. Statistical mechanics is used for finite temperature calculations in the system, and

the Feynman path integral is introduced cover all quantum effects. In lQCD, in order to

understand the physics phenomena, calculations with different lattice spacings from discrete

to continuum (infinitesimal lattice size) are used to extrapolate physical results.

The fact that the chemical potential of baryons can be finite (µB > 0) has been resolved

by reducing the size of space-time lattice at high temperature limit in the prediction of QCD

phase transition. Moreover, the realistic masses of light quark are used. The energy density

ε/T 4 as a function of temperature T is shown on Fig. 2.2.

The relationship plotted is for 2+1 staggered flavors state with the chemical potential
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Figure 2.2: Energy density divided by T 4 as a function of temperature in a lattice calculation
using physical quark masses [27]

µB = 0. The results are calculated for different number of points in the temporal directions

(Nt) with physical dynamic quark mass [28]. The quark flavor number leads to the principal

uncertainty in the calculation. The Boltzmann factor e−m/T results in the suppression for the

heavy quarks with large masses, such as the charm, the bottom and the top quark under the

ideal gas of QGP assumption. The energy density distribution increases sharply at a certain

temperature value, which is the critical temperature (173 MeV) for the phase transition from

hadronic matter to the QGP [29]. This rapid but continuous energy density transition is

expressed by the equation derived before 2.8. However, it implies a smooth crossover between

phases rather than a first or second order phase transition.

The lQCD calculation indicates a lower energy density ε/T 4 around the critical temper-

ature T = 173MeV compared to Stefan-Boltzmann predictions, which implies the QGP is

not strict equilibrium ideal gas due to the presence of partons interactions at T ∼ 173MeV .
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Figure 2.3: QCD Phase diagram represented in the direction of temperature and baryon
chemical potential. Taken from NSAC Long Range Plan 2007 [30].

2.2.2 QCD Phase Diagram

The phase transition at different temperature T and chemical potential µB are shown on the

QCD phase diagram 2.3, which represents the mixture of results of lQCD calculation from

first principle, the experiment and the conjecture from various models. Since the finite µB

leads to problems in lQCD calculations, the result of lQCD shown is with µB = 0, and it

describes the crossover transition from hadronic matters to QGP smoothly.
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The QCD phase structure for high chemical potential can be understood well in neu-

tron stars experiments. However there are insufficient measurements available for the study.

Moreover, various research facilities and colliders provide huge amount of experimental data

from heavy ion collisions at extreme high energy for the QCD phase study, in the high temper-

ature T and low chemical potential range. Examples are the Relativistic Heavy Ion Collider

(RHIC) in Brookhaven National Laboratories (BNL), the Large Hadron Collider (LHC) at

European Organization for Nuclear Research (CERN), and the Facility for Antiproton and

Ion Research (FAIR).

The first order transition takes place in the transition from hadronic matter to the QGP at

higher µB. There is an important point where the first order transition starts to happen, and

it is called the critical end point (CEP), which is essential for theorists to predict the phase

structure of QCD matter. The experimental frontier for analyzing the CEP is implemented

in the RHIC Beam Energy Scan (BES).

In the early universe stage, when the time scale is less than 10−5 seconds after the Big

Bang, the universe is in a hot state and filled up with QGP. This is implied by Fig. 2.3, which

shows the QGP takes up most of the phase space for high temperature limit (T> 170 MeV).

Enormous attempts have been made to seek observations of the earliest transition between

confinement and deconfinement but failed due to the feeble signature left. The laboratory is

necessary for further study on the primordial QCD matter. Facilities such as the RHIC (with

center of mass energy at 200 GeV) and the LHC (with center of mass energy at 2.76 TeV)

can provide a crucial environment to reproduce the QGP state in ultra-relativistic nucleus-

nucleus collisions successfully. Fig. 2.4 shows the event display of the nucleus collisions at

the A Toroidal LHC ApparatuS (ATLAS) detector of LHC.

There is plentiful information embedded in the multiple particles coming out of these

heavy ion collisions. The main purpose of this thesis is to interpret such fundamental infor-

mation based on the experimental observations at the LHC. The following section describes
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Figure 2.4: Event display of a heavy ion collision at LHC (ATLAS collaboration). Taken
from [31].

the QGP phenomenology at the LHC in general.
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Figure 2.5: Schematic representation of the various stages of a Heavy Ion Collisions as a
function of time t and the longitudinal coordinate z (the collision axis). Taken from [33].

2.3 QGP phenomenology at LHC

The whole process of the evolution of a heavy ion collision provides useful information for

understanding the QGP phenomenology. Bjorken [32] suggested that heavy ion collisions

evolve in both longitudinal space and time. Both theoretical and experimental efforts have

been made to demonstrate it. The schematic evolution of heavy ion collisions is shown in

Fig. 2.5. There are four stages in heavy ion collisions evolution: pre-equilibrium, QGP state,

hadronization and freeze-out and they will be described in detail in the following sections.

2.3.1 Pre-equilibrium

When two heavy ion beams collide with each other, both of them are squeezed in the lab

frame along the z direction due to the high energy (GeV or TeV). Soft processes happen

immediately after the hard processes. Objects with high pT and low pT are created during

the parton interaction process. The system will reach equilibrium in the end due to the

increasing entropy caused by multiple scatterings among the particles and massive quarks

and gluons. The collisions in this process can be analyzed in several ways.
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The Glauber Model [34] is one of the methods that are used to analyze this process

and it addresses the problem of composite particles scattering in high energy. Under this

model’s assumption, the nucleons move independently within the nucleus and carry sufficient

momentum at high enough energies to avoid being deflected as the nuclei passing through

each other. At the same time, this model takes the collisions at the baryon level and describes

the system geometrically. The heavy ion collisions of two nuclei are considered in terms

of the individual interactions of the constituent nucleons. The nucleons normally have a

continuous density distribution which is a parameterized Woods-Saxon distribution, and the

nuclear density is calculated as follows:

ρ(r) = ρ0
1

1 + exp( r−a
R

)
, (2.9)

where ρ0 represents the nucleon density in the center of the nucleus and ensures the normal-

ization of this density distribution is equal to the number of nucleons. R and a represent the

nuclear radius and “skin depth”, respectively. The parameters for Pb208 are R = 6.62±0.06

fm, a = 0.546±0.01 fm [35]. The schematic view of two nuclei colliding is shown in Fig. 2.6.

From Fig. 2.6, the distance from the center of nucleus A (target) to the center of nucleus

B (projectile) is denoted by a impact parameter vector~b in the transverse plane. ~s represents

the vector from the center of A to one nucleon, and ~s−~b represents the distance vector from

the center of B to the same nucleon. The two flux tubes indicated in Fig. 2.6 are analyzed

and they overlap with each other during the collisions. TA(~s) is defined as the probability

per unit transverse area of a given nucleon being located in the target flux tube:

TA(~s) =

∫
ρA( ~sA, zA)dzA, (2.10)

where ρA( ~sA, zA) represents the probability of finding the nucleon located at (~s, zA) per unit
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Figure 2.6: Schematic view of two colliding nuclei with left side presents transverse and right
side presents longitudinal views. Taken from [34].

volume, and it has a normalization of unity. Similarly for projectile nucleon B, we define:

TB(~s) =

∫
ρB( ~sB, zB)dzB (2.11)

Then TAB(~b) is defined as the joint probability of finding nucleons in both nuclei A and B

at the same time and location ~s:

TAB(~b) =

∫
TA(~s)TB(~s−~b)d2s (2.12)

The thickness function T~b is the same as TAB(~b), and it has the unit of inverse area. It should

be φ independent due to the fact that nucleus is unpolarized, which gives T (~b) = T (b). This

can be interpreted as the effective overlap area for which a specific nucleon in A can interact

with a given nucleon in B. Then the interaction occurs with a probability of T (b)σin, where

σin represents the cross-section of this non-diffractive inelastic collisions between nucleon-

nucleon.
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For n nucleon-nucleon collisions out of A*B nucleons, the probability of interaction hap-

pening follows the Binomial distribution and it is also a function of the impact parameter

b. The probability can be expressed as follows:

p(n, b) =

(
AB

n

)
pn(1− p)AB−n =

(
AB

n

)
(T (b)σin)n(1− T (b)σin)AB−n. (2.13)

Then in the collision between nucleus A and B, the total probability of having one inelastic

event can be expressed as:

dσABin

d~b
=

AB∑
n=1

p(n, b) =
AB∑
n=0

p(n, b)− p(0, b) = 1− (1− T (b)σin)AB. (2.14)

The total inelastic cross section for nucleus A and B collision can be expressed as:

σABin =

∫
(1− (1− T (b)σin)AB)d~b. (2.15)

There are two parameters that provide a description of the geometry of nucleus collisions,

the 〈Npart〉 represents the average number of participants and the 〈Ncoll〉 represents the

average number of binary collisions. 〈Ncoll〉 can be expressed as the average of n:

〈Ncoll〉(b) = 〈n〉 =
AB∑
n=0

np(n, b) = AB · T (b)σin. (2.16)

The average number of nucleons in the target and projectile nuclei that interact(or the

number of wounded nucleus) 〈Npart〉 can be expressed as:

〈Npart(~b)〉 = A

∫
TA(~s)1− [1− TB(~s−~b)σin]Bd2s

+B

∫
TB(~s−~b)1− [1− TA(~s)σin]Ad2s.

(2.17)

The “Optical Glauber Model” is used for the above calculation. Monte Carlo (MC) sim-
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Figure 2.7: Left: Two nuclei A and B before collisions. Right: Nuclei A and B after collisions
with energy deposited in region z ∼ 0. Taken from [36].

ulation is used as other methods for this calculation and details are described in [34]. The

〈Npart(~b)〉, 〈Ncoll(~b)〉 and impact parameter ~b cannot be observed directly in experiments

normally. A “Centrality” term is defined in both phenomenological Glauber Model and the

experiment to calculate those quantities. The mapping between centrality and the param-

eters is needed and it only works if there exists a monotonic relationship between variables

in the experiments and the Glauber Model calculation.

The estimation of the initial energy density by Bjorken [32] brought up the idea that, in

the collision of two nuclei with little transverse overlap, there is only part of their kinematic

energy stored for the heating up for central rapidity range. Fig. 2.7 shows the procedure of

two nuclei collision. The particle density can be calculated in the central region around z ∼
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0:

∆N

A∆z
=

1

A
dN

dy

dy

dz

∣∣∣
y=0

=
1

A
dN

dy

1

τ0 cosh y

∣∣∣
y=0

,

(2.18)

the transverse area is denoted by A, y represents rapidity and τ0 represents the time it took

to produce a quark gluon plasma. Therefore the estimation for initial energy density can be

expressed as:

ε0 = mT cosh y
∆N

A∆z
=
mT

τ0A
dN

dy

∣∣∣
y=0

, (2.19)

mT represents the transverse mass of particles. The final energy density which can be

measured in experiments is used for calculation of the initial energy density in this equation.

The equilibrium time τ0 is the only unknown variable which is estimated on the scale of 1

fm/c by Bjorken’s assumption.

The Color Glass Condensate (CGC) also provides an important perspective on a heavy

ion collisions’ initial condition. At the beginning stage of nucleus collisions, for high enough

energy, the degrees of freedom involved are partons [37]. The majority of these partons

are gluons whose energy density is positively correlated to the energy transfer (Q2) and

negatively correlated to their momentum fraction (x). Fig. 2.8 shows the gluon distribution

for different Q2 and x range. In figure 2.9, it shows the parton energy density on transverse

area is high and could result in gluon saturation for high energy and small x.

Qs denotes the saturation scale, which is big (Qs � ΛQCD) and the coupling constant

is small (α(Qs) � 1) when the scale close to the density on transverse area is taken into

account. In this system, perturbation theory can be used for study, and there are mainly

high density gluons with color degrees of freedom. The system behaves as liquid most of

the time and behaves as solid otherwise, also the evolution is much slower compared to the

natural time scales. All those properties explain the name of CGC. The gluon density can
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Figure 2.8: Gluon distributions from HERA experiment as a function of x at three different
Q2 [37]

be expressed as [39]:

dN

dyd2pT
∼ πR2

αs

Q4
s

p4
T

,with pT > Qs

dN

dyd2pT
∼ πR2

αs
,with pT < Qs

(2.20)

Since the final particle density is related, the collisions between nucleon and nucleus as

well as electron and nucleus can provide more promising approaches because they are not
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Figure 2.9: Gluon saturation in a hadron as x decreases [38]

influenced by the final state of collisions between nucleon-nucleon. Since high energy particles

are produced during a short time due to the uncertainty principle (∆t ∼ 1/∆E), the heavy

quarks are produced at the early stage of heavy ion collisions, the interaction between these

particles and the medium during the collisions provides a powerful tool for the understanding

of QGP medium,
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2.3.2 Collective Flow and Perfect Fluidity of QGP

The deconfined quarks and gluons produce QGP through the collisions. If it is not a central

collision, where the impact parameter is not zero, the transverse plane (x − y) does not

have a symmetric distribution after the collision. This feature is shown in Fig. 2.10, also the

reaction plane is denoted by the expansion of beam direction and impact parameter vector.

There is a almond shape interaction region in Fig. 2.10, which is asymmetric in space. Thus

the anisotropic flow is introduced as another strong evidence for the existence of QGP.

The relativistic hydrodynamics can be used to study this system due to the achievement

of local thermodynamic equilibrium. It is very popular for the physicists to apply the hydro-

dynamics in their analysis because there is no requirement for the assumption on the nature

of the particles and the fields. However, the local equilibrium is rather a strong assumption

that we should keep in mind. The initial condition, together with the equation of state can

provide a thorough description. The following equation describes the motion of an ideal fluid

without viscosity [40]:

∂µ(nuµ) = 0

∂µ(T µν) = 0,
(2.21)

where n = N
V

denotes the baryon number density, uµ = (γ, γ~ν) denotes the velocity vector,

T µν = (ε + P )uµuν − Pgµν denotes the energy-momentum tensor. The equation represents

the conservation of both baryon number and energy, and provides description of momentum

and baryon density. Lattice QCD or phenomenological models [41] are used to calculate the

equation of state for this dense system. The EOS under assumptions of different models

with n = 0 is shown in Fig. 2.11

Different choices of equation of state can introduce various sensitivity to the final result

based on the observables. Taking the nature of the phase transition as well as the non zero

n (baryon density) into account can provide a better understanding of the system, and also
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Figure 2.10: Geometry of a non-central heavy ion collisions. Taken from [42].

reduce the uncertainties. The initial conditions are beyond hydrodynamics, and they are

treated as inputs to the calculation. The initial conditions can be derived through multiple

methods ( [44], [45], [46], [47]). There are two parts that comprise the initial entropy density.

The hard part which is proportional to the 〈Ncoll〉 and the soft part which is proportional to

the 〈Npart〉, and they are linearly combined. Since the system reaches local equilibrium, the

evolution of the system, like equation of state and motion can be described well using the

information of initial condition. However, as the system evolves to the final stage, it cannot

provide sufficient information. Thus more phenomenological models are introduced for the

description of the freeze-out stage, which will be described in the following section.

The asymmetry in space can result in the corresponding asymmetry in momentum space,

which can lead to faster expansion along the reaction plane compared to the y axis 2.10.

This is supported in Fig. 2.12, which shows that the pressure gradient is higher along the
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Figure 2.11: Nuclear EOS of Hagedorn resonance gas model [41] (EOS H), an ideal gas model
(EOS I) and a connection of the two (EOS Q). [43]

reaction plane compared to the y axis. Due to the different expansion rate, collision space

will evolve symmetrically as time goes by. The expansion process at different time scale

derived by hydrodynamics is shown in Fig. 2.13, each contour represents the constant energy

density. The left plot shows a elliptical shape at the beginning and is the most asymmetric,

it evolves into a circular which is shown on the right plot at later time due to the faster

expansion along the x direction. The spatial eccentricity parameter are defined to describe

the amount of deformation in the reaction region:

εx(b) =
〈y2 − x2〉
〈y2 + x2〉

. (2.22)
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Figure 2.12: In an off-central collision between two heavy nuclei, the overlap region is almond-
shaped with the length of the arrow indicates the expansion rate. The large pressure gradient
in the horizontal direction (the collision plane) causes a faster expansion than in the vertical
direction. Taken from [48].

Figure 2.13: Contours of constant energy density in the transverse plan at different time
after equilibrium [43]
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Figure 2.14: Time evolution of spatial eccentricity and momentum anisotropy [43]

At the same time the momentum anisotropy can be expressed as:

εp(τ) =

∫
dxdy(T xx − T yy)∫
dxdy(T xx + T yy

. (2.23)

Fig. 2.14 shows the transformation of space anisotropy to momentum anisotropy.

2.3.3 Hadronization and Freeze out

After the formation of QGP, the temperature can decrease significantly after 10 fm/c.

Hadrons can be formed by the confinement of quarks and gluons when the temperature

is below the critical value. The inelastic collisions can be reduced due to the slowing down of

the expansion, this will continue until the species of hadron are stable and sufficient enough.

The details can be found in [49, 50] and this is introduced as chemical freeze-out, where the

major collisions are elastic instead of inelastic maintaining kinetic equilibrium. The “kinetic
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freeze-out” [51, 52] happens after chemical freeze out when kinetic equilibrium is broken and

the kinematic distribution is stable.



Chapter 3

Heavy Flavour Physics

This thesis focuses on the heavy flavor aspect of the physics, bottom quarks are good candi-

dates for the approach due to their large masses compared to the u, s, d, c quarks. Moreover

it has adequate longer life time compared to the heavier t quark, which is crucial for the

hadrons’ bound state formation.

3.1 Perturbative QCD and Hard Scattering

The hard scattering processes with large momentum and energy transfers are investigated

through many experiments, and the parton model is introduced for the interpretation of

these results. In the parton model, hard scattering takes place among different constituents

which comprise the hadrons [53]. QCD theory is used to describe the strong interactions and

the parton model is an appropriate candidate among different models for an approximation

to the QCD theory for the hard scattering process. The following section will provide general

introduction to the parton model and its applications.

29
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3.1.1 Parton Models

The parton model is one of the fundamental applications of perturbative QCD. It provides

a tree-level and an impulse approximation to the theory [54]. The constituents which par-

ticipate in the hard scattering process are treated as point-like objects. The scattering cross

section for two colliding hadrons are calculated in the following equation:

σAB(pA, pB) ∼
∑
i,j

∫
dxidxjσ̂(xipA, xjpB)φAi (xi)φ

B
j (xj), (3.1)

where A, B represents the two hadrons, and i, j represents different types of parton respec-

tively, x represents the parton momentum fraction. The probability density function for

parton i existing in the hadron A is represented by φAi , with momentum of pi = xipA. σ̂

denotes the partonic matrix element, which can be calculated using perturbation theory due

to the asymptotic freedom at hard enough scales. However, it develops into non-perturbative

theory due to the initial and final states involved during hadronic scattering process in the

physical world. The calculation of equation 3.1 can be considered separately with different

scales. The behavior of short range in the QCD theory is incorporated with the long range

behavior in σ̂. This is achieved through factorization theorems which cannot be calculated

by perturbative QCD theory. It has similar formulation to the equation 3.1, the scheme-

dependent factorization scale F is introduced to describe the different kinetics aspects of

distinct range components. The integrand terms in factorization theorems depend on the

scale F, at the same time it prevents the quantum mechanical interference between short and

long range interaction. Moreover, the parton distribution functions (PDFs) which represent

the parton probability distributions do not depend on the particular scattering process. The

scattering at the partonic level does not affect the calculation in the context of the PDFs and

can be obtained from experiment, which makes the PDFs common among all the hadrons.

The following process provides an appropriate method to prove the factorization theo-
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rems:

dσ(A+B → C +D) = dσ̂ ⊕ ΦA ⊕ ΦB ⊕∆C ⊕∆D + p.s.c., (3.2)

where Φ represents the parton distribution of each particle and ∆ denotes the fragmentation

function [55], which describes the final-state single particle energy distributions in hard

scattering processes, ⊕ denotes a convolution over parton momentum fraction with the

summation of all parton species and color indices. The p.s.c. terms in this process represent

the power suppressed corrections, which go through suppression by powers of a hard scale.

The deep inelastic scattering (DIS) and the e+e− experiments provide demonstration for the

factorization theorems. However, the Drell-Yan process is the only one that provides solid

proof for the case of scattering among hadrons [56–58].

3.1.2 Deep Inelastic Scattering

The structure of hadron and the parton model are developed essentially by the experiment

of scattering of charged (e, µ) leptons from a hadronic target. The electron interacts with the

target via the exchange of a virtual photon, which is called neutral current process (NC).

Q2 denotes the squared transferred momentum, which is defined as the virtuality of the

exchanged photon Q2 = −q2. M denotes the mass of the target and the momentum transfer

is high in deep inelastic scattering (DIS), in the sense that Q2 � M2. The fraction of the

momentum of the incoming target by the struck quark is defined as the Bjorken scaling

variable:

x =
Q2

2P · q
, (3.3)

where P represents the target’s four momentum. Another parameter is introduced to describe

the amount of energy lost by the electron measured in the rest frame of the target:

y =
P · q
P · k

, (3.4)
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where k represents the incoming electron’s four momentum. The factorization theorem

provides the applicability of the pQCD in hardon induced processes, and the cross section

can be expressed as the convolution of the hard process with the soft part resolving long-range

effects:

σ(x,Q2) =
∑
q,q̄,g

∫ 1

x

dξ

ξ
fi(ξ, µ

2
f , αs(µr) σ̂i(

x

ξ
,
Q2

µ2
r

,
µ2
r

µ2
f

, αs(µr))), (3.5)

where ξ denotes the momentum fraction of the initial parton in the target. µf and µr denote

the factorization scales and the renormalization scales respectively [59], and fi(ξ, µ
2
f , αs)

denotes the Parton Distribution Functions (PDFs) for parton i of the target. σ̂i represents

the partonic cross section depending on the incoming parton and its momentum fraction,

and it is calculable in perturbation theory. The result depends on the factorization and

renormalization scheme which are not set to be equal. At the same time this factorization

feature of cross section shows a basic property of the QCD.

3.1.3 Jets

Partons cannot be directly observed at the LHC since QCD confinement prevents partons

from existing as free particles. Instead, narrow cones of hadrons and other particles from

the hadronization of a parton are experimentally studied to determine the properties of

the original parton. These cones are identified as experimentally observed objects called

jets. They are first observed at Stanford Linear Accelerator Center (SLAC) [60] through

hard scattering processes, and they provide assessment of the theoretical application in

experiment. Jet production is the dominant high transverse momentum (pT ) process and as

such gives the first glimpse of physics at the TeV scale at the LHC. The jets cross sections

and properties have been measured at the e+e−, ep, pp̄, and pp colliders, as well as in the

γp and γγ collisions. They provided precise measurements of the strong coupling constant,

and have been used to obtain information about the structure of the proton and the photon.

Jets have become important tools for understanding the strong interaction and searching
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for physics beyond the Standard Model [61–72]. The observable in jet production needs

to have accurate definitions in the measurement which are well-defined in theory due to

the complicity of the final states [73]. The algorithms applied for jets reconstruction are

established on clustering energy deposits nearby in angle, which will be described in detail

in section 5.5.1.

In high energy experiments, jets become fundamental and important tools not only for

testomg QCD, but also for the reconstruction of more complicated physics objects. The

results of theoretical predictions (which are provided by fastNLO with NLOJET + + [74]) of

inclusive jet cross section as a function of jet transverse momentum pT are presented in

Fig. 3.1, as well as the ratio of data/theory distribution for a wide range of experiments.
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Figure 3.1: The single inclusive jet cross section ratio between data and theory at different
energies [74, 75]

3.2 Hard Processes in Nuclear Collisions

In heavy ion collisions, particles with high transverse momentum pT can provide useful

insights in QGP studies using “external” source. This approach is referred to as “hard probes”

and becomes one of the most powerful tools. In the early stage of a collision, partons with

large virtualities and high momentum are produced even before the existence of the medium.
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Those hard partons last for the entire evolution, and lose energy through the interaction with

the medium (scattering processes) which is calculable due to the factorization of QCD. There

are jets coming from the fragmentation and the hadronization of hard partons in the final

stage. The important properties of the QGP can be learned thoroughly through the study

of the modification of jet/leading hadron spectra in the presence of the medium.

3.2.1 Glauber Model to Experimental Data Mapping

In section 2.3.1 we introduced 〈Ncoll〉 and 〈Npart〉, which represent the average number of

binary collisions and the average number of participants in nucleus collisions, which cannot be

observed directly in experiments. Centrality is defined for mapping between the distribution

from experiment and the quantities in Glauber Model. This works under the assumption

that the impact parameter ~b has a monotonic relationship with the particle multiplicity.

The peripheral collisions in centrality class definition represents the events with larger ~b and

lower multiplicity. At the same time central collisions represents the events with smaller ~b

and higher multiplicity. Here ξ can be defined as final-state observable with the integral of

its minimum bias distribution known, and the range of its value is divided into sub-ranges

where the integral of the distribution over that range is some fraction of the total.

The centrality is addressed as a percentage and the ξ integration normally goes from

large value to small value. The centrality interval a − b% is defined by the boundary value

of each sub-range in the distribution of ξ:

100(

∫ na

∞
dNevt

dξ
dξ∫ 0

∞
dNevt

dξ
dξ

) = a[%]

100(

∫ nb

∞
dNevt

dξ
dξ∫ 0

∞
dNevt

dξ
dξ

) = b[%],

(3.6)

which is shown in Fig. 3.2 as an example of this division.

After the determination of centrality, the “two-component” model [77, 78] is introduced
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Figure 3.2: Schematic of the mapping of experimental observables (the number of charged
particlesNch) with Glauber quantities (~b,〈Npart〉) [76]

for the mapping between the Glauber quantities and each centrality interval. There are two

components in nuclear collisions, one is the “soft” part and it is proportional to the variable

Npart. The other component is the “hard” part and it is proportional to the variable Ncoll.

The new variable Glauber quantity ξG is defined in a way that it has similar distribution
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to the experimentally observed variable ξ. The linear combination of two components turns

out to be an appropriate choice for ξG:

ξG = ξG0((1− x)
Npart

2
+ xNcoll), (3.7)

where 0 < x < 1, x and ξG0 can be determined from the fitting of the dNevt/dξ distribution

measured in experiment with dNevt/dξG distribution from a MC Glauber sample [79]. The

centrality intervals for ξG are defined the same way as ξ, 〈Ncoll〉 and 〈Npart〉 in each centrality

interval are defined by averaging over the Ncoll and Npart in the same centrality bin.

3.2.2 Nuclear effects

In 1980s, the bound nucleon systems were found to behave differently in momentum distribu-

tions for quarks and gluons compared to the nucleon with free or loosely bound systems [80].

It indicates that the nuclear structure functions are not just the simple combination of each

individual nucleon’s structure functions. Thus nuclear parton distribution functions (nPDFs)

accommodate nuclear effects into the existing PDFs [81–84].

The nPDFs experience suppression at lower x value and enhancement at higher x value

compared to the PDFs of nucleon. In addition, nPDFs have the same evolution based on

the DGLAP (Dokshitzer–Gribov–Lipatov–Altarelli–Parisi) equation [85–87] as the PDFs of

a free nucleon, except for a different initial parametrization. The nuclear modifications can

be quantified through the ratio between the PDFs of bound and free proton:

RA
i (x,Q2) =

f
p/A
i (x,Q2)

fpi (x,Q2)
, (3.8)

where A denotes the nuclear mass number, and i denotes the parton species: valence quark,

sea quark or gluon. fp/Ai denotes the bound proton PDFs and fp/Ai denotes the free proton

PDFs. The nPDFs can be calculated from a parametrization of RA
i (x,Q2) at an initial scale
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with the PDF set of free proton as baseline [81]. The following lists the different nuclear

effects in different x regions:

• Shadowing for x . 0.01: RA
i < 1. The shadowing effect contains [88]: 1. Enhancement

of shadowing with decreasing x; 2. Enhancement of shadowing with A; 3. Suppression

of shadowing with increasing Q2. The effective nucleon-nucleon cross section is reduced

due to the shadowing of elastic interactions and the destructive interference effect which

makes the incoming flux decreases [89]. The experiments at the Large Hadron Collider

(LHC) is specifically related to this shadowing effect at low x region according to the

fact that it provides investigation of nuclear collisions at lower x and higher energies.

The hadron yield will be reduced at high pT region accordingly.

• Antishadowing for x ∼ 0.1: RA
i > 1. The antishadowing effect is required to restore

the sum rule of momentum in nuclei, thus it balances the shadowing and the EMC-

effects [90].

• EMC (European Muon Collaboration)-effect for 0.3 . x . 0.7: RA
i > 1. This effect

can be described by the parton model, valence quarks in free nucleon carry larger

momentum fraction compared to those within nucleus.

• Fermi-motion for x → 1 and beyond: RA
i > 1. This effect can be explained with

non-stationary nucleons within the nucleus.

These effects are shown in Fig. 3.3 and there is no unique theoretical explanation for these

nuclear effects at present. The description for these effects derived from several different

models can be found in Ref [88, 91, 92].

3.2.3 Jet Quenching

In heavy ion collisions, the parton is expected to lose energy by passing through the QGP

medium created in the Pb+Pb collisions. There are two energy loss mechanisms: radia-
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Figure 3.3: Schematic of RA
i (x,Q2) distribution as a function of x and the different nuclear

effects in each x region [81]. In this figure, y0 is the height at which shadowing levels out
as x → 0, xa and ya are the position and height, respectively, at which antishadowing is
maximum, and xe and ye are the position and height at which the EMC-ect is minimum.

tive energy loss coming from gluon bremsstrahlung and collisional energy loss coming from

collisions with other partons in the medium [93, 94]. The particles with high transverse

momentum are expected to experience suppression in yields compared to rescaled proton-

proton collisions, where there is no medium effect present. Fig. 3.4 shows these two energy

loss mechanisms: On the left side of Fig. 3.4, it represents the collisional energy loss stems

from elastic scattering with the medium constituents which dominates at the low energy of

particle. On the right side of Fig. 3.4, it represents the radiative energy loss stems from

inelastic scattering within the medium which dominated at the higher energy region of par-

ticle.
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Figure 3.4: Diagrams for collisional (left) and radiative (right) energy loss of a quark with
energy E passing through a QGP medium. Taken from [95].

Collisional Energy Loss

Unlike QED, energy loss in QCD should take the non-Abelian feature into account. There

are several changes coming from the fact that gluons can also interact with themselves. The

QCD coupling “constant” αs(Q) has to be evaluated to the scale Q considered specifically. In

addition, the difference between the coupling of quarks and gluons with the medium should

be considered. In general, the average energy loss in one scattering can be expressed in the

following equation:

〈∆E1scat
coll 〉 ≈

1

σT

∫ tmax

m2
D

t
dσ

dt
dt, (3.9)

where T denotes the temperature of the medium, dσ/dt denotes the cross section of the

scattering process, t = Q2 denotes the squared transfer momentum, mD(∼ gT ) denotes

Debye mass which is the inverse of the screening length of the (chromo) electric fields in the

medium.

Bjorken [96] and Braaten [97] first estimated the collisional energy loss of energetic par-

tons within the QGP medium, and it is modified by other physicists later [98–100]. In

equation 3.9, the integral limits can be expressed as tmin = m2
D(T ) ∼ 4παsT

2(1 +Nf/6) and

tmax ∼ ET , where E denotes the parton energy and Nf denotes the flavor number. The
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t-differential elastic parton-parton cross section is:

dσ

dt
≈Ci

4πα2
s(t)

t2

αs(t) =
12π

(33− 2Nf )ln(t/Λ2
QCD)

,
(3.10)

where Ci denotes the color factor and equals 4/9,9/4,1 for scattering process qq, gg, qg

respectively. At the limit of E � M2/T , the collisional energy loss per unit length for

different mass of particles is:

−dEcoll
dl

∣∣∣
q,g

=
1

4
CRαs(ET )m2

Dln(
ET

m2
D

), for gluon and light quarks

−dEcoll
dl

∣∣∣
Q

= −dEcoll
dl

∣∣∣
q
− 2

9
CRπT

2[α2
s(M

2)α2
s(ET )ln(

ET

M2
)], for heavy quarks

(3.11)

where CR denotes the quadratic Casimir of the hard parton and it equals 4/3 and 3 for

quark and gluon respectively [99]. The initial parton energy has logarithmic impact on the

collisional energy loss and it’s also linearly correlated to the medium thickness.

Radiative Energy Loss

The radiative energy loss comes from the medium-induced multiple gluon emissions within

the QGP medium [101–104]. Classically, the total energy loss per scattering can be calculated

from the gluon bremsstrahlung spectrum:

∆E1scat
rad =

∫ E ∫ kTmax

ω
d2Irad
dωdk2

⊥
dωdk2

⊥ (3.12)

where ω denotes the energy and k⊥ denotes the transverse momentum of the radiated gluon.

For incoherent scattering the total energy loss is expressed as:

∆Etot = N ·∆E1scat, (3.13)
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where N = L/λ denotes the medium opacity which is the number of scatterings experienced

by the particle in a medium with thickness L. The energy loss per unit length is:

− dE

dl
=
〈∆Etot〉

L
, (3.14)

and for the incoherent scattering, the expression reduces to:

− dE

dl
=
〈∆Etot〉

λ
. (3.15)

The DGLAP splitting functions in the vacuum [85–87] can be used to calculate the radiation

probabilities in QCD:

Pq→qg(z) = CF
1 + (1− z)2

z

Pg→gg(z) = CA
1 + z4 + (1− z)4

z(1− z)
,

(3.16)

where z = ω/E denotes the fraction of the energy that the radiated gluon takes from its par-

ent parton. The CF denotes the fundamental representation of the color Casimir factor and

the CA denotes the adjoint representation. The final radiated gluon spectrum is proportional

to these probabilities. Also the transport coefficient q̂ = m2
D/λ is introduced to describe the

medium modifications in the radiative energy loss estimation. It encodes the “scattering

power” of the medium through the average transverse momentum squared transferred to the

traversing particle per unit path-length. For L � λ case, which indicates the thin media,

the gluonstrahlung spectrum can be described by the Bethe-Heitler expression [105]. The

total collisional energy loss is:

ω
dIrad
dω
≈ αsq̂L

2/ω

∆EBH
rad ≈ αsq̂L

2ln(E/(m2
DL)).

(3.17)
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For the thick media case (L� λ), the spectrum can be described by the Landau-Pomeranchuk-

Migdal (LPM) coherence effect [106]. Gluons with greater or smaller energy than the char-

acteristic gluonstrahlung energy ωc = 1
2
q̂L2 should be treated separately:

ω
dIrad
dω

≈ αs


√
q̂L2/ω if ω < ωc

q̂L2/ω if ω > ωc

(3.18)

∆ELPM
rad ≈ αs


q̂L2 if ω < ωc

q̂L2ln(E/(q̂L2)) if ω > ωc

(3.19)

From the formulas above there are two features need to be noticed: 1) The LPM gluon

spectrum (ω dIrad
dω
∝ ω−1/2) is suppressed in the infrared compared to the BH spectrum

(ω dIrad
dω
∝ ω−1). 2) The energy loss in QCD depends on the thickness of the medium specifi-

cally with the form of L2, which is a universal feature of the medium-induced energy loss of

any in-medium newborn particle.

Nuclear modification factor in the Pb+Pb collisions

Jet quenching was first observed through two measurements in experiment. The suppres-

sion occurred significantly for single hadron at high pT in central collisions [107–110]. In

order to study the phenomenon of suppression more quantitatively, the perturbation theory

techniques are used to calculate the production rate of a single high pT parton, c in a parton-

parton collision: ab → c + X, since the QCD coupling constant αs is small for high-energy

(short distance) parton interactions. In high energy hadron-hadron collisions, the QCD “fac-

torisation theorem” can be used for the calculation of high pT particles’ production based on

the underlying parton-parton processes [57]. The cross section of a hadron h with high pT
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can be expressed as follows:

dσhardAB→h = fa/A(x1, Q
2)⊗ fb/B(x2, Q

2)⊗ dσhardab→c ⊗Dc→h(z,Q
2), (3.20)

where σab→cX(x1, x2, Q
2) denotes the perturbative partonic cross section, which is calculable

up to a given order in αs. fa/A(x,Q2) is the PDF which represents the probability of finding

a parton with flavor a and momentum fraction x = pparton/pnucleus inside the nucleus A.

Dc→h(z,Q
2) denotes the fragmentation function (FF) which represents the “probability”

that the outgoing parton c fragments into a final hadron h with fractional momentum z =

phadron/pparton. The two non-perturbative terms fa/A(x,Q2) and Dc→h(z,Q
2) are universal,

and they can be determined from experiment. Dc→h can be defined as δ(1−z) for calculating

the cross section of total parton (jet). Fig. 3.5 shows the sketch of dijet production in hadronic

collisions.

Each nucleus can be treated as a collection of free partons, because during the hard

scattering processes, partons are “frozen”. For a nucleus with mass number of A, the parton

density can be simply expressed as a superposition of A independent nucleons for high pT

production: fa/A(x,Q2) ≈ A · fa/N(x,Q2). Hence the cross section of hadron h is:

dσhardAB→h ≈ A ·Bfa/p(x,Q2)⊗ fb/p(x,Q2)⊗ dσhardab→c ⊗Dc→h(z,Q
2). (3.21)

The inclusive hard cross sections for A B interaction can be expressed simply as the pp cross

sections times A ·B from the implication of QCD factorisation in equation 3.20:

dσhardAB = A ·B · dσhardpp . (3.22)

In general, the yields are directly measured in the nucleus-nucleus experiments, the above
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Figure 3.5: Sketch of dijet production and pQCD factorisation in hadronic collisions:
fa/A(x,Q2) are the PDFs, Di→h(z,Q

2) are the FFs and ISF (FSR) represents initial (final)
state radiation. Taken from [95].

equation can be written as follows 2.3.1:

dNhard
AB (b) = 〈TAB(b)〉 · σhardpp , (3.23)

where the TAB(b) denotes the nuclear overlap function with impact parameter b. It can be

determined from the measured Woods-Saxon distribution of the interacting nuclei within a

geometric Glauber model [111]. The nuclear overlap function TAA(b) can be interpreted as

the effective integrated “luminosity” of the partons in the collisions of two beams of nucleons.

Since the Ncoll(b) is proportional to TAB(b): Ncoll(b) = TAB(b)σinNN , equation 3.23 can be

expressed as:

dNhard
AB (b) = 〈Ncoll(b)〉 · dNhard

pp . (3.24)
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The nuclear modification factor is introduced to describe the effects of the medium on the

yields of a hard probe in the AA (Pb+Pb) collisions quantitatively:

RAA(pT , y; b) =
d2NAA/dy/dpT

〈TAA(b)〉 × d2σpp/dydpT
. (3.25)

RAA is the main observable of interests in this thesis. If there is no medium effects, the

RAA is expected to be equal to one. In case of suppression of the particles, the RAA will be

smaller than one in both intermediate and high transverse momentum.

3.3 Jet Phenomenology Involving Heavy Flavor

The heavy quarks we focused on in this analysis are bottoms quarks, which are not expected

to be produced thermally in significant amounts in the QGP due to their large mass mb =

4.18+0.03
−0.03GeV/c

2. Bottom quarks are expected to be produced primarily in the hard scattering

of partons in the initial stages of the collision, and live much longer (∼ 10−11sec) than the

duration of the QGP (∼ 10−33sec) [112]. Thus they can experience the whole evolution of

the system. The production for bottom quarks is perturbative in QCD process due to the

requirement of the higher energy transfer.

3.3.1 Heavy Flavour Production

The open heavy-flavor production can be studied through the approach of semi-leptonic decay

process. The direct b-decay channel: b → lX and the cascade decay channel: b → c → lX

are with branching ratio of (10.69 ± 0.22)% and (9.62 ± 0.53)% respectively [75], where l

denotes leptons, like electrons or muons.

There are three heavy-flavor production in high energy particle collisions:

• Pair creation: The two Leading Order (LO) processes which produce the hard sub-

process are shown in Fig. 3.6a and 3.6b. As shown in Fig. 3.6a, the process is gg → QQ̄,
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Figure 3.6: Diagrams for examples of heavy-flavor production: Pair creation (a,b with leading
order. c, with gluon emission), Flavour excitation (d), Gluon splitting (e), Events classified
as gluon splitting but of flavor-excitation character. [113]

where Q represents the heavy quark. Fig. 3.6b shows the process of qq̄ → QQ̄ and

Fig. 3.6c represents the same process with the gluon shower emission. This additional

gluon shower does not have effect on the cross section of the production; however, it

can contribute to the alteration of kinematics. The parton shower in Fig. 3.6a and

Fig. 3.6b must come out back-to-back due to the momentum conservation, while there

is a net recoil allowed for the emerged parton shower in Fig. 3.6c [113].

• Flavour excitation: Fig. 3.6d shows the flavor excitation process, where the heavy

quark Q is excited by the exchange of a gluon with the other hadron, and Q is on

the mass shell of the particle in the final state. Since Q is not a valence flavor, it has

to be generated from gluon splitting g → QQ̄ inside the incident particle before the

scattering [113].

• Gluon splitting: Fig. 3.6e shows the occurrence of heavy quarks in g → QQ̄ process in

the initial or the final state shower, and not in the hard scattering. There is a large

combined transverse momentum in the final state. Thus the shower is constrained
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within a small cone of angular separation [113].

Fig. 3.6f shows the flavor excitation feature; however, it’s considered as a gluon splitting

process due to the gluon participation in hard scattering. During the process a gluon branches

to QQ̄ at first, and one of the heavy quarks emits another gluon later [113].

3.3.2 Semi-leptonic Decay

Semi-leptonic decays of hadrons contain a single charged lepton in the final state particles.

From the theoretical perspective, these decays are relatively simple and clear. Thus they

provide means not only to measure fundamental standard-model parameters, but also to

perform detailed studies of decay dynamics. In experiments, the hadrons containing heavy

quarks can decay to leptons or lighter hadrons through weak interaction. There are transi-

tions across quark generations even though the same generation of quark transitions has high

probability. The 3×3 unitary matrix Cabibbo-Kobayashi-Maskawa (CKM) is introduced to

describe the strength of flavor-changing weak decays [114, 115]:

V =


Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

 (3.26)

The mixing angles and irreducible phase can provide information in the universality of the

weak decay and the CP violation in the Standard Model. The amplitudes for the processes

b→ c→ lX and b→ ulX are proportional to Vcb and Vub respectively [22]:

|Vcb| = 40.9± 1.1 ∗ 10−3

|Vub| = 4.14± 0.19 ∗ 10−3
(3.27)
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From this result, the b quark has relatively longer life time (τ ∼ 10−12s) due to the high

suppression in decay. The decay channel b → c is highly preferred over the b → u decay,

since |Vcb| is much larger than the value of |Vub|. Because muon is experimentally accessible

in an easier way and provides clean environment to study, b quarks semi-leptonic decay into

muons is considered for heavy flavor study in this thesis.

3.4 Heavy Flavor Quenching

Heavy quarks are not valence flavor in the beam particle as light quarks (u, d, s), there is no

ambiguous information in the identification of heavy flavor hadrons through the interaction

with the QGP medium [113]. Quark energy loss can occur due to gluon radiation or (hard

or soft) collisions. Heavy quarks are of a great interest in heavy ion collisions because parton

showers initiated by heavy quark hadrons are expected to be sensitive to the medium in a

different way, for which the dominant energy loss mechanism are the collisions of the heavy

quark with the constituents of the QGP.

The gluon bremsstrahlung distribution of heavy quarks is [1+(M2/E2) ·θ−2]−2 factor less

than the light quarks case, where M denotes the mass of the heavy quark and E denotes the

energy. θ denotes the angle of gluon emission (with respect to the heavy quark’s momentum).

This factor mentioned above is always smaller than 1, and close to zero for small angles

(θ . M/E, this different pattern of the small angle gluon radiation induced by medium

is called “dead-cone” effect [2]. It suggests that the heavy quarks will lose less energy to

the medium than the light quarks. However, there is proof later showed the non-negligible

energy loss for heavy flavors due to the fact that dead-cone can be filled by gluon radiation

from Armesto et al. [116]. During the transverse momentum range pT ≤ M , the collisional

energy loss dominates the total energy loss. During the range of pT �M , which is the ultra-

relativistic case, the dominant energy loss is radiative and the mass of the quark behaves as

a collinear regulator generally.
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Figure 3.7: Left: Nuclear modification factor RAA for electrons from heavy quark decays
as function of pT for the 10% most central Au + Au collisions at

√
sNN = 200 GeV. The

boxes show the point-to-point correlated systematic uncertainty. Right: Nuclear modifica-
tion factors RAA for open heavy-flavor electrons vs centrality, integrated above the peT > 4
GeV range. Taken from [117]

Open heavy flavor measurements in nuclear collisions were pioneered at the RHIC, where

heavy flavor energy loss was discovered via the observation of the suppression of the yield of

electrons from heavy flavor hadron decays, which is in high transverse momentum range in

central Au+Au collisions at
√
sNN = 200 GeV with respect to pp collisions. Fig. 3.7 shows

the nuclear modification factor of electrons from heavy quarks decays in the Pioneering High

Energy Nuclear Interaction eXperiment (PHENIX) experiment at the RHIC [117], where

a non-photonic e± is defined to be an e± produced with an (anti)neutrino in a charged-

current weak decay. It is measured in the range of 0.3 < pT < 9.0 GeV/c at the mid-rapidity

(|y| < 0.35). In Fig. 3.7, we can see that the suppression level in the most central collisions

(0-10%) for electrons with pT above 4 GeV is at around 0.3. The non-photonic electron

nuclear modification factor RAA has also been studied with the Solenoidal Tracker at RHIC

(STAR) experiment. Fig. 3.8 shows the measurement of non-photonic electron and its elliptic

flow v2 in central Au+Au collisions at
√
sNN = 200 GeV. It has similar suppression level

compared to the PHENIX results. This suppression can be interpreted in terms of parton

energy loss in the plasma.
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Figure 3.8: Non-photonic electron nuclear modification factor RAA (left) and elliptic flow v2

(right) measured for 0–10% and 0–60% centrality intervals, respectively, in Au+Au collisions
at
√
sNN = 200 GeV. The vertical bars on data points indicate statistical uncertainties. The

brackets and boxes around data points represent the systematic uncertainties from Au+Au
and p+p collisions, respectively. Taken from [118].

Measurements conducted at the LHC can exploit the larger heavy flavor production

cross sections compared to the RHIC. Furthermore, the LHC experiments profited from

the availability of high resolution vertex spectrometers, which allows the decay topology

of heavy-flavor hadrons to be utilized. In addition, jet-medium interaction does not need

strict separation between medium effects and jet fragmentation, which is more general and

it provides direct sensitivity for the medium effects study. Measurements of full jets at the

RHIC are restricted by the bounded acceptance of the detectors, However, this issue does

not exist for the experiments at the LHC. The production of jets associated to the bottom

quarks is measured for the first time in the Pb+Pb collisions at
√
sNN = 2.76 TeV per nucleon

pair in the Compact Muon Solenoid (CMS) experiment at the LHC [119]. The transverse

momentum pT of b-jet is in the range of 80 - 250 GeV, and the centrality integrated b−jet

suppression as a function of pT is shown in Fig. 3.9.

The muon tagged b-jet suppression measurement in the ATLAS experiment discussed in

this thesis is in lower transverse momentum range of pT between 30 - 150 GeV, it provides

more sensitivity to the quenching effects in different kinematic region, and also provides

different systematic study.
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Figure 3.9: The centrality integrated (0–100%) b−jetRAA as a function of pT . The normaliza-
tion uncertainty from the integrated luminosity in pp collisions and from TAA is represented
by the green band around unity. The data are compared to pQCD-based calculations from
Ref. [120]. Taken from [119]

Heavy quarks are very powerful probes because they will interact strongly with the

medium. Due to the large masses relative to their light counterparts, the differences in

the degree of energy loss are expected. The measurement of heavy flavor suppression can

provide valuable insight into the real mechanism .



Chapter 4

Experimental Setup

4.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is the largest and the most powerful particle accelerator

in the world. It is located at the European Organization for Nuclear Research (CERN) in

Geneva, Switzerland. This machine is able to collide heavy ions although it is primarily

designed for colliding protons, this program started to collect first lead ion collisions in

November 2010.

The LHCmachine had a 27 kilometres circumference that extends to the France-Switzerland

border, and lies as deep as 175 metres beneath it. Unprecedented collision energies can be

run on this massive accelerator, there are two parallel beam lines circulating particles travel-

ling in opposite directions, and intersecting at designated interaction points (IPs). Pb208 ions

are extracted from a source and accelerated through a sequence of injection chain elements

before being injected to the LHC. The particles are prepared by a series of linear particle

accelerators (LINAC3), the Low Energy Ion Ring (LEIR), the Proton Synchrotron (PS) and

the Super Proton Synchrotron (SPS). The ions with charge state Pb+27 are generated in the

LINAC3, where they are stripped to Pb+42 via carbon foil and are accelerated to 4.2 MeV

53
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per nucleon. They reach 72 MeV per nucleon in the LEIR, and 6 GeV in the PS. The lead

beam is fully stripped with an aluminum foil to Pb+82 as it is transferred from the PS to the

SPS, and then accelerated to 177 GeV per nucleon.

There are seven detectors located at the LHC: A Toroidal LHC ApparatuS (ATLAS),

Compact Muon Solenoid (CMS), A Large Ion Collider Experiment (ALICE), LHC-beauty

(LHCb), TOTal Elastic and diffractive cross section Measurement (TOTEM), LHC-forward

(LHCf) and Monopole and Exotics Detector At the LHC (MoEDAL). Two of them, the

ATLAS experiment and the CMS, are large, general purpose particle detectors. They also

have the ability for the heavy ion physics study. The ALICE is a detector aim for heavy ion

study. The LHCb has other specific roles such as the missing antimatter investigation. And

the last three, the TOTEM, the MoEDAL and the LHCf, are much smaller and are for very

specialized research. The TOTEM detector aims at the measurement of total cross section,

elastic scattering, and diffractive processes. The LHCf provides better measurement of the

particles generated in the forward region of collisions. The MoEDAL has the main goal of

highly ionizing massive particles and magnetic monopole searching.

The proton beams were first circulated at the LHC in September 2008. However, it was

intermittent due to an incident of magnet quench 9 days later. After the repair of the damage

of the superconducting magnets, the proton beams with the center of mass energy at 900

GeV were circulated again on November 20 2009, and the first proton proton collisions were

recorded in 3 days. The center of mass energy is increased to 7 TeV on March 30 2010. The

LHC observed the first heavy ion collisions with the center of mass energy at 2.76 TeV per

nucleon on November 8 2010. The center of mass energy of proton collisions achieved at 8

TeV in April 2012.
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4.2 The ATLAS Experiment

The ATLAS experiment [121] at the LHC is a multi-purpose particle detector with a forward-

backward symmetric cylindrical geometry, and a near 4π coverage in solid angle. It consists

of an inner tracking detector, which is surrounded by a thin superconducting solenoid. It

provides a 2 T axial magnetic field, electromagnetic and hadron calorimeters, and a muon

spectrometer. The inner tracking detector covers the pseudorapidity range of |η| < 2.5.

It consists of silicon pixel, silicon micro-strip, and transition radiation tracking detectors.

Lead/liquid-argon (LAr) sampling calorimeters provide electromagnetic (EM) energy mea-

surements with high granularity. A hadron (iron/scintillator-tile) calorimeter covers the

central pseudorapidity range (|η| < 1.7). The end-cap and forward regions are instrumented

with the LAr calorimeters for both EM and hadronic energy measurements up to |η| < 3.2.

The forward region 3.2 < |η| < 4.9 will be covered in the ATLAS forward calorimeter

(FCAL) part. The FCAL consists of two calorimeter modules, and they locate forward and

backward roughly 4.7 m from the center of the detector. They cover the pseudorapidity

region of 3.2 <|η| < 4.9. Each FCAL module consists of three longitudinal sampling layers.

They are divided into transverse segments with approximate size ∆η×∆φ ≈ 0.2 × 0.2. The

total transverse energy, ΣET , measured in the FCAL is used to characterize the geometry or

the “centrality” of the Pb+Pb collisions. The Minimum Bias Trigger Scintillators (MBTS)

covers the pseudorapidity range of 2.09 < |η| < 3.84. Minimum bias event is triggered and

the event is selected by the MBTS. A graphical representation of the ATLAS highlighting

the various subsystems is shown in Fig. 4.1.

4.2.1 Inner Detector

The Inner Detector (ID) is the innermost detector system in the ATLAS, it contains the Semi-

conductor Tracker (SCT), the pixel detector and the Transition Radiation Tracker (TRT).

The barrel region of the ID is shown in Fig. 4.2. The pixel detector and the SCT are lo-



CHAPTER 4. EXPERIMENTAL SETUP 56

Figure 4.1: A diagram of the ATLAS detector showing the major detector systems. Taken
from [122].

cated at inner radii. At larger radii, the detector which consists of many layers of gaseous

straw tube elements and criss-cross with transition radiation material (TRT) is used. The

ID can cover the measurement of the trajectories of charged particles which are bent in 2

Tesla solenoidal magnetic field provided by the central solenoid. It can provide robust pat-

tern recognition and precise momentum resolution for charged particle above some certain

transverse momentum (pT ) threshold (nominally 0.5 GeV) and within pseudorapidity range

of |η| < 2.5.

In the pixel detector, there are three barrel layers and two end-caps each with three disk

layers oriented with the plane of the disk perpendicular to the z axis for pixel modules. For

each barrel, the layers have radii of 50.5 mm (layer-0), 88.5 mm (layer-1) and 122.5 mm (layer-

2), respectively. The disk plane of the end-cap pixel are ±495mm, ±580mm and ±650mm
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Figure 4.2: A diagram of the ATLAS inner detector barrel region. Taken from [123].

respectively away from the center of the detector, and they are placed symmetrically forward

and backward along the z axis. The pixel barrel layers are composed of 22, 38 and 52 staves

for the inner, middle, and outer layers, respectively. There are 13 pixel sensor modules on

each stave. Each pixel module has 16 front-end electronic chips (FE) from the bottom up.

It contains stack, bump bonds (connecting the electronic channels to pixel sensor elements),

the sensor tile, flexible polyimide printed circuit board, and polyimide pig-tail with Cu lines

and a connector (barrel modules) or a wire micro-cable (end-cap modules). There are 1744

pixel sensors in the Inner Detector and each sensor has 47232 pixels.

The SCT contains 4088 modules in the barrel, which is made of four coaxial cylindrical
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layers and two end-caps each with nine disk layers. The barrel SCT modules consist of

four sensors, two each on the top and bottom side, which are glued on thermal pyrolytic

graphite (TPG) baseboard. For the end-caps SCT modules, they have two sets of sensors

glued back-to-back around a central TPG spine. There are 15912 SCT sensors in the Inner

Detector and each sensor has 768 active strips.

The TRT is a combination of the straw tracker and transition radiation detector. The

TRT contains up to 73 layers of straws interleaved with polypropylene fibres (in the barrel)

, each straw is 4 mm in diameter and up to 144 cm long. There are about 50000 straws

and each divided in two at the center region and read out to reduce the occupancy. The

end-cap contains 160 straw planes interleaved with polypropylene radiator foils separated by

a polypropylene net, and there are 320000 radial straws in total at the outer radius. The

total number of channels is 420000. Each channel has a spatial resolution of 170 mm per

straw and provides a drift time measurement, also there are two independent thresholds.

These will let the detector have good discrimination between tracking hits, which pass the

lower threshold, and transition radiation hits, which pass the higher one. The straws contain

polyimide drift tubes of 4 mm diameter and anodes (31 µm diameter tungsten wires plated

with 0.5–0.7 µm gold). The straw tube wall consists of two multi-layer films bonded back-

to-back and have thickness of 35 µm. The straws are mechanically stabilised using carbon

fibres and are filled with a mixture of gas (70% Xe, 27% CO2 and 3% O2), it operated in

an environment of CO2. The precision of the TRT is not as good as the pixel detector and

the SCT, but it was necessary to reduce the cost of covering a larger volume and to have

capability of transition radiation detection.

4.2.2 Calorimeters

In the ATLAS experiment, the calorimeters use two kinds of active medium: scintillating

tiles and liquid argon. For liquid argon, there are several kinds of calorimeters. For example,
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Figure 4.3: A cut-out view of ATLAS calorimeter detectors. Taken from [124].

the electromagnetic calorimeter is located in the barrel region. In the end-caps, there are a

electromagnetic end-cap calorimeter (EMEC), a hadronic end-cap calorimeter (HEC), and a

forward calorimeter (FCal). As for calorimeters using scintillating tiles, there is TileCal (tile

calorimeter). The inner electromagnetic calorimeter absorbs energy mainly by electromag-

netic interaction, while the outer hadronic calorimeter absorbs energy mainly by hadronic

interaction. The calorimeters cover the pseudorapidity range of |η| < 4.9 in total. The

overall layout of calorimeters system in the ATLAS detector is shown in Fig. 4.3.

Electromagnetic Calorimeters

The electromagnetic (EM) calorimeter is used for the identification and measurements of

electron and photon [40]. It provides high precision, not only in the amount of energy

absorbed, but also in the measurement of where the energy is deposited. Layers of lead
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covered by stainless steel sheets and liquid argon are interleaved. The shower gets developed

by lead with its short radiation length, at the same time, the secondary electrons help create

ionization in the narrow gaps of liquid argon. The ionization electrons produce an inductive

signal, after drifting in the electric field across the gas gap and got captured by the copper

electrodes. The EM calorimeters consist of one barrel and two end-cap regions.

There is a liquid argon pre-sampler detector with thickness of 1.1 cm and 0.5 cm in barrel

and end-cap region inside the EM calorimeters. There is no lead absorber in front of the

pre-sampler. The energy lost by electrons and photons can be corrected by this pre-sampler

in the inner detector, solenoid and cryostat wall. The barrel of EM calorimeter consists of

three sampling layers. The first layer consists of very thin η strips with ∆η = 0.0031 and

each layer has a depth of 4.3 radiation lengths. This provides an excellent resolution in the

distinguish of the direction between photon and π0. The second sampling has a depth of

16 radiation lengths, and most of the energy is deposited in this layer. The noise can be

reduced if there is no third sampling layer, also the clusters with energy below 50 GeV will

be fully contained. This layer has square cells with size of 0.0245 in both η and φ direction.

The third sampling layer contains cells with size ∆η ×∆φ = 0.05× 0.0245.

There are two co-axial wheels located at |η| = 2.5 for the end-caps of the EM calorimeter.

The inner wheel is divided into three longitudinal layers in order to achieve more precise

measurement in the lower pseudorapidity region. The three layers have similar structure to

the barrel region, the first layer has long, thin strips in η direction, the second layer consists

of square cells with the same size of that in the barrel region and the cells are twice coarser

granularity in η direction for the third layer. In the transition region between the barrel and

end-cap, which is in the pseudorapidity range of 1.37 < |η| < 1.56, the energy resolution

can change significantly. This crack region is used neither for photon identification nor for

precision measurements with electrons.
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Hadronic Calorimeters

The hadronic calorimeters are located outside EM calorimeters and they measure particle

energy by hadronic interactions. They contain three parts: tile calorimeters, liquid argon

end-cap calorimeters and liquid argon forward calorimeters. The tile calorimeters are placed

in the barrel region, and the liquid argon is used in the end-cap region to withstand the

high level of radiations. The details of those three kinds of calorimeters will be explained as

follows: The hadronic end-cap calorimeter uses copper as absorber and liquid-argon as the

active medium. It covers pseudorapidity range of 1.5 < |η| < 3.2. It consists of two wheels

in each end-cap. Three electrodes divide the gaps between absorbers into four separate LAr

drift zones. The middle electrode is the readout electrode. The space between the electrodes

is maintained using a honeycomb sheet. The hadronic end-cap calorimeter has 5632 readout

channels.

Tile Calorimeters Tile calorimeter consists three parts, the central barrel region covers

pseudorapidity range of |η| < 1.0, and the other two extended barrel regions are located at

0.8 < |η| < 1.7. It uses scintillator tiles as active materials. The scintillator tiles are placed

in a way such that the e
h
ratio is improved if the shower passes through the tiles from the

side. The tile calorimeter has a designed energy resolution of 50%√
E
⊕ 3%.

Liquid argon endcap Calorimeters The HEC is composed of two independent wheels

per end-cap, which are located behind the end-cap EM calorimeter. It is placed between the

tile calorimeter and forward calorimeter and covers the range of 1.5 < |η| < 3.2. The copper

plates are used as the absorbers placed perpendicular to the beam. The HEC has a designed

energy resolution of 50%√
E
⊕ 3%.

Liquid argon forward Calorimeters The FCal contains three modules in each end-cap:

the first module focuses on electromagnetic measurements and uses copper as material, while
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the other two are for hadronic measurements and are made of tungsten. Copper/tungsten

are selected because when the high energy jets close to the beam pipe, the background level

in the surrounding calorimeters can be suppressed from the limitation of the width and depth

of the showers from them. The calorimeter consists of cylindrical holes which are filled with

liquid argon, and they form a metal matrix. The gaps can be controlled precisely as small

as 250µm, which can help in the sensitivity to the pileup effects and ion buildup. The FCal

covers the pseudorapidity range of 3.1 < |η| < 4.9. In the Pb+Pb collisions, we use the total

transverse energy deposited in the FCal to characterize the geometry (centrality). The FCal

has a designed energy resolution of 100%√
E
⊕ 10%.

4.2.3 Muon Spectrometer

The muon spectrometer is located at the outmost part in the detector, it focuses on muon

particle tracking. There are three parts covering different pseudorapidity range: the barrel

part has coverage over |η| < 1.05, the two end-cap parts have coverage over 1.0 < |η| < 2.7,

Fig. 4.4 shows a x− y view of the muon spectrometer (MS).

The muon spectrometer surrounds the calorimeters and is based on three large air-core

toroid superconducting magnets with eight coils each [40]. Its bending power is in the range

from 2.0 to 7.5 T m. It includes a system of precision tracking chambers and fast detectors

for triggering, each contains two parts. Fig. 4.5 shows the z − y view of these four parts

chambers.

There are Monitored Drift Tube (MDT) and Cathode Strip Chamber (CSC) that con-

stitute the precision tracking chambers. MDT is responsible for |η| > 2.7 and CSC covers

2.0 < |η| < 2.7. They focus on the precise measurement of muon pT below 100 GeV with

an accuracy of 2-3%, and the accuracy for muon pT at 100 GeV is around 10%. The trig-

ger chambers consist of Resistive Plate Chamber (RPC) and Thin Gap Chamber (TGC),

covering |η| < 1.05 and 1.05 < |η| < 2.4, respectively. They focus on the fast muon trigger.
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Figure 4.4: Schematic view of the muon spectrometer in the x−y projections. Inner, Middle
and Outer chamber stations are denoted BI, BM, BO in the barrel and EI, EM, EO in the
end-cap. Taken from [125].

MDT

There are three barrel layers and four end-cap layers in MDT, each layer is composed of 16

chambers with 8 small and 8 large placed alternatively with a small φ overlap. This structure

could minimize the gaps in the detector system. The barrel layers cover the pseudorapidity
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Figure 4.5: Schematic view of the muon spectrometer in the z − y projections. Taken
from [125].

range of |η| < 1.05, except for the central detector part at η ≈ 0. The three barrel layers

are placed at radii of 5m, 7.5m and 10m concentrically around beam axis. The large wheels

are perpendicular to the z-axis with a distance of |z| ≈ 7.4m, 10.8 m, 14 m and 21.5 m from

the primary vertex in the two end-cap regions. The pseudorapidity coverage is 1.05 < |η|

< 2.7 except for |η| > 2.0, which is in the region of inner most end-cap layer. The CSC is

responsible for that part due to the consideration of muon track density.

CSC

In the end-cap region, each side contains two CSC layers with the pseudorapidity range of

2.0 < |η| < 2.7 with high particle density. Similar to the MDT’s case, there are 8 large and 8

small chambers in different φ direction inside CSC with them alternating each other. Inside

the chamber, four CSC planes will provide four independent measurements in η and φ along

each track. The CSC is multi-wire proportional chambers with the wires oriented in the

radial direction. The good feature of CSC is that it can provide good two-track separation
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and resolution, as well as time resolution and low neutron sensitivity. This is helpful for

doing precision tracking in the forward pseudorapidity region with high particle density.

RPC

The RPC is mostly used for the fast trigger. It consists of three barrel stations with a

coverage of |η| < 1.05. The three concentric cylindrical stations are located around the

beam axis at radii of approximate 7.8 m (RPC1), 8.4 m (RPC2) and 10.2 m (RPC3) (see

Fig. 4.6 for location of RPC). The large lever arm between RPC3 and RPC1 permits the

trigger to select high momentum tracks in the range of 9-35 GeV, while the two inner stations

(RPC1 and RPC2) provide the low pT trigger in the range of 6-9 GeV. Each RPC station

consists of two independent detector layers, and each with measurement of η and φ. A track

going through all three stations thus delivers six measurements. The redundancy in the

track measurement can be used to reject fake tracks from noise hits and greatly improve

the trigger element sufficiency in the presence of small chamber inefficiencies. The RPC is a

gaseous parallel electrode-plate detector without wires.

TGC

The TGC consists of six wheels in the end-cap region, with three wheels on each side. It

provides both the trigger capability and the azimuthal coordinate measurement to comple-

ment the measurement of the MDT in the bending direction. The inner most wheel (MDT1

in Fig. 4.6) is composed of two layers and radially segmented into two non-overlapping re-

gions. The middle wheel (MDT2) is composed of seven layers. The outer wheel (MDT3)

does not provide independent coordinate measurement because there is no magnetic field

between MDT2 and MDT3. Instead, the azimuthal coordinate in the outer MDT wheel is

obtained by linear extrapolation of the track from the middle wheel. Like CSC, the TGC is

a multi-wire detector.
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Figure 4.6: Muon Spectrometer as both high and low momentum trigger. Taken from [40].

4.2.4 Zero Degree Calorimeters

The Zero Degree Calorimeters (ZDC) in ATLAS are located at |z| = 140 m from the in-

teractions points. Because the charged particles are influenced by the magnetic fields and

deflected before they arrive at ZDC, the detector provides measurement for neutral particles

with |η| < 8.3. There are four modules on each side, one of them is electromagnetic module

and the rest three are hadronic modules. There are 11 plates along the direction which is

perpendicular to the beam, they consist of tungsten with stainless steel quartz rods embed-

ded. Quartz strips with length 1.55 mm are placed between these plates. The quartz rods

produce Cerenkov light into the photo multiplier tubes.

In heavy ion collisions, ZDC was used as a minimum bias trigger due to the fact that
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it rejects large background from photo-nuclear collisions efficiently by requiring a single

neutron on both sides. The logical AND of one-sided triggers ZDC_A and ZDC_C produce

ZDC_A_C, the coincidence trigger.

4.2.5 Minimum Bias Trigger Scintillators

The Minimum Bias Trigger Scintillators (MBTS) detector is located at |z| = 3.56 m and

consist of two sets of 16 scintillator counters placed on the end-cap calorimeter cryostats.

The counters are divided into 2 units along the η direction and 8 units along the φ direction.

The radii from the innermost set has a range from 153 mm to 426 mm, corresponding to the

pseudorapidity range of 2.82 < |η| < 3.84. For the outermost set the radii is from 426 mm

to 890 mm, with the pseudorapidity range of 2.09 < |η| < 2.82.

4.2.6 Trigger System

The triggering system is used to select different types of events which are expected to have a

particular physics object of interest. The events are sampled into multiple categories with a

combination of hardware and software elements in trigger system. There are three different

levels in ATLAS trigger system. The Level-1 (L1) trigger is hardware-only trigger. Objects

with high transverse energy (ET ) such as electrons, jets, τ leptons decaying into hadrons, as

well as events with high missing transverse energy Emiss
T are identified by the L1 trigger using

reduced-granularity calorimeter information. The L1 muon trigger aims to identify muons

by using information from RPC and TGC as explained in 4.2.3. The collision events without

biasing toward any specific physics are selected by minimum bias trigger. The Central Trigger

Processor (CTP) makes decisions based on the combined information of transverse energy

(ET ) and transverse momentum (pT ). The L1 trigger is mainly for coarser and faster signal

processing and the overall rate is reduced to at most 75 kHz.

The Level-2 (L2) and Event Filter (EF) triggers are both hardware- and software-based,
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and they compose the High Level Trigger (HLT) system, which receives the information from

the L1 selection. The L2 trigger assembles the full detector information from L1 Regions-Of-

Interest (ROI), which is identified as having an L1-triggered object and performs an event

selection. L2 event selection process uses algorithms like tracking and calorimeter clustering

and etc. The overall rate is reduced to 3.5 kHz at this level. Finally, the properties of an

offline event reconstruction is used to perform a selection by the Event Filter (EF) trigger. It

is seeded by the decisions of the L2 event event selection that passed, events are categorized

into different data streams by selected objects: jet, muon, electron, photon tau and etc. The

final rate is reduced to 200 Hz at this level, and it provides seed events for offline analysis.

The rate of less interesting triggers relative to the rarer ones are reduced by prescales.

The same L1 and L2 items can seed multiple chains, and prescales can be applied at any of

the three levels. If an event has been selected by any one of its chains after the application

of all prescales, then it is recorded and reconstructed.

Jet trigger

The jet trigger is an integral part of the ATLAS trigger system, processing events based on

consecutively more detailed detector information at the L1, the L2 and the EF stages [126].

Jets are reconstructed by energy deposited in the hadronic and electromagnetic calorimeter

subsystems. At the L1 and the L2, the fast, custom jet algorithms are used for the jets

reconstruction, and the anti-kt algorithm [127] in the four-momentum recombination scheme,

which is implemented in the FastJet [128] package is used for the jets reconstruction at

the EF.

The first stage of jet trigger is the L1 calorimeter trigger system (L1Calo) [129]. Jets are

reconstructed from the combined energy deposits in the LAr and tile calorimeters by this

system. The collections of calorimeter cells are projected back to the nominal interaction

point and is known as trigger towers. The transverse energy ET of jet candidate is used
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to compare to a set of predefined ET thresholds for the decision of which candidates can

produce an ROI. The central trigger processor (CTP) receives the information about the

regions of the detector, which contain jet candidates and the generation of the L1 decision

is based on that. After the L1 selection, the L2 trigger will process the events and it has

access to the calorimeter cells within the ROIs identified by the L1. The extraction algorithm

which contains a simple iterative cone algorithm [130] is used by the L2 jet trigger for the

jets reconstruction using the full detector granularity. The L2 processing in the HLT is

seeded off the L1 ROI corresponding to the jets. A hypothesis algorithm is used to test the

characteristics of jet candidates to decide whether they meet the predetermined selection

requirement of the L2 trigger. Various fragments which are temporarily stored in memory

in the data acquisition system are used to build each event selected at the L2. The standard

ATLAS event reconstruction algorithms is used at the EF for both offline analysis and final

offline detector calibrations. The EF can access the full detector information due to the fact

that it runs after the event builder. Similar to the reconstruction of standard offline jet, the

antikt jets are reconstructed in the complete calorimeter by the EF jet trigger. This feature

allows EF triggers to select some portion of events at L1 randomly irrespective of whether

any ROI is present. Any bias which is introduced by the jet reconstruction at either the L1

or the L2 stages can be avoided by triggering jet candidates in this way at the EF.

In 2011 Pb+Pb data analysis, the trigger used for selecting qualified jets is JET20. It

has a nominal threshold of pjet
T > 20 GeV and was unprescaled for the duration of the

run. This trigger is seeded off the L1TE10 trigger, which is fully efficient in the centrality

range analyzed, and utilized a full-scan jet reconstruction algorithm in the event filter that

included elements of the background subtraction procedure used in the offline heavy-ion jet

reconstruction. For the full-scan mode, the EF runs the jet finding algorithm once per event

for each configured jet radius, and using data from the complete calorimeter. The primary

HLT trigger requires the total transverse energy measured in calorimeter greater than 10 GeV
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(TE10) at the L1 and at least one R = 0.2 jet with ET > 20 GeV at the electromagnetic

scale.

Muon trigger

The L1 muon trigger is based on signals in the muon trigger chambers: RPC’s in the barrel

and TGC’s in the end-caps [131]. The trigger searches for patterns of hits consistent with

high-pT muons originating from the interaction region. The logic provides six independently-

programmable pT thresholds, which seed the HLT algorithms. The information for each

bunch-crossing used in the L1 trigger decision is the multiplicity of muons for each of the pT

thresholds. Muons are not double-counted across the different thresholds.

The HLT is composed of the fast L2 and EF muon algorithms which rely on the software

of offline muon reconstruction [121, 130, 132]. The trigger decision algorithms use the muon

reconstruction result at each step of the HLT to determine whether this muon candidate can

be accepted or discarded. The precision data from the MDT’s is used to refine the candidate

from L1 at L2. The L2 standalone algorithm (SA) has access to the data in a ROI defined

by the L1 muon candidate and uses MS data within this region to construct a track. The

fast fitting algorithms and Look-Up-Tables (LUTs) are used to refine and improve the muon

candidate’s track parameters and momentum. After the hits from the MDT are selected by a

pattern recognition algorithm on a region identified by the L1, a track fit is performed using

the MDT drift times. At the same time the pT measurement is assigned from LUTs [130].

The track parameter resolution is refined by a fast track combination algorithm (CB), which

combines the reconstructed tracks in the ID with the tracks found by the L2 SA. The muons

from in-flight decays of light mesons or cosmic radiation will be rejected by this combination.

In addition, the third algorithm, L2 isolated muon algorithm is seeded by the CB algorithm

and incorporates the calorimetric and the ID tracking information to discover the isolated

muon candidates. Thus there are SA, CB, and isolated three kinds of triggers at the L2.
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At the EF level the full event data are accessible. The ROI identified by the L1 and

the L2 is used for the start of muon reconstruction, also it uses the information from the

trigger and precision chambers to reconstruct segments and tracks. A muon candidate using

data only from the MS can be identified by extrapolating the track to the interaction region,

resulting in the EF MS only trigger. The muon candidate is combined with the tracks from

the ID to produce the EF muon combined (CB) trigger, which is similar to the L2 algorithms.

Another algorithm that starts from tracks from the ID and extrapolates them to the muon

detectors complements this “outside-in” strategy and resulting in the EF muon “inside-out”

triggers. These three EF algorithms are all based on offline tools to reconstruct the muons

online in the trigger system [130].

In the 2011 Pb+Pb data analysis, the trigger used for selecting qualified muons are MU4,

which requires muon transverse momentum greater than 4 GeV at the L2. The EF trigger

decision is based only on MS reconstruction, and it’s seeded off the L1TE50 with requirement

of total transverse energy measured in the calorimeter greater than 50 GeV at the L1. In the

2013 pp data analysis, the trigger used for selecting qualified muons are the muon and jet

combined trigger MU4_JET30, which is a combination of the muon trigger EF_MU4 and

the jet trigger JET30. This trigger requires primary vertex and events to have one jet-muon

pair (which means one muon and one jet within ∆R < 0.4) with the muon and jet’s pT of

at least 4 and 30 GeV at the L2, respectively. In addition, the EF is in full-scan mode for

the JET30 trigger and it’s seeded off the L1J5, which requires the transverse momentum of

jet greater than 5 GeV at the L1.

Minimum bias trigger

In section 4.2.5, there is a brief introduction about the MBTS. The minimum bias events are

selected by the MBTS for early runs, and the trigger provides not only energy, but also timing

information. In the 2011 Pb+Pb data sample, the minimum bias events were selected using
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either the MBZDC_L1VTE50 or the MB_L1TE50 triggers and they are mutually exclusive.

The MBZDV_L1VTE50 indicates the total transverse energy lower than 50 GeV at the L1

and at least one neutron is required in both the A and C sides of the ZDC. In addition, the

online tracking is used to search for tracks within the triggered event. At the same time,

the MB_L1TE50 indicates the total transverse energy greater than 50 GeV at the L1 and

there is no further event processing performed from the L1 to the HLT for this trigger. The

combination is fully efficient except for the most peripheral centrality bins, which are not

analyzed as part of this analysis. This trigger was prescaled throughout data taking with a

luminosity-averaged scale down of approximately 20.



Chapter 5

Data Analysis

In this analysis, we present a measurement of b-jet production rates in Pb+Pb and pp

collisions with center of mass energy at
√
sNN = 2.76 TeV. The measurement is done using

fully reconstructed jets using anti-kt algorithm with R = 0.2 and a per-event background

subtraction procedure, both of which will be described in the section 5.5.1.

5.1 2011 Pb+Pb Data samples

The experimental data used for this analysis are from 2011 Pb+Pb LHC heavy-ion runs at
√
sNN = 2.76 TeV using jet triggers, muon triggers and minimum bias trigger. The total

integrated luminosity is 140 µb−1. There are 42 runs in total of the full 2011 data set [133].

The event selection criteria for 2011 Pb+Pb collisions are listed as follows to select good

events for this analysis:

1. Good luminosity block provided by 2011 heavy ion good run list [134].

2. At least one reconstructed primary vertex.

3. Both MBTS sides A and C record valid time, timeA 6= 0 and |timeA| 6= 75, at the same

time timeC 6= 0 and |timeC | 6= 75

73
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4. The time difference between two sides, ∆tMBTS = |timeA − timeC |, should be smaller

than 5 ns , ∆tMBTS < 5.

5. For minimum bias events, they are required to pass either the MBZDC_L1VTE50 or

the L1TE50 (Section 4.2.6) trigger.

6. Pass the JET20 (Section 4.2.6) trigger for jet triggered events.

7. Pass the MU4 (Section 4.2.6) trigger for muon triggered events.

The event selection criteria for 2013 pp collisions are listed in the following:

1. Good luminosity block provided by the good run list [134].

2. At least one reconstructed primary vertex.

3. Pass the MU4_JET30 (Section 4.2.6) muon jet combined trigger.

In 2011 Pb+Pb collisions, the jet trigger JET20 (Section 4.2.6) is used for jet pT above

50 GeV, and the muon trigger MU4 (Section 4.2.6) is used for jet pT below 50 GeV. The

efficiency of MU4 is shown on Fig. 5.1 as a function of pT in different centrality intervals and

different pseudorapidity regions. The plot shows that trigger efficiency is different at the

barrel (mid pseudorapidity) region and the end-cap (forward pseudorapidity) region: The

latter shows a higher plateau at around 90% while the former peaks at around 78% for muon

pT at around 6 GeV. Since this trigger is a TE50 trigger which is efficient for low central

bins, there are big fluctuations for very peripheral bins above 60%. When evaluating this

trigger efficiency, we applied a cut of momentum balance on the muons between the track

momentum measured by the inner detector and the muon spectrometer. Details about this

cut and the reason for applying it will be described in section 5.3.

The reason for using different triggers for different jet pT range is explained in the sec-

tion 5.5.1
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Figure 5.1: The MU4 trigger efficiency distributions in mid and forward pseudorapidity
region are shown in different centrality intervals in 2011 Pb+Pb collisions.

5.2 Collision geometry and centrality definition

In this analysis, events were required to satisfy the standard heavy-ion minimum bias event

selection criteria of a single reconstructed vertex and MBTS timing cut ∆tMBTS < 5 ns [135].

Only events recorded during luminosity blocks with good data quality were selected, with

valid luminosity blocks specified in the heavy-ion 2011 good run list [134].

We define the centrality for each event in bins of the fraction of the transverse energy

deposited in forward calorimeter (ΣEFCal
T ). The centrality definition has been applied in

the 2011 Pb+Pb data analysis [135]. These intervals are expressed in percentiles of the

total inelastic non-Coulomb lead-lead cross section (0-10%, 10-20%, ...60-80%), with the

most central interval (0-10%) corresponding to the 10% of events with the largest values of

ΣEFCal
T .

An analysis of the minimum bias ΣEFCal
T distribution for 2011 indicated a 4% change in

the FCal energy scale relative to 2010, which is consistent with the improvements made to

the energy scale calibration between 2010 and 2011. The 2011 centrality definitions were

derived by simply rescaling the bin boundaries in the 2010 definition by a factor of 1.04.

A standard Glauber model analysis [34, 79] of the ΣEFCal
T distribution [136] was used to

evaluate the average number of participating nucleons, 〈Npart〉, and nuclear overlap function
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〈TAA〉 in each centrality interval. The centrality intervals used in this measurement are

indicated in Table 5.1 along with the values of 〈TAA〉 and 〈Npart〉 for those intervals.

Table 5.1: The 〈TAA〉 and 〈Npart〉 values and their uncertainties in each centrality bin
Centrality(%) 〈TAA〉[mb−1] 〈Npart〉

0-10 23.447±0.370 356.21±2.163
10-20 14.426±0.296 260.7±3.191
20-40 6.885±0.242 157.82±3.694
40-60 2.017±0.145 69.275±3.297
60-80 0.410±0.050 22.6±2.1

5.3 2013 pp data samples

The pp data used in this study is from 2013 collisions at
√
sNN = 2.76 TeV. The total

collected luminosity is 4.1pb−1 and it consists of six runs. The events were selected with the

trigger MU4_JET30 (Section 4.2.6) which is a combination of the muon trigger EF_MU4

and the jet trigger JET30.

This trigger shows inefficiency at low muon pT. After studying this effect, a cut on muon

momentum balance is applied to remove the background of fake muons and improve the

trigger efficiency performance. The momentum balance is defined as follows [137]:

∆p

pID
=
pID − pMS − pparam(pMS ,η,φ)

pID
(5.1)

where pID is the track momentum measured by the inner detector, pMS is the track segment

momentum measured by the muon spectrometer, pparam(pMS ,η,φ) is the parametrized estima-

tion of the minimum ionizing energy loss by a muon crossing the material in the calorimeter.

The parametrized estimation is preferred rather than the measured energy in the calorimeter

because the muons considered are usually not isolated.

The momentum balance quantifies the momentum difference between the inner detector
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Figure 5.2: Signal muon (a) and background muon (b) momentum balance distribution in
different centrality intervals from 2011 Pb+Pb MC sample. Taken from [137].

and muon spectrometer and a cut that removes the value highly deviated from zero can

improve the performance of muons.

In the study of heavy flavor muon suppression in the 2011 Pb+Pb collisions [137], Fig. 5.2

shows the distribution of ∆p
pID

(which is denoted as Eloss in the plots) in different centrality

intervals. The signal muon denotes the prompt muons decayed from heavy flavor quarks (b

or c), and the background muon denotes the muons decayed in-flight from other particles

(pions or kaons). The ∆p
pID

distribution shows no centrality dependence. Fig. 5.3 shows the

distribution of ∆p
pID

between the Pb+Pb 2011 data and the pp 2013 data for both signal

muons and background muons. The fact that they are in agreement shows the same cut on

the ∆p
pID

can be applied to both the Pb+Pb and the pp sample.

In this analysis, we show the ∆p
pID

distribution of different flavor jets in pp 2012 MC sample

in Fig. 5.4. The flavor of jets is identified by the different sources that muons decayed from.

The b-, c- and light-jets denotes muons coming from the b quark or the c quark or light

mesons respectively, with details described later in section 6.3. In this analysis, b-jets are

identified as signal, while other kinds of jets are classified as background. In Fig. 5.4, a cut

on ∆p
pID

at the positive side at around 0.15 can cut off almost half of the light-jet background,
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Figure 5.3: Signal and background muon momentum balance distribution in pp collisions
(red points) and Pb+Pb collisions (black points) in the 0-60% centrality interval. The signal
and background distributions are separately normalized such that their integral is unity. The
background distribution is binned more coarsely because of the limited statistics available
in the background sample. Taken from [137].
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Figure 5.4: ∆p
pID

distribution for b-, c- and light-jets in different muon transverse momentum
pT intervals in the 2012 pp MC sample.

and keep most of the b-jet template for study.

Due to the fact that b-jet and c-jet have very similar ∆p
pID

distribution and the shape re-

sembles gaussian distribution, these two contributions are combined to be fitted to a gaussian

function, and the σ values at each muon pT interval are shown in the following table:

Table 5.2: σ of the gaussian fit of ∆p
pID

distribution from b, c- jets

pmuon
T GeV 4-5 5-6 6-8 8-15 15- 50

σ 0.05 0.052 0.049 0.05 0.055

We applied a cut on the ∆p
pID

with the value of 2.5 σ for each muon pT interval with the σ

value from table 5.2. The specific 2.5 is chosen because it can remove the background muons
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Figure 5.6: The MU4_JET30 efficiency distributions at the L1 level in the mid and the
forward pseudorapidity region are shown on the left and right, respectively, in 2013 pp
collisions.

and improve the MU4_JET30 trigger efficiency effectively. Fig. 5.5 shows the fraction of

different flavor of jets that pass the ∆p
pID

cut, the b-jets exhibit flat fraction distribution as a

function of muon pT. This fraction is fitted with a constant, with the fitted value being 0.90,

and the final b-jets yield will be corrected with this value. Since the cut of ∆p
pID

is necessary

for this study, it will be applied throughout the following analysis.

Fig. 5.6 and 5.7 show the MU4_JET30 trigger efficiency as a function of pT in the

mid and forward-pseudorapidity region at the L1 and HLT level separately. We can see the

efficiency at the L1 level reaches a plateau of 0.81 for the mid pseudorapidity and reaches

a plateau of 0.95 for the forward pseudorapidity for muon transverse momentum pT above

6 GeV, while for the HLT level it reaches a plateau of 0.97 for the mid pseudorapidity and

reaches a plateau of 0.98 for the forward pseudorapidity. The final combined trigger efficiency

in pp is shown in Fig. 5.8, which is the product of these two efficiencies at the L1 and HLT

level.

The average number of pp collisions in a typical crossing (pile-up) was small during this

data taking, and varied between 0.3 and 0.6.
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Figure 5.7: The MU4_JET30 trigger efficiency distributions at HLT in mid and forward
pseudorapidity region are shown on the left and right, respectively, in 2013 pp collisions.
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5.4 Monte Carlo Simulation

Monte Carlo (MC) samples used in the Pb+Pb analysis were generated by combining mini-

mum bias Pb+Pb data with Pythia [138] dijet samples and performing reconstruction on

the combined signal. There are two MC samples used in this analysis, one is an inclusive

sample used for the background light jet template building. The second is a muon filtered

sample used for the signal b-jet and background c-jet template building. The J1 to J3 dijet

samples are sampled with non-overlapping p̂T (parton pT) between 17 GeV and 140 GeV.

The J1-J3 muon-filtered dijet samples, referred to as the JXµ dijet samples, are required to

have a muon with pT > 3.5 GeV in addition. These JXµ samples thus contain muons from b-

and c-decays, but they do not simulate realistically muons from in-flight decays since pions

and kaons are treated as stable particles on generator level. The contribution from muons

produced in hadronic showers in calorimeter is also absent for this reason. Table 5.3 shows

the Pb+Pb MC samples used and their properties.

Table 5.3: MC samples used in Pb+Pb
Sample Number of events Cross section[nb] Filter efficiency p̂T range
J1 dijet 4500000 1.8760e+05 1.0 17 <p̂T < 35 GeV
J2 dijet 4500000 8.2787e+03 1.0 35 <p̂T < 70 GeV
J3 dijet 4500000 2.9419e+02 1.0 70 <p̂T < 140 GeV
J1µ dijet 650000 1.8760e+05 6.6523e-03 17 <p̂T < 35 GeV
J2µ dijet 650000 8.2787e+03 1.4941e-02 35<p̂T < 70 GeV
J3µ dijet 650000 2.9419e+02 2.4284e-02 70<p̂T < 140 GeV

A separate Pythia MC sample was produced for the pp cross section analysis. This

sample utilized the same generator and tune but was simulated with the 2013 detector

conditions. The small pile-up contribution in pp collisions was accounted for by overlaying

the signed events at the same rate as present in the data. Table 5.4 shows the pp samples

used and their properties.
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Table 5.4: MC samples used in pp
Sample Number of events Cross section[nb] Filter efficiency p̂T range
JZ1 dijet 5000000 2.6664e+06 1.4737e-04 20<p̂T < 80 GeV
JZ2 dijet 5000000 3.2262e+03 6.8739e-04 80 <p̂T < 200 GeV
JZ1µ dijet 400000 2.6664E+06 6.6523E-03 17 <p̂T < 35 GeV
JZ2µ dijet 400000 3.2262E+03 1.4941E-02 35<p̂T < 70 GeV
JZ3µ dijet 400000 3.3335E+01 2.4284E-02 70<p̂T < 140 GeV

5.5 Jet Reconstruction and Performance

5.5.1 Jet Reconstruction

Jets are generally defined by the energy deposition from hadrons in different calorimeters

(electromagnetic and hadronic calorimeters). The topological clustering algorithm is applied

for clustering the energy in each calorimeter cells. The anti-kt clustering algorithm [127]

applied to calorimeter towers of size ∆η ×∆φ = 0.1 × 0.1 are commonly used in ATLAS.

Clustering different proto-jet objects sequentially with their four momentum pµi is the crucial

principle of this algorithm. The decision for grouping each calorimeter cells is based on the

measurement of distance between two proto-jets objects dij, and the distance between each

single proto-jet and the beam diB. The dij and diB are defined in the following:

dij = min(
1

k2
T i

,
1

k2
Tj

)(
(yi − yj)2 + (φi − φj)2

R2
),

diB =
1

k2
T i

.

(5.2)

Here the y denotes the rapidity of the proto-jet, kT denotes the transverse energy and R

denotes the cutoff cone radius parameter in y and φ space. For each proto-jet, the comparison

among different dij and diB is made for clustering decisions: if a dij is the minimum among all

the distances, the i and j jets are combined as one jet and start over, while if the minimum

is diB, the object is classified as a jet and removed from the subsequent clustering. The
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distances are recalculated and the procedure repeated until no jets are left.

The candidates for proto-jet can be calorimeter clusters or tracks, with the jets named

calorimeter jets or track jets, respectively. Tracks are used when the analysis focuses on

the structure of the jet, like in boosted final states. Only the calorimeter jets are considered

in this analysis.

Jets generated by this algorithm are near the largest energy deposits. The radius param-

eter R of the jets restricts the amount of the smaller energy deposits around added in the

clustering procedure.

Subtraction

In Pb+Pb collisions, the calorimetric measurement of jet transverse energy ET contains both

the real signal of jet and the underlying event (UE) contributions [139]. A background sub-

traction technique is introduced to correct jet kinematics for the presence of an uncorrelated

UE within the jet cone. This technique is applied per calorimeter sampling layer in order

to take the variation of detector response in different longitudinal layers into account. For

each layer i, the background transverse energy density ρi(η, φ) is defined to describe the UE

distribution. For each cell clustered within the jet, the background was evaluated at the

cell’s coordinates. The cell’s energy is corrected as follows:

Ecell
T

∣∣∣
subtracted

= Ecell
T

∣∣∣
unsubtracted

− ρcelli (ηcell, φcell)∆ηcell∆φcell (5.3)

The UE contribution to jets is subtracted on an event-by-event basis at the cell level since

UE can vary over a wide range of magnitude. The background transverse energy density is

estimated as:

ρi(η, φ) = %i(η)[1 + 2v2cos(2(φ− Φ2))] (5.4)
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where v2 is the second Fourier coefficient of the Fourier decomposition of the angular dis-

tribution of particles [140], and it is used to describe the anisotropy of the distribution and

provides sensitivity to the correlations in the UE. Φ2 denotes the event plane angle and

%i(η) = 〈dETi|unsubtracted
dηdφ

〉 denotes the average ET i density measured in layer i with the full

azimuth range of 2π. The four vector sum of the individual cell four vectors is used to

determine the jet’s four vector, which were taken to be massless.

The subtraction will introduce a bias to the jet energy if the energy of a jet itself is allowed

to contribute to the calculation of ρ. The background will be overestimated, and this leads

to the jet being applied with an over-subtraction. This effect is called self-energy bias. The

jet energy scale (JES) can be shifted by nearly 10% for the jets which are associated by the

self-energy bias. Starting from the reprocessing of the data in 2010, an iterative background

determination procedure is applied to address this problem. Additional jet collections were

introduced with extra iteration step during the reprocessing of the 2011 data. This method

effectively reduces the residual self-energy bias in both the background and the subtracted

jets at the analysis stage. In addition, the reconstructed jets were required to pass the UE jet

rejection which rejects the background that is falsely reconstructed as jets. This requirement

suppresses the contribution from UE fluctuations to the jet spectrum [133].

This anti-kt algorithm with radius parameter R = 0.2 jet is used in this analysis since

the UE contribution is much lower compared to R = 0.3 or 0.4 jets (UE contribution is

proportional to the jet area [141]). Thus the performance of ET measurement is better for

the smaller R values.

Calibration

The calibration is applied for jets produced in Pb+Pb collisions to account for the inef-

ficiencies in the energy measurement of calorimeters. Due to the non-compensation of the

hadronic calorimeter, the EM+JES calibration scheme applies corrections as a multiplicative
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factor depending on the jet energy (pT) and pseudorapidity (η) to jets reconstructed at the

electromagnetic scale. Numerical Inversion procedure can be applied to get these factors

from MC for heavy ion jets using the same procedure as pp jets reconstruction [142].

A final cross calibration, that accounts for the residual differences in the calorimetric

response between data and Monte Carlo has been applied to data. In pp collisions, the

events where jets are measured while recoiling against objects whose energy scale is well

known are used for the so called insitu studies. The difference between the recoil of the

jet with respect to the reference object in data sample and MC sample is used as a final

correction. The cross calibration was defined where heavy ion jets and pp jets are compared

in the same events in 2012 8 TeV pp data where the pp JES has been studied the most

largely. The cross calibration factors are defined in the same way as the standard insitu

factors by comparing the energies of these two kinds of jets in data and MC, respectively,

except that the pp jets were used as a reference in the cross calibration case. The calibration

of heavy-ion jets is described in details in Ref. [143].

Jet selection

Jet selection requirements are:

1. pT > 30 GeV

2. |η| <2.1

3. Have highest pT of all the jets within cone size ∆R < 0.8 of itself (isolation cut)

4. Match to jet fires the jet trigger (∆R < 0.4)

In addition, since the calorimetric jet’s η position is not corrected for to account for

displacement of the primary vertex, truth jets from MC samples are used to study the jet

angular resolution and improve the jet position measurement.



CHAPTER 5. DATA ANALYSIS 88

5.5.2 Jet Performance

Jet pseudorapidity correction

The procedure for jet η position correction from previous section. 5.5.1 finds the relationship

between the ∆η and the primary vertex displacement position vxz, where the ∆η is defined

as the difference between the reconstructed jet η and the truth jet η. Normally it is a linear

relationship that the average value of ∆η increases when vxz goes up, the slope of this linear

relationship depends on which jet η or pT bin it belongs to. Since it is symmetric for jet η

distribution, we focus on the slope variation in different jet |η| bins.

Fig. 5.11 shows the relationship in different jet pT and |η| bins, and from the plots we

can see that it depends more on jet |η| than pT. The black points are ∆η mean value in

each vxz bin, and linear function is used to fit this relationship for vxz within -100 mm

and 100mm, and the slope is extracted from the fit. Fig. 5.12 upper plots shows linear

dependence between slope and jet pT. The lower plot shows linear dependence for jet |η|

< 2.0, and for the very forward pseudorapidity region where |η| > 2.0, the relationship is

complicated and the slope remains 0.0002. We applied a correction to calorimetric jet η

distribution to account for the influence caused by the displacement of the primary vertex,

and this correction can be described as follows:

ηcorrect
jet =

 ηoriginal
jet − slope(ηoriginal

jet )× vxz if |ηoriginal
jet | ≤ 2.0

ηoriginal
jet − 0.000218× vxz if |ηoriginal

jet | > 2.0
(5.5)

The comparison between the jet η resolution before and after this correction will be shown

in section. 5.5.2.

Jet angular resolution

This section focuses on the study of jet angular resolution in different centrality intervals for

calorimetric jets.
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Figure 5.9: Left: Jet η and Right: Jet φ resolution distribution for the full jet pT range.
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Figure 5.10: Jet η resolution distribution with vertex correction for the full jet pT range.

Fig. 5.9 presents η and φ resolution separately.

The resolution is the standard deviation σ from the gaussian fit result of the 2D distribu-

tion of ∆η vs truth jet pT and ∆φ vs truth jet pT. We can see the resolution of calorimetric

jets has strong centrality dependence for low jet pt range, which proves what we have got on

Fig. 6.18. Fig. 5.10 shows the jet η resolution after primary vertex displacement correction,

where the resolution becomes better especially for the high jet pT region. Compared to

Fig. 5.9, the resolution is improved by almost a factor of 2.
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Figure 5.11: The relationship between jet ∆η and vxz in different jet top : pT and bottom:|η|
bins in MC sample for the full centrality range.
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General kinematics of jet

This section presents general kinematics performance of jets, such as their transverse momen-

tum pT and pseudorapidity η distribution. The left side of Fig. 5.13 shows jet pT distribution

for jet triggered sample. The spectrum starts to drop for jet pT below 40 GeV because of

the jet trigger (JET20) inefficiency for that range. Muon trigger MU4 is used to correct for

that inefficiency. The left side of Fig. 5.14 shows jet transverse momentum pT distribution

from this muon triggered sample, which goes up for the lower jet pT range, The comparison

between jet pT distribution from jet triggered events and muon triggered events is shown on

the right side of Fig. 5.14, the muon triggered sample has a momentum spectrum lower than

jet triggered sample in general due to the muon trigger efficiency is less than 1 (Section 5.1).

Therefore, we correct muon triggered sample by the muon trigger efficiency, so that it can

provide productive measurement for low jet transverse momentum range. Thus it is used for

30 < jet pT < 50 GeV bin in this analysis, while the other bins use jet triggered sample.

The right side of Fig. 5.13 shows the pseudorapidity η distribution of selected jets from

jet triggered sample. Since the inefficiency of jet trigger does not depend on η, η distribution

is symmetric around zero and smooth, except the hole region (|η| < 0.1) and the region

between barrel and end-cap transition (|η| ∼ 1.05), where the acceptance is low.

For jets in the 2013 pp sample, we include the following requirement, in addition to the

same jet reconstruction requirements as the Pb+Pb data sample:

1. antikt2HIItrEM_isUgly is equal to false

2. antikt2HIItrEM_isBadMedium is equal to false

These cuts remove the jet candidates that are not originated from the hard-scatter pri-

mary vertex of interest in the event. Instead they can come from protons interacting with

the residual beam gas or in the beam halo, and electronic noise in the calorimeter. The cuts

ensure the quality of the reconstructed jets and Fig. 6.24 shows the kinematics distribution
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for the full centrality range.
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in 2011 Pb+Pb muon triggered sample for the full centrality range on the left and jet pT

comparison between jet trigger and muon trigger sample on the right.
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Figure 5.15: The jet transverse momentum pT and pseudorapidity η distributions from
selected jet muon pairs are shown on the left and right, respectively, in 2013 pp collisions.

from selected jets in 2013 pp sample. The left side of Fig. 6.24 shows the jet transverse

momentum distribution is smooth and efficient for low jet pT range.

5.6 Muon Selection and Reconstruction Efficiency

5.6.1 Muon Reconstruction

As discussed in section. 4.2.3, muons are reconstructed by matching tracks from the muon

spectrometer (MS) to a track in the inner detector. The TGC and RPC measure the infor-

mation in muon direction except for the deflection in magnetic field. The measurement of

deflection is covered by the MDT and the CSC components in the MS and they provide im-

provement in measurement of muon’s energy and momentum. The combination of different

information from the MS, the inner detector and calorimeters produces four different kinds

of reconstructed muons.

Stand-alone muon (SA): Only the hits in the MS are used for SA muon reconstruction.

They are used for the reconstruction of muon with the pseudorapidity range of 2.5 < |η| < 2.7

covered only by MS. Combined muon (CB): The hits in the MS and inner detector are both

used for CB muon reconstruction. CB muons are required to match the tracks reconstructed
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in these two detectors and make up most part of the reconstructed muons. Therefore they

are chosen to be the muon candidates analyzed in this thesis. Segment-tagged muon (ST):

Reconstructed tracks in the inner detector that are matched to hits or track segments in

the MS are used for ST muons reconstruction. They provide good measurement for low pT

muons or those in a low-acceptance region of the MS. Calorimeter-tagged muon (CaloTag):

A track reconstructed in the inner detector are used for CaloTag muons reconstruction if the

hypothesis of a minimum ionizing muon is consistent with the associated energy deposit in

the calorimeter. They provide measurement for the pseudorapidity range of |η| < 0.1 in the

MS.

There are two chains for the muon reconstruction based on the tracks in the MS: Staco

and Muid [144], and they provide different strategies for each specific type of reconstructed

muons. The track segments in the MS are built first and combined into full tracks for

both chains. To combine MS tracks with inner detector tracks for CB muon reconstruction,

Muid performs a fit of the information used to reconstruct the MS track starting with inner

detector track, while Staco provides a statistical combination of the two tracks weighted by

their covariance matrices. Muid is used in this analysis.

Reconstructed muons are required to have [145] for both Pb+Pb and pp data sample:

1. Combined Muon

2. pT > 4 GeV

3. |η| < 2.5

4. Number of pixel hits greater or equal to one

5. Number of B layer hits greater or equal to one

6. Number of SCT hits greater or equal to seven

7. The sum of pixel holes and SCT holes less than two
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8. No SCT holes

9. |d0PV | < 5mm, |z0PV | < 5mm

10. Momentum measured by ID pid > 3 GeV, momentum measured by MS pme > 0.1 GeV

11. Match χ2/ndof < 10

5.6.2 Muon reconstruction efficiency

The muon reconstruction efficiency is calculated using information in the MC sample as

follows:

εmuon_reco =
#reconstructed muons matched to truth muon

#true muons
. (5.6)

True muons are all truth muons with |η| < 2.5. Reconstructed muons are those that

satisfies the reconstruction cuts as listed in the section. 5.6.1. The resulting muon recon-

struction efficiency as a function of the truth muon pT in different centrality intervals is

shown in Fig. 5.16 for Pb+Pb sample and in Fig. 5.17 for pp sample. The efficiency reaches

the plateau of 80% very quickly at around muon pT > 6 GeV and shows little centrality

dependence.

5.6.3 Muon performance

Fig. 5.18 and 5.19 shows kinematics distribution for muon after reconstruction selection for

the Pb+Pb and the pp sample respectively. In the Pb+Pb sample, the muon transverse mo-

mentum pT distribution (left side of Fig. 5.18) from jet triggered events decreases smoothly

as the muon pT increases, since the jet trigger inefficiency does not depend on muon momen-

tum spectrum, the muon pT is not biased. The pseudorapidity η distribution (left side of

Fig. 5.18) shows same feature as jet η distribution 5.13. In pp sample, the muon transverse
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Figure 5.16: Muon reconstruction efficiency in different centrality intervals in the Pb+Pb
sample.
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Figure 5.17: Muon reconstruction efficiency in the pp sample.
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Figure 5.18: The muon transverse momentum pT and pseudorapidity η distributions from
selected jet muon pairs are shown on the left and right, respectively, in 2011 Pb+Pb collisions
for the full centrality range.
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Figure 5.19: The muon transverse momentum pT and pseudorapidity η distributions from
selected jet muon pairs are shown on the left and right, respectively, in 2013 pp collisions.

momentum pT distribution (left side of Fig. 5.19) starts to drop for low muon pT region (<

5 GeV), because of the inefficiency of the EF_MU4 muon trigger, which is embedded in the

muon jet combined trigger (MU4_JET30) used in pp sample.



Chapter 6

B-tagging Analysis

6.1 prelT analysis

The flavor of jets is identified using muons that associated with the jets and the b-fraction is

extracted from a template analysis of the prel
T distribution. The prel

T [146] is the momentum

of the muon relative to the jet axis, it is expressed as:

prel
T =

|~pµ × ~pjet|
~pjet

(6.1)

where ~pµ is the muon momentum and the ~pjet is the jet momentum. The prel
T distribution for

b-jets is generally broader due to the effect of the large b mass on the decay kinematics. The

measurement of b-jet suppression is carried out within an pseudorapidity region of |η| < 2.1,

and in four bins of jet transverse momentum pT in the range of 30 GeV< pb−jet
T < 150 GeV.

6.2 Jet Muon Pair Selection

This measurement is performed by analyzing jet muon pair distribution after passing all

the selection requirements mentioned above (section. 5.5.1, 5.6.1). Pairs are formed from

100
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selected jets and muons within ∆R < 0.4.

Fig. 5.13 - 5.18 show basic kinematics distributions for the pairs in the Pb+Pb data.

At last there are 48800 jet muon pairs from the Pb+Pb sample and 64679 jet muon pairs

from the pp sample passing all requirements. Table 6.1 shows the number of jet muon pairs

in each jet transverse momentum pT bin used in this analysis.

Table 6.1: Number of jet muon pairs after jet and muon selection
Jet pT Centrality(%) 0-10 10-20 20-40 40-60 60-80 pp

30-50 15099 9317 9421 3240 752 53361

50-75 3083 2208 2349 853 177 9229

75-105 637 421 484 183 44 1627

105-150 153 122 118 417

In order to take the difference of spectrum between MC and data into account, the ratio

of jet transverse momentum pT from data over MC is shown in Fig. 6.1 in Pb+Pb and pp

samples, respectively. The linear function is used to fit to the ratio distribution and it is

applied as weight when building the templates from the MC sample.
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Figure 6.1: The jet transverse momentum pT distributions from selected jet muon pairs
in MC and data and their ratio in Pb+Pb and pp collisionsare are shown on the top and
bottom, respectively.
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6.3 Muon Tagged Jets

In the MC samples, the truth-level flavor of each jet muon pair is identified as either b, c,

or light-jets, using the following procedure. Reconstructed jets meeting the criteria (sec-

tion 5.5.1) are required to match to a truth jet within ∆R < 0.4, at the same time the truth

jet is required to have jet transverse momentum pT above 10 GeV and |η| < 2.1. On the

basis of the truth match jet, we try to find whether there is a reconstructed muon within ∆R

< 0.4. And if there is, then the muon is required to match to a truth particle (can be truth

µ or π etc.). The truth particle is used to define the flavor of the jet. The b-jet template

consists of the direct decay component b→ µ and the cascade component b→ c→ µ. Other

c hadron decays form the c-jet template. If the jet is neither a b-jet nor c-jet, it is included

in the light-jet template.

Fig. 6.2 is prel
T distribution of different flavor jets in different jet pT intervals. The fol-

lowing plot Fig. 6.3 is prel
T distribution from the 2012 pp MC sample. In these figures b,c-jet

templates are from the MC sample and light-jet are from the data driven template and the

reason for that will be explained in section 6.4.1. As the jet transverse momentum pT goes

higher, the muons are more likely to be collimated with jets and the prel
T shows narrower

distribution in general. From prel
T distribution of different templates, the signal b-jet has

broader prel
T distribution than other background templates, which makes prel

T the appropriate

discriminants in this analysis. Other than that, we notice the light-jet and c-jet templates

have similar prel
T shape, which can result in difficulty in differentiating between those two

background templates. In order to cope with that, we fix the relative c-jet to light-jet ratio

using the information from the MC sample which will be described in details in section 6.4.

6.3.1 Combinatoric Background Subtraction

In the Pb+Pb data the prel
T distribution has bump at around 1.6 GeV, which arises from the

combinatoric contribution. In other words, it comes from the random association between
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Figure 6.2: prel
T distribution for b-, c- and light-jets (data driven) in different jet pT intervals

for the full centrality range in 2011 Pb+Pb MC and data sample respectively.
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Figure 6.3: prel
T distribution for b-, c- and light-jets (data driven) in different jet pT intervals

in 2012 pp MC and data sample respectively.
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uncorrelated jet muon pairs. This effect is studied by performing an event mixing: The jet

muon pairs are formed using muons from a different event of the same centrality chosen at

random. The ∆R distributions for the Pb+Pb data are shown in Fig. 6.5. The distributions

for ∆R after combinatoric subtraction are also shown in Fig. 6.6. Both distributions are

normalized to the per jet basis, which shows the probability distribution of a muon being

within the ∆R value for each single jet. The data distribution shows a tail at large ∆R

consistent with the random overlay, which is described well by the event mixed distributions.

Fig 6.6 can be compared with the same distribution in pp shown in Fig 6.11, where such

combinatoric contribution is expected to be negligible.

To study this, event mixing techniques are used in the minimum bias Pb+Pb data sample

to estimate the random mixture of the jet muon pairs, Muons in the minimum bias sample

are used since we only care about the intrinsic rate of the random association. One thing

needs to be noticed is that events in minimum bias has a different centrality distribution

compared to the data events used in jet triggered sample. To ensure the correct mixture

of centrality-dependent effects, each event in the minimum bias was reweighted when being

analyzed. The reweighting was performed by comparing the ΣEFCal
T distributions in the

jet-triggered and the minimum bias events and the events of a given ΣEFCal
T in the minimum

bias sample are reweighted by the ratio. The two ΣEFCal
T distributions and the consequent

reweighting factors are shown in Fig. 6.4. Both distributions begin to fall sharply near ΣEFCal
T

' 3.5 TeV, where the intrinsic distribution falls off and beyond this point the distribution

is influenced by the pile up. No attempt was made to reweight the contribution of these

collisions which comprise less than 0.1% of the collisions, thus reweighting factors were fixed

to unity for ΣEFCal
T > 3.5 TeV.

For each jet in the hard probes sample (which select events with reconstructed jets over

threshold using the pp version of the event filter jet algorithm), we check whether the muon

from the minimum bias sample is within ∆R < 0.4 of the jet, that will require the muon
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and jet to be both in the event with the same centrality. This explores the combinatoric

distribution since muon and jet are in totally different events, and the association only

happens for uncorrelated jet muon pairs. Also, to increase the statistics, we match five

different muons to one jet and then scale the final distribution down by a factor of 5, this

would give the right normalization to the final distribution. This can be seen more clearly

in the following formula:

Number of combinatoric background =
#jet muon pairs
#jets mixed

×#jets analysed, (6.2)

where #jets mixed = 5 * #jets analysed.

The same procedure is repeated for the muon triggered sample for jet transverse momen-

tum pT between 30 - 50 GeV. Due to the fact that the sample is triggered on muons, jets in

minimum bias sample are used to randomly mix with each muon from hard probes sample.

The previous equation is expressed as follows for the event mixing in muon triggered sample:

Number of combinatoric background =
#jet muon pairs
#muons mixed

×#muons analysed (6.3)

where #muons mixed = 5 * #muons analysed and the combinatoric background is evaluated

in the same way.

From Fig. 6.5 and Fig. 6.8, we can see that the combinatoric distribution is well estimated

since it can describe the tail in ∆R distribution in different centrality and jet pT bins. Fig. 6.6

and Fig. 6.9 are the ∆R distribution after the combinatoric subtraction. This provides a

method for the underlying event background estimation. We subtract the background from

the original prel
T distribution, see Fig. 6.7 and Fig. 6.10, the red distribution is after the

combinatoric subtraction, which gives a more steeply falling tail compared to the original
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Figure 6.4: The ΣEFCal
T distributions in minimum bias (blue) and jet-triggered (red)

events. The ratio, which defines the reweighting factors in the MC, is shown below and
is fixed to unity above ΣEFCal

T > 3.5 TeV. Taken from [133].

black distribution.

The following figures Fig. 6.11 and Fig. 6.12 show the prel
T distribution of pp data. We

can see it has tail similar to what we got from Pb+Pb but after combinatoric subtraction.
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Figure 6.5: ∆R in different jet pT bins for the full centrality range in 2011 Pb+Pb data,
black is original distribution, red is from combinatoric background.
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Figure 6.6: ∆R in different jet pT bins after combinatoric subtraction for the full centrality
range in 2011 Pb+Pb data.
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Figure 6.7: prel
T in different jet pT bins for the full centrality range in 2011 Pb+Pb data,

black is original distribution, red is after combinatoric background subtraction.
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Figure 6.8: ∆R in different centrality bins for the full jet pT range in 2011 Pb+Pb data,
black is original distribution, red is from combinatoric background.
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Figure 6.9: ∆R in different centrality bins after combinatoric subtraction for the full jet pT

range in 2011 Pb+Pb data.
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Figure 6.10: prel
T in different jet pT bins for the full centrality range in 2011 Pb+Pb data,

black is original distribution, red is after combinatoric background subtraction.
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Figure 6.11: ∆R in different jet pT bins in 2013 pp data.
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Figure 6.12: prel
T in different jet pT bins in 2013 pp data.



CHAPTER 6. B-TAGGING ANALYSIS 117

6.4 Template Fitting Procedure

In order to get the b-jet fraction from the inclusive jets data samples, we have to build

templates pdfs (probability density functions) for both background and signals from the MC

samples. In our analysis we use Roofit for the template fitting procedure. The procedure

uses data driven method to build light-jet template, and the muon filtered samples are used

for the b,c-jet template building due to their better statistics. In addition, combinatoric

background template is built from the Pb+Pb minimum bias data samples. Roofit uses

non-parametric Kernal estimation to build the pdfs, and the binned log likelihood is used

for fitting. Separate templates are constructed for each jet transverse momentum pT and

centrality bin.

6.4.1 Light Jet Template Construction

Fig. 6.17 shows the prel
T distribution in different centrality intervals for jets with 30 < pT <

150 GeV from three different flavors. They are all normalized to 1. The dependence of prel
T

shape on centrality is stronger at low jet pT than high jet pT. This is because for lower jet

pT range it is more likely to be influenced by the underlying event background, which shows

different behavior between central and peripheral events. The Fig. 6.18 shows the mean

value of each individual prel
T distribution in that centrality bin. It indicates that the the prel

T

shape of light-jet has stronger centrality dependence than other two kinds of jets.

Due to the centrality dependence of the light-jet template, centrality integrated templates

can not be used for this analysis. Thus the statistics of true muons in light-jets from the MC

samples is not sufficient to do a reliable fit. Additionally, it is not certain that the simulation

models sources of muons in light-jets like decays-in-flight and hadrons which reach the muon

system (“punch-through” particles) correctly. Therefore, a data-driven method has to be

taken. We selected all the tracks in jets as an approximation for muon and the tracks are

required to have
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1. pT > 4 GeV

2. |η| < 2.5

3. Number of pixel hits greater or equal to one

4. Number of B layer hits greater or equal to one

5. Number of SCT hits greater or equal to seven

6. The sum of pixel holes and SCT holes less than two

7. No SCT holes

8. |d0PV | < 5mm, |z0PV | < 5mm

A weight is applied to account for the difference between muon and track spectrum. Fig. 6.13

shows the weight, which defined as the muon spectrum divided by the track spectrum in

different jet pT bins. Studies on Monte Carlo show that the dominant source of muons in

light-jets are decays-in-flight. The probability for such a decay-in-flight is anti-proportional

to its transverse momentum. That explains why the weight goes down as muon momentum

increases. A power law function is used to fit this distribution, and is applied as the weight

to tracks transverse momentum in the following analysis.

Fig. 6.14 shows prel
T distribution between light-jet template defined in MC sample and

template derived from data driven in data sample . Templates from data driven are sub-

tracted from combinatoric background of random mix between tracks and jet using the

same event mixing technique described in section 6.3.1. It presents reasonable agreement in

different jet pT bins which certifies data driven as a reliable template in this analysis.

On the top of Fig. 6.15, it shows prel
T distribution between light-jet template derived from

the data driven method and the data sample for 30 < jet pT < 50 GeV region. Each event

is applied with weight of 1/prel
T to account for the Jacobian effect. The prel

T will resemble
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Figure 6.13: Weight distribution as a function of muon pT in different jet pT bin in 2011
Pb+Pb MC.
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Figure 6.14: prel
T distribution between MC light-jet template and data driven template in

different jet pT bin .
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gaussian distribution. The range is restricted between prel
T equals 0 and 1.5 GeV, where

the light-jet dominates the data distribution. For prel
T below 0.2 GeV there is problematic

behavior for the data sample. With accounting for the Jacobian effect, we can see this more

clearly. In order to improve the template fitting, prel
T range below 0.2 GeV has to be excluded

from our analysis. Since the distribution is not dominated by the b-jet template during that

region, this cut should not have big impact on the final result. In addition, gaussian function

with mean fixed at zero is used to fit to both distributions for 0.2 < prel
T < 0.9 GeV. The σ

is extracted after the fitting and is plotted on the bottom of Fig. 6.15 as a function of jet

pT. With this plot, we can clearly see whether the template and data distribution has better

agreement in a quantitative way.

6.4.2 Extra Smearing on Light Jet

To do detail analysis for the mismatch between the distribution of the data sample and

the data driven template, extra data smearing on the data driven template has to be taken

account for this effect. The σ applied for extra smearing is calculated in the following way:

σextra =
√
σ2

data − σ2
data driven, (6.4)

where σdata and σdata driven are gaussian width extracted from Fig. 6.15 in different centrality

bin. Comparison between the data sample and the data driven template after extra smearing

is shown in Fig. 6.16. The disagreement becomes less, and due to the fact that each σ is

extracted on a average basis of each centrality bin, it still has a little mismatch between

these two templates. In the following analysis, the data driven template with extra smearing

is used for template fitting procedure in this analysis due to the better agreement with the

data.
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Figure 6.15: Top: prel
T distribution accounting for Jacobean between light-jet template and

data, Bottom: prel
T width distribution for 30 < jet pT < 50 GeV in 2011 Pb+Pb data.
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Figure 6.16: Top: prel
T distribution accounting for Jacobean between light-jet template after

extra smearing and data, Bottom: prel
T width distribution for 30 < jet pT < 50 GeV in 2011

Pb+Pb data.
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Figure 6.17: From top to bottom : b-jet, c-jet and light-jet’s prel
T distribution in different

centrality bins for the full jet pT range in 2011 Pb+Pb MC.
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6.4.3 Template Fitting Result

The template fitting procedure uses the idea that the data is a combination of different tem-

plates. The fitting method is to extract the fraction of each component. With the templates

in different jet transverse momentum pT ranges, the data is split into different subsets of each

individual centrality and pT bins, and the subsets are fitted to the corresponding templates.

The templates constructed from the MC sample discussed in section 6.1 are used to construct

a model of the expected probability density function (pdf) distribution in the data. Bpdf

denotes the pdf for the signal b-jet component. Cpdf for the background c-jet component

and Lpdf for the light-jet component. At the same time we use Combpdf to describe the

performance of the combinatoric distribution from the underlying event background. Each

component has its own fraction denoted as fB, fC ,fL and fComb, and the combinatoric back-

ground distribution is estimated using the analysis in section 6.1. Thus the combinatoric

ratio fComb can be fixed due to the study. As seen in Fig. 6.7, c-jet and light-jet have very

similar prel
T distributions in most of the jet pT bins. This results in poor separation between

the c- and the light-jet contribution, but is not expected to affect the fB. We finally decide

to fix the relative ratio between the c-jet and light-jet using the information from the MC

samples. The fC/fL ratio being fixed to this choice is studied as a systematic contribution.

The prel
T density distribution of data samples (Datapdf ) can be written as:

Datapdf = fB ×Bpdf + fC × Cpdf + fL × Lpdf + fComb × Combpdf . (6.5)

In order to get the signal fraction fB, we have to maximize the likelihood function using

“Roofit” [147].

The results of this procedure for each centrality and jet transverse momentum pT bin are

shown in Fig. 6.19- 6.22 for the Pb+Pb sample, and in Fig. 6.23 for the pp sample. From

these plots we can see the prel
T distribution of template and data agree well using the light-jet

template with extra smearing (Section 6.4.2). In Fig. 6.22 we can see the statistics is poor
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for the two most peripheral bins: 40-60% and 60-80%. The template fitting procedure based

on this statistics cannot provide reliable fitting results. Therefore these two centrality bins

in the highest jet transverse momentum bin 105-150 GeV are excluded in this analysis.
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Figure 6.19: Template fitting result in different centrality intervals for 30 < jet pT < 50 GeV.
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Figure 6.20: Template fitting result in different centrality intervals for 50 < jet pT < 75 GeV.
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Figure 6.21: Template fitting result in different centrality intervals for 75 < jet pT < 105
GeV.
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Figure 6.22: Template fitting result in different centrality intervals for 105 < jet pT < 150
GeV.
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Figure 6.23: Template fitting result in different jet pT intervals in pp sample.
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6.5 Validation

6.5.1 Jet Energy Scale and Resolution

MC studies show higher response of energy (defined asR = pEM+JES
T,jet /ptruth

T,jet ) to quark initiated

jets by up a few percent relative to the inclusive jets sample, which is used to determine the

calibration. One of the reason is the part of the calorimeter measuring the jet may be hit

by additional particles not belonging to the jet originated from the quark, and affecting our

measurement. More details are documented in Ref [139, 142, 148]. Although such effects

are in the MC sample and would be accounted for in the unfolding, they reduce the stability

of the unfolding. Thus a correction reducing the jet transverse momentum pT’s by 2% is

applied to mitigate this. In order to study the energy resolution, we take each slice of the

truth jet pT bin and use gaussian function to fit to the distribution, and then plot its mean

and sigma on top of the 2D plots. The following Fig. 6.25 shows the b-jet energy resolution

and closure distribution as a function of truth jet pT.

In addition, MC studies also show lower response to the light-jets that associated with

muons relative to normal light-jets. The dominate source of muons in the light-jets (muon

and jet within ∆R< 0.4) are decays-in-flight, and most of them come from the π/Ks decays.

When muons are produced, instead of carrying the muons, the energy from the hadron in

jets was not all deposited in the calorimeter, Thus light-jets will have lower energy com-

pared to the real muon. Fig. 6.26 shows the energy scale distribution as a function of jet

truth transverse momentum pT for the light-jets with muons associated. On top of this 2D

distribution, the mean value of energy scale for each truth jet pT bin is plotted. Therefore

another correction enhancing the jet transverse momentum pT’s by 7% are applied for the

light-jet template.
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Figure 6.25: b-jet energy scale closure for the full centrality range in Pb+Pb sample.
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6.6 Unfolding

The unfolding procedure accounts for the bin migration effects on the measured jets spec-

trum that are induced by the jet energy resolution, as well as any remaining inefficiencies

or detector effects that have not been explicitly corrected for in the analysis. A bin by

bin unfolding procedure is used with the corrections obtained from the Pythia dijet JXµ

samples.

The following equation illustrates how the correction factor Ci is calculated:

Ci =
Ti
Ri

. (6.6)

Ui = Ci ×Di (6.7)

Here Ti denotes the true simulated number of b-jets from b → µ decays, which requires a

true muon matched within ∆R < 0.4. Ri denotes the number of reconstructed jets fulfilling

the selection criteria for this analysis. The distribution for the correction factors in each

jet transverse momentum pT bin and centrality interval can be found in Fig. 6.27. The

unfolded data spectrum Ui is obtained by multiplying the number of jets in data Di with the

correction factor. Fig. 6.28 shows the correction factors distribution from the pp sample. At

the same time, efficiency and purity are defined as follows and are also shown on Fig. 6.27

and Fig. 6.28 to establish confidence in the applicability of the method.

1. purity: Defined as the ratio between the number of calorimeter jets with a spatially

matched MC truth jet (within ∆R < 0.4) and the total number of calorimeter jets.

2. efficiency: Defined as the ratio between the number of MC truth jets with a spatially

matched calorimeter jet (within ∆R < 0.4) and the total number of MC truth jets.
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Figure 6.27: Unfolding correction factor distribution in different centrality intervals after
energy scale in 2011 Pb+Pb samples.
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Figure 6.28: Unfolding correction factor distribution in 2012 pp samples.

6.6.1 Acceptance Correction

In this analysis we have measured the b-jet spectrum with jet muon pairs with the ∆p
pID

cut

on the muons. When we consider the muon tagged b-jet yield distribution, the acceptance

for muons fail this cut has to be corrected for the final muon tagged b-jet cross section for

both the Pb+Pb and the pp data samples using information from Fig. 5.5.

6.7 Systematic Uncertainties

The systematics uncertainties on jet yields in this analysis can be categorized into two

classes: those that arise due to uncertainties on either multiplicative correction factors or

the various scaling factors appearing in the RAA and those that arise due to uncertainties

on the unfolding procedure itself from the MC sample.
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For uncertainties common to both the numerator and denominator of the RAA, the un-

certainties were taken as correlated. Thus for such uncertainties corresponding uncertainty

on the ratio, r = A/B was taken as:

± δr
∣∣∣
C
≡ A± δA

B± δB
− A

B
. (6.8)

For uncorrelated uncertainties, the uncertainty was propagated using the usual method:

δr
∣∣∣
U
≡ A

B

√
(
δA

A
)2 + (

δB

B
)2. (6.9)

6.7.1 Jet Energy Scale

The JES for HI jets and its uncertainties are discussed extensively in [143] and are summa-

rized briefly in the following. The JES calibration for HI jets is derived using the existing

calibration for TopoEM jets in 2012 8 TeV data, using a cross calibration procedure. Thus

the HI JES inherits all of the TopoEM JES uncertainties, plus an additional contributions

arising from the cross calibration procedure itself as well as adapting the energy scale from

the 2012 conditions. These additional contributions are termed statistical (due to the statis-

tical uncertainties in the derivation of the cross calibration), isolation (due to the selection

of jets used to determine the cross calibration constants) and “OFC” (due to the difference

in detector settings optimized for out of time pile up), and are generally small compared to

the uncertainties inherited from the TopoEM jets. These latter uncertainties are composed

of a “baseline” component (due to the statistics and modeling of the insitu calibration and

uncertainty on the reference object energy scale) and flavor-dependent uncertainties.

An additional, centrality-dependent JES uncertainty was applied to the Pb+Pb data

accounting for uncertainties in the calorimetric response to jets modified by quenching. The

numerical inversion procedure is derived using the MC-simulated response to Pythia jets

and the cross calibration accounts for additional aspects of the response not present in the
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MC. However, changes in the distribution of particles within the jet caused by jet quenching

may result in different response. More details are documented in Ref. [133].

Also the “DATA” component uncertainties arise from the variations on JES coming from

simply varying the jet transverse momentum pT by a factor of 1.5%. The “JET_SPECTRUM”

component uncertainties comes from the variations on JES due to not applying the weight

between the jet spectrum of the MC and the data sample discussed in section 6.2.

6.7.2 Jet Energy Resolution

In the initial evaluation of the ATLAS jet reconstruction performance in the Pb+Pb colli-

sions [149], fits were performed to the JER using the functional form defined in the following

equation:
σ[ET]

ET

=
a√
ET

⊕ b

ET

⊕ c, (6.10)

where terms a and c represent the stochastic and constant contributions and are determined

by the calorimeter response to shower development. The constant contribution controlled by

b is directly influenced by the magnitude of the underlying event fluctuations. It was found

by fixing b from an independent study of UE fluctuations, the JER can be described with a

and c terms that were independent of centrality. Thus the variance in ∆pT is given by

Var[∆pT] = σUE ⊕ σ0, (6.11)

where the latter term is centrality independent and is the same as the JER for the pp

collisions. In the MC sample used in the current analysis, the UE contribution to the

calorimeter is fully determined by the data and thus contains no uncertainty. Therefore the

uncertainty on the JER enters only through any potential inability of the MC sample to
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Figure 6.29: Systematics uncertainties on RAA from JES and JER as a function of jet
transverse momentum pT in different centrality intervals.

describe the shower development in the calorimeter independent of the UE:

δVar[∆pT] = δσ0. (6.12)

This uncertainty has been quantified in studies in the pp collisions. Systematic variations

of the response matrices were generated by adding an additional Gaussian smearing to the

reconstructed jet energies where the Gaussian σ is specified by the standard JetEnergyRes-

olutionProvider tool [150]. Fig. 6.29 shows the systematics from different sources regarding

the JES and the JER mentioned above.
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6.7.3 Flavor Dependence of JES

The additional uncertainties are introduced to account for the impact of fragmentation differ-

ences in quark and gluon initiated jets in the jet response. These uncertainties are estimated

by the systematic variations of Monte Carlo simulations. MC simulation samples based on

the Pythia 6 event generator [138] with the AUET2B tune [151], and Herwig++ [152]

with the UE-EE-3 tune [153] were used to evaluate the impact of the jet fragmentation and

other soft physics effects.

The JES uncertainty due to flavor effects is accounted as an additional physics analysis-

dependent uncertainty. This uncertainty covers the possible shifts in the JES caused by

uncertainties in the flavor composition of the sample (caused by a different flavor composition

in data and in MC) and by the uncertainty on the flavor response itself (caused by a different

calorimeter response depending on the jet flavor). The JES uncertainty due to flavor effects

for a given event can be expressed as follows [154]:

δflav = δfg × |Rq −Rg| ⊕ fg × δRg, (6.13)

where the first and second terms are referred to as composition and response uncertainties,

respectively. Here fg is the gluon jet fraction, δfg is the uncertainty on the gluon jet fraction.

The transverse momentum response is defined as R = pEM+JES
T,jet /ptruth

T,jet , while Rq and Rg are

the jet responses for quark and gluon initiated jets respectively. The uncertainty on the

difference between the response of quarks jets and gluon jets, denoted as δRg, as well as the

δfg are estimated using the Pythia 6 and Herwig++ MC simulations. Thus the expression

may be written as:

δflav = |fPythia
g − fHerwig++

g | × |Rq −Rg|Pythia ⊕ fPythia
g × |RPythia

g −RHerwig++
g |, (6.14)

Fig. 6.30 shows the comparison of quark jets and gluon jets fraction of b-jet between the
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Figure 6.30: Left: Comparison of quark jet fraction of b-jet between the Pythia 6 and the
Herwig++ samples as a function of jet transverse momentum pT. Right: Comparison of
gluon jet fraction of b-jet between the Pythia 6 and the Herwig++ samples as a function
of jet transverse momentum pT.

Pythia 6 and the Herwig++ samples, respectively. The distribution agrees well except

for the highest pT bin. The reason is the fraction of b-jet comes from the gluon splitting

differs in that pT bin between these samples. Fig. 6.31 shows the response distribution of

quark and gluon jets in the Pythia 6, respectively. The quark jets response Rq generally

has value above one, and the gluon jets response Rg has value below one, which is expected.

Based on the information we got from Fig. 6.30 and Fig. 6.31, and also we know |RPythia
g −

RHerwig++
g | is about 2.5% from Ref. [143]. The final JES uncertainties due to flavor effects

are listed in Table 6.2:

Table 6.2: JES systematics uncertainties on RAA due to flavor effects in each pT bin in %
Jet pT Response Composition Total
30-50 0.55 0.016 0.55
50-75 0.66 0.015 0.66
75-105 0.80 0.027 0.80
105-150 0.98 0.14 0.99
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Figure 6.31: Left: Response distribution of quark jets as a function of jet transverse momen-
tum pT in the Pythia 6 sample. Right: Response distribution of quark jets as a function
of jet transverse momentum pT in the Pythia 6 sample.

6.7.4 JES between the Pb+Pb and the pp collisions

The differences between 2011 and 2012/2013 calorimeter response is not described in the MC

sample, and this can be evaluated to study the jet energy scale (JES) for the Pb+Pb data

sample. The tracks reconstructed in the inner detector (ID) and associated with the muon

tagged jets are selected. With the same track selection cuts in section 6.4 and a requirement

of ∆R cut of 0.4, where the ∆R stands for the separation between tracks and jets. The rtrk

is defined as the ratio of the tracks scalar summed pT and jet transverse momentum pT for

each jet:

rtrk =
Σptrk

T

pjet
T

. (6.15)

Both the data and the MC sample are used for rtrk evaluation. To account for the differ-

ent templates ratio between the data and the MC sample, especially for the combinatoric

background template, the fraction of each template in data is extracted from the template

fitting procedure (section 6.4) and is applied to the MC sample for the rtrk estimation. In

this part, the first two centrality bins 0-10% and 10-20% are combined as 0-20% for better

statistics when evaluating the 〈rtrk〉 distribution. The mean rtrk distribution as a function

of jet pT is shown in Fig. 6.32 for both the 2011 Pb+Pb data sample and the MC sample
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Figure 6.32: rtrk distributions between MC and data and their ratio as a function of jet pT

in centrality intervals in Pb+Pb sample.

in different centrality bins. The rtrk distribution for the 2013 pp data sample and the MC

sample is shown in Fig. 6.33. Their ratio R =
<r

trkdata
>

<r
trkMC>

is shown on the bottom. At the same

time, the ratio of R calculated above in the Pb+Pb sample over the pp sample is evaluated

as a systematic study on the JES in the Pb+Pb collisions. Fig. 6.34 shows the “double”

ratio distribution as a function of jet pT in different centrality intervals, and it is fitted to a

constant in order to study this quantitatively. The uncertainties on the fitting are considered

as the systematics uncertainties.
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of jet transverse momentum pT are shown in different centrality intervals.



CHAPTER 6. B-TAGGING ANALYSIS 148

6.7.5 Uncertainties on b-jet Fraction

Different b-jet component

The influence of the different b-hadrons on the shape of the b-template has been studied by

varying their contribution by a factor of 2, like B+/−, B0 and Bs components.

Relative c-jet to light-jet ratio

In the template fitting procedure we fix the relative ratio between c-jet and light-jet according

to the information in the MC sample. In this section the relative ratio is varied up and

down by a factor of 2 to see what effect it can have on the signal fraction. Fig. 6.35

shows the systematics uncertainties on RAA distribution from b-jet fraction variations from

template fitting procedure in different centrality bins. The “doubleBstar”, “doubleBsubs”,

and “doubleBaryon” represent the uncertainties coming from doubling the B∗, the Bs and

the B baryon, respectively. The “upCL2” and “downCL2”represent the uncertainties coming

from varying the relative charm to light ratio by a factor of 2 and 0.5, respectively.

6.7.6 Uncertainties on efficiency

The influence of varying the muon reconstruction efficiency (Fig. 5.16, 5.17) and the muon

trigger efficiency (Fig. 5.1, 5.8) in both the Pb+Pb and the pp sample is studied in this

section. The one σ confidence interval is applied when evaluating the uncertainties of effi-

ciencies. Fig. 6.36 shows the uncertainties on final b-jet suppressionRAA in different centrality

intervals based on the variations of efficiencies.

6.7.7 Uncertainties on 〈TAA〉 and luminosity

The uncertainties on 〈TAA〉 were evaluated by varying the following inputs into the Glauber

Model analysis: parameters a and R in the Woods-Saxon parameterization of the spacial nu-
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Figure 6.35: Systematics uncertainties on RAA from b-jet fraction variations from template
fitting procedure as a function of jet transverse momentum pT in different centrality intervals.
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Figure 6.36: Systematics on RAA from muon trigger efficiency and muon reconstruction
efficiency as a function of jet transverse momentum pT in different centrality intervals.
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clear density distribution, the total inelastic nucleon-nucleon cross section and the minimum

bias event selection events efficiency. The uncertainty analysis is described in Ref. [135].

The TAA values and their uncertainties were obtained from the GlauberCalculator analysis

software tool and are shown in Table 5.1.



Chapter 7

Results

7.1 Heavy Flavor Fractions

The extracted fB with its statistical and systematics uncertainties is shown in Fig. 7.1 in

the Pb+Pb and the pp samples. Table 7.1 shows the b-jet fraction in each jet transverse

momentum pT and centrality bin in the Pb+Pb and the pp samples.

Table 7.1: Signal b-jet ratio in each centrality and pT bin from Pb+Pb and pp sample
Jet pT Centrality(%) 0-10 10-20 20-40 40-60 60-80 pp

30-50 0.315 0.303 0.303 0.291 0.305 0.269
50-75 0.278 0.341 0.269 0.241 0.279 0.275
75-105 0.304 0.298 0.261 0.344 0.391 0.264
105-150 0.265 0.675 0.356 0.369

152
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Figure 7.1: b-jet fraction distribution in different centrality intervals in Pb+Pb and pp sam-
ple.



CHAPTER 7. RESULTS 154

7.2 b-jet Spectra

The per event normalized b-jet yield is defined as:

Y ield(pT) =
1

Nevt

1

< TAA>

Njet(pT)fB(pT)C(pT)
∣∣∣
cent

(7.1)

In this equation, Njet is incorporated with the muon reconstruction efficiency εreco and the

muon trigger efficiency εtrig, which are functions of muon transverse momentum pT. 1
εrecoεtrig

is multiplied to reweight each jet muon pair in order to calculate the b-jet yield. fB is the

b-jet fraction from template fitting, and C is the b-jet correction factor from the unfolding

procedure which is evaluated separately for each centrality and jet transverse momentum pT

bin. Njet denotes the number of jet-muon pairs we have been studied. Nevt is the number of

events and by construction it is proportional to the centrality interval used. The yields are

shown in Fig. 7.2 for the Pb+Pb and the pp sample.
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Figure 7.2: The b-jet yield as a function of jet transverse momentum pT is shown for various
centrality classes of Pb+Pb collisions as indicated in the legend. The yields are scaled by
the equivalent number of minimum bias events sampled and by TAA. The spectra are also
scaled by powers of 10 for visibility. The b-jet cross section in pp collisions is also shown.
The systematics uncertainties are shown as shaded boxes with transparent color filled. The
statistical uncertainties are represented as error bars.
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7.3 b-jet Suppression

Measurements of the modification of jet observables as a function of collision centrality can

provide insight into the quenching mechanism and quantitative constraints on the medium

transport coefficients. Energy loss will result in a systematic reduction in the jet yield at fixed

jet transverse momentum pT. Thus it is expected that hard scattering rates will be suppressed

in central collisions relative to peripheral or the pp collisions. Central collisions receive

an enhancement in hard scattering rate due to the larger geometric overlap between the

colliding nuclei, resulting in a larger per-collision nucleon-nucleon luminosity. The centrality

dependence of hard scattering rates must then be normalized by a factor, TAA accounting

for this geometric enhancement to allow for a proper assessment of the quenching effects.

The suppression of b-jet can be quantified by the nuclear modification factor RAA:

RAA =

1
Ntot

evt<TAA>

d2Nb−jet

dpTdy

∣∣∣
cent

d2σb−jet

dpTdy

∣∣∣
pp

, (7.2)

Fig. 7.3 and Fig. 7.4 show the b-jet RAA distribution as a function of jet transverse

momentum pT and Npart as a preliminary result.
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Conclusions

The inclusive b-jet suppression RAA has been measured using muons in jets with the
√
sNN =

2.76 TeV 2011 Pb+Pb collisions recorded by the ATLAS detector, where a b-jet corresponds

to a jet with at least one muon clustered with the anti-kt algorithm with parameter R = 0.2.

The b-jets of pb−jet
T between 30 GeV - 150 GeV and |η| < 2.1 are identified by the semileptonic

decay of beauty hadrons. Muons originating from background sources, primarily Charm

hadrons, pion and kaon decays, have been removed from the analysis using template fits to

the distribution of a quantity(prel
T ) capable of statistically distinguishing between signal and

background. The measured nuclear modification factor RAA has been presented in different

centrality bins as a function of the b-jet transverse momentum pT. The results of RAA indicate

that the yield of the most central event (0-10%) experiences more suppression compared to

the most peripheral event (60-80%) by a factor of approximate 2.

In Fig. 7.3, the RAA is almost independent of transverse momentum pT. It increases

slightly from low pT to high pT for most of the centrality intervals without significant variation

observed. The most central bin (0-10%) has a little variation on pT, and the values are

consistent with the increasing trend within uncertainties. Fig. 8.1 shows the distribution

of b-jet RAA as a function of jet transverse momentum pT in Pb+Pb collisions between the

ATLAS experiment and theory calculation. The values are consistent within uncertainties,

159
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Figure 8.1: b-jet RAA distribution as a function of jet transverse momentum pT in Pb+Pb
collisions between the ATLAS experiment and theory calculation [155]. The systematics
uncertainties are shown as shaded boxes with transparent color filled. The statistical uncer-
tainties are represented as error bars.

and slightly increasing trend with pT is predicted by the theoretical calculation of the parton

energy loss [155].

Fig. 7.4 shows the centrality dependence of the b-jet RAA. It decreases smoothly from

peripheral to central collisions for most of the jet pT intervals, which is expected in experiment

because heavy quarks are more suppressed in more central collisions. The highest jet pT

bin (105-150 GeV) has a little variation on 〈Npart〉, and the values are consistent with the

decreasing trend within uncertainties. As mentioned in section 3.4, the CMS experiment has

measured the b-jet suppression for the first time in the Pb+Pb collisions with
√
sNN = 2.76

TeV at the LHC. The b-jet suppression measurement in this thesis is in different transverse
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Figure 8.2: b-jet RAA distribution as a function of jet transverse momentum pT in Pb+Pb
collisions between the ATLAS experiment and the CMS experiment [119]. The fractional
normalization uncertainties coming from the luminosity and the 〈TAA〉 factors are indicated
separately as shaded boxes centered at one. The systematics uncertainties are shown as
shaded boxes. The statistical uncertainties are represented as error bars.

momentum range. The comparison between these two experiments in the most central bin

(0-10%) is shown in Fig. 8.2. In Fig. 8.2, the RAA in pT bins of 110-130 GeV and 130-170

GeV agree with the RAA in pT bin of 105-150 GeV presented in this analysis. However,

the RAA of the CMS measurement in the pT bins of 80-90 GeV and 90-110 GeV are below

the RAA values measured in pT bin of 75-105 GeV in this analysis. Fig. 8.2 also shows the

measurement presented in this thesis provides ability to study the b-jet suppression in the

lower pT range of 30-75 GeV, which brings more insights to the QGP medium studies in that

range.

The suppression of the electrons from heavy flavor decays measured in the PHENIX
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experiment and the STAR experiment at the RHIC can also provide meaningful comparison

with the b-jet suppression results presented here. As mentioned in section 3.4, Fig. 3.7 -

3.8 show the non-photonic electrons has a suppression level of around 0.3 for electron pT

above 4 GeV in the most central collisions (0-10%). The electrons from heavy flavor hadron

decays contain the decays from both the bottoms quarks and the charm quarks. Due to the

fact that the bottom quarks experience weaker suppression compared to the charm quarks,

the results of b-jet suppression are expected to have higher values than the results of non-

photonic electrons. At the same time, the suppression factors are not required to be related

between jet and single particle.

As higher energy is achieved at the LHC, more data will be available to separate the bb̄

produced in the parton shower from other b-jet. The separation of bb̄ production can lead

to insightful measurements such as double b-jets tagging, asymmetry of double b-jets and

etc. Also the higher statistics will improve the precision of the measurements of b-jet. It

provides more direct interpretation of the heavy flavor jet suppression and more thorough

understanding of their interaction with the QGP medium.
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