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Introduction

Quarkonia are meson states whose constituents are a charm or bottom quark and its corresponding
antiquark (QQ̄). The study of the production of such cc̄ and bb̄ bound states, known also as charmo-
nia and bottomonia, in high-energy hadron collisions represents an important testing ground for the
Quantum Chromo-Dynamics (QCD), the theory of strong interactions.

Despite the fact that the quarkonium saga has already a 40-year history beginning with the dis-
covery of the J/ψ meson in November 1974, the quarkonium production mechanism is still an open
issue for which the interest of the current physics research is still lively.

Due to the large masses of the c and b quarks, the production of quarkonium states can be de-
scribed as involving two different energy scales. The initial formation of the heavy quark-antiquark
pair occurs via hard processes that can be reliably treated using a perturbative QCD approach. The
heavy quark pair evolving towards the quarkonium bound state is, instead, a non-perturbative system
which intrinsically involves soft energy scales. Therefore, the description of quarkonium produc-
tion can be properly carried out by taking into account that such a process is governed by both
perturbative and non-perturbative aspects of QCD. Several theoretical models have been developed
in the last 40 years to describe the experimental data, such as the Color Singlet Model, the Color
Evaporation Model, and the Non-Relativistic QCD approach. They mainly differ in the details of the
non-perturbative evolution of the heavy quark pair towards the bound state.

Despite many improvements on the theoretical side, models are still not able to consistently re-
produce, within the same calculation framework and at the same time, different physical observables
like the quarkonium production cross section, the transverse momentum pT distributions, and the po-
larization. Therefore, measurements at the new CERN Large Hadron Collider (LHC) energy regimes
are clearly extremely interesting and represent a crucial step forward in understanding the physics
involved in quarkonium hadroproduction processes. Furthermore, the range of Bjorken-x values ac-
cessible at LHC energies is unique: low-pT charmonium measurements, in particular at forward
rapidities, are sensitive to an unexplored region (x < 10−5 at Q2 = m2

J/ψ ) of the gluon distribution
function of the proton.

In this thesis, the study of inclusive J/ψ production in proton-proton (pp) collisions at center-of-
mass energies of

√
s = 2.76 and 7 TeV, obtained with the ALICE experiment at the LHC, is presented.

J/ψ mesons are measured at forward rapidity (2.5 < y < 4), down to zero transverse momentum pT,
via their decay into muon pairs (µ+µ−) which are detected by the ALICE Muon Spectrometer.

Quarkonium resonances also play an important role in probing the properties of the strongly
interacting hadronic matter created, at high energy densities, in ultra-relativistic heavy-ion collisions.
Under such extreme conditions, the created system, according to QCD, undergoes a phase transition
from ordinary hadronic matter, constituted by uncolored bound states of quarks (i.e. baryons and
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mesons), to a new state of deconfined quarks and gluons, called Quark Gluon Plasma (QGP). The
ALICE experiment at CERN LHC has been specifically designed to study this state of matter in Pb-
Pb collisions. Quarkonia, among other probes, represents one of the most promising tools to prove
the QGP formation. In oder to correctly interpret the measurements of quarkonium production in
heavy-ion collisions, a solid baseline is provided by the analogous results obtained in pp collisions.

Hence, the work discussed in this thesis, concerning the inclusive J/ψ production in pp collisions,
also provides the necessary reference for the corresponding measurements performed in Pb-Pb col-
lisions which were collected, by the ALICE experiment, at the very same center-of-mass energy per
nucleon pair (

√
sNN = 2.76 TeV).

The structure of the manuscript is the following:

• Chapter 1 is a general introduction on quarkonia in high-energy physics: after a short re-
minder of QCD, we present an overview of the present status of knowledge on quarkonium
hadroproduction mechanisms as explained by different theoretical models. Then, an elemen-
tary introduction to the QGP physics is presented pointing out the role of quarkonia as probe of
such deconfined nuclear matter;

• Chapter 2 is an overview of the ALICE experiment, with a detailed description of the Muon
Spectrometer and its muon tracking and trigger system;

• Chapter 3 and 4 are dedicated to the description, in all its parts, of the analysis procedure
adopted to measure the inclusive J/ψ production cross sections (integrated and differential) in
pp collisions at

√
s = 2.76 and 7 TeV, respectively;

• In Chapter 5, the measured differential J/ψ cross sections are compared to recent theoretical
model predictions;

• Finally, the conclusions are drawn in Chapter 6.
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Chapter 1

Heavy quarkonium in high-energy

physics

High-energy physics has developed and validated, throughout the mid 20th century up to now, a
detailed, though still incomplete, theory of elementary particles and their fundamental interactions.
Such theory, called Standard Model, has been able to successfully explain, at a fundamental level, the
phenomenology of interactions as obtained from several experimental measurements. Nevertheless,
further investigations are necessary in order to answer to still unresolved questions about, for example,
the origin of the mass, the nature of dark matter and dark energy and the origin of matter-antimatter
asymmetry in the Universe. In addition, new developments, both theoretical and experimental, are
required to apply and extend the Standard Model to complex and dynamically evolving systems of
finite size, as the ones produced in high-energy nucleus-nucleus collisions.

The Large Hadron Collider (LHC) [1], with its high center-of-mass energies1 and its possibility to
accelerate and collide both proton and nucleus (lead (Pb) nuclei up to now) beams, has been providing,
since the beginning of the LHC activities at the end of 2009, a deep understanding and insight into
such topics.

Among the four experiments at LHC, namely ALICE [2], ATLAS [3], CMS [4] and LHCb [5],
ALICE is the only detector specifically designed to study ultra-relativistic heavy-ion collisions. The
aim is to explain how collective phenomena and macroscopic properties of the finite-size system
produced in nucleus-nucleus collisions and involving many degrees of freedom, rise from the micro-
scopic laws of elementary particle physics. Specifically, heavy-ion physics addresses these questions
to the theory of strong interaction, the Quantum Chromodynamics (QCD), by analyzing nuclear mat-
ter under conditions of extreme density and temperature.

QCD predicts the occurrence of a phase transition from ordinary hadronic matter, constituted by
uncolored bound states of quarks, to a new state of deconfined quarks and gluons, called Quark Gluon
Plasma (QGP). This phase transition is supposed to take place for an energy density ε ≈ 1 GeV/fm3

and/or a temperature T ≈ 200 MeV [6].
Understanding the phase transition is of great interest not only in particle physics, but also in

cosmology. In fact, according to the Big Bang model, the Universe evolved from an initial state of
extremely high density to its present state through a rapid expansion and cooling, thereby traversing

1For what concerns the proton-proton program, the LHC machine delivered, in the period 2009 - 2012, collisions at√
s = 0.9, 2.76, 7 and 8 TeV. The Pb-Pb collisions, instead, were delivered, at the end of 2010 and 2011, at a center-of-mass

energy per nucleon-nucleon collision,
√

sNN , equal to 2.76 TeV.
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1. HEAVY QUARKONIUM IN HIGH-ENERGY PHYSICS

a series of phase transitions predicted by the Standard Model (including the ones previously men-
tioned). Global features of our Universe, like baryon-antibaryon asymmetry or large scale structures
(galaxy distribution), are believed to be linked to characteristic properties of such transitions.

In order to recreate and study, in the laboratory, the QGP, the only way is to collide two heavy nu-
clei which provide a unique opportunity to produce droplets of strongly interacting hadronic matter at
extreme temperatures and energy densities. The system formed undergoes a fast dynamical evolution
from the initial extreme conditions to final ordinary hadronic matter, making direct measurements
impossible. In order to test the properties of the new state of matter and answer the question whether
the matter reaches a deconfined phase, several signatures have been proposed. Among them, the
production of quarkonium states, such as J/ψ and ϒ belonging, respectively, to the charmonium and
bottomonium family, plays an important role as a test of deconfinement.

In this Chapter, after a short introduction to the Quantum Chromodynamics theory, we present
an overview of the present status of knowledge of the quarkonium production in high-energy hadron
collisions. Several quarkonium production models are discussed explaining their key features and
showing how they can describe the most recent experimental measurements of quarkonia (differential
production cross section, polarization, etc.). Finally, in the last section, an elementary introduction
to the physics of QGP is given pointing out the role of heavy quarkonia as probe of such deconfined
nuclear matter.

1.1 A short introduction to Quantum Chromodynamics

Quantum Chromodynamics (QCD) is the sector of the Standard Model that is relevant for the strong
interaction which is responsible for binding together protons and neutrons within the atomic nucleus
and for several hadronic reactions [7, 8, 9]. The strong force is described as the interaction between
fundamental objects called quarks and gluons which build up the hadrons, by definition, strongly
interacting particles such as protons, neutron, pions, etc 2. Quarks are fermions (spin 1

2 ) and come
in several varieties or flavours (see Table 1.1 for a summary of the properties of the known quarks3)
while gluons are massless bosons (spin 1) with zero electric charge.

The dynamic of the interactions described by QCD presents several analogies with the Quantum
Electrodynamics (QED) theory which explains the interactions between electrically charged particles
in term of exchange of massless bosons called photons. The QCD charge responsible for the strong
interaction is the so-called color charge. Each quark can exist in one of three different color states,
designed as red, blue and green. Gluons, which also carry a color charge, act as the exchange particles
for the strong force (called also colored force) between quarks.

However, despite the analogies, the strong and electromagnetic interactions present some funda-
mental differences leading to qualitatively different phenomena. First of all, it should be mentioned
the fact that, in QED, there is only one type of electric charge while in QCD the color charge, for
quarks, can appear in three states. Furthermore, unlike photons, mediators of the electromagnetic
force carrying zero electric charge, gluons are colored and can therefore interact among each others
(self-interaction). Finally, unlike the electric charge, the color charge doesn’t appear as a physical
degree of freedom for systems at macroscopic scale. Indeed, observable objects are always colorless
hadrons.

2In QCD, nucleons (i.e. protons and neutrons) are treated not as fundamental objects in their own right, but as composite
states of size roughly 1 fm (1 fm = 10−15 m) made by more elementary particles (quarks and gluons).

3The u-, d-, and s-quark masses are estimates of so-called current-quark masses in a mass-independent subtraction
scheme (MS ) at a scale µ ≈ 2 GeV. The c- and b-quark masses are the running masses in the MS scheme. The t-quark
mass is based on direct measurements of top events (see [10]).
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1.1. A short introduction to Quantum Chromodynamics

Quark flavour Mass Electric charge

up (u) 2.3+0.7
−0.5 MeV + 2/3

down (d) 4.8+0.7
−0.3 MeV - 1/3

strange (s) 95 ± 5 MeV - 1/3

charm (c) 1.275 ± 0.025 GeV + 2/3

bottom (b) 4.18 ± 0.03 GeV - 1/3

top (t) 173.5 ± 0.6 ± 0.8 GeV + 2/3

Table 1.1. Summary of properties of the known quarks [10].

As a matter of fact, the phenomenological dissimilarities between QED and QCD are the conse-
quence of their deeply different mathematical structure.

1.1.1 QCD Lagrangian

Mathematically, Quantum Chromodynamics is a Yang-Mills theory with local gauge group SU(3)4

vectorially coupled to six Dirac fields of different masses, corresponding to the six quark flavours
[11]. In order to derive the QCD Lagrangian density which summarizes the dynamics of systems
subject to strong interaction, the starting point is the Dirac Lagrangian density for the free quark
fields:

LDirac =
3

∑
α=1

Nf

∑
j=1

Ψα
j (iγ

µ∂µ −m j)Ψα
j , (1.1)

where Ψα
j is the Dirac spinor representing the field of a quark of mass m j, flavour j ( j = u, d,

s, c, b, t) and color α (α = 1, 2, 3). The Dirac matrices (4×4) γµ (µ= 0, ..., 3) generalize the
Pauli spin matrices. The Dirac Lagrangian, required to be invariant under the SU(3) local gauge
transformation, is consequently modified by replacing the partial derivative ∂ µ with the covariant
derivative Dµ defined as

Dµ = ∂µ − ig
8

∑
a=1

TaAa
µ , (1.2)

where g is the QCD coupling constant which determines the strength of the strong interaction. T a (a
= 1, .., 8) are the generators of the gauge group SU(3)color while Aa

µ (a = 1, .., 8) are the so-called
gauge fields. These eight vector fields can be identified as the vector gauge bosons that mediate strong
interactions of quarks in QCD, the gluons.

The kinetic energy term of the QCD Lagrangian for gluons, SU(3)color gauge-invariant too, can
be expressed as

Lgauge =−1
4

Ga
µνGµν

a , (1.3)

where Ga
µν is the gluon field strength tensor defined as

4The number of quark color states, n = 3, is the degree of the QCD symmetry group SU(3)color.
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1. HEAVY QUARKONIUM IN HIGH-ENERGY PHYSICS

Ga
µν = ∂µAa

ν −∂νAa
µ +g

8

∑
b,=1

f a
bcAb

µAc
ν , (1.4)

with f a
bc structure constants of the SU(3)color group.

Finally, the QCD Lagrangian density, obtained as LQCD = LDirac +Lgauge, reads

LQCD =
3

∑
α=1

Nf

∑
j=1

Ψα
j (iγ

µDµ −m j)Ψα
j −

1
4

Ga
µνGµν

a . (1.5)

The interaction terms of LQCD permits both quark-gluon and gluon-gluon interactions. In particular,
the gluon self-interactions, shown schematically in Fig. 1.1, emerge from the non-Abelian structure of
the SU(3)color gauge theory. Actually, as shown in Eq. 1.4, the definition of the tensor Ga

µν contains,
apart from the standard partial derivate terms, a non-linear component in term of the gauge potential
Aa

µ .

1.3. FORCE BETWEEN QUARKS, ASYMPTOTIC FREEDOM 5

Following the successful theory of Maxwell on electromagnetism, we introduce in a similar way the

antisymmetric field strength tensor F a
µν and the kinetic energy term for the gluons

Lg = −1

4
FµνaFµνa (1.9)

where summation over color is implicit. To ensure the new term added is gauge-invariant, the field

strength tensor is required to transform according to Fµν → UFµνU †. This can be accomplished

by choosing Fµν = −ig[Dµ,Dν ], or

Fµν
= ∂µAν − ∂νAµ − g[Aµ, Aν

] , (1.10)

where apart from the standard partial derivative terms, there is a commutator term [Aµ, Aν ]. This

is non-linear in terms of the gauge potential. Therefore, the eight gluons do not come in as a simple

repetition of the photon in QED—they have three- and four-gluon self-interactions! We depict such

interaction terms schematically in Fig. 1.2.

Figure 1.2: Self-interactions of gluons which are responsible for many important features of QCD,

such as asymptotic freedom, color confinement and chiral symmetry breaking.

The full QCD lagrangian density is the sum of quark and gluon terms,

LQCD = Lq + Lg . (1.11)

Because the gluons carry color charges, their self-interactions are a source of the key differences be-
tween QCD and QED. In fact, these interactions are responsible for many of the unique and salient

features of QCD, such as asymptotic freedom, chiral symmetry breaking, and color confinement.

In the remainder of this chapter, we briefly discuss these important properties of color dynamics.

1.3 Force Between Quarks, Asymptotic Freedom

A first exercise in studying electromagnetic physics is to consider the force between two electric

charges. Similarly, a starting point to understand strong interactions is to consider the strong force

between two quarks. Of course, we forget for the moment the fact that the free quarks do not exist

and the interaction between quarks may not be calculable through simple one-gluon exchange. We

press ahead anyway just to see what follows.

As shown by Feynman diagram in Fig. 1.3, a quark of color i, exchanging a gluon with another

quark of color j, scatters into a quark of color i�, along with a quark of color j�. The scattering

amplitude for this process is

S ∼ (−igtai�iγ
µ
)Dµν(q)(−igtaj�jγ

ν
) , (1.12)

Figure 1.1. Possible self-interactions of gluons in QCD.

Therefore, the eight QCD gluons do not come in as a simple repetition of the QED photon since
they can interact among each others with three- and four-gluon self-interactions. Such peculiar QCD
feature, consequence of gluons carrying color charge, is the source of the key differences between
QCD and QED. In fact, these interactions are responsible for many of the unique and salient features
of QCD, such as asymptotic freedom and color confinement. In the following two sections, we briefly
discuss these important properties of the QCD dynamics.

1.1.2 Asymptotic freedom

One of the most striking features of QCD is asymptotic freedom which states that the interaction
strength between quarks and gluons becomes smaller as the distance between them gets shorter or the
energy reaction gets higher [12]. In other words, the strong coupling constant αs, defined as αs =

g2

4π ,
is a running coupling constant decreasing as a function of the momentum transfer Q of the process.
For this discovery, Gross, Politzer and Wilczek won the 2004 Nobel prize in physics [13, 14, 15].

A first intuitive explanation of the asymptotic freedom can be given by recalling that, in elec-
tromagnetism, the electric force between two charges q1 and q2 in vacuum can be expressed by
Coulomb’s law as

F =
1

4π
q1q2

r2 . (1.6)

On the other hand, if the two electric charges are placed inside a medium with dielectric constant
ε (ε > 1), the force becomes
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1.1. A short introduction to Quantum Chromodynamics

F =
1

4πε
q1q2

r2 , (1.7)

which can be also expressed in the above vacuum form, Eq. 1.6, by introducing the effective charge
q̃i = qi/

√
ε. Therefore, the presence of the dielectric medium may be regarded as modifying the electric

charges producing a charge screening effect.
In quantum field theory, the vacuum state is not simply an empty space but it is the ground

state (lowest energy state) of a system. It can be depicted as a sea of continuously appearing and
disappearing virtual particle–antiparticle pairs, called vacuum fluctuations, which are created out of
the vacuum and then annihilate each other. In QED, such electron-positron pairs virtually created
out of the vacuum (see left diagram of Fig. 1.2), in the presence of an electromagnetic field, act as
an electric dipole. In analogy to what happens in classical electromagnetism, these electron-positron
pairs reposition themselves, thus partially counteracting the electromagnetic field with a screening
effect (similar to the one produced by a dielectric medium). Therefore the field is weaker than would
be expected in the case of a classical vacuum completely empty. The phenomenon, relative to the
particle–antiparticle pairs virtually created, is referred to as vacuum polarization.

1.3. FORCE BETWEEN QUARKS, ASYMPTOTIC FREEDOM 7

which also can be expressed in the above vacuum form by introducing the effective charge q̃i =
qi/

√
�. Thus the effect of the medium may be regarded as modifying the charges.

In the quantum field theory, the vacuum is not empty because it is just the lowest energy state of

a field system and is filled with electrons of negative energies from one point of view. When a photon

passes through the vacuum, it can induce transitions of an electron from negative to positive energy

states, virtually creating a pair of electron and positron, known as vacuum fluctuation, shown in

the first diagram in Fig. 1.4. Because of this, the interaction between two electrons in the vacuum

becomes

F =
e2eff
4πr2

=
αem(r)

r2
, (1.16)

where αem is an effective fine structure constant, depending on the distance r, or momentum

transfer q ∼ 1/r. As r → ∞ or equivalently, q → 0, the coupling measured the interaction strength

of the low-energy photon, and is what often quoted, αem(q = 0) = 1/137.035.
The dependence of the fine structure constant on the distance or momentum scale can be

determined by a differential equation in QED

µ
dα(µ)

dµ
= β(α(µ)) , (1.17)

where µ is a momentum scale, roughly corresponding to 1/r. The above is also an example of

renormalization group equations. The β-function may be calculated in perturbation theory because

αem is small and at one loop order β = 2α2
em/3π > 0. The solution is thus

αem(µ) =
αem(µ0)

1− αem(µ0)
3π ln

µ2

µ2
0

. (1.18)

Note that the interaction strength of the two electrons gets stronger as the distance between them

becomes smaller. Therefore, QED becomes a strongly-coupled theory at very short distance scale.

For this reason, it cannot be solved in a completely consistent way unless an ultraviolet momentum

cut-off is imposed on the theory.

Figure 1.4: The quantum vacuum polarization which effectively changes the interactions strength.

The first diagram is shared by QED and QCD which renders the interaction stronger at shorter

distance (screening). The second diagram arising from the nonlinear interaction between gluons in

QCD has the antiscreening effect, which makes the coupling weaker at short distance.

In QCD, the same differential equation for the strong coupling constant holds. However, the β
function is now different

β(α) = −β0
2π

α2
+ ... (1.19)

Figure 1.2. Quantum vacuum polarization diagrams affecting the interaction strength. The first
diagram, shared by QED and QCD (the wavy line represents a photon in QED and a gluon in QCD),
makes interactions weaker at large distances (screening effect). The second diagram, arising from the
non-linear interaction between gluons in QCD, makes interactions weaker at short distances (anti-
screening effect).

As a consequence of this vacuum property, the interaction between two electrons in vacuum
becomes

F =
e2

e f f

4πr2 =
αem(r)

r2 , (1.8)

where ee f f is the effective electron charge and αem(r) is the electromagnetic running coupling con-
stant, depending on the distance r or the momentum transfer of the process Q ∼ 1/r. As r → 0
or equivalently, Q → ∞, the QED interaction strength gets stronger. Therefore, QED becomes a
strongly-coupled theory at very short distance scale (or at high momentum transfer)5.

The considerations, based on the existence of the vacuum polarization, can be also applied in the
case of QCD. As a consequence of the non-Abelian structure of the SU(3)color gauge theory, QCD
allows two different types of vacuum fluctuations. The first one, which is shared by QCD and QED
(shown in the left diagram of Fig. 1.2), is a fermion fluctuation producing a screening effect. There-
fore it contributes to make the interaction strength weaker at very large distances. On the contrary, the

5The measurement of the electromagnetic running coupling constant in low-energy reactions gives αem(Q2 = 0) =
1/137.035 . At Q2 ≈ M2

W (= 80.399±0.023 GeV ) the value is ∼ 1/128 [10].
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1. HEAVY QUARKONIUM IN HIGH-ENERGY PHYSICS

second type of fluctuation (shown in the right diagram of Fig. 1.2) is a gluon fluctuation which pro-
duces an anti-screening effect with stronger interaction at larger distances. Finally, the contribution
relative to gluon fluctuations results to be more important than the fermion one and, consequently,
the strong interaction strength can be shown to have a specific scale-dependence decreasing as the
momentum transfer of the reaction Q → ∞ or the distance r → 0.

The dependence of the strong coupling constant on the momentum transfer scale Q2 can be for-
mally determined, in QCD, through the renormalization group equation

Q2 ∂αs(Q2)

∂Q2 = β (α(Q2)). (1.9)

The perturbative expansion of the β function, calculated in 1-loop approximation, gives

β (αs(Q2)) =−β0α2
s (Q

2)+O(α3
s ), (1.10)

with β0 =
11Nc−2Nf

12π , where Nc is the number of QCD color states and N f is the number of active quark
flavors at the energy scale Q2. A solution of Eq. 1.9, in 1-loop approximation, i.e. neglecting β1 and
higher order terms, is

αs(Q2) =
αs(µ2)

1+αs(µ2)β0 ln Q2

µ2

, (1.11)

where µ is the renormalization scale adopted in the calculation. Eq. 1.11, giving a relation between the
values of αs at two different energy scales Q2 and µ2, describes the property of asymptotic freedom:
if Q2 becomes large and β0 is positive, i.e. if Nf < 17, αs(Q2) will asymptotically decrease to zero.
Likewise, Eq. 1.11 indicates that αs(Q2) grows to large values and, in this perturbative form, actually
diverges to infinity at small Q2 (large distance): for example, with αs(µ2 ≡ M2

Z0) ≈ 0.12 and for
typical values of N f = 2 ... 5, αs(Q2) exceeds unity for Q2 ≤ O(100 MeV ... 1 GeV). This is the
region where perturbative expansions in αs, like Eq. 1.19, are not meaningful anymore and therefore
energy scales below 1 GeV have to be regarded as the non-perturbative region where confinement, an
important QCD property described in Section 1.1.3, sets in.

The parametrization of the running coupling constant αs(Q2) can be, alternatively, expressed
introducing a dimensional parameter ΛQCD. Setting

Λ2
QCD =

µ2

e1/(β0αs(µ2))
, (1.12)

Eq. 1.11, calculated in 1-loop approximation, transforms into

αs(Q2) =
1

β0ln Q2

Λ2
QCD

. (1.13)

Hence, αs(µ2) is replaced by a suitable choice of the ΛQCD parameter which is technically iden-
tical to the energy scale Q where αs(Q2) diverges to infinity, i.e. αs(Q2)→ ∞ for Q2 → Λ2

QCD.
In quantum field theories, like QCD and QED, physical observables, O, can be expressed by a

perturbation series in powers of the coupling parameter αs or αem, respectively (O = O0 +α01 +
α202 + ...). If these couplings are sufficiently small, i.e. α � 1, the series may converges providing
a realistic prediction of O, even if only a limited number of perturbative orders can be calculated.

The scale parameter ΛQCD represents therefore the limit of validity of the perturbative approach.
For large momentum transfer Q2 � Λ2

QCD (hard processes), the application of perturbative QCD
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1.1. A short introduction to Quantum Chromodynamics

9. Quantum chromodynamics 31

Notwithstanding these open issues, a rather stable and well defined world average

value emerges from the compilation of current determinations of αs:

αs(M
2
Z) = 0.1184± 0.0007 .

The results also provide a clear signature and proof of the energy dependence of αs, in

full agreement with the QCD prediction of Asymptotic Freedom. This is demonstrated in

Fig. 9.4, where results of αs(Q2) obtained at discrete energy scales Q, now also including

those based just on NLO QCD, are summarized and plotted.

Figure 9.4: Summary of measurements of αs as a function of the respective energy

scale Q. The respective degree of QCD perturbation theory used in the extraction

of αs is indicated in brackets (NLO: next-to-leading order; NNLO: next-to-next-to

leading order; res. NNLO: NNLO matched with resummed next-to-leading logs;

N3LO: next-to-NNLO).

July 9, 2012 19:53

Figure 1.3. The running of the QCD coupling constant as a function of the momentum transfer
Q. Experimental data (points) are compared to QCD prediction (curves) [10].

(pQCD) theory is allowed and provides quantitative predictions of physical observables. On the
contrary, for soft processes having Q2 � Λ2

QCD, the perturbative approach becomes inappropriate and
therefore non-perturbative methods have been developed like hadronization models, describing the
transition of quarks and gluons into hadrons, or the Lattice QCD technique [16].

Experimentally [10], the actual world-average value of αs(Q2), measured at the energy scale of
MZ0 = 91.1876 ± 0.0021 GeV, is

αs(MZ0) = 0.1184±0.0007 (1.14)

which corresponds to a ΛQCD value, in the standard renormalization scheme (MS) and for a number
of active quark flavours N f = 5, ΛQCD ≡ ΛNf =5

MS = (213±8) MeV.

1.1.3 Confinement

One of the prominent features of QCD is the quark confinement which is a necessary requirement to
explain the apparent absence of free quarks in Nature. Although the quark model of hadrons6 estab-
lishes quarks, with an electric charge ± 1

3 e and ±2
3 e and with a quantum property called color charge,

as the basic constituents of hadrons, no isolated quarks have ever been observed in any experiment.
An intuitive argument, displayed in Fig. 1.4, can be introduced to explain this property. Let us

suppose, for example, we have a meson system which contains a quark-antiquark pair tied together
by a color string. One may try to break the system by separating the quark from the antiquark pulling

6The quark model of hadrons was first introduced by Gell-Mann and Zweig in 1964.
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1. HEAVY QUARKONIUM IN HIGH-ENERGY PHYSICS

qq

q q

q q

q q q q q q

q q

Figure 3: String breaking by quark-antiquark pair production.

The Confinement Problem (I)

Show that in the limit that the masses of all quarks go to infinity, the work required to
increase the quark separation in a quark-antiquark system by a distance L approaches σL
asymptotically, where σ is a constant.

2.2 A First Encounter with the Center

It seems that in order to define “quark confinement,” we must effectively remove quarks as
dynamical objects from the gauge theory. In the infinite mass limit, of course, quarks do not
contribute to any virtual process, including string-breaking processes. But the exclusion of
quarks doesn’t mean that all matter fields must be removed, or taken to the infinite mass
limit; we have only to exclude those matter fields which can give rise to string breaking.
The criterion here is group-theoretical: If it is not possible for an individual quark and some
number of matter field quanta to form a color singlet, then it is also not possible for the
matter field to give rise to string-breaking. Suppose, for example, that QCD included some
scalar fields in the color 8 representation. It is not possible for a particle or particles in the
8 representation to combine with a quark in the 3 or antiquark in the 3 representation to
form a color singlet, and therefore there can be no string breaking of the type shown in Fig.
3.

On the other hand, a set of Higgs field in the 8 representation of color SU(3) can still
break the symmetry in such a way that all the gluons acquire a mass. In that case only a
finite amount of work is required to separate two massive quarks by an arbitrary distance,
even in the mq → ∞ limit. QCD with finite-mass matter fields in the 3 representation is
therefore quite different from QCD with finite-mass matter fields in the 8 representation.
In the former case, according to the Fradkin-Shenker result, there is no phase transition
from the Higgs phase to a confining phase, and the work required to separate quarks by

8

Figure 1.4. String breaking by quark-antiquark pair production.

them apart. As described in Section 1.1.2, the strong interaction gets stronger at large distances,
or - equivalently - at low momentum transfer Q2 � Λ2

QCD ∼ (1 fm)−2, and, similarly, the system’s
stretching energy increases when the quark-antiquark separation grows. Finally, beyond a certain
distance, a new quark-antiquark pair will be created out of the vacuum: part of the stretching energy
goes therefore into the creation of the new pair, and as a consequence of it, the breaking down of the
string does not result in quarks as free particles. In other words, the strong interaction favors quark
confinement because, at a certain quark-antiquark separation range, it is more energetically favorable
to create a new pair than to continue to elongate the color string.

The explanation above discussed is, in some sense, a sort of self-consistent speculation which is
not the same thing as a deep understanding from first QCD principles. It is important to mention,
for instance, that quark confinement has to be reformulated with the more general concept of color
confinement, which means that there are no isolated particles in Nature with non-vanishing color
charge, i.e. all asymptotic particles states are color singlet. This property, based on the experimental
fact that the hadron spectroscopy fits nicely into a scheme in which the constituent quarks combine
in color-singlet states, is still a theoretical conjecture consistent with a large numbers of experimental
results.

Despite several efforts, the confinement proof in QCD is a challenge that has not been met. Nev-
ertheless, there have been some very interesting developments over the last years coming from lattice
QCD investigations [17, 18]. Some results for the potential V (r) and the force F(r), describing a
static quark-antiquark pair separated by a distance r, are plotted in Fig. 1.5.

They show that the static potential V (r) is monotonically rising and eventually grows linearly for
large separations. The force F(r) is fairly strong, at least 1 GeV / fm in the whole range of distances,
and if this continues to be so at larger values of r it will evidently not be possible to separate the
quark-antiquark pair. On the other hand, at short distances, the data points of the potential V (r)
rapidly approach the curves that can be obtained in perturbation theory since the effective gauge
coupling is small in this regime.

1.2 Quarkonia production in pp collisions

The quarkonia saga began in November 1974 with the simultaneous discovery of the J/ψ meson by
two different research teams: Ting et al. at the Brookhaven National Laboratory (BNL) [21] and

18

te
l-0

08
29

53
4,

 v
er

si
on

 1
 - 

3 
Ju

n 
20

13



1.2. Quarkonia production in pp collisions
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"

Fig. 5. Simulation results for the static potential V (r) [12] and the force V �(r) [13].

The statistical and systematic errors in these calculations are smaller than or at most

equal to the size of the data symbols.

2.2 String model

The data shown in the second plot in fig. 5 suggest that the force V �(r) approaches a
constant σ � 1.06GeV/fm at large quark-antiquark separations. σ is referred to as

the string tension, because a constant force is what would be obtained if the quarks

were held together by an elastic string.

The idea that quark confinement is linked to the formation of string-like flux tubes

has in fact been around for very many years. We should then not only see the linear

rise in the static potential but also a characteristic 1/r correction that derives from

the zero-point energy of the transversal string vibrations. Explicitly the prediction

is that [14,15]

V (r) =
r→∞

σr + µ− π

12r
+O(r−2

), (2.2)

where (from the string theory point of view) σ and the mass µ are free parameters.

The string picture may appear to be somewhat naive, but the simulation data

for the second derivative of the static potential shown in fig. 6 agree very well with

eq. (2.2). What is plotted there is the dimensionless combination − 1
2r

3V ��(r), which,
according to string theory, should converge to

π
12 at large r. If we allow for a small

7

(a) Potential V(r).

J
H
E
P
0
7
(
2
0
0
2
)
0
4
9

0 2 4 6 8
(r [fm])-2

1

1.1

1.2

1.3

1.4

1.5

F(r) [GeV/fm]

1.0 fm 0.5 fm

Figure 2: Force F (r) in the four-dimensional theory versus 1/r2 at β = 6.0. Physical units are
set by the Sommer scale r0 = 0.5 fm [22] and the dotted line is a linear fit to the four points at the
largest distances. Errors are smaller than the data symbols.

that satisfies the usual perturbative renormalization group equation

µ
∂ḡ

∂µ
= −b0ḡ

3 − b1ḡ
5 + · · · (5.2)

The coefficients bn are known up to three-loop order in this scheme [29]–[33], and using these

we can integrate eq. (5.2) from r = 0, taking the Λ parameter determined in refs. [34, 35]

as the initial condition.

In the related case of the force F (r), the range of applicability of the perturbation

expansion extends to distances of around 0.2 or at most 0.3 fm [36]. We refer to this paper

for further details and only remark that the error on the Λ parameter alone results in a

significant spread of the three-loop curves shown in figure 3 (shaded area on the left). It is

in any case evident from the plot that c(r) breaks away from the perturbative behaviour

near r = 0.2 fm.

At larger distances the data show a shallow minimum and then gently increase to

about −0.293 at r = 1 fm. This is still 12% away from γ = −0.262, but not really

inconsistent with the effective string theory, because the correction proportional to b in

eq. (3.9) (and possibly higher-order terms) may not be negligible at these distances. As

shown in figure 3 we can in fact easily make contact with the data if we allow for such a

correction.

– 10 –

(b) Force F(r).

Figure 1.5. Lattice QCD calculations for the static potential V(r) [19] (a) and the force F(r)
[20] (b) relative to a static quark-antiquark pair .

Richter et al. at the Stanford Linear Accelerator Center (SLAC) [22] 7.
Ting’s observation was performed from the reaction p + Be → e+ + e− + x by measuring the

e+e− invariant mass spectrum with a pair spectrometer. The experiment used the high-intensity pro-
ton beams of the Alternating Gradient Synchrotron (AGS) working at the energy of 30 GeV, which
bombarded a Be fixed target. On the contrary, Richter’s experiment measured the cross section for
e+e− → hadrons, e+e−, and possibly µ+µ− with Mark I detector at the SLAC electron-positron
storage ring SPEAR 8.

It became clear that the new J/ψ resonance9 was the first observed state of a system containing
previously unknown (but anticipated10) charmed quark and its antiquark: cc. The new system, called
charmonium in analogy with positronium (e+e− system), was then verified to contain a spectrum
of resonances11, corresponding to various excitations of the cc quark-antiquark pair. The properties
of charmonium, and of its heavier sibling bottomonium12, are determined by the strong interaction,
therefore they played an important role for understanding hadronic dynamics, as the study of the
hydrogen atom allowed to explain the atomic physics.

7The Nobel Prize in Physics 1976 was awarded jointly to Burton Richter and Samuel Chao Chung Ting "for their
pioneering work in the discovery of a heavy elementary particle of a new kind".

8The name chosen for the new resonance was J at BNL and ψ at SLAC.
9Few weeks after the discovery of the J/ψ , the Frascati group [23] confirmed the presence of the new particle.

10The existence of the charm quark was required, among others, by the mechanism of Glashow, Iliopoulos and Maiani
(GIM) [24]

11The first radial excited state of charmonia, called ψ’ or ψ(2S), was directly found just ten days after the J/ψ [25].
12In 1977, the elementary particle physics was further enriched by the discovery of a new resonance, the ϒ, which was

identified as a bound state of the beauty (or bottom) quark with its antiquark (bb). The discovery was possible thank to the
proton synchrotron accelerator at Fermilab [26]. As for charmonia, the first radial excited state (ϒ(2S)) was directly found
thereafter [27].
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1. HEAVY QUARKONIUM IN HIGH-ENERGY PHYSICS
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tion of all the counters is done with approximate-
ly 6-GeV electrons produced with a lead convert-
er target. There are eleven planes (2&&A„3&&A,
3XB, 3XC) of proportional chambers rotated ap-
proximately 20' with respect to each other to re-
duce multitrack confusion. To further reduce the
problem of operating the chambers at high rate,
eight vertical and eight horizontal hodoseope
counters are placed behind chambers A and B.
Behind the largest chamber C (1 m&& 1 m) there
are two banks of 251ead glass counters of 3 ra-
diation lengths each, followed by one bank of
lead-Lucite counters to further reject hadrons
from electrons and to improve track identifica-
tion. During the experiment all the counters are
monitored with a PDP 11-45 computer and alI
high voltages are checked every 30 min.
The magnets were measured with a three-di-

mensional Hall probe. A total of 10' points were
mapped at various current settings. The accep-
tance of the spectrometer is 6 0=+ 1', h, q = + 2,
hm =2 GeV. Thus the spectrometer enables us
to map the e'e mass region from 1 to 5 GeV in
three overlapping settings.
Figure 1(b) shows the time-of-flight spectrum

between the e' and e arms in the mass region
2.5&m &3.5 GeV. A clear peak of 1.5-nsec width
is observed. This enables us to reject the acci-
dentals easily. Track reconstruction between the
two arms was made and again we have a clear-
cut distinction between real pairs and accidentals.
Figure 1(c) shows the shower and lead-glass
pulse height spectrum for the events in the mass
region 3.0 & m &3.2 GeV. They are again in agree-
ment with the calibration made by the e beam.
Typical data are shown in Fig. 2. There is a

clear sharp enhancement at m =3.1 GeV. %ithout
folding in the 10' mapped magnetic points and
the radiative corrections, we estimate a mass
resolution of 20 MeV. As seen from Fig. 2 the
width of the particle is consistent with zero.
To ensure that the observed peak is indeed a

real particle (7-e'e ) many experimental checks
were made. %e list seven examples:
(1) When we decreased the magnet currents by

10%%uo, the peak remained fixed at 3.1 GeV (see
Fig. 2).
(2) To check second-order effects on the target,

we increased the target thickness by a factor of
2. The yield increased by a factor of 2, not by 4.
(3) To check the pileup in the lead glass and

shower counters, different runs with different
voltage settings on the counters were made. No
effect was observed on the yield of J;

80- I242 Events~

70 S PECTROME TER

- H At normal current

Q- I0%current

Io-

mewl 9
5-0 3.25 5.5

me+e- Qgv
'

Fla. 2. Mass spectrum showing the existence of J'.
Results from two spectrometer settings are plotted
showing that the peak is independent of spectrometer
currents. The run at reduced current was taken two
months later than the normal run.

(4) To ensure that the peak is not due to scatter-
ing from the sides of magnets, cuts were made
in the data to reduce the effective aperture. No
significant reduction in the Jyield was found.
(5) To check the read-out system of the cham-

bers and the triggering system of the hodoscopes,
runs were made with a few planes of chambers
deleted and with sections of the hodoscopes omit-
ted from the trigger. No effect was observed on
the Jyield.
(6) Runs with different beam intensity were

made and the yield did not change.
(7) To avoid systematic errors, half of the data

were taken at each spectrometer polarity.
These and many other checks convinced us that

we have observed a reaI massive particle J-ee.
U we assume a production mechanism for J to

be da/dp~ccexp(-6p~) we obtain a yield of 8 of ap-
1405

(a) Invariant mass spectrum for opposite-sign electron
pairs (e+e−).
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observed at a c.m. energy of 3.2 GeV. Subse-
quently, we repeated the measurement at 3.2
GeV and also made measurements at 3.1 and 3.3
QeV. The 3.2-GeV results reproduced, the 3.3-
QeV measurement showed no enhancement, but
the 3.1-GeV measurements were internally in-
consistent —six out of eight runs giving a low
cross section and two runs giving a factor of 3 to
5 higher cross section. This pattern could have
been caused by a very narrow resonance at an
energy slightly larger than the nominal 3.1-QeV
setting of the storage ring, the inconsistent 3.1-
QeV cross sections then being caused by setting
errors in the ring energy. The 3.2-GeV enhance-
ment would arise from radiative corrections
which give a high-energy tail to the structure.
Vfe have now repeated the measurements using

much finer energy steps and using a nuclear mag-
netic resonance magnetometer to monitor the
ring energy. The magnetometer, coupled with
measurements of the circulating beam position
in the storage ring made at sixteen points around
the orbit, allowed the relative energy to be deter-
mined to 1 part in 104. The determination of the
absolute energy setting of the ring requires the
knowledge of fBdl around the orbit and is accur-
ate to +0.1@.
The data are shown in Fig. 1. All cross sec-

tions are normalized to Bhabha scattering at 20
mrad. The cross section for the production of
hadrons is shown in Fig. 1(a). Hadronic events
are required to have in the final state either ~ 3
detected charged particles or 2 charged particles
noncoplanar by & 20'. ' The observed cross sec-
tion rises sharply from a level of about 25 nb to
a value of 2300 + 200 nb at the peak' and then ex-
hibits the long high-energy tail characteristic of
radiative corrections in e'e reactions. The de-
tection efficiency for hadronic events is 45% over
the region shown. The error quoted above in-
cludes both the statistical error and a 7%%uq contri-
bution from uncertainty in the detection efficiency.
Our mass resolution is determined by the en-

ergy spread in the colliding beams which arises
from quantum fluctuations in the synchrotron
radiation emitted by the beams. The expected
Gaussian c.m. energy distribution (@=0.56 MeV),
folded with the radiative processes, ' is shown as
the dashed curve in Fig. 1(a). The width of the
resonance must be smaller than this spread; thus
an upper limit to the full width at half-maximum
is 1.3 MeV.
Figure 1(b) shows the cross section for e'e

final states. Outside the peak this cross section
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is equal to the Bhabha cross section integrated
over the acceptance of the apparatus. '
Figure 1(c) shows the cross section for the

production of collinear pairs of particles, ex-
cluding electrons. At present, our muon identi-

FIG. 1. Cross section versus energy for (a) multi-
hadron final states, (b) e g final states, and (c) p+p,
~+7t, and K"K final states. The curve in (a) is the ex-
pected shape of a g-function resonance folded with the
Gaussian energy spread of the beams and including
radiative processes. The cross sections shown in (b)
and (c) are integrated over the detector acceptance.
The total hadron cross section, (a), has been corrected
for detection efficiency.

(b) Cross section versus center-of-mass energy for (a) multi-
hadron final states, (b) e+e− final states, and (c) µ+µ−, π+π−

and K+K− final states.

Figure 1.6. First published results of the discovery of the J/ψ meson at BNL [21] (a) and at
SLAC [22] (b).

The basis of the charmonium spectroscopy are provided in Section 1.2.1, while the Section 1.2.3
is devoted to the problem of the charmonium production mechanism.

1.2.1 The Charmonium Spectroscopy

The quantum numbers and basic properties of the majority of states in the charmonium family can
be, partially, explained by a non-relativistic description of the quark-antiquark pair cc [28]. The
applicability, in a certain extent, of such a description requires the estimation of the significance of
the relativistic effects for charmonia. This can be approximately performed from the masses of the
resonances, e.g. the mass difference ∆M between the charmonium ground state (J/ψ) and its first
radial excitation (ψ’) in units of either of the masses provides an estimate of the relativistic parameter
v2/c2

v2

c2 ∼ ∆M
M

∼ 0.2. (1.15)

Such moderate, but not very small magnitude of the relativistic effects, allows to treat the charmo-
nium dynamics in the non-relativistic limit including the relativistic effects as perturbations in powers
of v/c.
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1.2. Quarkonia production in pp collisions

In a non-relativistic picture, the charmonium states are characterized by three physical variables:
the orbital angular momentum L, the total spin S of the quark pair, and finally the total angular
momentum J. As usual, the total angular momentum, which defines the particle spin, is given by the
vector sum of the orbital and the spin momenta:

−→
J =

−→
L +

−→
S . Similarly, the total spin S is the vector

sum of the quark and antiquark spins:
−→
S = −→sc +

−→sc . S can take the values 0 or 1 and consequently
the four possible spin states of the cc pair can be splitted into a singlet and a triplet. In addition, due
to the excitation of the radial motion of the cc pair, the spectrum contains levels, with same L, S and
J, differing by the radial quantum excitation number nr (nr = 0 corresponds to the lowest state in the
spectrum). It has become a common standard to express the values of these quantum numbers for
each charmonium state in the form:

(nr +1)(2S+1)LJ. (1.16)

The combination 2S+1 allows to indicate the spin multiplicity, while the value of L, L = 0, 1, 2,
3, . . . are written, following the standard atomic physics notation, as S, P, D, F , . . .. The lowest
state, corresponding to L = 0, S = 0 and, consequently, J = 0 is represented as 11S0 (ηc resonance)
while the first radial excited state (nr = 1) with the same quantum numbers is 21S0 (ηc’ resonance).

Finally, the L value determines the parity (P) for each of the states: P = (−1)L+1 , while L and S
combined together fix the charge conjugation parity: C = (−1)L+S .

 = 
PC

J
− +0 − −1 + +0 + +1+ −1 + +2
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Figure 1.7. Spectrum and transitions of the known charmonium and charmonium-related family.
(from ref. [10]).

Therefore, the previously mentioned 1S0 states have quantum numbers JPC = 0−+ while 3S1 states
(J/ψ , ψ’, . . .) have JPC = 1−− , the same quantum numbers as the electromagnetic current (photon).
So these charmonium states can be produced in e+e− annihilations.
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1. HEAVY QUARKONIUM IN HIGH-ENERGY PHYSICS

The diagram of the spectrum of the known charmonium and charmonium-related states and their
transitions, as of today, is presented in Fig. 1.7. Table 1.2 presents instead a summary of the main
characteristics of the observed charmonium states.

Meson n 2S+1LJ JPC Mass (MeV) Full width Γ

ηc 11S0 0−+ 2981.0 ± 1.1 29.7 ± 1.0 MeV

J/ψ 13S1 1−− 3096.916 ± 0.011 92.9 ± 2.8 keV

χc0 13P0 0++ 3414.75 ± 0.31 10.4 ± 0.6 MeV
χc1 13P1 1++ 3510.66 ± 0.07 0.86 ± 0.05 MeV
χc2 13P2 2++ 3556.20 ± 0.09 1.98 ± 0.11 MeV

hc 11P0 1+− 3525.41 ± 0.16 < 1 MeV

ηc(2S) 21S0 0−+ 3638.9 ± 1.3 10 ± 4 MeV

ψ’ 23S1 1−− 3686.109+0.012
−0.0014 304 ± 9 keV

Table 1.2. Summary of properties of charmonia [10].

1.2.2 Different types of J/ψ production: prompt, non-prompt and direct

The detection of quarkonia requires the identification of their various hadronic- and leptonic-decay
products. Concerning the J/ψ resonance, whose production in proton-proton collisions at

√
s = 2.76

and 7 TeV is discussed in this manuscript (see Chapter 3 and 4), Table 1.3 shows the possible J/ψ
decay modes with the corresponding branching ratios.

Decay Mode Fraction (Γi / Γ)

hadrons ( 87.7 ± 0.5 ) %

e+e− ( 5.94 ± 0.06 ) %

µ+µ− ( 5.93 ± 0.06) %

Table 1.3. J/ψ(1S) decay modes [10].

The production of the J/ψ meson can occur in four ways:

• the direct production, i.e. J/ψ produced directly in the initial collision as result of the cc pair
hadronization through the process (for proton-proton collisions): pp→ cc+X where cc→ J/ψ .

• the prompt production by decay of χc, i.e. J/ψ produced indirectly via radiative decay of χc
through the process (for proton-proton collisions): pp → cc+X where cc → χc → J/ψ + γ ;

• the prompt production by decay of ψ’, i.e. J/ψ produced indirectly via decay of ψ’ ( ψ(2S) )
through the process (for proton-proton collisions): pp → cc+X where cc → ψ � → J/ψ +X ;

• the non-prompt production, i.e. J/ψ produced from the decay of b-hadrons through the process
(for proton-proton collisions): pp → B+X → J/ψ +X �;
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1.2. Quarkonia production in pp collisions

The total J/ψ production, called inclusive production, can therefore be divided into two main compo-

nents: the prompt production, J/ψ produced directly in the initial collisions or from decays of heavier

charmonium states, and a non-prompt production, J/ψ produced from b-hadron decays.

Figure 1.8 shows recent LHC measurements of fb, the fraction of J/ψ coming from b-hadron

decays as a function of the J/ψ pT. These measurements, performed on proton-proton data at
√

s = 7

TeV, cover two rapidity domains: mid-rapidity (ALICE [29], ATLAS [30] and CMS [31] results) (a)

and forward rapidity (LHCb [32] result) (b).
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Figure 1.8. The fraction fb of J/ψ from the decay of b-hadrons as a function of pT of J/ψ in
proton-proton collisions at

√
s = 7 TeV. ALICE [29], ATLAS [30] and CMS [31] results are compared

at mid-rapidity (a). LHCb [32] result is plotted in y bins at forward rapidity (b).

Integrating over the transverse momentum pT and rapidity y, the fb fraction can be calculated in

a specific kinematical region. The ALICE measurement, performed for pT > 1.3 GeV at mid-rapidity

(|y| < 0.9), gives fb = 0.149±0.037(stat.)+0.018
−0.027(syst.) . The LHCb collaboration obtains in the fidu-

cial region 0 < pT < 14 GeV/c and 2 < y < 4.5, the value13 fb = 0.098 ± 0.001 (stat.) ± 0.018 (syst.).

For what concerns the prompt J/ψ production, Fig. 1.9 shows the three fractions of J/ψ , with the

contribution from the decay of B mesons removed (i. e. direct J/ψ and J/ψ from the decay of χc or

ψ’), as a function of the J/ψ pT. The data presented were measured by the CDF collaboration at the

Tevatron (Fermilab) with proton-antiproton collisions at
√

s = 1.8 TeV. The analysis was performed

on a J/ψ sample with |ηJ/ψ | < 0.6 [33].

It was found that the fraction of direct produced J/ψ is FJ/ψ
direct = ( 64 ± 6 ) % and, as shown in

Fig. 1.9, is almost constant from 5 to 18 GeV in pT [34].

13In [32], the LHCb collaboration has released the prompt and the non-prompt J/ψ production cross sections. Taking

into account that σ prompt
J/ψ = (1− fb) ·σJ/ψ and σnon−prompt

J/ψ = fb ·σJ/ψ being σJ/ψ the inclusive J/ψ production cross section,

the fraction fb can be derived as fb =
σ non−prompt

J/ψ

σ prompt
J/ψ +σ non−prompt

J/ψ
.
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1. HEAVY QUARKONIUM IN HIGH-ENERGY PHYSICS
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Figure 1.9. Fractions of J/ψ with the contribution from the decay of B mesons removed. The
error bars correspond to the statistical uncertainty. The dashed lines show the upper and lower
bounds corresponding to the statistical and systematic uncertainties combined [33].

1.2.3 Charmonium Production models

From the CDF analysis presented in Fig. 1.9 , we may conclude that the direct production is the
principal contribution to the inclusive J/ψ production. This section is therefore devoted to various
theoretical models describing the direct J/ψ production mechanisms in proton-proton collisions.14

Firstly, the so-called factorization theorem has to be discussed being a theoretical concept com-
mon to all models which describe the quarkonium production mechanisms. Secondly, for what con-
cerns the identification of the partons within the proton involved in the initial cc pair production, we
should consider the parton distributions of the proton. Finally, we review various theoretical models
which provide an explanation of how the initial partons can form the cc pair system which gives the
charmonium resonance via hadronization processes.

1.2.3.1 The factorization theorem

The production of heavy quark pairs cc (or bb) in proton-proton collisions, occurring through the
interaction of two partons, is a 3-stage process [35].

The first part, before the pp collision takes place, is characterized by non-perturbative conditions
relative to the nucleon (proton) structure in term of parton distributions. Then, during the collision,
the heavy quark cc pairs is created via a hard process that can be treated using a perturbative approach.
Actually, the energy scale Q2 involved in the process is at least Q2 ∼ (2mc)2 where mc = 1.275±0.025
GeV is the mass of the charm quark [10]. Therefore the energy scale is much larger than the QCD
scale parameter, i. e. Q2 � ΛQCD, and, consequently, αs(Q2) � 1 allowing a pQCD approach.

14Of course, also direct χc and ψ’ production mechanisms have to be taken into account.
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1.2. Quarkonia production in pp collisions

Finally, the last stage consists in the non-perturbative evolution of the cc pair into a charmonium
resonance (ψ).

The creation of the cc pair, in the initial partonic interaction, and the successive hadronization
into a charmonium resonance are governed by the following parton-parton cross section:

σ̂(a+b → cc(2S+1Lc
J)+X → ψ; ŝ,m2

c ,Q
2,αs(Q2)), (1.17)

where

1. a and b are the two partons involved in the initial proton-proton collision;

2. ŝ is the squared center-of-mass energy of the partonic interaction;

3. 2S+1Lc
J are the quantum numbers of the produced cc pair. c indicates the cc color state (singlet

or octet);

4. X indicates the other products that might be created in the initial partonic interaction;

5. ψ is the generic charmonium resonance with mass Mψ produced via hadronization of the cc
pair. The cc pair, evolving through a non-perturbative process into ψ , is referred to as pre-
resonance;

6. Q2 is the transfer momentum of the reaction i. e. the energy scale of the parton-parton scatter-
ing;

Actually, the existence of such a 3-stage process is intimately connected to the unique quarkonium
properties. A general heavy quarkonium state QQ̄ has mainly three intrinsic momentum (or energy)
scales: the heavy quark mass mQ, the momentum of the heavy quark or antiquark in the quarkonium
rest reference frame (∼ mQv) and the binding energy of the heavy quark-antiquark system which is
of order ∼ mQv2. The quantity v indicates the typical velocity of the heavy quark or antiquark in
the quarkonium rest frame (v2 ∼ 0.3 for the J/ψ and v2 ∼ 0.1 for the ϒ). In addition to the intrinsic
quarkonium scales, a new energy scale, the already mentioned energy scale Q2∼ (2mQ)2, has to be
introduced in the description of the hard-scattering production process of quarkonia.

The initial production of the QQ̄ pair, which would occur at scale Q2 � Λ2
QCD, can be therefore

treated as a perturbative process and involves short distances or, equivalently, time scales of order
1/Q. On the contrary, the subsequent evolution of the QQ̄ pair into a quarkonium resonance, which
would involve smaller dynamical scales (mQv and mQv2) of order ∼ ΛQCD and larger distances / time
scales ∼ 1/ΛQCD, is a typical non-perturbative QCD process. On the basis of the above considera-
tions, one might expect intuitively that the short-distance, perturbative process at the energy scale Q2

can be separated from the long-distance, non-perturbative dynamics. Such a property would allow to
re-express the parton-parton cross section, shown in Eq. 1.17, as follows

σ̂(a+b → ψ +X ; ŝ,m2
c ,Q

2,αs(Q2)) =

σ̂pQCD(a+b → cc(2S+1Lc
J)+X ; ŝ,m2

c ,Q
2,αs(Q2))× σ̂npQCD(cc(2S+1Lc

J)→ ψ). (1.18)

The validity of this approach can be proven by demonstrating the so-called factorization theorem,
where Q2 defines the factorization scale at which the theorem is applied [36, 37, 38].

This crucial QCD property allows therefore to calculate σ̂pQCD as a perturbative expansion in
powers of αs(Q2) using the standard pQCD approach. The final result is then obtained at a certain
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1. HEAVY QUARKONIUM IN HIGH-ENERGY PHYSICS

order - leading order (LO), next to leading order (NLO), etc. - by truncating the perturbative series as
shown in Eq. 1.19

σ̂pQCD = σ̂i ·α i
s� �� �

LO

+ σ̂i+1 ·α i+1
s + ... (1.19)

� �� �
NLO

The non-perturbative component of the cross section, σ̂npQCD, is generally parametrized using a
phenomenological approach which can vary from model to model.

1.2.3.2 Proton PDFs (parton distribution function)

The total cross section to produce the charmonium resonance ψ in a proton-proton collision at the
center-of-mass energy

√
s, σ pp

ψ , is then obtained by convoluting the partonic cross section, shown in
Eq. 1.17, with the parton distribution functions (PDFs) of the interacting protons as follows

σ pp
ψ = ∑

a,b

ˆ ˆ
dx1dx2 f p

a (x1,Q2) f p
b (x2,Q2) σ̂(a+b → ψ +X ; ŝ,m2

c ,Q
2,αs(Q2)). (1.20)

Here, x1 and x2 are the fractions of the proton momenta p carried by each parton (a and b respec-
tively) i. e. x1,2 = p1,2

parton/p1,2
proton where 1 and 2 stand for each of the two colliding protons. The total

cross section depends on the functions f p
a,b , the so-called PDFs15, which represent the distributions

of the fractional momenta x1,2 of the partons a and b inside the proton at momentum transfer Q2.
The total production cross section, expressed using Eq. 1.20, has been obtained within the stan-

dard formulation of the parton model called standard collinear approach. This approach does not
include transverse momenta for the interacting partons16, i. e. the intrinsic transverse momentum kT
carried by partons is assumed to be negligible being kT �Mψ , and consequently PDFs only depend
on one energy scale, the momentum transfer Q2.

The parton kinematics, under this hypothesis on kT, can therefore be expressed, in case of proton-
proton colliding along the z-axis at the center-of-mass energy

√
s, as follows

pparton
1 =

1
2
√

s(x1, 0 ,0 , x1) pparton
2 =

1
2
√

s(x2, 0 ,0 ,−x2), (1.21)

where pparton
1,2 are the parton quadri-momenta in the laboratory reference frame.

At the leading order (LO) , the only two pQCD17 processes responsible for heavy-quark pair (QQ̄)
hadroproduction are quark-antiquark annihilation and gluon fusion, as shown in Fig. 1.10.

15The parton distribution function f p(x,Q2) is defined as the probability density of finding the parton with a certain
fraction x of the proton momentum at the energy scale Q2. The p label, explicitly shown in the expression f p(x,Q2),
indicates that the PDF refers to free protons, i. e. protons outside nuclei. On the contrary, if the protons are inside nuclei,
their partons have modified distribution functions by the nuclear environment.

16Approaches, which include parton transverse momenta, have been developed and are known as kT-factorization ap-
proaches [39]. Within these models, the PDFs depend explicitly on two energy scales: Q2 and kT. For this reason they
are more generally called unintegrated parton distribution function (UPDF), in opposition to the collinear approach where
PDFs are kT-independent or - equivalently - integrated over kT.

17In principle, one should also consider the hypothesis of electromagnetic heavy-quark pair production via qq̄ anni-
hilation. If this process was the dominant production channel, the J/ψ production rate should be suppressed in π+ −N
collisions by a factor ∼ 4 with respect to the π−−N collisions due to the different valence quark content for π+(ud̄) and
π−(dū). Different experiments obtained that the J/ψ production rate is identical in π+/− −N collisions proving that the
electromagnetic J/ψ production channel is negligible. The strong interaction is indeed stronger than the electromagnetic
one.
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1.2. Quarkonia production in pp collisions

distribution functions, including nuclear effects. In Section 3 we introduce the ex-
periments which provided the data included in this report. The data are critically
reviewed and compiled in Section 4 for open charm production and in Section 5 for
the beauty case. These data are then compared, in Section 6, to the LO pQCD
calculations provided by the event generator Pythia. In this section we also estimate
the cross-sections for experiments made at SPS and RHIC energies, and we compare
the calculations with existing data on single meson kinematical distributions and on
pair correlations. We finish with brief comments on the relevance of the beauty feed-
down to the studies of J/ψ suppression at RHIC and higher energies, and on some
(indirect) measurements of charm production yields using leptonic decays.

We should clarify that several issues related to heavy-flavour production are not
addressed in this review. In particular, we only addressed hadro-production data;
see, for instance, Ref. [1] (and references therein) for information related to photo-
production or e+e− experiments. We have also not covered in here any effects related
to “heavy-ion physics”, such as charm flow, gluon saturation, recombination, dead-
cone effect, etc; see Refs. [2, 3], for instance, for details on such issues. And it is clear
that we only addressed open heavy flavour production; see, for instance, Refs. [3, 4]
for details on quarkonia production, in elementary and nuclear collisions.

2 Heavy flavour production in pQCD

In this section we will briefly review some basic issues related to the physics of heavy-
flavour production in hadronic collisions. For a more detailed introduction, see e.g.
Ref. [1].

At leading order (LO), the only processes which can lead to heavy flavour pro-
duction are quark-antiquark annihilation and gluon fusion, as illustrated in Fig. 1.
In general, pQCD processes can be factorised into three different parts: the non-
perturbative initial conditions, describing the state before the collision takes place,
the hard process itself, perturbatively calculable, and the subsequent step of hadro-
nisation (also non-perturbative).

q

q
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Q

Q

g

g

g

Q

Q g

g
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Q
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Figure 1: Heavy flavour production mechanisms at leading order.

The first part is mainly determined by the interacting quarks’ and gluons’ frac-
tional momenta, x1,2 = pparton/p1,2, where 1 and 2 stand for the projectile and target
nucleons. It also depends on the squared energy-momentum transfer between the two

2

Figure 1.10. Four leading-order diagrams responsible for heavy-quark pair production in per-
turbative QCD.

The process qq→QQ̄ is similar to QED processes, like e+e− → µ+µ−, where the only difference
is an overall color factor, while the gluon-gluon fusion gg → QQ̄ is a typical process of pure QCD.
Furthermore, it should be mentioned that in qq → QQ̄, the QQ̄ pair is always created in a color-octet
state, while in gg → QQ̄ both color-singlet and color-octet are allowed [40].

For LO processes 2→ 1, the squared heavy-quark pair invariant mass M2
QQ̄ is equal to the square of

the center-of-mass energy, ŝ, of the initial partons (massless quarks / gluons) and can be re-expressed
in term of the fractional momenta as

M2
QQ̄ = ŝ = x1x2s, (1.22)

where s is the squared proton-proton center-of-mass energy (
√

s = 2.76, 7 and 8 TeV at LHC). The
rapidity y for the QQ̄ system is given by

y =
1
2

ln
�

E + pz

E − pz

�
=

1
2

ln
�

x1

x2

�
. (1.23)

Hence, using Eq. 1.22, we obtain (for 2 → 1 processes)

x1 =
MQQ̄√

s
ey x2 =

MQQ̄√
s

e−y. (1.24)

Therefore, different values of MQQ̄,
√

s and y allow to probe different values of x1 and x2 of the
colliding protons. In general, for any value of MQQ̄ and y, in the plot shown in Fig. 1.11 (a) at

√
s = 7

TeV, there will be two (dashed) lines that give the x values at which the protons are probed.
As the x momentum fraction is proportional to the heavy-quark pair invariant mass, it is clear

that charmonia probe smaller x than bottomonia18. For instance, we can consider the ALICE Muon
Spectrometer rapidity acceptance for quarkonia, 2.5 < y < 4. The explored x-ranges can therefore be
roughly calculated using Eq. 1.2419. For J/ψ resonances produced (at threshold) in LHC pp collisions
at

√
s = 7 TeV, we obtained the following x-ranges: 5.4·10−3 < x1 < 2.4·10−2 and 8.1·10−6 < x2 <

3.6·10−5 .
The value of proton PDFs in the above mentioned x-range should be taken into account in order

to estimate which of the two channels, qq → QQ̄ or gg → QQ̄ , dominates the QQ̄ production. In
Fig. 1.11 (b), the parton distribution functions inside a proton are plotted showing the different par-
ton contributions: up quark (valence + sea), down quark (valence + sea), up antiquark (sea), down
antiquark (sea), strange quark (sea), charm quark (sea) and gluon (sea). The quantity x · f p(x, Q2),

18Due to the proportionality between x and 1/
√

s, the x-values that can be explored get smaller when
√

s increases.
19For NLO processes, Eq. 1.24 is not valid.
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1. HEAVY QUARKONIUM IN HIGH-ENERGY PHYSICS
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66y = 40 224
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WJS2010

(a) (Q2, x) plane showing, in blue color, the area that can
be accessible at the LHC center-of-mass energy

√
s = 7 TeV

and for produced resonances with a mass M above 100 GeV
(from http://www.hep.phy.cam.ac.uk/~wjs/plots/plots.html).

(b) Parton distribution functions inside a proton. The col-
ored curves represent the different partonic contributions (u,
d, ū, d̄, s, c and g) at energy scale Q2 = 10 GeV. The NNLO
CT1O(central) parametrization is used for the PDFs (from
http://hepdata.cedar.ac.uk).

Figure 1.11

plotted as a function of x, has been evaluated at energy scale Q2 = 10 GeV2, a value relevant for cc̄
production, according to the NNLO CT1O(central) parametrization.

It can be immediately verified that, in the x-ranges we can access, the dominant partonic contri-
bution is the gluon distribution, i.e. at low x-values we mostly find gluons. As a consequence, we
can state that quarkonium production at LHC energies mainly proceeds via gluon-gluon interaction
(gg → QQ̄ at LO).

It is instructive, in relation to the previous statement, to see Fig. 1.12. It shows the relative
contribution of gluon fusion to the total cc̄ production cross section, as a function of

√
s, as calculated

for proton-proton collisions.
The remainder of the total cross section is, at leading order, due to qq̄ annihilation. In Fig. 1.12

three different parametrizations (CTEQ6L (2002), GRV98 LO and MRST LO (2001) have been used
to describe the parton distributions inside the protons. The contribution from gluon fusion is, already
for

√
s > 70 GeV, larger than 90 %.

Once the dominant pQCD process responsible for heavy-quark pair (QQ̄) hadroproduction at LHC
energies is known, two points have to be discussed and developed. First of all, concerning the initial
perturbative QCD process, we should investigate the main channels (in term of Feynman diagrams)
involved in the initial QQ pair creation. Then, the non-perturbative evolution of the QQ pair into a
quarkonium state has to be treated in terms of the language of QCD effective theories.

Different hypothesis on the perturbative and non-perturbative components lead therefore to var-
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1.2. Quarkonia production in pp collisions
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Figure 5: Relative contribution of gluon fusion to the total cc̄ production cross-

section, as a function of
√
s, in pp (left and middle) and π−p (right) collisions.
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Figure 6: Same as previous figure but for bb̄ production, and up to higher energies.

and π−p collisions. The remainder of the total cross-section is due to qq̄ annihilation,
since at LO there are only these two processes. More details on the calculations will

be given later. Note that for the π−p collisions we used the CTEQ6L (2002) and

MRST c-g (2001) sets to describe the parton distributions inside the target proton,
but other sets of proton PDFs give similar results. Most measurements of the cc̄

cross-section were made in the range 200 < Elab < 920 GeV, or
√
s = 20–40 GeV,

where the contribution from gluon fusion is around 80% in pp and around 70% in

π−p collisions.

In Fig. 6 we show the
√
s dependence of the relative contribution of gluon fusion

6

Figure 1.12. Relative contribution of gluon fusion to the total cc̄ production cross section, as a
function of

√
s, in pp collisions [41].

ious theoretical models for quarkonium production. Most notable among these are the color-singlet
model (CSM), the color-evaporation model (CEM) and the non-relativistic QCD (NRQCD) approach,
explained in their main features in the following sections.

1.2.3.3 Color-singlet Model (CSM)

The color-singlet model was first proposed shortly after the J/ψ discovery. The central hypothesis of
the CSM consists in the assumption that the non-perturbative QQ̄ pair evolution into the quarkonium
resonance occurs without any modification of its quantum numbers (spin S, angular-momentum L and
color c). Therefore, in order to produce a quarkonium state, the QQ̄ pair must be generated with the
quarkonium quantum numbers, and, in particular, the pair has to be created in a color-singlet state
(c=1). This explains the name Color-single Model (CSM).

The non-perturbative evolution of the QQ̄ pair, which involves the non-perturbative transition

|QQ̄( 2S+1Lc=1
J ) > → |ψ ( 2S+1Lc=1

J ) >, (1.25)

occurs via emission of low energy (soft) gluons.
The total cross section of the partonic process a+b → ψ +X can be derived under two important

approximations. The first one concerns the so-called factorization theorem. As already mentioned
in Section 1.2.3.1, if one assumes that the quarkonium production can be decomposed in two steps
clearly separated in time, first the creation of the heavy-quark QQ̄ pair and then their binding to make
the meson, the total cross section can, consequently, be factored into two components. In the second
approximation, the velocity of the heavy-quarks (charm and bottom quarks) in the meson is assumed
to be negligible. We can therefore suppose that the quarkonium resonances are created with their two
constituent quarks at rest in the meson reference frame. This is known as static approximation.
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1. HEAVY QUARKONIUM IN HIGH-ENERGY PHYSICS

In the end, the total cross section of the process a+b → ψ +X can be expressed as

σ̂(a+b → |ψ ( 2S+1Lc=1
J ) >+X) =

σ̂pQCD(a+b → |cc̄( 2S+1Lc=1
J )>+X)×

����
dl

drl Rψ
nl(0)

����
2

, (1.26)

where σ̂pQCD(a + b → |cc̄( 2S+1Lc=1
J ) > +X) is the term calculable in pQCD, while

��� dl

drl R
ψ
nl(0)

���
2

parametrizes the non-perturbative component. The last term contains the function Rψ
nl(

−→r ) which
is the color-singlet cc̄ wave-function in coordinate space for ψ . The production cross section for
each quarkonium resonance ψ is therefore related to the absolute values of the cc̄ wave-function and
its derivatives (the degree depends on the L value20) evaluated at the origin (−→r = 0), i.e. zero cc̄
separation.

The cc̄ wave-function21 is connected to the amplitude of the transition shown in Eq. 1.25 which
cannot be calculated in pQCD being a non-perturbative process. This quantity is therefore extracted
from experimental measurements of quarkonium decay rates. Once this extraction has been carried
out, the CSM has no other free parameters: for each charmonium state, Rψ

nl(0) is actually the only
phenomenological parameter.

For what concerns the perturbative term σ̂pQCD(a+b → |cc̄( 2S+1Lc=1
J ) > +X), it can be calcu-

lated as a perturbative expansion in powers of αs using the standard pQCD methods. The final result
is then obtained at a certain order - leading order (LO), next-to-leading order (NLO), next-to-next-
to-leading order (NNLO), etc. - by truncating the perturbative series. In the original formulation of
CSM, the dominant process is the gluon fusion 22. Figure 1.13 and 1.14 show representative Feynman
diagrams that contribute to the cc̄ hadroproduction, via gluon fusion, at order α2

s and α3
s , respectively.

Figure 1.13. Representative diagrams that contribute to the cc̄ hadroproduction, via gluon fu-
sion, at order α2

s .

In more detail, both diagrams shown in Fig. 1.13 can produce pre-resonance cc̄ states in only two
quantum number configurations 2S+1LJ: 1S0 and 3PJ . As for the color state, both color-singlet and

20For example, l = 0 for S-wave, l = 1 for P-wave, etc. .
21Due to the heavy masses of the constituent quarks (charm and bottom), quarkonium spectroscopy can be studied

reasonably well in non-relativistic potential theories. The color potential of the QQ̄ system can be represented phenomeno-
logically (at temperature T = 0 K) by the sum V (−→r ) = σ |−→r |− α

|−→r | where the second term is the coulombian contribution,
induced by gluon exchange between the quark and the antiquark, while the first term is the confinement one. The color-
singlet QQ̄ wave function can be derived within these non-relativistic static potential theories.

22Actually, for charmonia produced at high transverse momentum, pT� Mψ , the gluon fragmentation results to be the
dominant process.
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1.2. Quarkonia production in pp collisions

color-octet are allowed by the two diagrams. Furthermore, within the standard collinear approach,
which assumes the initial parton momenta collinear to the proton ones, these diagrams imply that the
cc̄ system is created with a transverse momentum pT = 0, due to the 4-momenta conservation.

On the contrary, for what concerns the three diagrams shown in Fig. 1.14, only the following
quantum number configurations 2S+1LJ are allowed for the pre-resonance cc̄ states : 1S0, 3S1,3PJ (a),
1S0, 3PJ (b) and 1S0, 3PJ (c). As previously mentioned, both color-singlet and color-octet states can be
produced by the three diagrams. Finally, within the standard collinear approach, the three diagrams
at order α3

s allow a non-zero transverse momentum pT for the cc̄ system. In fact, the transverse
momentum carried by the gluon in the final state counterbalances the pT of the cc̄ pair.

Figure 1.14. Representative diagrams that contribute to the cc̄ hadroproduction, via gluon fu-
sion, at order α3

s .

In conclusion, remembering the quantum number configuration for J/ψ (and ψ’) 2S+1LJ = 3S1, we
obtain that, in the color-singlet model at leading order (CSM LO), the only diagram which contributes
to the direct J/ψ (and ψ’) production is the diagram, at order α3

s , shown in Fig. 1.14 (a).

1.2.3.4 Color-evaporation model (CEM)

The color-evaporation model was first introduced at the end of the 70s. Contrary to the CSM, the
heavy-quark pair cc̄ is not necessary produced in a color-singlet state. Actually, the CEM does not
specify the quantum numbers (spin S, angular-momentum L and color c) of the pre-resonance cc̄ state
that can be produced without any constraints on the color or spin of the final state. Therefore, both
color-singlet and color-octet states are allowed in the CEM which does not provide the fraction of
cc̄ pairs produced in the two color states. In case of cc̄ pairs produced in color-octet state, the CEM
assumes that the neutralization of the color occurs via interaction with the collision-induced color
field: the exchange of gluons determines a color evaporation which explains the model’s name.

The final asymptotic cc̄ state (resonance), in term of spin and color, is therefore randomized by
numerous soft interactions occurring during the non-perturbative process of hadronization, and, as a
consequence, it is not correlated with the quantum numbers of the cc̄ pair initially produced. As an
example of the CEM features, the production of a 3S1 state (J/ψ , ψ’, ... ) by one gluon is possible,
whereas in the CSM it was forbidden by color conservation.

The first hypothesis of the color-evaporation model is that the probability for the initial cc̄ pair
to evolve into a charmonium state ψ is given by a constant fcc̄→ψ that is energy-momentum and
process independent. Within the CEM, the fcc̄→ψ probability is therefore an universal constant in any
kinematic region (

√
s, y, pT) and for any process (p+ p, p+A, π +A, e+ p, ... ). In addition, the
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1. HEAVY QUARKONIUM IN HIGH-ENERGY PHYSICS

fcc̄→ψ probability, being determined by non-perturbative processes, is non calculable in pQCD and
requires an estimation from experimental data.

Once the fcc̄→ψ probability is known for each state ψi of the charmonium family, it can be written

∑
i

fcc̄→ψi = 1. (1.27)

These probabilities can also be interpreted as the fractions of the total cc̄ production cross section
responsible for the production of the different charmonium states. In case of J/ψ production in proton-
proton collisions at center-of-mass energy

√
s, we have

σ pp
J/ψ(s) = fcc̄→J/ψ ·σ pp

cc̄ (s). (1.28)

Hence, the most basic prediction of the CEM is that the ratio of the production cross sections
for any charmonium state is a constant, independently from the process and the kinematic region.
Considering two general reactions, A+B and A�+B�, we obtain

σ A+B
ψi

(s)

σA�+B�
ψ j (s)

=
fcc̄→ψi

fcc̄→ψ j

= const. (1.29)

Despite some experimental confirmations23, variations in these ratios have been observed: for
example, the ratio between the production cross sections of χc and J/ψ varies consistently in photo-
production and hadroproduction. Such variations present a serious challenge to the applicability of
the CEM as a quantitative model for quarkonium production. Nevertheless, the model is still widely
used as benchmark.

In order to obtain the total production cross section for the charmonium state ψ in pp collisions,
σ pp

ψ (s), one should evaluate, as follows from Eq. 1.28, the total cc̄ production cross section σ pp
cc̄ (s).

The CEM assumes that every produced cc̄ pair evolves into a charmonium resonance if it has an
invariant mass below the threshold for producing the pair DD̄, where D is the lowest mass meson
containing heavy quark c and c̄. In other words, every cc̄ pair is supposed to evolve into a meson pair
DD̄ when the cc̄ invariant mass is larger than 2mD, with mD being the D meson mass24.

The total production cross section for the charmonium state ψ in pp collisions can be therefore
expressed as

σ pp
ψ (s) =

fcc̄→ψ ·∑
a,b

ˆ (2mD)2

(2m)2
c

dŝ
ˆ ˆ

dx1dx2 f p
a (x1, Q2) · f p

b (x2, Q2) · d
dŝ

σ̂pQCD(a+b → cc̄+X ; ŝ, Q2),

(1.30)

where ŝ = x1x2s. The quantity σ̂pQCD(a+ b → cc̄+X ; ŝ, Q2) represents the partonic cross section
for the inclusive cc̄ production in a general state with quantum numbers 2S+1L(c)

J . Since CEM does

23The validity of the CEM prediction is confirmed, up to a certain extent, for J/ψ and ψ’ production in several hadronic
collisions p+A.

24Actually, it is possible to produce a meson pair DD̄ even if the cc̄ invariant mass is less than the DD̄ threshold, 2mD. In
this case, the additional energy, required to create the heavy-flavour meson pair, can be obtained from the non-perturbative
color field. Thus, the sum of the fractions ∑i fcc̄→ψi can be less than unity.
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1.2. Quarkonia production in pp collisions

not specify these quantum numbers, the sum over all the possible values for the spin S, the angular-
momentum L and the color c is required to get σ̂pQCD(a+b → cc̄+X ; ŝ, Q2)25.

1.2.3.5 Non-Relativistic QCD (NRQCD) factorization approach

As briefly discussed in Section 1.2.3.1, the quarkonium system involves several different energy scales
that are separated by the velocity v of the two heavy-quarks forming the QQ̄ bound state as a con-
sequence of the small v value. The first scale is set by the heavy quark mass mQ which fixes the
energy scale (Q2 ∼ (2mQ)2) and the typical distance range (∼ 1/mQ) for QQ̄ pair creation. The heavy
constituent’s typical momentum mQv, which is inversely proportional to the QQ̄ state’s spatial size,
represent the second scale. Finally, the third scale is given by the kinetic energy mQv2 which deter-
mines the constituent’s interaction time (typical hadronization time of order ∼ 1/mQv2).

As mQ → ∞, the heavy quark velocity v tends towards zero26. Thus, if mQ is sufficiently large,
the heavy quark and antiquark can be considered non-relativistic and, being v � 1, the three energy
scales become well-separated:

(ΛQCD)
2 ∼ (mQv2)2 � (mQv)2 � m2

Q. (1.31)

This hierarchy is well realized for bottomonia (v2
b ∼ 0.1) and reasonably good for charmonia

(v2
c ∼ 0.3). As shown in Eq. 1.31, the QCD scale ΛQCD, associated with non-perturbative effects

involving gluon and light quarks, and mQv2 are comparable for both charmonia and bottomonia.
The presence of these different (space / energy / time) scales allows to interpret the quarkonium

production in terms of two distinct stages: the initial cc̄ production, involving a short-distance / high-
energy scale, and the cc̄ hadronization into the final ψ resonance characterized by a long-distance /
low-energy scale. This features can be formally demonstrated in the so-called factorization theorem.
It states that the two stages, involved in the quarkonium production, can be treated separately, using
perturbative QCD methods for the initial partonic hard process and a non-perturbative QCD approach
for the final hadronization.

A convenient way to carry out this separation, keeping track of the scale hierarchy, can be repre-
sented by the QCD effective field theory formalism called non-relativistic Quantum Chromodynamics
(NRQCD). NRQCD consists of a non-relativistic Schrödinger field theory for the heavy quark and
antiquark (charm and bottom) that is coupled to the usual relativistic field theory for light quarks and
gluon. The theory reproduces full QCD accurately at momentum scales of order mQv and smaller.

NRQCD, as discussed in the following, is based upon a double power series expansion in the
strong interaction coupling constant αs and the velocity parameter v. Short distance processes which
involve energy scale comparable to or greater than the heavy quark mass mq can be treated with
a perturbative computation within the effective theory. On the contrary, long distance effects are
described in term of matrix elements, scaling with the heavy-quark velocity v, of NRQCD operators.
The matrix element values are not calculable within the NRQCD theory and must be determined from
experiment or lattice QCD calculations. In NRQCD, interactions involving the two energy scales can
therefore be separated and power counting rules allow to determine the dominant contributions to
various processes .

Due to the large masses of the charm and bottom quarks, quarkonium states can be approximately
described as non-relativistic bound states of a heavy quark and antiquark QQ̄ in a static gluon field that

25Due to the absence of any correlation, in term of quantum numbers, between the initial cc̄ pair and the final ψ
charmonium resonance, the CEM is not able to give any predictions on the degree of polarization of the resonance.

26The typical velocity v of the two heavy-quarks forming the QQ̄ bound state decreases as the heavy quark mass mQ
increases. For large enough mQ, v results to be proportional to the running coupling αs(m2

q), and it therefore decreases
asymptotically ∼ 1/log(mQ).
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1. HEAVY QUARKONIUM IN HIGH-ENERGY PHYSICS

sets up a static confining potential (e. g. V (−→r ) = σ |−→r |− α
|−→r | , where σ |−→r | is the confinement term).

Although this simple picture had many phenomenological success, it fails to take into account gluons
inside a quarkonium resonance with wavelengths much greater than the bound state’s characteristic
size (1/mQv). The presence of such low energy gluons, which is included in NRQCD approach, implies
that the quarkonium state cannot always be regarded as residing in a color-singlet configuration.
Actually, within NRQCD, the physical quarkonium state results to be a superposition of different
states (both color-single and color-octet states are allowed) in a velocity v expansion.

For instance, the Fock state decomposition of the J/ψ(3S1) wave function, at order O(v2), can be
written as

|J/ψ�= O(1)
���cc̄

�
3S(1)1

��
+O(v)

���cc̄
�

3P(8)
J

�
g
�
+

O(v2)
���cc̄

�
1S(8)0

�
g
�
+O(v2)

���cc̄
�

3S(1)1

�
gg
�
+O(v2)

���cc̄
�

3S(8)1

�
gg
�
+ ...

(1.32)

The quantum numbers 2S+1L(c)
J of the J/ψ state within the various Fock components are indicated

inside the square brackets where the superscripts (1) and (8) indicate the color state of the cc̄ pair.
The O(vn) factors give the order in the velocity expansion at which the corresponding Fock state
participates to the quarkonium production. As shown in Eq. 1.32, the cc̄ pair in its first Fock com-
ponent, at order O(1), has precisely the same angular momentum and color quantum numbers as the
full physical J/ψ state.

Within the NRQCD framework, the inclusive cross section for the direct production of a charmo-
nium state H can therefore be written in the following factorized form

σ(H) = ∑
n

σcc̄[n](Λ)
�
O

H
n (Λ)

�
, (1.33)

where

• Λ is the ultraviolet cutoff of the effective theory;

• σcc̄[n] are the short-distance coefficients and are expressed as expansions in powers of v. They
represent the perturbatively calculated partonic cross sections σ(a+b → cc̄ [n]+X) describing
the production of a cc̄ pair in an intermediate Fock state n (S, L and c) convoluted with the
parton distribution functions which are quantities depending on the non-perturbative dynamics
of the initial colliding hadrons;

•
�
O

H
n (Λ)

�
are the matrix elements of the NRQCD four-fermion operators O

H
n (Λ), i. e. the

vacuum-expectation values
�
O

H
n (Λ)

�
=

�
0
��OH

n (Λ)
��0
�

of the NRQCD operators. Those non-
perturbative quantities, called Long Distance Matrix Elements (LDMEs), describe the transition
of the intermediate cc̄ state (Fock state n) into the physical charmonium resonance H, occurring
via soft gluon radiation emission. NRQCD predicts each of the LDMEs to scale with a power
of the velocity v.

• n runs over all the possible color and angular momentum states of the cc̄ pair.

Unlike the CSM and the CEM which depend on few free parameters, the NRQCD quarkonium pro-
duction cross section depends on an infinite number of unknown matrix elements. However, when
Eq. 1.33, which is a double expansion in powers of v and αs, is truncated at a fixed order in v only few
matrix elements enter in the calculation. The validity of the NRQCD approach requires the validity
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1.3. Quarkonia as a probe of the Quark-Gluon Plasma

of such a truncation and also the perturbative calculability of the quarkonium cross section, condi-
tions verified in the limit ΛQCD/mQ → 0. Moreover, the NRQCD matrix elements have the important
property of being universal, i.e. process independent, which greatly increases the prediction power of
the theory.

In case of H = J/ψ , the leading order contribution in the v expansion (see Eq. 1.32) is n =3

S[1]1 which correspond to the color-singlet model27 contribution at LO (α3
s ). The leading relativistic

corrections, instead, are made by n =1 S[8]0 , 3S[8]1 , 3P[8]
J . They are the so-called color-octet (CO)

contributions.

1.3 Quarkonia as a probe of the Quark-Gluon Plasma
The study of quarkonium production in pp collisions is an important test of QCD calculations pro-
vided by several theoretical models which have been discussed in Section 1.2. In particular, the
measurements in the new energy regime of the LHC are crucial for a deeper insight into the physics
involved in quarkonium hadroproduction processes and for a more general understanding of elemen-
tary particle interactions.

In addition to this, quarkonia represents also one of the most powerful tools to probe the nature
of the medium produced in heavy-ion collisions. Such strongly interacting hadronic matter, created
at extreme temperatures and energy densities, is supposed to undergo a transition from an ordinary
color-confined hadronic phase to a plasma of deconfined colored quarks and gluons (QGP). In this
section, after a brief explanation of what is QGP and of why it is studied in heavy-ions collisions, the
importance of quarkonia for this study is discussed showing the most relevant experimental results.

1.3.1 Quark-Gluon Plasma

The existence of a deconfined phase of hadronic matter at extreme temperatures and energy densities
has been conjectured long ago on the basis of the key features of the strong interaction, asymptotic
freedom and confinement [42]. Afterward, such hypothesis has also received ample support from
QCD simulations on the lattice [43, 44].

Theoretical results from lattice QCD theory indicate that when the distance scale is comparable
to the size of the hadron, the quarks interact with an effective strength which goes approximately
linearly with the spatial separation. Since the interaction strength increases with the distance, it
becomes impossible to isolate a quark by separating it from its partner inside the hadron: this is
the origin of quarks confinement. However, for systems with sufficiently high energy densities (of
the order of 1 GeV/fm3), the hadrons overlap and are compressed so much that their constituents
can freely move inside the system without being confined inside hadrons. Furthermore, due to the
asymptotic freedom, if the energy density becomes very large, the interaction strength between quarks
and gluons becomes weak and the formed system, called Quark-Gluon Plasma, can be described as
made of deconfined quarks and gluons.

Some of the lattice QCD results are displayed in Fig. 1.15. On the left, it is displayed the potential
between two static quarks as a function of the distance r between them. The solid black line is the
potential predicted at zero temperature which shows a linear rise at large distance, i.e. a sign of quark
confinement. The dotted colored lines show instead the same potential at increasing temperatures.
The main property is that, while the short distance behavior is not much affected, the linearly increas-
ing tail eventually disappears. This allows to state that above a certain temperature, it costs only a
finite amount of energy to separate the two quarks.

27Color-singlet model is obtained by dropping all color octet contributions in Eq. 1.33.
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1. HEAVY QUARKONIUM IN HIGH-ENERGY PHYSICS
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In this talk, I discuss some recent results obtained in Heavy Ion Col-
lisions and what they tell us – or what questions they raise – about the
physics of the system of quarks and gluons formed in these collisions.

1. Quark-Gluon plasma and heavy ion collisions

The existence of a deconfined phase of nuclear matter was conjectured
long ago on the basis of asymptotic freedom, and has now received ample
support from QCD simulations on the lattice [1]. Some of these results are
displayed in figure 1. On the left figure is displayed the potential between
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Fig. 1. Lattice results. Left: quark potential as a function of distance at various
temperatures. Right: pressure as a function of temperature.

two static quarks as a function of the distance between them. The solid
line is the zero temperature potential, that shows a linear rise at large
distance - a sign of quark confinement. The dotted lines show the same
potential at increasing temperatures. The main feature is that, while the
short distance behavior is not much affected, the linearly increasing tail
eventually disappears. This indicates that above a certain temperature, it
costs only a finite energy to separate the two quarks. Another evidence for a
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(1)

Figure 1.15. Lattice QCD results. Left: quark potential as a function of the separation r at
various temperatures. Right: pressure as a function of temperature (from [45]).

Another hint for the occurrence of a phase transition, above a certain temperature, is shown in the
right plot of Fig. 1.15. It shows, for a given system, the pressure as a function of temperature. It can
be noticed that the pressure rises very rapidly at a certain temperature (the value of which depends on
the quark content of the theory and it is of the order of 200 MeV), indicating a sudden increase in the
number of degrees of freedom of the system. This is interpreted as a transition from hadronic bound
states to a plasma of deconfined quarks and gluons.

The energy density and temperature conditions leading to the QGP formation are expected to
have taken place in the first phases of the early universe, few micro-seconds after the Big-Bang.
This explains why the study of the QGP is of great interest not only in particle physics, but also in
astrophysics and cosmology.

1.3.2 Phenomenology of heavy-ion collisions

The formation of a plasma of deconfined quarks and gluons requires extreme conditions of energy
density. They can be recreated in laboratory in high-energy heavy ion collisions [46]. The multiple
collisions between the constituent nucleons (protons and neutrons) allow to deposit a large amount
of energy in a small region, that is the fundamental requirement for the occurrence of the phase
transition.

The new state of matter, created in ultra-relativistic heavy-ion collisions, can be described in terms
of a thermodynamic-based formulation. Two fundamental properties are satisfied in such collisions.
Firstly, the number of constituents of the system is large enough, so that the system can be described
by means of macroscopic variables. Secondly, the system’s lifetime is longer compared to the typ-
ical time-scales of the strong interactions (∼ 1 fm/c) in order to eventually reach a thermodynamic
equilibrium.

During the nucleus-nucleus collisions, the nucleons loose a substantial fraction of their energy
and are therefore slowed-down. The energy lost by the nucleons is deposited in an extended volume,
i.e. large compared to the typical hadronic size, so that thermodynamical concepts can be applied.
If the created energy density is larger than the critical one, the formation of a Quark-Gluon Plasma
is allowed. As schematically shown in Fig. 1.16, the standard evolution of a high-energy nucleus-
nucleus collision involves several stages [45]:

• pre-equilibrium: hard and soft processes occur during the initial parton scatterings. The hard
processes, that account for the hard particles in the final state (jets, heavy quarks, ...), take place
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1.3. Quarkonia as a probe of the Quark-Gluon Plasma

at extremely short time scales (τ ∼ 0 fm/c) and can be calculated using the standard tools of
perturbative QCD. The soft processes instead, which give origin to the majority of the particles
in the final state (99% of the multiplicity in a collision at RHIC28 is made of particles with pT
≤ 2 GeV/c) take place slightly later (τ ∼ 0.2 fm/c);

• equilibrium: at sufficiently high energy densities the medium, a deconfined phase of quarks
and gluons (QGP), eventually reaches a state of local thermal equilibrium which can be de-
scribed by hydrodynamics;

• hadronization: the expanding medium cools down and reaches a critical temperature T c where
hadrons are formed. Below T c, the quarks and gluons becomes again confined into hadrons;

• freeze-out: the expansion of the medium and the consequent temperature fall lead first to a
reduction of the inelastic interactions among hadrons, until the relative abundance of hadron
species is fixed (chemical freeze-out), and finally to the turn-off of any elastic interaction fixing
the kinematic spectra (kinetic freeze-out).

2 proceedings printed on February 2, 2008

phase transition is shown in the right plot of figure 1, where one can see that

the pressure rises very rapidly at a certain temperature (the value of which

depends on the quark content of the theory), indicating a sudden increase

in the number of degrees of freedom in the system. This is interpreted as a

transition from hadronic bound states to a plasma of quarks and gluons.
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Fig. 2. Left: quark-gluon plasma in the early universe. Right: QCD phase-diagram.

This phase transition has occurred in the expansion of the early universe

(left panel of figure 2), but unfortunately this has not left any visible relic

in today’s observable sky. Another place to look for experimental evidence

of color deconfinement is in the collisions of large nuclei at high energy (see

the right panel of figure 2). The basic idea of these experiments is to deposit

a large amount of energy in order to create matter with an energy density

larger than the critical one, and to do so in an extended volume, i.e. large

compare to the typical hadronic size, so that thermodynamical concepts

have a chance to apply. Such collisions have been performed at the AGS

(BNL), at the SPS (CERN), presently at the RHIC (BNL), and in the near

future at the LHC.

z 

t

strong fields classical EOMs

gluons & quarks out of eq. kinetic theory

gluons & quarks in eq.
hydrodynamics

hadrons in eq.

freeze out

Fig. 3. Successive stages of the collision of two nuclei.

The standard scenario for a high energy nucleus-nucleus collision involves

several stages (see figure 3). At extremely short time scales take place the

Figure 1.16. Successive stages of the collision of two nuclei (from [45]).

In order to characterize the hot and dense medium created in the early stages of the collision,
different experimental probes have to be considered. They can be classified into two classes: early
and late signatures. The abundances and spectra of hadrons made of light quarks (u and d), for
example, belong to the latter category and can provide useful information on the hadronization and
freeze-out stages of the collision. On the other hand, thermal photons produced in the plasma and
heavy flavors and quarkonia constitute early probes of the medium.

1.3.3 Quarkonium suppression

The Quark-Gluon plasma is, by definition, a medium made of deconfined and hence colored gluons,
quarks and anti-quarks. One of the peculiar features of an electromagnetic plasma is the Debye

28The Relativistic Heavy Ion Collider (RHIC, http://www.bnl.gov/rhic/) at BNL (Brookhaven National Laboratory)
delivered Au-Au collisions at

√
sNN = 200 GeV.
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1. HEAVY QUARKONIUM IN HIGH-ENERGY PHYSICS

charge-screening, which reduces the long-range Coulomb potential in vacuum to a much shorter-
range screened in-medium form. The electric fields are therefore screened by the presence of mobile
charge carriers. In a plasma of color-charged constituents, a similar property is expected.

The study of quarkonium production in heavy-ion collisions represents one of the most powerful
tools to probe such property of the medium. Quarkonia are a special kind of hadrons: they are bound
states of a heavy (c or b) quark and its antiquark. Due to the heavy masses of the constituent quarks
(mc ≈ 1.275 GeV and mb ≈ 4.18 GeV [10]), quarkonium spectroscopy (see Section 1.2.1) can be
studied in non-relativistic potential theories. Within this approach, the color potential of the QQ̄
pair can be described phenomenologically (at temperature T = 0 K) by the sum of a confining linear
potential and a Coulomb potential [47]:

V (−→r ) = σ |−→r |− α
|−→r | . (1.34)

When quarkonia are created inside the Quark-Gluon Plasma, the QQ̄ system is affected by the
presence of the deconfined medium. On the one hand, the QGP alters the confinement contribu-
tion which vanishes at the onset of deconfinement. On the other hand, the presence of deconfined
color charges leads to the screening of the coulombian term of the potential V (−→r ). The long-range
Coulomb type interaction is therefore modified into a short-range Yukawa type one as shown in
Eq. 1.35:

V (−→r ) =− α
|−→r | · e

−|−→r |/rD , (1.35)

where rD is the Debye or screening radius which decreases with increasing medium temperature T .
The fate of the quarkonium states in the deconfined medium depends therefore on the relative size
of the color screening radius: if rD � rQ (radius of the QQ̄ system), the medium does not affect the
binding of the two heavy quarks. Once rD � rQ, however, the color charge between the two heavy
quarks is screened by the presence of the surrounding deconfined quarks and gluons and hence the
bound state will melt [48]. Quarkonia are therefore expected to survive in the QGP for temperatures
T � Tc while, for T � Tc, the QQ̄ pair dissociates into a separate Q and Q̄ in the plasma, which
subsequently can hadronize by combining with light quarks.

Since the different quarkonium states have different radii and binding energies, quarkonia will
follow a sequential suppression pattern for increasing medium temperature. First, the larger and more
loosely bound excited states are dissolved, finally the small and tightly bound ground states. Figure
1.17 illustrates the sequential suppression for the charmonium family.

these cannot exist in the interior of the QGP and hence must be formed through hadroniza-
tion at the cooler surface. Such radiation will therefore provide information about the
hadronization stage of the QGP, but not about the pre-hadronic state in the interior. In
the hot QGP itself, quark-gluon interactions and quark-antiquark annihilation produce
real and virtual photons, respectively, and these will leave the medium without further
strong interaction. They can thus provide information about the state of the medium
when they were formed, i.e., about the hot QGP [19]. The difficulty is that they can be
formed at all evolution stages of the medium, even in the hadronic phase, and so one has
to find a way to identify hot thermal electromagnetic radiation. If this can be achieved,
such radiation provides a thermometer for the medium.

Alternative tools are obtained by testing the medium with external probes. In particular,
we can study the effect of the medium on quarkonia or on jets. Both will interact strongly
in a deconfined medium and less or not at all with hadronic matter; thus they can provide
information on the temperature and/or density of the QGP.

Quarkonia are bound states of heavy quark-antiquark pairs (cc̄, bb̄). They are much smaller
than “light” hadroncs (rQ � rh ∼ 1 fm) and much more tightly bound, with binding
energies up to 0.5 to 1.0 GeV. Therefore they can survive in a QGP up to temperature
above the deconfinement point and “melt” only when the color screening radius has
dropped to quarkonium size [20]. Since the different quarkonium states have different
sizes and binding energies, since will lead to a “sequential” suppression of quarkonia:
first, the larger and more loosely bound excited states are dissolved, finally the small and
tightly bound ground states. For charmonia, this is illustrated in Fig. 7, with ψ� and
χc melting followed eventually by that of the J/ψ. Such patterns can provide a spectral
analysis of the QGP, similar to that obtained for the sun by solar spectra [21].
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Figure 7: The spectral analysis of the QGP through charmonium states

Jets are fast partons (quarks or gluons) passing through the medium. They are colored
and hence interact stronger with a QGP than with color-neutral hadronic matter. A sub-
stantial attenuation (“quenching”) of jets thus indicates the presence of a dense deconfined
medium [22, 23].

We had called quarkonia and jets “external” probes. It is clear, however, that they have to
be produced in the same collision which leads to the QGP candidate to be probed. They
are, however, produced through very early hard interactions, which take place before the
QGP is formed. We can then study the subsequent effect of the QGP on their behavior.
Moreover, their initial production is to a large extent calculable by perturbative QCD,
and it can be gauged in the study of pp and pA collisions, which presumably do not
produce a QGP.

8

Figure 1.17. Charmonia as thermometer (from [42]).

The binding energies of the ψ(2S), χc(1P) and J/ψ(1S) are, respectively, �E = 0.05, 0.20, 0.64
GeV corresponding to decreasing radii rQ = 0.9, 0.72, 0.5 fm [47]. The different charmonium states
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1.3. Quarkonia as a probe of the Quark-Gluon Plasma

are then expected to have different melting temperatures in a QGP. Hence the analysis of in-medium
quarkonium dissociation can provide a QGP thermometer.

Such behavior has been recently confirmed by finite temperature lattice QCD studies which allow
a direct spectral analysis of quarkonia. In Fig. 1.18, the spectral functions σ(M,T ), describing the
distribution in mass M at temperature T , are shown for the J/ψ and the χc resonances. The resulting
functions, plotted at different temperatures, prove that the spectrum for the ground state J/ψ remains
essentially unchanged even at 1.5Tc, while at 3Tc it has completely disappeared. The remaining
spectrum is that of the cc̄ continuum of J/ψ quantum numbers at that temperature. On the contrary,
the χc signal is already suppressed at 1.1Tc, with only the corresponding continuum present [47].
These results clearly support the sequential suppression scenario.

We should note, however, that in all such potential studies it is not so clear what binding
energies of less than a few MeV or bound state radii of several fermi can mean in a medium
whose temperature is above 200 MeV and which leads to screening radii of less than 0.5
fm. In such a situation, thermal activation [20] can easily dissciate the bound state.

state J/ψ(1S) χc(1P) ψ�(2S) Υ(1S) χb(1P ) Υ(2S) χb(2P ) Υ(3S)

Td/Tc 2.10 1.16 1.12 > 4.0 1.76 1.60 1.19 1.17

Table 2: Quarkonium Dissociation Temperatures [8]

5. Charmonium Correlators

The direct spectral analysis of charmonia in finite temperature lattice has come within
reach only in very recent years [21]. It is possible now to evaluate the correlation functions
GH(τ, T ) for hadronic quantum number channels H in terms of the Euclidean time τ and
the temperature T . These correlation functions are directly related to the corresponding
spectral function σH(M,T ), which describe the distribution in mass M at temperature
T for the channel in question. In Fig. 12, schematic results at different temperatures are
shown for the J/ψ and the χc channels. It is seen that the spectrum for the ground state
J/ψ remains essentially unchanged even at 1.5 Tc. At 3 Tc, however, it has disappeared;
the remaining spectrum is that of the cc̄ continuum of J/ψ quantum numbers at that
temperature. In contrast, the χc is already absent at 1.1 Tc, with only the corresponding
continuum present.
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Figure 12: J/ψ and χc spectral functions at different temperatures

These results are clearly very promising: they show that in a foreseeable future, the
dissociation parameters of quarkonia can be determined ab initio in lattice QCD. For
the moment, however, they remain indicative only, since the underlying calculations were
generally performed in quenched QCD, i.e., without dynamical quark loops. Since such
loops are crucial in the break-up of quarkonia into light-heavy mesons, final results require

12

Figure 1.18. J/ψ and χc spectral functions at different temperatures (from [47]).

1.3.4 Experimental results

The study of the quarkonium suppression mechanism in a hot and dense medium can be experi-
mentally conducted by extracting the distribution of quarkonium yields as a function of the nucleus-
nucleus collision centrality. The yields are in fact expected to be suppressed in central collisions (w.r.t
peripheral collisions) when the number of interacting nucleons (Npart) is high enough to reach energy
densities above the threshold for deconfinement.

The interpretation of experimental data is actually complicated by the presence of several concur-
ring mechanisms which can modify the simple picture of the quarkonium yield suppression as probe
of the creation of a QGP. Besides the quarkonium dissociation, other mechanisms can change the
yields in nucleus-nucleus collisions such as:

• cold nuclear matter effects: these effects, involving properties of the ordinary nuclear matter,
affect the quarkonia production in both the initial state (e.g. shadowing of the Parton Distribu-
tion Functions in the nucleus 29) and the final state (nuclear absorption of quarkonia). These

29The Parton Distribution Functions (PDFs) of nucleons inside nuclei are modified by the nuclear environment. They
are not the superposition of PDFs of free nucleons (outside nuclei).
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1. HEAVY QUARKONIUM IN HIGH-ENERGY PHYSICS

effects can be studied in nucleon-nucleus collisions where the deconfined phase is not expected
to be formed;

• quarkonium regeneration: quarkonia (QQ̄) can be recreated during (or at the term of) the hot
deconfined phase from initially uncorrelated Q and Q̄ quarks through statistical recombination.
This effect is expected to be more important when the center of mass energy of the collision
increases since more heavy quarks are produced in the collision.

The status of the studies on charmonium suppression, before the beginning of the LHC activities, can
be summarized by the two plots shown in Fig. 1.19. 2
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Figure 1. Left: J/ψ yields normalized by Drell-Yan, as a function of the nuclear

thickness L, as measured at the SPS [4]. Right: J/ψ nuclear modification factors of

the hottest SPS (Pb-Pb) and RHIC (Au-Au) collisions, as a function of the number of

participants Npart.

2. The RHIC anomalies

At RHIC energies, namely
√
sNN � 200 GeV, measurements of J/ψ suppression in Au-

Au collisions by the PHENIX experiment [5] brought up two surprises, as it is shown on

the right part of figure 1. First, at midrapidity (red circles), the amount of suppression

is surprisingly similar to the one observed at SPS (black crosses) if plotted as a function

of the number of participants Npart. There is no fundamental reason for this to happen,

since the energy density should be higher at RHIC, and the cold nuclear effects could be

drastically different (in particular, the initial gluons should be further shadowed, having

smaller Bjorken x). Even more surprising is the fact that, at forward rapidity (blue

squares), J/ψ are further suppressed (by approximately 40%). This is also confirmed

by a preliminary analysis of the run 7 data shown at this conference.

So far, we think of two possible explanations of the RHIC J/ψ data.

• First, J/ψ could be indeed more suppressed than at SPS, but then recreated during

(or at the term of) the hot partonic phase from initially uncorrelated c and c

quarks, the total number of initial cc pairs being larger than 10 in the most central

collisions [6, 7]. A large variety of such “coalescence” or “recombination” models

exists, the latest flavours of which can be found in [8, 9, 10, 11, 12, 13, 14]‡.
Qualitatively, they explain why we see less suppression at midrapidity by the simple

fact that there is more c and c quarks to recombine there.

• Second, J/ψ could be more suppressed at forward rapidity because of nuclear

effects. Standard gluon shadowing parametrizations do not tend to produce such

a behaviour [15] but they are poorly constrained by data and further saturation

effects are not excluded. Interesting exploratory work to derive J/ψ production in

‡ For seminal publications see references therein. References [8] and [14] were shown at this conference.

Figure 1.19. (Left): Compilation of the σJ/ψ /σDY values in p-A and nucleus-nucleus collisions as
a function of the nuclear thickness L as measured at the CERN SPS (from [49]). (Right): J/ψ nuclear
modification factor RAA for the hottest SPS (Pb-Pb) and RHIC (Au-Au) collisions, as a function of the
number of participants Npart (from [50]).

The left part of Fig. 1.19 shows a compilation of J/ψ cross sections normalized by Drell-Yan30

cross sections measured at the CERN SPS in p-A and nucleus-nucleus collisions as a function of the
nuclear thickness L31 [49]. The pp, p-A, S-U and peripheral In-In or Pb-Pb collisions can be described
by a simple model (red solid line with the dotted lines indicating the size of the error) in which the
produced J/ψ is absorbed by the nuclear matter (characterized through the L parameter).

Instead, both the In-In and Pb-Pb more central collisions (corresponding to large L values) exhibit
further anomalous suppression with a clear deviation with respect to the predicted red line. One
can therefore think that, at SPS energies

√
sNN ≈ 20 GeV, charmonium resonances behave exactly

like the predicted QGP signature: dissociation of quarkonia associated with nuclear absorption. The
suppression observed for In-In and Pb-Pb collisions is in fact not compatible with a pure nuclear
absorption scenario.

30The Drell-Yan process (q+ q̄ → l+l−) is known and observed to scale with binary collisions. It can therefore be used
to normalized the quarkonium cross section.

31The nuclear thickness L is the mean thickness of nuclear matter crossed by the produced J/ψ . It increases on passing
from p-A collisions to central nucleus-nucleus collisions.
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1.3. Quarkonia as a probe of the Quark-Gluon Plasma

At the Relativistic Heavy Ion Collider (RHIC), J/ψ suppression was instead measured in Au-
Au collisions at

√
sNN = 200 GeV by the PHENIX experiment at mid (|y| < 0.35) and forward

(1.2 < |y| < 2.2) rapidities [51]. The results obtained brought up two striking features, as shown
on the right part of Fig. 1.19 where the nuclear modification factor RAA

32 is plotted as a function of
the number of participants Npart . First, at mid-rapidity (red circles), the amount of suppression is sur-
prisingly similar to the one observed at SPS (black crosses) as a function of Npart . Since the energy
density should be higher at RHIC and the cold nuclear matter effects should be drastically different33,
there is no evident reason for this to happen. Even more surprising is the second feature: at for-
ward rapidity (blue squares), J/ψ are further suppressed (by approximately 40%) than at mid-rapidity,
where the energy density is expected to be higher.

A possible explanation of the RHIC J/ψ data involves the so-called coalescence or recombination
models. Due to the high number of cc̄ pairs (> 10) initially produced in a nucleus-nucleus central
collision at RHIC, the uncorrelated c and c̄ quarks can combine during (or at the term of) the hot
partonic phase recreating a J/ψ . They could therefore be indeed more suppressed at RHIC than at
SPS but then recreated via recombination. This argument could also explain the lower suppression
at mid-rapidity where the number of cc̄ pairs is higher (higher energy density). On the contrary, the
higher suppression at forward rapidity could be due to cold nuclear matter effects: gluon shadowing
parameterizations are in fact poorly constrained by data and further saturation effects are not excluded.

Charmonium production has been recently studied at the Large Hadron Collider (LHC) in Pb-Pb
collisions at

√
sNN= 2.76 TeV [52, 53, 54] allowing new investigations on quarkonium suppression.

The LHC heavy ions program started at the end of 2010 when the first Pb-Pb collisions were delivered
to the three experiments participating to the data taking: ALICE, ATLAS and CMS. Then, a new
period of data taking was performed one year later at the same energy, but with higher luminosity.

In Fig. 1.20 (Top) and 1.21, the new results on J/ψ RAA as a function of the number of participants
Npart , released by the ALICE and CMS collaborations, are shown. The comparison between the LHC
points and the RHIC ones is shown as well and leads to the following general considerations. First,
the magnitude of the J/ψ suppression at forward rapidity and low pT is less important at LHC with
respect to RHIC: this is evident by looking at Fig. 1.20 (Top) and could be explained by a larger
regeneration contribution (due to the high LHC energy) which is expected to be more important at
low pT. This could also explain why J/ψ RAA as a function of the pT, as shown in Fig. 1.20 (Bottom),
decreases for increasing pT. The behavior at mid-rapidity can, instead, be inferred from Fig. 1.21,
where the ALICE (Top) and the CMS (Bottom) results are compared to the RHIC ones. At low pT
(J/ψ measured down to zero pT), ALICE data are less suppressed than in PHENIX, while for the
CMS high-pT data (J/ψ transverse momentum higher than 6.5 GeV/c) the situation seems to be the
opposite if compared to STAR points (pT > 5 GeV/c). According to the current interpretation, the
lower suppression at low pT can be explained by regeneration which contributes, at LHC, mainly
in such pT range. The higher suppression at higher pT is supposed to come from a stronger color
screening effect.

More data are needed to achieve better measurements and improve our current understanding of
the quarkonium suppression mechanism. In addition, a deeper understanding of this process requires

32The quarkonium suppression in nucleus-nucleus collisions can be quantified through the estimation of the so-called

nuclear modification factor (RAA) which is defined as RAA =
Y J/ψ

AA

Ncoll×Y J/ψ
pp

. It is the ratio of the J/ψ yield collected in nucleus-

nucleus collisions normalized with a reference J/ψ yield obtained in no-QGP conditions (pp collisions) multiplied by the
number of binary collisions Ncoll . RAA is expected to be equal to 1 if the nucleus-nucleus collision is simply a superimpo-
sition of many pp collisions.

33For example, the gluon PDFs should be further shadowed since at RHIC energies smaller Bjorken x values can be
explored.
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1. HEAVY QUARKONIUM IN HIGH-ENERGY PHYSICS

a precise knowledge of cold nuclear matter effects that could be achieved analyzing p-Pb collisions
which are expected to be delivered by LHC machine in 2013.

Figure 2: Top: pT-differential cross sections of inclusive J/ψ measured at for-
ward rapidity in pp collisions at

√
s = 2.76 TeV and at

√
s = 7 TeV [19]

compared to NRQCD calculations [20]. Bottom: y-differential cross sections of
inclusive J/ψmeasured at forward andmid-rapidity in pp collisions at

√
s = 2.76

TeV and at
√
s = 7 TeV [19]

4. Results in Pb-Pb collisions

The J/ψ yield (YJ/ψ) measured in Pb-Pb collisions in
different centrality classes is combined with the inclu-
sive J/ψ cross section measured in pp collisions at the
same energy (see Sect. 3) to form the nuclear modifica-
tion factor (RAA) defined as:

RAA =
YJ/ψ

�TAA�σppJ/ψ
. (2)

A Glauber model calculation [22] is used to determine
the average nuclear overlap function (�TAA�) and the
average number of participating nucleons (�Npart�) for
each centrality class used in this analysis.

The inclusive J/ψ RAA measured by ALICE at√sNN = 2.76 TeV in the range 2.5 < y < 4 (|y| < 0.9)
and pT > 0 GeV/c is shown as a function of �Npart�
in the top (bottom) panel of Fig. 3. The comparison
with the PHENIX measurements at √sNN = 200 GeV
at forward rapidity [23] and mid-rapidity [24] shows
that the ALICE inclusive J/ψ RAA is almost a factor of
three larger for �Npart� > 180 (�Npart� = 350) at for-
ward rapidity (mid-rapidity). In addition, ALICE re-
sults do not exhibit a significant centrality dependence
for �Npart� > 50.
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Figure 3: Inclusive J/ψ nuclear modification factor measured at forward rapid-
ity (top) and mid-rapidity (bottom) compared to PHENIX results.

In Fig. 4 ALICE measurements are compared with
theoretical models that include a J/ψ (re)generation
component from deconfined charm quarks in the
medium. The Statistical Hadronization Model [25] as-
sumes deconfinement and a thermal equilibration of the
bulk of the cc̄ pairs. Then charmonium production oc-
curs at phase boundary by statistical hadronization of
charm quarks. The prediction is given for two values of
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Figure 1.20. (Top) J/ψ RAA as a function of Npart at forward rapidity and low pT as measured by
ALICE (red points) [55]. A comparison to PHENIX measurements (black points) at forward rapidity
is shown as well. (Bottom) J/ψ RAA as a function of pT as measured by ALICE [55].
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1.3. Quarkonia as a probe of the Quark-Gluon Plasma
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Figure 1.21. (Top): J/ψ RAA as a function of Npart at mid-rapidity and low pT as measured by
ALICE (blue points) [55]. A comparison to PHENIX measurements (black points) at mid-rapidity is
shown as well. (Bottom): J/ψ RAA as a function of Npart at mid-rapidity and high pT as measured by
CMS (red points) [56]. The CMS points are compared to the STAR (RHIC) ones (green points) [57]
measured at mid-rapidity and high pT too.
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Chapter 2

The ALICE experiment

ALICE (A Large Ion Collider Experiment) is the experiment at the CERN Large Hadron Collider
(LHC) specifically designed to study the physics of strongly interacting matter at extreme energy
densities and temperatures. Under these extreme conditions, that can be reached on the Earth only
in ultra-relativistic nucleus-nucleus collisions (Pb-Pb at LHC), the ordinary color-confined hadronic
matter is expected to undergo a phase transition to a colored plasma of deconfined quarks and gluons,
called Quark Gluon Plasma. The study of the properties of such state of QCD matter is the main goal
of the ALICE collaboration. Nevertheless, proton-proton collisions play also an important role in the
ALICE physics program by providing a crucial reference for the QGP-related measurements and a
fundamental testing ground of QCD predictions. The ALICE detector design is therefore driven by
both (Pb-Pb and pp) physics programs.

This chapter, after a very short introduction on the LHC hadron accelerator (Section 2.1), is
devoted to the description of the ALICE detector layout. Section 2.2 gives a brief overview of the
main ALICE detector systems, while, in Section 2.3, the ALICE Forward Muon Spectrometer, which
is the relevant detector for the analysis presented in this manuscript, is described in more details.

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [1] is, at present, the biggest and most powerful hadronic acceler-
ating facility in the world. It is designed to accelerate and collide protons and lead ions at the center-
of-mass energy

√
s of 14 TeV for pp collisions and 5.5 TeV per nucleon pair for Pb-Pb collisions,

the highest center-of-mass energies ever achieved in high-energy physics. The nominal peak instan-
taneous luminosity that can be reached is, respectively, L =1034cm−2s−1 and L =1027cm−2s−1.

The LHC accelerator system is installed inside a 27 km circumference circular tunnel originally
built to host the Large Electron Positron Collider (LEP). The tunnel is located between 45 and 170
meters underground across the swiss-french border not far from Geneva (Switzerland) (see Fig. 2.1).
The LHC can accelerate two counter-rotating beams circulating in two separate beam pipes and col-
liding in eight different points. The high center-of-mass energies, that can be reached, require the use,
among other things, of superconducting dipole magnets: they are cooled down at the temperature of
1.9 K using super-fluid Helium at atmospheric pressure and can produce magnetic fields of the order
of 8.4 T.

The proton acceleration is performed in many steps (see Fig. 2.2): initially protons are injected
from a linear accelerator (LINAC2) into the Proton Synchrotron Booster and then to the Proton Syn-
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2. THE ALICE EXPERIMENT

Genève 

(a) Scheme of the underground position of the LHC
tunnel.

(b) View of the hadron accelerator (blue modules) in-
side the underground tunnel.

Figure 2.1. Large Hadron Collider (LHC) at CERN.

chrotron (PS), where they are accelerated up to a momentum of 25 GeV/c. Afterwards, the proton

beams are transferred to the Super Proton Synchrotron (SPS), where they reach a momentum of 450

GeV/c, and finally are injected in the LHC ring. The ion acceleration is more complicated due to the

additional stripping and accumulation phases at the beginning of the acceleration chain.

Large experiments are installed in four of the eight interaction points and allow the detection of

the scattering products of the colliding beams:

• ALICE (A Large Ion Collider Experiment), experiment specifically dedicated to heavy-ion

collisions;

• ATLAS (A Toroidal LHC ApparatuS), general purpose experiment focused on the search of the

Higgs boson, as well as on physics beyond the Standard Model;

• CMS (Compact Muon Solenoid), experiment with similar purposes as ATLAS;

• LHCb (Large Hadron Collider beauty), experiment focusing on beauty (bottom) detection for

precise measurements of CP violation and rare decays;

• LHCf (Large Hadron Collider forward), experiment sharing the interaction point with ATLAS

and focusing on forward particles created at the LHC as a source to simulate cosmic rays in

laboratory conditions;

• TOTEM (TOTal and Elastic Measurement), experiment, sharing the interaction point with

CMS, dedicated to total cross sections, elastic scattering and diffractive dissociation measure-

ments.

On the 10th September 2008, after the injection operations, a first proton beam circulated inside the

LHC ring. Unfortunately, due to a serious accident occurred at the very beginning of the LHC com-

missioning phase, the machine had to be stopped for an entire year allowing the necessary reparations.

In November 2009, operations were resumed and the LHC era officially began.
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2.2. Overview of the ALICE experiment

CERNfaq
LHC
the guide

Figure 2.2. The accelerator complex at CERN .

In the period 2009 - 2012, the machine delivered proton-proton collisions at
√

s = 0.9, 2.76, 7
and 8 TeV and, for what concerns the ion program, Pb-Pb collisions were delivered, at the end of
2010 and 2011, at a center-of-mass energy per nucleon

√
sNN = 2.76 TeV. In its first three years the

machine was conservatively kept at lower energy with respect to the nominal one which is expected
to be achieved in the next years.

2.2 Overview of the ALICE experiment

The ALICE experiment [2], built by a collaboration of more than 1000 physicists and engineers from
about 33 countries, is a general-purpose heavy-ion experiment which is sensitive to the majority of
known physics observables and able to detect photons, hadrons, electrons and muons. Its experimen-
tal design is driven by several requirements: tracking and identifying particles in a wide transverse
momentum range (from about 100 MeV/c up to about 100 GeV/c), reconstructing short-lived parti-
cles such as D and B mesons and detecting quarkonia. In addition, these tasks should be performed
in an environment with large charged-particle multiplicities. These features are required to achieve
a complete and detailed description of the system produced in heavy-ion collisions, from the initial
hard scattering processes to the collective phenomena arising in a complex system.

The ALICE detector (see Fig. 2.3) has the typical aspect of detectors at colliders, with a cylindrical
shape around the beam axis, with in addition a Forward Muon Spectrometer which is able to detect
muons at forward pseudorapidity1. Moreover, the central barrel angular acceptance is completed by
detectors located at large pseudorapidities, thus allowing measurements of low-pT particles and of
global event structure.

ALICE can be divided in three parts:

1In particle physics, the pseudorapidity is defined as η =−ln
�
tan( θ

2 )
�
, where θ is the polar angle with respect to the

beam line. It has a pure geometrical meaning, being related only to the angle that the particle makes with the beam axis.
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2. THE ALICE EXPERIMENT

1. the central part covers the angular domain ±45◦ (corresponding to the pseudorapidity interval
|η | < 0.9) over the full azimuth and is embedded in a large magnet (L3) with a weak solenoidal
field (maximum field of 0.5 T). It consists of (from inside to outside)

• an Inner Tracking System (ITS);

• a cylindrical Time Projection Chamber (TPC);

• a Transition-Radiation Detector (TRD);

• a Time-Of-Flight (TOF) detector;

• a High-Momentum Particle Identification Detector (HMPID);

• a PHOton Spectrometer (PHOS);

• an ElectroMagnetic Calorimeter (EMCal);

2. the forward detectors are

• a Forward Multiplicity Detector (FMD);

• a Photon Multiplicity Detector (PMD);

• VZERO scintillators (V0)

• T0 Cherenkov counters;

• Zero Degree Calorimeters (ZDCs);

3. the Forward Muon Spectrometer (FMS) which covers, in the ALICE official reference frame,
an angular acceptance of 171◦ < θ < 178◦ corresponding to a negative η range (-4 < η < -2.5).
(See Section 2.3 for more details).

The detector of the central barrel are now considered.

Inner Tracking System (ITS). The ITS consists of six cylindrical layers of silicon detectors,
with a radius varying from 4 to 44 cm. Pixel, drift and strip detectors have been chosen for the two
innermost (SPD), the two intermediate (SDD) and the two outer layers (SSD), respectively. The high
resolution pixel detectors have an extended pseudorapidity coverage (|η | < 1.98) to provide, together
with the forward detectors, a large coverage in rapidity for charged particles multiplicity. The six
layers operate, together with the central detectors, at low frequency (∼ 100 Hz), while the Silicon
Pixel Detector (SPD) can run at higher rate (∼ 1 kHz) providing vertex information required for
events triggered by the Forward Muon Spectrometer. The ITS design allows to localize the primary
vertex with a resolution better than 100 µm, reconstruct the secondary vertexes from the decay of
hyperons, D and B mesons, track and identify low momentum particles (p < 100 MeV/c) and, finally,
complete and improve the information provided by the TPC.
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2.2. Overview of the ALICE experiment

Time Projection Chamber (TPC). The TPC is the main tracking detector of the ALICE central
barrel. The TPC design provides charged-particle momentum measurements up to pT = 100 GeV/c,
vertex determination in the high-multiplicity environment expected in Pb-Pb collisions and good par-
ticle identification. The simultaneous detection of high and low momentum particles can be achieved
with a low magnetic field (≤ 0.5 T) and a large detector volume which allows to measure a large
section of the track, thus increasing the sensitivity for the sagitta determination. The TPC has an
inner radius of about 85 cm and an outer one of about 250 cm, with a total length of about 500 cm.
This leads to a 88 µs drift time which is the limiting factor for the luminosity delivered to ALICE in
proton-proton collisions 2. The study of soft hadronic observables requires a resolution of 1% for mo-
menta between 100 MeV/c and 1 GeV/c, while the detection of hard probes requires a 10% resolution
for tracks with pT = 100 GeV/c. The latter can be achieved by using the TPC in combination with
ITS and TRD. The resolution on the relative momentum between two particles, necessary to measure
two-particle correlations, has to be better than 5 MeV/c. Finally, the TPC can provide particle iden-
tification by dE/dx measurement in certain momentum ranges from the low-momentum region up to
few tens of GeV/c, in combination with TOF, TRD and ITS.

Transition Radiation Detector (TRD). The TRD provides electron identification for momenta
greater than 1 GeV/c, where the pion rejection capability through energy loss measurement in the TPC
is no longer sufficient. Its use, in conjunction with TPC and ITS, allows to measure the production of
light and heavy vector meson resonances and, thanks to the determination of the impact parameter,
of open charm and beauty. A similar technique can be used to separate the promptly produced J/ψ
mesons from those produced via B-decays. The TRD consists of 18 sectors of 6 layers each with
a 5-fold segmentation along the beam direction, for a total of 18× 6× 5 = 540 detector modules.
Each module consists of a radiator of 4.8 cm thickness, a multi-wire proportional readout chamber
and its front-end electronic. The TRD increases the ALICE pion rejection capabilities by a factor of
100 for electron momenta above 3 GeV/c and allows a mass resolution of 100 MeV/c2 for the ϒ(bb̄)
resonance.

Time-Of-Flight (TOF). The TOF detector is a large-area detector used for particle identification
in the intermediate momentum range, from 0.2 to 2.5 GeV/c. Combined with the ITS and TPC it
provides an event-by-event identification of large samples of pions, kaons and protons. The large
coverage requires the use of a gaseous detector: Multi-gap Resistive Plate Chambers were chosen,
providing an intrinsic time resolution of better than 40 ps and an efficiency close to 100%. The
detector is segmented in 18 sectors in φ and 5 segments in z. The whole device is located in a
cylindrical cell with an internal radius of 370 cm and an external one of 399 cm.

High Momentum Particle Identification Detector (HMPID). Dedicated to the inclusive mea-
surement of identified hadrons with pT > 1 GeV/c, the HMPID is designed as a single-arm array with
a pseudorapidity acceptance of |η | < 0.6 and an azimuthal coverage of about 58◦ which corresponds
to 5% of the central barrel phase space. The detector is based on proximity-focusing Ring Imaging
Cherenkov counters and consists of seven modules of about 1.5 × 1.5 m2 each. The HMPID enhances
the PID capability of ALICE by enabling the identification of particles beyond the momentum inter-
val attainable through energy loss (in ITS and TPC) and time-of-flight measurements (in TOF). The
detector is optimized to extend the range for π/K and K/p discrimination, on a track-by-track basis,

2As a consequence of the high TPC drift time, ALICE cannot cope with high interaction rates and, therefore, the
luminosity in proton-proton collisions must be reduced, by displacing the proton beams, with respect to the other LHC
experiments.
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Figure
2.3.

Layoutofthe
ALIC

E
experim

ents.
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2.2. Overview of the ALICE experiment

up to 3 GeV/c and 5 GeV/c, respectively.

PHOton Spectrometer (PHOS). The PHOS is a single-arm spectrometer including a highly seg-
mented electromagnetic calorimeter made of lead-tungstenate crystals and a charged particle veto
detector consisting of a Multi-Wire Proportional Chamber with cathode-pad readout. The spectrom-
eter, positioned at the bottom of the ALICE setup at a distance of 460 cm from the interaction point,
covers a pseudorapidity range of |η | < 0.12 and 100◦ in the azimuthal angle. The PHOS is designed to
provide photon identification, as well as neutral meson identification, through the two-photons decay
channel.

ElectroMagnetic Calorimeter (EMCal). The EMCal, the last detector added to the ALICE
layout, enhances the ALICE capabilities for high-energy jet measurements by improving jet energy
resolution. It also augments the capabilities to measure high momentum photons and electrons. The
EMCal is located at 4.5 m from the beam line with an azimuthal acceptance coverage of 110◦, limited
by the PHOS and the HMPID. The chosen technology is a layered Pb-scintillator sampling calorime-
ter with alternating layers of 1.44 mm of lead and 1.76 mm of scintillator.

The forward detectors are now considered.

Forward Multiplicity Detector (FMD). The FMD provides charged particle multiplicity infor-
mations in the pseudorapidity range −3.4 < η < −1.7 (Muon Spectrometer side) and 1.7 < η < 5.1
(PMD side). The FMD consists of silicon strip detectors divided in seven disks perpendicular to the
beam pipe and placed at distances between 42 and 225 cm from the interaction point (IP).

Photon Multiplicity Detector (PMD). It is a pre-shower detector measuring the multiplicity and
spatial (η - φ ) distribution of photons, on an event-by-event basis, in the forward region (2.3 < η < 3.7).
Placed at about 360 cm from the interaction point, in the side opposite to the Forward Muon Spec-
trometer, the PMD estimates the transverse electromagnetic energy and the reaction plane on an
event-by-event basis for Pb-Pb collisions analysis. It consists of two identical planes of detectors,
made of gas proportional counters with honeycomb structure and wire readout, with a 3X0 thick lead
converter in between.

VZERO Detector (V0). The V0 detector is made of two arrays of scintillator material, located
at 90 cm (Muon Spectrometer side) and 340 cm (PMD side) from the interaction point. The detectors
are segmented into 64 elementary counters distributed in 8 rings, covering two pseudorapidity ranges:
−3.8 < η < −1.7 and 2.8 < η < 5.1. The measurement of the time-of-flight difference between the
two detectors allows to identify and reject the beam-gas events, thus providing a minimum bias (MB)
trigger for the central barrel detectors and a validation signal for the muon (µ-MB) trigger. The V0
can also measure the charged particle multiplicity, thus resulting in a centrality indicator for Pb-Pb
collisions analysis.

T0 Detector. The T0 consists of two arrays of Cherenkov counters, with a time resolution better
than 50 ps, asymmetrically placed at 72.7 cm (Muon Spectrometer side) and 375 cm (PMD side) from
the interaction vertex, with a pseudorapidity coverage of −3.28 < η < −2.97 and 4.61 < η < 4.92,
respectively. It is designed to provide a signal for the TOF detector, to measure the vertex position
along the beam axis with a precision of ± 1.5 cm and to measure the particle multiplicity, generating
a centrality trigger.
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2. THE ALICE EXPERIMENT

Zero Degree Calorimeters (ZDCs). The ZDC provides a centrality estimation and trigger in
Pb-Pb collisions by measuring the energy carried in the forward direction (at zero degrees relative
to the beam direction) by non-interacting (spectator) nucleons. The detector consists of two pairs of
quartz-fibers hadronic calorimeters (for neutron and protons), placed on both sides of the interaction
point, at 116 m from it. Being placed between the beam pipes, the neutron calorimeter (ZN) has
the most severe geometrical constraints: the transverse dimensions have to be smaller than 7 cm,
requiring a very dense “passive” material (tungsten). The stringent space constraints do not hold for
the proton calorimeter (ZP), which is made with a less dense material (lead). The ZN, segmented
in four regions, can also provide an estimation of the reaction plane. The ZDC system also presents
two electromagnetic calorimeters (ZEM), both placed at about 7 m from the IP (PMD side), which
allow to resolve ambiguities in the determination of the centrality. The electromagnetic calorimeter
(ZEM), made of lead and quartz fibres, is designed to measure the energy of particles, mostly photons
generated from π0 decays, at forward rapidities (4.8 < η < 5.7). Differently from the ZN and ZP, the
ZEM fibres are oriented at 45◦, a choice that maximizes the detector response.

2.3 Forward Muon Spectrometer
The Forward Muon Spectrometer is primarily designed to measure the production of heavy quarkonia,
both charmonium (J/ψ , ψ’) and bottomonium (ϒ, ϒ’, ϒ”) families, as well as the low mass mesons
(ρ , ω , φ ), in the muon pair µ+µ− decay channel. In addition to vector mesons, the study of open
heavy flavour (charm and bottom) and weak boson production can also be performed via their muonic
decay channels.

The spectrometer has angular acceptance between 171◦ < θ < 178◦3 corresponding to a pseudo-
rapidity range -4 < η < -2.5 which provides good acceptance down to zero transverse momentum
and a manageable background from hadron decays. The layout of the muon spectrometer, shown
in Fig. 2.4, consists of a composite front absorber of ∼ 10λint (interaction length) starting about 90
cm from the vertex, a large dipole magnet with a 3 Tm field integral placed outside the L3 magnet,
and ten planes of very thin high-granularity cathode-pad tracking stations. The picture is completed
by a second absorber, made of iron (∼ 7.2 λint) and acting as a muon filter, and, at the end of the
spectrometer, four planes of Resistive Plate Chambers used for muon identification and triggering.

The spectrometer is shielded, throughout its length, by a dense conical absorber tube which pro-
tects the tracking chambers from secondary particles created in the beam pipe.

The main design criteria of the muon spectrometer are driven by several requirements. First of all,
as the accuracy of quarkonium measurements is statistics limited (in particular for the ϒ family), the
spectrometer’s geometrical acceptance was chosen as large as possible. In addition, measuring the
direct J/ψ production requires a large acceptance down to zero pT, where the J/ψ contribution coming
from B hadron decays is lower. In order to separate all resonance states, a resolution of 100 MeV/c2

is needed in the bottomonium mass range. This last feature is determined by several components: the
multiple scattering in the front absorber, intrinsic spatial resolution of the muon tracking system and
the bending strength of the spectrometer magnet.

Finally, the tracking and trigger detectors of the spectrometer have to cope with the high particle
multiplicity expected in heavy-ion collision at LHC energies and have therefore a very high granular-
ity read-out.

3The ALICE official coordinate system is a right-handed orthogonal Cartesian system with the z-axis parallel to the
beam line and pointing in the direction opposite to the MUON Spectrometer, the x-axis aligned to the local horizon and
pointing to the accelerator center and the y-axis perpendicular to the other two and pointing upward. In this reference frame,
the angular acceptance of the spectrometer, in term of polar angle θ , results to be 171◦ < θ < 178◦.
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2.3. Forward Muon Spectrometer
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Figure 4.1: Layout of the muon spectrometer.

(absorber) required to reduce the flux of hadrons, measurement of low-pt charmonia is possible

only at small angles (i.e. at large rapidities) where muons are Lorentz boosted.

A resolution of 100 MeV/c2
in the 10 GeV/c2

dimuon invariant-mass region is needed to re-

solve the ϒ, ϒ�
and ϒ��

resonances. This requirement determined the bending strength of the spec-

trometer magnet as well as the spatial resolution of the muon tracking system. In addition, multiple

scattering is minimized by a careful optimization of the absorber and very thin detector planes.

The tracking and trigger detectors of the spectrometer have to cope with the high particle

multiplicity expected in heavy-ion collision at LHC energies and have therefore a very high granu-

larity read-out. The spectrometer is equipped with a selective dimuon trigger system to match the

maximum trigger rate handled by the DAQ [138].

4.2 Detector layout

The muon spectrometer is designed to detect muons in the polar angular range 171
◦
–178

◦
. This

interval, a compromise between acceptance and detector cost, corresponds to the pseudo-rapidity

range of −4.0 ≤ η ≤−2.5.

The layout of the muon spectrometer is shown in figures 4.1 and 4.2. The spectrometer

consists of the following components: a passive front absorber to absorb hadrons and photons from

the interaction vertex; a high-granularity tracking system of 10 detection planes; a large dipole

– 106 –

(a) 3D view.

Chapter 3 – The ALICE apparatus at the LHC

Figure 3.2: The ALICE muon spectrometer layout.

compatibly with the dimension of the inner tracker and the position of the multiplicity

counters: the minimal value imposed by such constraints is 90 cm.

The absorber design and composition are optimized to provide good shielding capa-

bilities on the one hand, and a limited multiple scattering (which could compromise

the spectrometer mass resolution) on the other. This can be achieved by using low-Z

material in the absorber layers close to the vertex and high-Z shielding materials at

the rear end.

A total thickness of 20 cm of Pb interleaved with layers of boronated polyethylene,

which can moderate neutrons by quasi-elastic scattering, was chosen for the front part,

while lead and tungsten were selected for the rear end. The absorber is completed by

a combination of concrete and carbon, as shown in Figure 3.3.

The small-angle beam shield is made of dense materials (pure tungsten in the most

critical region, tungsten-lead mixture elsewhere) encased in a 4 cm thick stainless steel

envelope. The latter is “pencil-shaped”: it follows the 178o acceptance line up to a

maximum radius of 30 cm and then stays constant up to the end of the spectrometer.

The inner cone opens up till the end of the muon arm.

The absorption system is completed by a muon filter, located between the tracking

and the trigger system, 14.5 m away from the IP. It is a 120 cm thick wall made of iron,

whose aim is to reduce the background on the trigger stations. The muon filter absorbs

82

(b) Longitudinal section.

Figure 2.4. Schematic view of the ALICE Forward Muon Spectrometer.
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2. THE ALICE EXPERIMENT

2.3.1 Absorber and shielding

The Muon Spectrometer contains three absorber sections: a front absorber in the acceptance region,
a beam shield surrounding the beam pipe and a muon filter between the tracking and the trigger
chambers.

The front absorber, shown in Fig. 2.5, is located inside the ALICE solenoid magnet L3 and has a
total length of 4.13 m (corresponding to ∼ 10 λint and ∼ 60 radiation lengths X0).
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LFigure 2.5. Schematic view of the Front Absorber.

It has the double task of attenuating the particle flux into the spectrometer by at least two orders
of magnitude and of decreasing the muon background by limiting the free path for primary π , K → µ
decays. The minimal distance to the interaction point (∼ 90 cm) is imposed by the dimensions of
the Inner Tracking System and the position of the multiplicity counters. The front absorber design
and composition are optimized to provide good shielding capabilities on the one hand, and a limited
multiple scattering which should not compromise the spectrometer mass resolution on the other. This
can be achieved by using low-Z material in the absorber layers close to the IP and high-Z shielding
materials at the rear end, as shown in Fig. 2.5. The fiducial volume of the absorber is made predomi-
nantly by a combination of concrete and carbon. It is worth noting that the use of very dense material
at the end of the absorber has an important consequence for the tracking. Since the multiple scatter-
ing in this layer is large whereas the distance to the first tracking chamber is small (30 cm), the muon
production angle is best defined when the position measurement in the first chamber is combined with
the position of the interaction vertex, determined by the ITS.

The small-angle beam shield protects the tracking chambers by reducing background particle
produced in the beam pipe. It is made of dense materials (pure tungsten in the most critical region,
tungsten-lead mixture elsewhere) and encased in a 4 cm thick stainless steel tube. Its outer envelope
is “pencil-shaped”: it follows the 178◦ acceptance line up to a maximum radius of 30 cm and then
stays constant up to the end of the spectrometer.

While the front absorber and the beam shield are sufficient to protect the tracking chambers, the
trigger chambers require additional protection. For this reason the muon filter, an iron wall 1.2 m
thick (∼ 7.2 λint), is placed after the last tracking chamber, in front of the first trigger chamber. Due
to the presence of the front absorber and muon filter, muons with momenta less than 4 GeV/c are
stopped.
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2.3. Forward Muon Spectrometer

2.3.2 Dipole Magnet

The Muon Spectrometer is equipped with a dipole magnet. The size, 5 m length × 7.1 m width × 9 m
height with a total weight of about 890 tons, is defined by the requirement on the angular acceptance
of the spectrometer 171◦ < θ < 178◦. The magnetic field (Bnominal = 0.67 T and 3 Tm field integral
between IP and muon filter) is instead determined by the requirements on the quarkonium mass res-
olution (resolution of 100 MeV/c2 is required in the bottomonium mass range). With such dipole
magnet characteristics, it is not necessary to use a superconducting magnet. It was therefore chosen
a window-frame warm magnet equipped with resistive coils and arranged to produce a magnetic field
in the horizontal direction, along the x-axis, whose polarity can be reverted. The magnet is placed 7
m from the interaction vertex.

2.3.3 Tracking Chamber System

The main challenge for the tracking chambers is the muon detection in a complex environment char-
acterized by very large particle multiplicities as the ones produced in Pb-Pb collisions. When the
detector conception started, the Au-Au RHIC data [58, 59] were not yet available and therefore the
Monte Carlo calculations were performed with a very conservative estimation of the charged particle
multiplicity |dNch/dη |η=0 = 8000. Moreover, a safety factor 2 was introduced leading to a maximum
hit density of about 5×10−2 cm−2 (in Pb-Pb central collisions) where a few hundred particles are
expected to pass simultaneously through the first muon chamber with a rapidly increasing hit density
near the beam pipe. Detectors are therefore requested to have a very fine granularity keeping the oc-
cupancy below 5 % (the occupancy is defined as the number of hit pads divided by the overall number
of pads).

Other important challenge concerns the mass resolution which has to be of the order of 100
MeV/c2 at the bottomonium mass range to correctly separate all the resonances. As a consequence
of it, the tracking chambers had to achieve a spatial resolution of about 100 µm in the spectrometer
bending plane and 1 mm in the non-bending one. In addition, to limit the multiple scattering on the
trajectories, the chamber thickness had to be as small as a few percent of radiation length per plane. In
the end, Multiwire Proportional Chambers (MWPC) with segmented cathode planes and filled with a
80%Ar / 20%CO2 gas mixture were chosen. Such chambers, called Cathode Pad Chambers (CPC),
are able to fulfill all the constraints described above. In particular, the two segmented cathode planes
provide two-dimensional hit informations needed to reconstruct the muon candidate track.

The measurement of the muon momenta requires the determination of, at least, two points of the
muon candidate track before the magnetic field and two after. Although not mandatory, a fifth point,
measured in the center of the magnet, would increase the precision on the sagitta. Hence, the use
of five tracking chambers is strongly recommended. In order to have an even more robust tracking
system against possible breakdown of wires and also to increase the detection efficiency, these five
chambers were doubled and associated by pairs in stations. The detector system is therefore arranged
in five stations each made of two chamber planes: two stations are placed before, one inside and two
after the dipole magnet.

Because of the different size of the stations, ranging from few square meters for station 1 to more
than 30 m2 for station 5, two different designs have been adopted, as shown in Fig. 2.6. The first two
stations are based on a quadrant structure with the read-out electronics distributed on their surface (see
Fig. 2.6 (a)). For the other stations, a slat architecture was chosen (see Fig. 2.6 (b)). The maximum
size of a slat is 40×240 cm2 and the electronics is implemented on the top and bottom part of the slat,
as schematically shown in Fig. 2.7. The slats and the quadrants overlap to avoid dead zones on the
detector. The tracking system covers a total area of about 100 m2.
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2. THE ALICE EXPERIMENT

2008 JINST 3 S08002

Figure 4.3: Layout of station 2 of tracking system. Readout electronics is distributed on the surface
of a quadrant structure.

Figure 4.4: Layout of stations 4 and 5 of tracking system.

– 110 –

(a) Layout of station 2 (quadrant architecture) of the tracking system. Read-out elec-
tronics is distributed on the surface.

2008 JINST 3 S08002

Figure 4.3: Layout of station 2 of tracking system. Readout electronics is distributed on the surface
of a quadrant structure.

Figure 4.4: Layout of stations 4 and 5 of tracking system.

– 110 –

(b) Layout of stations 4 and 5 (slat architecture) of the tracking system. Read-out
electronics is implemented on the top and bottom part of the slat.

Figure 2.6. Muon Tracking Chambers installed in the ALICE cavern.

Multiple scattering of the muons in the chamber is minimized by using composite material, such
as carbon fibres which gives chamber thickness corresponding to about 0.03X0.

Electronics and read-out. The design of the read-out electronics of the muon tracking system is
driven by two main requirements. Firstly, the electronics and readout system must perform the pulse
shaping of the charges collected by ∼ 1.08 millions pads of the tracking chambers at a maximum rate
of 1 kHz. Then, to achieve a mass resolution of ∼ 100 MeV/c2 (∼ 70 MeV/c2) in the ϒ (J/ψ) region,
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2.3. Forward Muon Spectrometer

Figure 2.7. Schematic view of the structure of a slat type cathode pad chamber.

the spatial resolution, in the bending plane, has to be ∼ 100 µm. In order to satisfy this requirement,
the Front-End Electronics (FEE) must have low noise and small gain dispersion.

The muon tracking electronics architecture can be divided in three parts (see Fig. 2.8): the front-
end electronics called MANU (MAnas NUmérique), the read-out system called CROCUS (Cluster
Read Out Concentrator Unit System) and the interface with the ALICE Central Trigger Processor
(CTP) called TCI (Trigger Crocus Interface).

Figure 2.8. General overview of the muon tracking electronics architecture.

For all five stations, the front-end electronics is based on a 16-channel chip called MANAS (Multi-
plexed ANAlogic Signal processor) which includes several functionalities like charge amplifier, filter,
shaper and track & hold. The signal digitization is performed directly on board. The channels of
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2. THE ALICE EXPERIMENT

four of these chips are fed into two 12-bits ADC, read out by the Muon Arm Readout Chip (MARC),

whose functionalities include zero suppression.

The entire chain is mounted on the MANU: the ∼ 1.08 millions channels of the tracking sys-

tem are treated by about 17000 MANU cards. The Protocol for the ALICE Tracking CHamber

(PATCH) buses provide the connection between the MANUs and the Cluster Read Out Concentrator

Unit System (CROCUS) crate, i.e. PATCH buses allow data transmission between the detector and

the read-out system. Each chamber is readout by two CROCUS, which concentrate and format the

data, transfer them to the ALICE DAQ (Data Acquisition) and dispatch the trigger signals, coming

from the Central Trigger Processor (CTP). These crates allow also the control of the FEE and of the

calibration processes.

Alignment. The requirements on the mass resolution δM 4, needed to separate the different

states of the charmonium and bottomonium families, puts strict constraints on the alignment of the

tracking chambers [60]. During the installation phase, the muon chambers were positioned accord-

ing to theodolite measurements and with photogrammetry, with a spatial accuracy of few tenths of a

millimeter. Of course, such a precision is not sufficient for our analysis purpose. Therefore, at the be-

ginning of each data taking period, dedicated runs without dipole magnetic field (B = 0 T) are carried

out in order to align the ten tracking chambers. The collected straight muon tracks can be processed

using the so-called Millepede algorithm5which permits to estimate, through an iterative procedure,

the deviations from the nominal position (residual misalignment) for each detection element of the

tracking system.

Figure 2.9. Invariant mass spectra for OS muon pairs in the J/ψ mass region before (Left) and
after (Right) the alignment of the Muon Tracking System.

These corrections are then implemented in the muon track reconstruction phase [61, 62]. Figure

2.9 shows the invariant mass spectra for opposite sign muon pairs in the J/ψ mass region before (Left)

4Nominally, δM ∼ 100 MeV/c2 (∼ 70 MeV/c2) at the mass of the ϒ (J/ψ) resonance.
5See [60] and http://www.desy.de/ blobel/wwwmille.html for more details.
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2.3. Forward Muon Spectrometer

and after (Right) the alignment of the Muon Tracking System. A clear improvement in the resonance
mass resolution is observed: the J/ψ resonance width decreases from 230 MeV to 90 MeV.

However, after switching on the magnet and electronic power supplies, the chamber positioning,
obtained applying the alignment procedure, can be disturbed by the forces of the L3 and dipole
magnetic fields. These displacements and deformations are measured and recorded during data taking
by the Geometry Monitoring System (GMS), with a resolution ∼ 20 µm. The GMS is an array
of about 460 optical sensors which are placed on platforms located at each corner of the tracking
chambers. Using the GMS’s information, all the displacements and deformations can be corrected
and the nominal spatial resolution (< 100 µm in the bending plane) can be achieved.

2.3.4 Trigger Chamber System

The main goal of the Muon Trigger System is to properly select muon tracks (unlike-sign muon pairs
and single muons) in order to study the decays of quarkonium resonances and the open heavy flavour
production.

In central Pb-Pb collisions, about eight low-pT muons from π and K decays are emitted per
event in the muon spectrometer acceptance. The distribution of these background muons is peaked
at low transverse momenta, as shown in Fig. 2.10. To minimize the probability of triggering on
background muons, a pT cut has to be applied at the trigger level on each individual muon. The
selection of high-pT muons emitted in the decay of quarkonia (or in the semi-leptonic decay of open
charm and beauty) can therefore be maximize. Two programmable cuts (low-pT and high-pT cuts),
are performed in parallel by the trigger electronics and the values of the pT thresholds can range from
∼ 0.5 to ∼ 4 GeV/c.

Figure 2.10. Average number of muons per central Pb-Pb collision with pT ≥ pmin
T as a function

of pmin
T in the pseudorapidity range -4 < η < -2.5 [63].

The pT thresholds therefore represent a compromise between background rejection and signal de-
tection efficiency. To attain these requirements, a large-area trigger system based on position sensitive
detectors with a resolution of the order of the mm is needed: this is realized by means of Resistive
Plate Chambers (RPC) [64].

RPCs are gaseous detector designed to measure the time and position of charged particles crossing
its active area, that is the gas volume. The typical structure of the ALICE single-gap RPCs is presented
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2. THE ALICE EXPERIMENT

in Fig. 2.11: the 2 mm thick gas6 gap (active volume) is enclosed between two parallel electrode plates
(2 mm thick) treated with linseed oil to smooth the surface. The electrodes, made of low-resistivity
Bakelite (ρ ∼ 3×109 Ω·cm), are separated by a frame and by spacers of insulating material. The
spacers, 10 mm diameter cylinders with a 2 mm height, are placed on a 10×10 cm2 grid. The external
side of the electrodes are covered with a thin graphite layer to ensure a uniform electric field all over
the active volume. One electrode is connected to the HV and the other one to the ground.

The trigger system of the ALICE Muon Spectrometer consists of two trigger stations (MT1 and
MT2) located at about 16 m from the interaction point and 1 m apart from each other, placed behind
an iron muon filter, as shown in Fig. 2.4. The filter has a thickness of 120 cm and performs muon
selection by stopping the low-energy background muons and hadrons escaped from (or produced in)
the front absorber. Each station consists of two planes of 18 Resistive Plate Chambers for a total
active area of about 140 m2.

2008 JINST 3 S08002

High Voltage (+H.V.)
pick-up x-strips

Spacers  pick-up y-strips Insulating film

Gas 2 mm

2 mm

2 mm

GND

Resistive electrod 
plates

Graphite painted 
electrodes

Figure 4.5: Left: view of the two trigger stations sitting behind the muon filter. Right-top:

schematic view of an RPC cross section. Right-bottom: an individual RPC module equipped with

the Front-End Electronics.

Trigger detector. To perform the pt selection, a position-sensitive trigger detector with space

resolution better than 1 cm is required. This resolution is achieved by Resistive Plate Chambers

(RPCs) operated in streamer mode [164]. The trigger system consists of four RPC planes arranged

in two stations, one metre apart from each other, placed behind the muon filter. Each plane consists

of 18 RPC modules and the typical size of a module is about 70× 300 cm
2
, corresponding to a

total active area of about 140 m
2

[165]. The RPC electrodes are made of low-resistivity Bakelite

(ρ ∼3×10
9 Ωcm), to attain the needed rate capability (maximum expected value about 40 Hz/cm

2

for Ar-Ar high-luminosity runs). To improve the smoothness of the electrode surface, these are

coated with linseed oil. The (x,y) coordinates of the RPC hits are read out by segmented strips with

pitch and length increasing with their distance from the beam axis.

Extensive tests were carried out to study the long-term behaviour of small-sized RPC pro-

totypes operated in streamer mode. It was shown that RPCs are able to tolerate several ALICE

years of data taking with heavy-ion beams [166]. It is worth noting that the detectors will take data

for different colliding systems, resulting in a wide range of working conditions and requirements,

in particular concerning position resolution and detector lifetime. The possibility of working in

avalanche mode with the same front-end electronics was investigated in several beam and ageing

tests [167] showing that this mode of operation is well suited for pp runs, where the requirements

on the detector lifetime are more severe than in heavy-ion runs.

An overall view of the two trigger stations mounted at their final location is shown in fig-

ure 4.5. In the same figure an individual RPC module is shown as well.

– 113 –

Figure 2.11. Structure of a single-gap Resistive Plate Chamber.

The signal produced in the gap by a charged particle is picked-up by two orthogonal strip planes
placed on the external side of the electrodes. Such read-out strips are connected with the Front-
End Electronics (FEE), which basically consists of a leading-edge discriminator stage followed by a
shaper. The strips, placed on both sides of the chambers, provide a bi-dimensional information. In
particular, the horizontal strips measure the bending deviation due to the dipole magnetic field, while
the vertical strips measure the non-bending direction. The two layers of read-out strips are therefore
called “bending” and “non-bending” plane respectively.

In order to ensure a flat occupancy throughout the four trigger planes, the pitch and length of
the strips increase with the distance from the beam pipe, approximately in the same proportion as
the hit-rate per surface unit decreases. The pitch of the strips is also conditioned by the momentum
resolution required for the pT cut: the horizontal strips (bending plane) have widths ranging from
about 1 cm (near to the beam pipe) to about 4 cm (in the most peripheral regions), while the vertical

6Two different gas mixtures are used depending on the RPC operation mode (streamer or avalanche mode). See [65]
for more details.
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2.3. Forward Muon Spectrometer

strips have only widths of 2 and 4 cm since the resolution requirements in the non-bending plane are

less stringent. The strips are arranged according to a projective geometry, i.e. the strips pitches in the

four detection planes scale with the distance of the plane from the interaction point.

Trigger principle. The pT cut, required to select the high-pT muons emitted for instance in the

decay of heavy quarkonia, is implemented in the muon trigger system according to a method [65]

illustrated in Fig. 2.12.

A muon μ+ (blue line) created at the interaction point is bent by the dipole magnetic field and

fires the two trigger stations MT1 and MT2 in two points whose coordinates, in the bending plane

y− z, are (y1, z1) and (y2, z2), respectively. The deviation induced along the y direction by the dipole

magnet is defined as

δy2 = y2 − y2,∞ (2.1)

where y2,∞ is the y-coordinate of the point in which a muon with infinite momentum crossing

MT1 at y1 would fire MT2. For small deviations (less than 10◦), δy2 can be written in term of the

muon pT with reasonable approximation as

δy2 = (z2 − z1) · eBL
z1

· (R f

pT
) (2.2)

where B is the dipole magnetic field, L is the dipole length and R f is the estimated radial position

of the muon in the dipole mid-plane. It is therefore clear that a cut on δy2
7 corresponds to a cut on

pT.

z

y

B

μ+

MT1 MT2

pt 8

μ−

IP

(y1,z1), ) (y2,z2)

pt

(y ,

(y2∞,z2)

ptpt

Figure 2.12. The muon spectrometer trigger principle.

The δy2 values, corresponding to a certain pT cut, have been computed in unit of strips and stored

in dedicated tables to be compared with the measured deviations. When one of the two planes in

the first trigger station is fired, the trigger algorithm open a road, i.e. a set of strips that should be

fired in the other three planes if the track is coming from the IP. If three out of the four planes have

7Positive and negative muons (blue and red lines in Fig. 2.12) can be distinguished according to the sign of the deviation.
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2. THE ALICE EXPERIMENT

hits belonging to that road, the track is processed ad its pT is estimated. Depending on the trigger
configuration, the trigger signal is issued if there are two unlike-sign tracks or two like-sign tracks
or a single track, with transverse momentum above the pT threshold. The choice of a 3/4 condition
accounts for possible detector inefficiencies or dead channels.

Trigger electronics
The signals produced in the RPC by a charged particle are picked-up by two orthogonal strip

planes and then processed by the Front- End Electronics (FEE), which basically consists of a discrim-
inator. The RPCs are equipped with the ADULT [66] FEE which employs an original dual threshold
technique to improve the time resolution of RPC (in streamer mode). A 1-2 ns time resolution, needed
for the identification of the bunch crossing (each 25 ns in nominal pp collisions), is achieved.

The trigger electronics is organized in three levels: local, regional and global.
First, the digital signals from the FEE are sent to the local trigger electronics: the whole system

is divided in 234 detection areas, each of them associated with a local trigger board. The algorithm
of the local trigger boards, which are hosted in 16 crates placed close to the trigger stations, searches
for a single track pointing approximately back to the IP, using the informations coming from the four
RPC detector planes according to a 3/4 trigger condition. In case of single tracks above the (low/high)
pT threshold, a trigger signal is delivered.

The local trigger information is then sent to the regional trigger boards (one for each of the above
mentioned crates), then to the global trigger electronics which gather the signals of all local boards.
The single muon, like-sign and unlike-sign dimuon triggers of the whole detector are finally delivered
and enter the general ALICE trigger.
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Chapter 3

Data analysis: J/ψ→µ+µ−

in proton-proton collisions

at
√

s = 2.76 TeV

The ALICE experiment at the LHC has recorded, in March 2011, proton-proton (pp) collisions at
a center-of-mass energy of

√
s = 2.76 TeV. The main goal of this short 3-day run was to provide a

reference for the Pb-Pb data which were taken at the same
√

s per nucleon pair at the end of 2010 and
end of 2011.

In this chapter, we present the details of the analysis on inclusive J/ψ production in pp collision
at

√
s = 2.76 TeV as obtained by the ALICE Muon Spectrometer. J/ψ mesons are measured, down

to zero transverse momentum pT, through their dimuon decay channel into µ+µ− pairs at forward
rapidity1 (2.5 < y < 4). We describe the different steps required to obtain the integrated and differential
cross-section for inclusive J/ψ production, the latter one as a function of the J/ψ transverse momentum
pT and rapidity y.

First, details are provided concerning the criteria adopted to select runs and events used for the
analysis. The different techniques for the extraction of the J/ψ signal are discussed as well as the
method followed to determine the acceptance and efficiency corrections. Finally, after describing the
procedure for the evaluation of the luminosity and of the sources of systematic errors, the values of
the integrated, pT-differential and y-differential J/ψ cross-section are presented.

These results also offer the possibility to study J/ψ production at an intermediate energy between
the one reached at the Fermilab Tevatron hadron collider (proton-antiproton collisions at

√
s = 1.8

and 1.96 TeV) and the present (2012) LHC top energy (proton beams at 3.5 and 4 TeV). It represents
therefore an interesting test for the available theoretical models.

3.1 Data sample

At the end of March 2011, the LHC accelerator at CERN delivered pp collisions at a center-of-mass
energy of

√
s = 2.76 TeV for a short 3-day run (34 hours of stable beam). The integrated luminosity

1In particle physics, the rapidity is defined as y = 1
2 ln(E+pz

E−pz
) where E and pz are, respectively, the particle energy and

the component of particle momentum along the beam axis. This quantity depends both on the geometry and the kinematics.
In the limit of high momentum (p � M), one obtains y � η , where η is the pseudorapidity.
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3. DATA ANALYSIS: J/ψ→µ+µ− IN PROTON-PROTON COLLISIONS AT
√

s = 2.76 TEV

L INT, delivered by LHC to the ALICE experiment, correspond to 52.9 nb−1. In Fig. 3.1, we show
the time dependence of the instantaneous luminosity for a specific LHC proton beam fill (Fill 1650,
EBeam = 1380 GeV) delivered to the four LHC experiments 2.

Figure 3.1. Time dependance of the instantaneous luminosity for the LHC proton beam fill 1650
(EBeam = 1380 GeV). The four colors correspond to the four LHC experiments.

For the analysis described in this Chapter, the relevant ALICE detector system for muon identi-
fication and tracking is the Forward Muon Spectrometer. The details on the detectors used for this
analysis can be found in Chapter 2.

The event sample used in this analysis corresponds to two different trigger conditions: the Min-
imum Bias (MB) and the Muon (µ-MB) trigger conditions. The ALICE data acquisition system
(DAQ) has collected MB events with a trigger based on the Silicon Pixel Detector (SPD) and the
VZERO counters. The MB trigger is defined as the logical OR between the requirement of at least
one fired read-out chip in the SPD, and a signal in at least one of the two VZERO detectors. It also re-
quires a coincidence with signals from two beam pick-up counters, one on each side of the interaction
region, indicating the presence of two passing proton bunches. Finally, the µ-MB trigger condition
consists in a more restrictive definition by requiring at least one track (above a pT threshold equal to
0.5 GeV/c) in the muon trigger system in addition to the MB trigger condition.

The analysis of the data sample is performed using the official ALICE software framework, called
AliROOT3. In particular, it takes profits from the ALICE Environment AliEn [67]. AliEn is a Grid
framework which provides a virtual file catalogue, allowing access to huge distributed datasets, and
a certain number of cooperating computer resources. AliEn enables users to submit, inspect and
manipulate a large number of task jobs running concurrently at many sites.

The Event Summary Data (ESD) root files, produced at the end of the reconstruction chain of
raw data4, are the starting input of the analysis process. They contain the full lists of reconstructed
tracks/particles and global event properties for each ALICE detector on event basis.

2ALICE cannot cope with the high LHC interaction rates and, therefore, the luminosity in pp collisions must be
reduced, by displacing the proton beams, with respect to the other LHC experiments. This explains the lower ALICE
instantaneous luminosity value shown in Fig. 3.1.

3http://aliweb.cern.ch/Offline/AliRoot/Manual.html.
4http://aliweb.cern.ch/Offline/Activities/Reconstruction/index.html.
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3.1. Data sample

3.1.1 Data Quality Assurance (QA)

The starting point of the analysis is the selection, among all pp collisions data sets at
√

s = 2.76 TeV
recorded by ALICE, of the run list5 suitable for physics analysis. This list is built up according to
quality checks on the detector performances and on beam status.

The first rough selection is performed using the ALICE Electronic Logbook. It is a web interface
containing the basic informations, in a run by run format, about different fields such as run duration,
beam condition, list of detectors involved in the data taking and number of events collected.

A specific set of cuts was applied following a standard procedure. The main ones are listed
thereafter:

• run duration and number of events (MB) recorded greater than, respectively, 10 minutes and
5000 events;

• muon trigger system, VZERO, SPD present in the run, all at once, as Trigger Detectors;

• muon tracking and trigger system, VZERO, SPD present in the run, all at once, as Readout
Detectors;

After this selection, we can extract a first list of 20 runs fulfilling the necessary requirements.
Additional informations on the status of the detectors and the proton beam during the whole data-

taking period are mandatory to complete the selection and obtain a robust run list for the analysis. For
instance, all the runs dedicated to luminosity measurements (Van Der Meer scan) are rejected in the
analysis because of the instability of the proton beams.

Figure 3.2. Bending plane status map of the ten tracking chambers during run 146748. Red pads
are removed from the configuration.

In Fig. 3.2 we show, as an example, the status of the ten muon tracking chambers during one
of the pp runs at

√
s = 2.76 TeV taken in March 2011. Each part of the detector which does not

fulfill the requirements (red zones) in term of stability of the high voltage, pedestal, noise level or
maximum occupancy over the run duration was either removed from the data taking or excluded
afterward during the reconstruction.

5The ALICE data acquisition system records pp collisions data during various periods of operation called runs.
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3. DATA ANALYSIS: J/ψ→µ+µ− IN PROTON-PROTON COLLISIONS AT
√

s = 2.76 TEV

Other relevant variable that should be monitored to check the data quality is the number of tracks,
reconstructed in the Forward Muon Spectrometer, per MB or µ-MB trigger event as a function of the
different runs. The results are presented in Fig. 3.3.

RUN
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Figure 3.3. Number of tracks (reconstructed in the Forward Muon Spectrometer) per MB (Top)
and µ-MB (Bottom) trigger event as a function of the different runs considered in this analysis.

This quantity allows us to investigate the status of the Muon Spectrometer in term of efficiency
losses which mainly affect the track reconstruction in the detector.

Tracks can be divided into three categories:

• matched tracks are reconstructed tracks containing informations in both the tracking and the
trigger detectors of the muon spectrometer;
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3.1. Data sample

• tracking-only tracks are tracks reconstructed only in the tracking chambers without any infor-
mations from the trigger chambers;

• trigger-only tracks are tracks reconstructed only in the trigger chambers. They cannot be
matched to any tracking-only track;

We can observe a quite good stability of these ratios (for both triggers, MB and µ-MB) over the full
data-taking period with some fluctuations mostly explicable by the misbehavior of a few detection
elements. This is absolutely not an issue since the simulations, used to calculate the acceptance and
efficiency corrections (see Section 3.3), are performed on a run-per-run basis taking into account the
realistic conditions of the detector in each run.

As we can see in Fig. 3.3 (Top), the ratios in the first column (corresponding to run 146686)
present an evident discrepancy with respect to the other runs. Looking at it more in detail, prob-
lems with the Silicon Pixel Detector were discovered as a consequence of noisy electronic channels.
Therefore, this run was excluded.

In addition, it is interesting to notice the absolute value of the ratios in the two plots (Fig. 3.3 Top
and Bottom). The values related to muon trigger events (µ-MB) are higher with respect to minimum
bias trigger event (from 0.002 to 0.55 for matched tracks). This can be explained by remembering the
µ-MB trigger definition which requires the presence of one muon in the Muon Trigger chambers in
coincidence with a MB trigger.

146686
146688

146689
146746

146747
146748

146802
146803

146804
146805

146806
146807

146817
146824

146856
146858

146859
146860

Pr
ob

ab
ili

ty
 to

 s
at

is
fy

 tr
ig

ge
r c

on
di

tio
n 

(3
/4

) 

0.75

0.8

0.85

0.9

0.95

1

1.05

Figure 3.4. Trigger efficiency of muon trigger system for the analyzed period.

The status of the Muon Spectrometer trigger system was also monitored by measuring the trigger
efficiency (i.e. probability to satisfy the trigger condition, see Appendix D for details) as a function
of the different runs. The results, shown in Fig. 3.4, present a good stability with time (~ 99%).

As explained in Appendix D, the trigger efficiency can be inferred, according to the trigger def-
initions, from the status of the efficiencies of the chambers (i.e. probability of having a signal in the
chamber) which are shown in Fig. 3.5. The plot confirms the stability of the chamber efficiency for
the 4 planes over the full analyzed period.
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3. DATA ANALYSIS: J/ψ→µ+µ− IN PROTON-PROTON COLLISIONS AT
√

s = 2.76 TEV
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Figure 3.5. Efficiencies of the trigger chambers as a function of the runs analyzed. The value
shown takes into account the intrinsic efficiency of the detection elements and the presence of dead
electronic channels. Since the electronic is placed on both sides of the chamber (bending and non-
bending plane) in order to provide a bi-dimensional information, the probability of having a signal in
each plane separately as well as the probability of having a signal in both planes is shown.

It should be remarked that the presence of dead areas located in front of each other within the
same station (correlated dead areas) can lead to an overestimation of the efficiency. The method
(described in Appendix D), used to measure the trigger chamber efficiencies and consequently the
trigger efficiency, is blind to these correlated inefficiencies of the detector.

In order to study the impact of the correlated component of the efficiency on the data quality, we
can check the number of trigger tracks (matched and trigger-only tracks) per minimum bias event for
the analyzed period. The results, shown in Fig. 3.6, present a good stability with time except for the
first run which presents a clear drop and was therefore rejected.

In Table 3.1, we show a summary of the chamber efficiencies for the 4 planes of the Muon Trigger
system. It shows a good efficiency overall with a slightly better performance in the bending plane than
in the non-bending plane.

Finally, after the different selections previously described, 18 runs are qualified as good runs for
physics analysis summing up a total of 36 millions MB events and 9 millions µ-MB events (see
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3.1. Data sample

RUN
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0.0048

Sum of trigger tracks (matched+trigger-only) in CINT1B events / # CINT1B events

RUN
146686 146688 146689 146746 146747 146748 146801 146802 146803 146804 146805 146806 146807 146817 146824 146856 146858 146859 146860

C
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0.0045

0.005

0.0055

0.006

0.0065

0.007

0.0075

Sum tracker tracks (matched+tracker-only) in CINT1B events / # CINT1B eventsFigure 3.6. Number of trigger tracks (matched and trigger-only tracks) per minimum bias event
for all runs analyzed.

Global efficiencies (%)

Muon Trigger MT 11 MT 12 MT 13 MT 14

bending 95.83 96.92 97.53 96.90

non-bending 95.23 95.81 96.26 94.49

Table 3.1. Summary of the chamber efficiencies for the 4 planes of the Muon Trigger system.

Appendix A for details).

3.1.2 Event selection

Further selections, at the event level, are mandatory to improve the purity of the total data sample
available. In this paragraph we present the physics selection and the vertex selection.

The physics selection is an ALICE framework tool (implemented in a specific class of AliROOT)
used to properly select the interesting physics events, i.e. pp collision candidates, in all the data
samples. It allows to reject electromagnetic interactions (beam halo) and beam-gas events. These
spurious events can be identified with time measurements, performed by the VZERO scintillators. In
Fig. 3.7 an example of this measurement is shown.

The total data sample used for our physics studies, after the analysis of all the available ESD files
corresponding to the 18-run list, amounts to 3.49 · 107 MB events and 8.8 · 106 events satisfying the
µ-MB condition. Once the physics selection is applied, we finally obtain 3.46 · 107 MB events and
8.65 · 106 µ-MB events with a reduction of the statistics of, respectively, 0.9% and 1.8%.

In Fig. 3.8, the percentage reduction of the statistics due to the physics selection is shown as
function of the runs analyzed. This allows us to monitor the performances of the rejection over the
full period. The trend is quite stable for both trigger events, except for few runs with proton beam
instabilities creating higher background events.

As explained in the introduction of this chapter, J/ψ mesons are measured via their dimuon decay
channel into µ+µ− pairs. All tracks reconstructed by the Muon spectrometer are therefore considered
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3. DATA ANALYSIS: J/ψ→μ+μ− IN PROTON-PROTON COLLISIONS AT
√

s = 2.76 TEV

Figure 3.7. Event identification with time-of-flight difference measurement performed by the
VZERO scintillator (VOA and VOC).

in order to extract the muon pair candidates coming from J/ψ decay process.

Looking at minimum bias events passing the physics selection, 462143 tracks (tracking-only or

matched) are found in the pseudorapidity range -4 < η < -2.5 covered by the forward muon spectrom-

eter. While for muon trigger events passing the physics selection, 4.66 · 106 tracks, under the same

conditions, are reconstructed.
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Figure 3.8. Percentage reduction of the statistics after the application of the physics selection
for the full analyzed period (18 runs).

As we can notice from the previously quoted two numbers, the trigger condition for muon events

enables us to enrich considerably our muon sample with respect to minimum bias events. Hence, only

muon trigger events are retained in the following steps of the analysis presented.

Another event selection is finally applied taking into account the interaction vertex of the pp
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3.1. Data sample

collisions. Events are required to have at least one primary interaction vertex reconstructed by the
SPD. Practically, the number of SPD tracklets (called number of contributors) used for primary vertex
determination has to be greater than zero. Knowing the primary vertex position allows to improve the
reconstruction of the kinematics of the event, in particular in term of track momentum.

This cut rejects 3.76% of the muon event statistics leaving a total of 8.32 · 106 µ-MB events for
further analysis.

3.1.3 Muon track selection

The extraction of the J/ψ signal requires the study of the invariant mass distribution for opposite-sign
(OS) muon pairs in a mass region around the mass value of the J/ψ resonance (mJ/ψ= 3096.916 ±
0.011 MeV from PDG group [10]). From the muon candidate list for each event, we can obtain the
muon pairs by considering all the possible combinations of the tracks which are required to have hits
at least in the muon tracking chambers.

In Fig. 3.9, the plot shows the invariant mass distributions for opposite-sign muon pairs before
and after the application of the event selections (physics and vertex selection). The two distributions,
plotted in the mass region 1 < Mµ+µ− < 5 GeV/c2, refer only to µ-MB trigger events.
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Figure 3.9. (Top) Invariant mass distribution for opposite-sign muon pairs in the mass region 1
< Mµ+µ− < 5 GeV/c2. The black and red points correspond, respectively to the distributions before
and after the event selection. Only µ-MB trigger events are retained in the analysis. (Bottom) Ratio
of the two distributions.

Initially, the opposite-sign dimuon sample, in the mass region 1 < Mµ+µ− < 5 GeV/c2, consists
of 25897 OS muon pairs. The event selection reduces this number to 24562 with a decrease of the
statistics of 5.16%. Although the distributions shown in Fig. 4.9 are still quite raw and more cuts
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3. DATA ANALYSIS: J/ψ→µ+µ− IN PROTON-PROTON COLLISIONS AT
√

s = 2.76 TEV

are needed to extract the resonance signal, a peak corresponding to the J/ψ→µ+µ− decay is clearly
visible in the spectrum on top of a continuum.

In order to increase the purity of the muon sample, two track selection criteria are introduced.
First, it is required that at least one of the two muon candidates, forming the OS pair, is a matched
track. This track, reconstructed in the muon tracking chambers, has therefore to match the corre-
sponding hits in the muon trigger chambers. This cut rejects ~1.5% of the OS muon pairs in the mass
region 1 < Mµ+µ− < 5 GeV/c2.

With this requirement, hadrons (π , K), produced in the front absorber and stopped by the iron wall
positioned upstream of the trigger chambers, can be efficiently rejected. Furthermore, as explained in
Chapter 2, the logic of the trigger system allows to select muon candidate tracks having a transverse
momentum pT larger than a predefined value. Such a ptrig

T cut, equal to ∼ 0.5 GeV/c for the data
sample under analysis, is used to reject soft muons which come mainly from pion and kaon decays.

In Fig. 3.10, the transverse momentum pT distribution for muons coming from J/ψ decay (black
points) is shown. It is obtained by a Monte Carlo simulation of 50000 J/ψ produced in proton-proton
collision at

√
s = 2.76 TeV at forward rapidity.
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Figure 3.10. (Black points) Transverse momentum distribution for muons coming from J/ψ de-
cay obtained by a Monte Carlo simulation of 50000 J/ψ in pp collision at

√
s = 2.76 TeV at forward

rapidity. (Red/Blue points) Transverse momentum distribution for the muon carrying the higher/lower
pT of the OS muon pair.

For each unlike-sign muon pair of the simulated J/ψ sample, it is possible to identify the muon
carrying the higher/lower transverse momentum pT. The corresponding pT distribution is plotted with
red/blue points in Fig. 3.10.

The J/ψ signal loss induced by the muon trigger cut introduced, as can be verified by analyzing
the previous distributions, is negligible. In fact, in the 99.8% of the cases at least one of the two J/ψ
decay muons has a transverse momentum larger than the trigger pT threshold (ptrig

T = 0.5 GeV/c).
In principle, it would be possible to increase even more the purity of the muon sample requiring

both candidate muon tracks to be matched tracks. This strict selection would lead to an increase
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3.2. Signal extraction

of the signal to background ratio (S/B), at the J/ψ invariant mass, from 3.8 to 4.9 while the signal
significance6 would remain quite stable (passing from 30.7 to 28.4).

On the other hand, it was checked that this cut would lead to a loss of ~20% of the J/ψ event
statistics. Finally, the requirement of having both candidate muon tracks as matched tracks has not
been applied since the loss of signal is not justified by the modest increase of the signal to background
ratio at the J/ψ invariant mass.

A second track selection concerning Rabs, the radial coordinate of the track at the end of the front
absorber (Fig. 3.11), is introduced in the analysis. For each track, we require the following condition,
17.6 < Rabs < 89.5 cm, to be respected. This cut allows to retain only unlike-sign muon pairs whose
tracks are in the angular window 2° < θabs < 10°, where θabs is the angle corresponding to the track
position at the end of the front absorber.

Figure 3.11. Schematic view of Rabs and θabs in the front absorber.

With this quality cut, muons emitted at small angles, that have crossed a significant fraction
of the thick beam shield (see Chapter 2 for details on the composition of the front absorber) and,
consequently, have experienced many multiple Coulomb scatterings in the absorber, can be rejected.
Muons emitted at the edge of the front absorber ( θabs > 10°) are rejected as well. This selection
discards ~9% of the OS muon pairs in the mass region 1 < Mµ+µ− < 5 GeV/c2.

Finally, to define a precise acceptance window where to make the measurement, a cut on the
unlike-sign muon pair rapidity7 (2.5 < yDimuon < 4) is applied.

After the application of the event and muon track selection, the OS muon pair sample available for
analysis purpose consists of 21858 dimuon pairs. In Table 3.2, we show a summary of all selection
cuts introduced pointing out the effect on the number of OS muon pairs in the mass region 1 < Mµ+µ−

< 5 GeV/c2.

3.2 Signal extraction

In Fig. 3.12 (red points) we present the OS invariant mass spectrum for the mass region 1 < Mµ+µ−

< 5 GeV/c2 after the application of the event and muon track selection. A peak corresponding to
to the J/ψ→µ+µ− decay is clearly visible in the spectrum on top of a continuum while the signal
corresponding to the ψ(2S) decay is too weak to be visible.

6Definition of signal significance: S√
S+B

.
7The muon spectrometer covers, in the ALICE official reference frame, a negative η range and, consequently, a negative

y range. However, since in proton-proton collisions the physics is symmetric with respect to y = 0, the negative sign, when
quoting the rapidity values, has been dropped.
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3. DATA ANALYSIS: J/ψ→µ+µ− IN PROTON-PROTON COLLISIONS AT
√

s = 2.76 TEV

Summary of the selection cuts

Selection cuts Number of OS muon pairs

only µ-MB events 25897

+ event selection 24562

+ 1 muon matching MTR 24198

+ 17.6 < Rabs < 89.5 cm 21992

+ 2.5 < yDimuon < 4 21858

Table 3.2. Summary of the selection cuts introduced in the analysis. The second column shows
the number of OS muon pairs in the mass region 1 < Mµ+µ− < 5 GeV/c2, after the application of the
different selection cuts.
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after event & track selection
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Figure 3.12. (Top) Invariant mass distribution for opposite-sign muon pairs in the mass region
1 < Mµ+µ− < 5 GeV/c2. The black and red points correspond, respectively, to the distributions before
and after the selections (event and track). Only µ-MB trigger events are retained in the analysis.
(Bottom) Ratio of the two distributions.

The integrated J/ψ raw yield (total number of J/ψ , NJ/ψ , under the conditions 2.5 < yJ/ψ < 4 and
pT

J/ψ> 0 ) is extracted by fitting the invariant mass spectrum (red distribution in Fig. 3.12) in the mass
region 1 < Mµ+µ− < 5 GeV/c2.

The fitting function contains two components: the underlying continuum (background) and the
J/ψ signal (the ψ(2S) signal is not included in the fitting procedure). In order to correctly subtract the
background, it is important to reproduce it very well knowing its origin.

The source of the background can be divided into two different contributions. The first one, which
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3.2. Signal extraction

is dominant before the J/ψ peak at low Mµ+µ− , consists of muons ( µ+ and µ− ) coming from the
decays of pions and kaons (π , K). While the second one, which is dominant at high Mµ+µ− after the
J/ψ peak, is composed of muons produced in semi-leptonic decays of heavy quarks (c and b).

The two sources of the background allow to explain its different shape before and after the J/ψ
peak. As we can see in Fig. 3.12 (Top), where a logarithmic scale is used on the y-axis, the under-
lying continuum presents a practically linear behavior with two different slopes away from the J/ψ
resonance region. A sum of two exponentials B(x) (Eq. 3.1) has been consequently assumed as fitting
function for the background:

B(x) = A · eB·x +C · eD·x. (3.1)

The four parameters A, B, C and D are all kept as free parameters in the fit procedure.
Concerning the J/ψ signal, different functions have been tested in the fit to describe the resonance

line shape: the Gaussian function, the Crystal Ball functions [68] (in the standard and extended form)
and the so-called NA50 / NA60 function [69] (definitions in Appendix B).

As shown in Fig. 3.13, showing the invariant mass distribution for opposite-sign muon pairs of
a pure Monte Carlo J/ψ signal sample, the J/ψ line shape is clearly asymmetric due to non-gaussian
fluctuations around the J/ψ mass pole. They are the result of the energy-loss processes involving
every muon track crossing the front absorber, and of the radiative J/ψ decay.

]2 [GeV/cµµDiMuon Invariant Mass M
1 1.5 2 2.5 3 3.5 4 4.5 5

 )2
Ev

en
ts

 / 
(  

 4
 M

eV
/c

1
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210

310

Figure 3.13. Invariant mass distribution for opposite-sign muon pairs in the mass region 1 <
Mµ+µ− < 5 GeV/c2 of a pure Monte Carlo J/ψ signal sample (~ 2.5· 105 J/ψ). The simulation of the
sample of J/ψ signal events, according to a specific pT and y distribution (see details in Section 3.3),
is performed taking into account the realistic conditions of the Forward Muon Spectrometer.

For that reason, the Gaussian function appears to be unsuitable to describe correctly the J/ψ line
shape in the fit procedure and, consequently, has been discarded.

Although all the other fitting functions (CBs and NA50/NA60) can reproduce, in a satisfactory
way, the J/ψ resonance with the ultimately collected statistics, the standard Crystal Ball function
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3. DATA ANALYSIS: J/ψ→µ+µ− IN PROTON-PROTON COLLISIONS AT
√

s = 2.76 TEV

has been finally selected for the J/ψ signal extraction. It minimizes the number of free parameters
involved in the fit procedure with respect to the other functions and, in addition, it is widely adopted
by different LHC experiments as standard fit function for charmonia resonances.

The comparison of the J/ψ yields coming from different extraction methods will be important
afterward, as described in Section 3.5.1, since it allows to estimate the systematic uncertainties on the
signal extraction procedure.

As explained in Appendix B, the Crystal Ball function consists of a Gaussian core portion and a
power-law low-end tail defined by two parameters: α and n. In the fit process, the two parameters
can be left completely free, within a certain interval, or they can be fixed using the values obtained by
fitting the expected mass distribution of a pure Monte Carlo J/ψ signal sample (Fig. 3.13).

Finally, the second conservative approach has been followed since, with the available statistics and
signal to background ratio, the tail’s parameters can not be reliably fixed through the fitting procedure.
The fit to the invariant mass distribution of the pure Monte Carlo J/ψ signal sample, performed by a
Crystal Ball function, is shown in Fig. 3.14.
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/nDoF  = 1.6093 2$

Figure 3.14. Invariant mass distribution for opposite-sign muon pairs of a pure Monte Carlo
J/ψ signal sample in the mass region 2.4 < Mµ+µ− < 3.4 GeV/c2 . The invariant mass spectrum is
fitted by a Crystal Ball function in the mass range 2.6 < Mµ+µ− < 3.2 GeV/c2 and the result of the fit
is shown in red.

The low-end tail’s parameters, extracted from the previous fit (χ2/nDoF = 1.61), are: α = 0.84
± 0.01 and n = 5.28 ± 0.23. With this choice of parameters, we can finally extract the integrated
J/ψ yield NJ/ψ . In order to account for small uncertainties in the Monte Carlo description of the
experimental set-up, the position of the J/ψ mass pole mJ/ψ , as well as the width of the Crystal Ball
function σJ/ψ , is kept as free parameters in the final fit. This consists of two different steps.

Firstly, an initial estimation of the background is obtained by fitting the underlying continuum,
away from the J/ψ resonance (1.5 < Mµ+µ− < 2.2 GeV/c2 and 3.8 < Mµ+µ− < 5 GeV/c2), with
the exponential function B(x) (Eq. 3.1). We can, therefore, roughly determine an estimate for the
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3.2. Signal extraction

parameters A, B, C and D that can be used as initial values in the next fitting step. Finally, we perform
the global fit, signal and background together, to get the best estimation of all the parameters.

This fit procedure leads to a satisfactory fit (χ2/nDoF = 1.42) of the integrated invariant mass
distribution in the mass range 1.5 < Mµ+µ− < 5 GeV/c2, as shown in Fig. 3.15.
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S+B
S

/nDoF = 1.422#

Figure 3.15. Invariant mass distribution for opposite-sign muon pairs (2.5 < yJ/ψ < 4, pJ/ψ
T > 0

GeV/c) in the mass region 1 < Mµ+µ− < 5 GeV/c2 with the result of the fit performed in the mass range
1.5 < Mµ+µ− < 5 GeV/c2. Three different functions are plotted. The blue line represents the global
fit. The J/ψ signal contribution is shown in red line. The dashed black line shows the background
contribution.

The standard Crystal Ball function, describing the J/ψ line shape, is peaked at mJ/ψ = 3.131 ±
0.004 GeV/c2. Such a value is larger than the one quoted by the Particle Data Group [10] (PDG value:
mJ/ψ = 3096.916 ± 0.011 MeV/c2) by ~ 1%, showing that the accuracy of the magnetic field mapping,
of the energy loss correction and of the tracking chamber alignment is reasonably under control.

The measured width of the Crystal Ball function, σJ/ψ = 81 ± 4 MeV/c2, presents a discrepancy
with respect to the value, σJ/ψ = 68.2 ± 0.4 MeV/c2, obtained fitting the pure Monte Carlo J/ψ signal
sample (Fig. 3.14). This can be explained by considering the details of the simulation procedure.
Although the Monte Carlo simulation takes into account the realistic conditions of the detector, the
generation of the J/ψ particles and the successive reconstruction of the unlike-sign muon pairs are
not fully realistic. Actually, all the J/ψ particles are generated, for simplicity reasons, exactly in
the nominal interaction point (nominal IP {0.,0.,0.}). The same approximation is used at the recon-
struction stage of the OS muon pairs. This results in an overestimated resolution (lower σJ/ψ ) of the
Forward Muon Spectrometer. Once a realistic vertex distribution is implemented in the Monte Carlo
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3. DATA ANALYSIS: J/ψ→µ+µ− IN PROTON-PROTON COLLISIONS AT
√

s = 2.76 TEV

simulation code, the measured J/ψ width is in fair agreement with MC value8.
Finally, the total number of J/ψ signal events, obtained by integrating the Crystal Ball function

over the mass range 1 < Mµ+µ− < 5 GeV/c2, is NJ/ψ = 1319 ± 51 (stat.). The signal to background
ratio, at three standard deviations, S/B(±3σ) is equal to 3.8 while, for the signal significance, one gets
S/

√
S+B(±3σ) = 30.7.

The J/ψ statistics, collected in the dimuon channel, also allow us to study the resonance produc-
tion as a function of two kinematic variables: the transverse momentum pT and the rapidity y (see
Fig. 3.16 and 3.17). The pT-dependance has been studied in seven bins {0-1, 1-2, 2-3, 3-4, 4-5, 5-6,
6-8 GeV/c} while six bins (2.5 < y < 4, ∆y = 0.25) have been considered for the y-dependence.

The fitting technique is the same as the one used for the integrated invariant mass spectrum
(Fig. 3.15). The underlying continuum is described with the sum of two exponential functions, B(x)
(Eq. 3.1), and the J/ψ line shape is fitted using the standard Crystal Ball function.

The tails of the CB function are fixed, bin by bin, to the Monte Carlo since the available J/ψ
statistics cannot permit to reliably extract the α and n parameters from the fitting procedure. The α
and n values, used to fix the CB’s tails in each pT and y bin, are listed in Appendix B.

Unlike the integrated case, the value of the CB width has been fixed for each bin i to the value
σ i

J/ψ = σJ/ψ ·(σ i,MC
J/ψ /σMC

J/ψ ), i.e. by scaling the measured width for the integrated spectrum (σJ/ψ ) with
the MC ratio between the widths for the bin i and for the integrated spectrum. This conservative
approach follows as a consequence of the limited available J/ψ statistics which prevent us to be fully
confident in the extraction of the resonance’s width directly from the measured distributions. Finally
the position of the J/ψ mass pole mJ/ψ is kept as free parameter in the final fit.

In Fig. 3.16 and 3.17 the invariant mass spectra corresponding to the various pT and y bins are
shown, together with the results of the fits. As we can clearly see in the various plots, the J/ψ signal is
well visible also in the bins with lower statistics and the quality of the fits is similar to the one obtained
for the integrated mass spectrum (in details: 0.81 < χ2/nDoF < 2.43 for pT and 0.66 < χ2/nDoF < 1.55
for y). The sum of the J/ψ signal events for both pT and y bins agrees well (within 0.24% and 0.53%
respectively) with the result of the fit to the integrated mass spectrum (Fig. 3.15).

3.3 Acceptance and efficiency corrections
In order to calculate the integrated and the differential (pT and y) J/ψ production cross sections, the
J/ψ yields extracted from the previous fits must be properly corrected. The corrections take into
account the acceptance of the apparatus and the realistic conditions of the detectors during the data
taking, in term of reconstruction and triggering efficiencies.

The numerical values of the acceptance and efficiency corrections can be obtained with a Monte
Carlo simulation based on the generation of a large sample of signal events (~ 1·106 J/ψ generated in
total). The J/ψ resonances are generated using realistic pT and y distributions, tuned for proton-proton
collisions at

√
s = 2.76 TeV, by interpolating existing measurements at different energies (Tevatron,

RHIC and LHC).
In more details, the transverse momentum and rapidity distributions used as input for the Monte

Carlo simulations are based on the phenomenological interpolations discussed in [70]. In this article,
a procedure to evaluate the energy dependence of the inclusive J/ψ integrated and differential cross
sections in pp collisions is presented following different approaches.

In Fig. 3.18 we show the two distributions used, in our analysis, as input for Monte Carlo simula-
tions. A model independent approach to the extrapolation of the pT and y distribution has been finally

8A realistic vertex distribution has been implemented in the Monte Carlo simulation code tuned for Pb-Pb collisions.
The MC and real J/ψ widths are, in this case, compatible (75 vs 78 MeV/c2).
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3. DATA ANALYSIS: J/ψ→µ+µ− IN PROTON-PROTON COLLISIONS AT
√

s = 2.76 TEV
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3.3. Acceptance and efficiency corrections

adopted looking for an universal energy scaling behavior in the two distributions measured at different
energies. With this approach there is no need for a priori assumptions and the results only depend on
the function form (gaussian for the rapidity distribution) used to fit the existing measurements with
their uncertainties at different energies. In Appendix C the exact definition of the two functions is
shown.
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Figure 3.18. pT and y dependence used as input in the Monte Carlo simulations required for the
determination of the acceptance and efficiency corrections.

As implemented in the Monte Carlo simulation code (based on AliROOT)9, each generated event
contains one single J/ψ which is forced to decay into an opposite-sign muon pairs (µ+µ−). In order to
take into account the loss of J/ψ events due to smearing effects at the edge of the rapidity acceptance
(2.5 < y < 4), the J/ψ generation was performed over a y range (2.3 < y < 4.2) wider than that
covered by the forward muon spectrometer. Furthermore, the J/ψ production was assumed completely
unpolarized in our simulations.

Although the status of the forward muon spectrometer was rather stable all over the full period
of data taking, small run by run variations of the tracking and trigger systems, like readout-masked
regions or high-voltage-tripped regions, may have occurred. These effects must be included within
the simulations to correctly reproduce the realistic conditions of the detector. This can be achieved
by performing a Monte Carlo generation separately for the 18 runs of the data sample under analysis.
For each run the number of J/ψ signal events generated should be proportional to the integrated
luminosity collected in that specific run. This condition allows to properly take into account the
different run statistics in the calculation of the acceptance and efficiency corrections.

To take into consideration, within the Monte Carlo simulation code, the real conditions of the
detector during the data taking, for both tracking and trigger systems, the following procedure has
been adopted. The starting point is a database, the so-called Offline Conditions Database (OCDB10),
the place where detailed run-dependent informations on the detector status are stored during the data
taking. For what concern the muon tracking system, different informations can be found in the OCDB

9See http://aliweb.cern.ch/Offline/Activities/Simulation/index.html.
10The Offline Conditions Database (OCDB) is not a "database" in the literal sense of the word (like Oracle, MySQL,

etc) Actually, it is a set of entries in the AliEn file catalog [67] that points to physical entities (ROOT files stored in the
various storage elements of the Grid).
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3. DATA ANALYSIS: J/ψ→µ+µ− IN PROTON-PROTON COLLISIONS AT
√

s = 2.76 TEV

like the status of each electronic channel with respect to the Front-end readout, the high voltage (HV)
status of the ten tracking planes or the residual misalignment of the detection elements.

During the reconstruction of the raw data, the objets stored in the OCDB allow to calibrate the
detectors and then to properly reconstruct the recorded data by applying quality cuts defined in the re-
construction parameters. The same calibration objects and reconstruction parameters can also be used
during the reconstruction of the Monte Carlo simulated data, thus making sure the same selections
are applied with respect to the real raw data reconstruction.

Thank to these informations, the detector response (after the muon passage in the detector) can
therefore be tuned in the simulations according to the realistic detector behavior. For example,
the cluster charge/size measured for the tracking chambers can be reproduced including a realistic
channel-dependent electronic noise corresponding to the pedestal fluctuations measured during the
data taking.
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Figure 3.19. Total Tracking Efficiency as a function of the run number. The black and red points
correspond, respectively, to the tracking efficiency evaluated from the real data and simulated data.

In order to verify the validity of this procedure, it can be useful to consider the total tracking
efficiency of the muon spectrometer (the method for its evaluation is presented in Appendix D). In
Fig. 3.19, the total tracking efficiency is shown for the 18 runs analyzed, comparing the result obtained
from the real data (black points) to the simulated data (red points). The total tracking efficiencies are,
respectively, (90.2 ± 0.1)% and (91.2 ± 0.3)%. With a 1% difference, we can be confident about the
validity of procedure used to reproduce the realistic status of the muon spectrometer.

Finally, for what concern the trigger system, a realistic description of the trigger response is
achieved by directly using in the simulations the efficiency of the detection elements measured with
the real data and averaged over the full period of data taking. The obtained efficiencies (see in Ap-
pendix D the method used to calculate the trigger efficiency) are simply plugged, through the OCDB
database, in Monte Carlo simulation.
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3.3. Acceptance and efficiency corrections

3.3.1 Integrated acceptance and efficiency correction

For each run, the ratio between the total number of reconstructed J/ψ events, satisfying the analysis
cuts presented in Section 3.1.3, and the total number of generated events in the kinematical ranges pT
> 0 GeV/c and 2.5 < y < 4 gives the integrated correction, A×ε , for acceptance and efficiency. They
are shown in Fig. 3.20.
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Figure 3.20. The integrated acceptance and efficiency corrections, A×ε i, as a function of the 18
runs analyzed.

The differences between the A×ε i for the various runs do not exceed 4% with respect to their
average value which is equal to <A×ε> = 0.3461 ± 0.0007.

3.3.2 pT and y dependence of the acceptance and efficiency corrections

The study of the differential J/ψ production as a function of the transverse momentum and the rapidity
requires the evaluation of the pT and y dependence of the A×ε corrections. Due to the limited
collected statistics which prevent us from doing an analysis of the J/ψ production in bin of pT and y
together, a one-dimension approach has been used. Hence, the acceptance and efficiency corrections
are calculated separately for pT and y.

The same binning, introduced in Section 3.2 to extract the differential J/ψ yield, is used here. In
Fig. 3.21 the A×ε corrections are plotted as a function of the two kinematical variables for the 18
runs under analysis. The pT and y dependence of the A×ε corrections, averaged over the full period
of data taking, are instead plotted in Fig. 3.22 and 3.23.

It is worth noting that the A×ε corrections exhibit, at forward rapidity in the muon spectrometer, a
rather small variation as a function of the J/ψ pT varying in the range 0.326 - 0.507. This corresponds
to, respectively, - 6% and + 47% with respect to the integrated A×ε value, <A×ε> = 0.3461 ±
0.0007. Furthermore, the pT dependence of A×ε , which shows an increase with the J/ψ pT, presents
a non-zero correction down to low pT. As a consequence, the study of the J/ψ production is feasible
down to zero pT and represents an unique feature of ALICE at the LHC.
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3. DATA ANALYSIS: J/ψ→µ+µ− IN PROTON-PROTON COLLISIONS AT
√

s = 2.76 TEV
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Figure 3.21. Acceptance and efficiency corrections as a function of the kinematical variables,
pT (a) and y (b), for the 18 runs analyzed(plotted with different colors).
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Figure 3.22. (Top) Transverse momentum dependence of the A×ε corrections averaged over the
full period of data taking.

3.3.3 The effect of the J/ψ polarization

The A×ε corrections, shown in Fig. 3.22 and 3.23, are calculated by performing a Monte Carlo
simulation of fully unpolarized J/ψ meson. However, since the degree of J/ψ polarization is unknown,
it is important to study and quantify the effect of a J/ψ non-zero polarization on the corrections.

Experimentally, the J/ψ polarization can be measured through the angular analysis of the its decay
products. The angular distribution of the decay muons can be expressed in the general form [71]

W (θ ,φ) ∝ 1
3+λθ

(1+λθ cos2θ +λφ sin2θcos2φ +λθφ sin2θcosφ), (3.2)
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3.3. Acceptance and efficiency corrections
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Figure 3.23. Rapidity dependence of the A×ε corrections averaged over the full period of data
taking.

where θ (φ ) are the polar (azimuthal) muon angles in a given reference frame11. The two reference

frames relevant in our analysis are: the Collins-Soper (CS) and helicity (HE) frames [72], schemati-

cally displayed in Fig. 3.24.

(a) Collins-Soper reference frame. (b) Helicity reference frame.

Figure 3.24. Schematic view of the two reference frames used to perform the J/ψ polarization
studies.

In the CS frame, the z axis is defined as the bisector of the angle between the direction of one

beam and the opposite of the direction of the other one, in the rest frame of the decaying J/ψ meson.

In the HE reference frame, the z axis is given by the direction of the decaying particle in the center of

mass frame of the collision.

11The θ variable is defined as the angle between the direction of the μ+ momentum and the direction of the defined z
axis, while φ is the angle measured with respect to the production plane formed by the momenta of the colliding protons in

the J/ψ rest frame.
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3. DATA ANALYSIS: J/ψ→µ+µ− IN PROTON-PROTON COLLISIONS AT
√

s = 2.76 TEV

Equation 3.2 contains the three parameters λ θ , λ φ and λ θφ which quantify the degree of the J/ψ
polarization. In particular, when λ φ = 0 and λ θφ = 0, the values λ θ = +1, -1, 0 correspond to fully
transverse, fully longitudinal, and no polarization, respectively. These three extreme J/ψ polarization
scenarios are considered in the analysis.
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Figure 3.25. (Top) Transverse momentum dependence of the A×ε corrections averaged over the
full period of data taking. Three different data series are plotted. The black, red and blue points
correspond, respectively, to the three extreme J/ψ polarization scenario: completely unpolarized,
completely transversally polarized and completely longitudinally polarized. (Bottom) Ratio of the
red and blue distribution with respect to the black one.
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3.3. Acceptance and efficiency corrections

As shown in Fig. 3.25, the J/ψ polarization significantly affects the acceptance and efficiency
corrections in particular at low pT. The relative A×ε correction with respect to the unpolarized
scenario varies in a range, depending on pT, between 0.83 - 1.36 in HE frame and 0.81 - 1.38 in CS
frame.

The unknown degree of J/ψ polarization introduces therefore large uncertainties on the J/ψ pro-
duction cross sections. Their measurement will be given for the default polarization scenario (J/ψ
unpolarized) and a separate uncertainty, due to the unknown polarization, will be assigned. Future
measurements of the J/ψ polarization will allow to remove the uncertainties.

Recently, the ALICE Collaboration, studying the inclusive J/ψ production in pp collisions at
√

s =
7 TeV, has measured the polarization parameters λ θ and λ φ . According to the measurement, carried
out in the kinematical region 2.5 < y < 4 and 2 < pT < 8 GeV/c, the parameters are consistent with
zero, in both the Helicity and Collins-Soper reference frame [71]. Due to the limited statistics, this
results has not yet been implemented in the analysis to remove the uncertainties. This will be done as
soon as the collected statistics will permit it.

3.3.4 A× ε corrected pT and y spectra

Finally, the A×ε corrections, shown in Fig. 3.22 and 3.23, can be applied to J/ψ yields extracted from
the fits performed in Fig. 3.16 and 3.17. The effect of the correction is shown, in Fig. 3.26, for the
pT (a) and y (b) dependence. The two data series, red and blue points, correspond respectively to the
distributions before and after the A×ε correction.
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Figure 3.26. Transverse momentum and rapidity dependence of the J/ψ yield. The red and blue
points correspond, respectively, to the distributions before and after the A×ε correction.

For what concern the pT- and y-integrated J/ψ yield, we obtain Ncorr
J/ψ = NJ/ψ/ < A× ε > = 3811

± 148 (stat.) in the kinematical region 2.5 < y < 4 and pT > 0 GeV/c.
An important check on the pT and y input distributions, used to perform the Monte Carlo simula-

tions (Fig. 3.18), must be done at this stage. The Monte Carlo inputs should be compared to the A×ε
corrected spectra for the two kinematical variables. As shown in Fig. 3.27, real data and Monte Carlo
inputs, for both pT and y dependence, are compatible within one sigma.
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3. DATA ANALYSIS: J/ψ→µ+µ− IN PROTON-PROTON COLLISIONS AT
√

s = 2.76 TEV
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Figure 3.27. (Top) A×ε corrected spectra compared to the Monte Carlo inputs for the two kine-
matical variables (pT and y). (Bottom) Ratio of the two distributions.

3.4 Luminosity normalization

To calculate the integrated J/ψ production cross section, the A×ε corrected J/ψ yields Ncorr
J/ψ must be

normalized to the integrated luminosity L INT corresponding to the analyzed data sample (L INT =´
L (t) dt where L (t) is the instantaneous luminosity). The integrated cross section is calculated as
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3.4. Luminosity normalization

σJ/ψ(2.5 < y < 4) =
Ncorr

J/ψ
BR(J/ψ → µ+µ−)

· 1
L INT

(3.3)

where BR (J/ψ → µ+µ−) = (5.94 ± 0.06) % is the branching ratio for the J/ψ decay into a muon pair
[10].

The integrated luminosity L INT can be calculated using σ MB, the absolute cross section for min-
imum bias (MB) trigger events which have been chosen as reference process in our analysis [73].
Adopting as a reference the occurrence of the MB condition, the integrated luminosity would be sim-
ply L INT = NMB/σMB where NMB is the total number of MB-triggered events, passing the physics
selection introduced in Section 3.1.2, collected. In Section 3.4.1 the procedure followed to measure
the σMB cross section is described.

3.4.1 σMB measurement via van der Meer scan

The measurement of the cross section σp for a chosen reference process p is a prerequisite for the
luminosity normalization required for various cross section measurements. Actually, for a given data
sample, the corresponding integrated luminosity can be simply obtained from the number of reference
process events N p collected in the sample as L INT = Np/σ p.

At present, ALICE uses the van der Meer scan method [74] to measure the reference cross section
σ p. During the scans [75][76], performed in dedicated runs, the instantaneous luminosity is varied by
changing the distance between the two proton beams in the horizontal (x) and vertical (y) directions
(x-y being the plane transverse to the beam axis). The reference trigger rate Rp follows the luminosity
and its dependence on the beam displacement in x-y is measured during the van der Meer scan.

A bell-shaped curve is obtained for the counting rate Rp of the reference trigger as a function of
the beam separation (∆x and ∆y) with its peak at zero displacement. The analysis of such curves,
Rp(∆x, 0) and Rp(0, ∆y), allows us to determine the head-on luminosity12

L as

L = nN1N2 frevQxQy, (3.4)

where n is the number of colliding bunches in the orbit, frev is the orbital frequency, N1,2 is the number
of protons per bunch in the two beams and Qx,y is the beam shape factor in the x (y) direction. The
beam shape factor is defined as Qx,y = Rp(0, 0) / Sx,y, ratio between the head-on rate and Sx (Sy) which
is the scan area defined as the area below the Rp(∆x, 0) ( Rp(0, ∆y) ) curve. Once the scan areas are
obtained (via a fit or numerical integration), the cross section σ p for the reference process can be
derived as σ p = Rp(0,0)/L .

The reference process p, chosen by the ALICE experiment for luminosity measurements, is the
coincidence of hits in the VZERO detector which consists of two forward scintillators V0A and V0C
(see Chapter 2). The V0AND trigger input is therefore defined as V0AND = (V0A AND V0C),
with the logical operator AND applied to the two VZERO signals. The V0AND contamination from
beam-gas interactions during the scan was measured and found to be relatively small (much less than
a few Hertz)13.

During the pp collision data taking at
√

s = 2.76 TeV (March 2011), a van der Meer scan was
performed with 48 bunch pairs colliding in ALICE. The σ VOAND cross section was so measured
separately for all bunch pairs and the 48 values were averaged. The final result is σ VOAND = (47.7 ±
0.9) mb, with 0.9 mb (1.9%) total uncertainty (stat. + syst.).

12Instantaneous luminosity at zero beam displacement (∆x and ∆y =0).
13The measurement of a relatively small V0AND contamination from beam-gas interactions is an important check of

the applicability of the van der Meer scan method at the LHC.
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3. DATA ANALYSIS: J/ψ→µ+µ− IN PROTON-PROTON COLLISIONS AT
√

s = 2.76 TEV

As mentioned above, the reference process chosen in the present analysis is actually the occur-
rence of the minimum bias condition (MB). Therefore, it is required to calculate the relative factor
r = σVOAND/σMB which is obtained as the fraction of MB events where the L0 trigger input corre-
sponding to the V0AND conditions has fired. The r value is equal to 0.87 and it is quite stable, within
0.5%, over the analyzed data sample (see Fig. 3.40).

Finally, the σMB cross section can be derived as σ MB = σVOAND/r and it is equal to 55.4 ± 1.0
(total) mb.

3.4.2 R factor and pile-up correction

As explained in 3.1.2, the analysis of the J/ψ signal in the muon channel is performed considering
only the events satisfying the µ-MB trigger condition. Therefore, the L INT expression has to include
an additional multiplicative factor R which takes into account the enhancement of the muon sample
in muon trigger events with respect to minimum bias events. Practically, the R factor is obtained by
linking the occurrence of a reference process in the µ-MB and MB event samples.

The process used as reference for the R factor estimation is the yield Nµ of single muons (µ+

and µ−) detected in the pseudorapidity region -4 < ηµ < -2.5. The single muon tracks are required
to satisfy different selection cuts: the radial coordinate of the track at the end of the front absorber
(Fig. 3.11), Rabs, has to be in the range 17.6 < Rabs < 89.5 cm, the transverse momentum pµ

T has to be
larger than 1 GeV/c and, finally, only matched tracks are retained.

The R factor is then defined in Eq. 3.5 as the ratio

R =
Nµ−MB

µ
NMB

µ
(3.5)

of the single muon yields for the two event samples (physics selection is active). In Fig. 3.28 the R
factor is plotted as a function of the runs under analysis.

The numerical values of the R factor strongly depend on the relative bandwidth assigned by the
ALICE data acquisition to the two trigger samples (MB and µ-MB) over time. For the period of data
taking under analysis, one gets, considering the runs all together, R = 29.7 ± 0.2 with small variations
run by run (<10% with respect to the R mean value).

It is important to notice that the choice of the single muon pµ
T cut has no significant influence on

the R value, as can be inferred from the numerical values shown in the summary Table 3.3. The use of
three different pµ

T cut values (1, 2 and 3 GeV/c) results in compatible R values within the uncertainties.
This is due to the fact that both the µ-MB and MB muon samples are subject to the same set of cuts,
including the requirement of the matching between the tracking track and the corresponding trigger
track.

R factor: summary

pµ
T cut Nµ−MB

µ NMB
µ R

pµ
T > 1 GeV/c 686132 23136 29.7 ± 0.2

pµ
T > 2 GeV/c 81368 2744 29.7 ± 0.6

pµ
T > 3 GeV/c 22820 767 29.8 ± 1.1

Table 3.3. Summary of the numerical data needed for the R factor calculation.
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Figure 3.28. (Top) R factor plotted as a function of the different analyzed runs (black points).
The red line represents the R mean value obtained considering the runs all together. (Bottom) Ratio
of the black data set with respect to the R mean value.

The integrated luminosity L INT can be finally calculated using the relation shown in Eq. 3.6:

L INT =

ˆ
L (t)dt =

∑
i
(Nruni

MB · f runi
µ )

σMB
·R =

Npile-up
MB
σMB

·R, (3.6)

where f runi
µ is the factor that allows to correct, run by run, Nruni

MB (number of MB trigger events in runi)
for the probability of having multiple interactions in a single bunch crossing. The pile-up correction
factor fµ , which can vary from run to run, can be expressed as

fµ =
µ(t)

1− e−µ(t) , (3.7)

where µ is the expected value of the Poisson distribution which is used to describe the above men-
tioned probability [75]. In Fig. 3.29 the pile-up correction factor fµ is plotted as a function of the runs
under analysis.

The analysis performed on the 18-run list (see Section 3.1.2) gives a total data sample which
amounts to 3.46·107 MB events. After the run-by-run pile-up correction, we obtain ∑i(N

runi
MB · f runi

µ )

= 3.54·107 MB events which corresponds to an average correction factor < fµ> = 1.023 (blue dotted
line in Fig. 3.29).

We have now all the ingredients to calculate, according to Eq. 3.6 , the integrated luminosity
L INT. Being σMB equal to 55.4 ± 1.0 (total) mb, we finally obtain L INT = 18.96 ± 0.13 (stat.) nb−1

(systematic uncertainties on luminosity are discussed in Section 3.5.5).

3.5 Systematic uncertainties

In this Section the estimation of the systematic uncertainties on the inclusive J/ψ cross sections (both
integrated and differential) is discussed considering the possible sources of error.
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3. DATA ANALYSIS: J/ψ→µ+µ− IN PROTON-PROTON COLLISIONS AT
√

s = 2.76 TEV
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Figure 3.29. Pile-up correction factor fµ plotted as a function of the different analyzed runs (red
line). The blue dotted line represents the fµ mean value obtained considering the runs all together.

3.5.1 Signal extraction

As explained in Section 3.2 for the integrated case, the default fitting function consists of a back-
ground component described with the sum of two exponentials (Eq. 3.1) and a J/ψ signal reproduced
by a standard Crystal Ball function (CB) [68]. The CB low-end tail is fixed to the Monte Carlo while
the J/ψ mass pole and width are free parameters in the fit. In addition, the ψ(2S) signal, which is too
weak to be detected, is not included in the calculation. This fit is shown in Fig. 3.30 (a).

The systematic uncertainty on the signal extraction method is estimated by testing alternative
shapes for the signal and the background with respect to the default fitting choice.

Firstly, we can try to release, in the fit, the values of the two parameters (α and n) which char-
acterize the asymmetric left tail of the Crystal Ball function, as done in Fig. 3.30 (c). Secondly, the
J/ψ line shape can be fitted using a different function called Double Crystal Ball (CB2) which is an
extended form of the standard Crystal Ball function (see Appendix B). Unlike the CB shape, the CB2
has two asymmetric power-law tails governed by four parameters (αL, nL, αR and nR). Due to the
limited statistics, the CB2’s tails have to be fixed to Monte Carlo while the J/ψ mass pole and width
are free in the fit (Fig. 3.30 (e)).

Finally, the fits performed using these three different shapes for the J/ψ signal (CB with tail fixed,
CB with tail free and CB2 with tails fixed) can be repeated adding, in the global fitting function, the
ψ(2S) contribution. This is done in Fig. 3.30 (b), (d) and (f). Due to the small statistics, the ψ(2S)
parameters are tied to those of the J/ψ resonance. The ψ(2S) power-law tail(s) are parametrized by
the same J/ψ tail parameters (α and n) while the ψ(2S) mass and width are expressed as a function
of the corresponding J/ψ values under the following hypothesis.

For what concerns the mass, we know that the measured J/ψ mass value, mJ/ψ , is shifted with
respect to the Particle Data Group [10] value by a quantity ∆mJ/ψ = mJ/ψ −mPDG

J/ψ (with ∆mJ/ψ/mPDG
J/ψ

~ 1%). A similar behavior is expected for the experimental ψ(2S) mass, mψ(2S), which is shifted
by a quantity ∆mψ(2S) = mψ(2S)−mPDG

ψ(2S). Under the hypothesis that ∆mJ/ψ/mPDG
J/ψ = ∆mψ(2S)/mPDG

ψ(2S),
mψ(2S) can be expressed as a function of the experimental J/ψ mass:
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3.5. Systematic uncertainties

mψ(2S) = mPDG
ψ(2S) +∆mJ/ψ ·

mPDG
ψ(2S)

mPDG
J/ψ

. (3.8)

For the ψ(2S) resonance width, a different approach is adopted to derive its expression as a func-
tion of the measured J/ψ width. According to the detector design, the ALICE Forward Spectrometer
can measure the J/ψ and ϒ(1S) resonances with a nominal invariant mass resolution of 70 MeV/c2

and 100 MeV/c2, respectively (intrinsic detector resolution without any misalignment effects).

Under the hypothesis that the resonance resolution σ has an approximately linear dependence
with the resonance mass, the slope, s, of this line can be calculated14. Actually, due to a not perfect
alignment of the muon chambers, the J/ψ resonance is measured with a larger width (σ J/ψ = 81 ± 4
MeV/c2) with respect to the nominal one. Applying the linear approximation, with slope s, for the
mass dependence of the resonance resolution, one gets, from the measured point (mJ/ψ , σ J/ψ ), the
following relation:

σψ(2S) = σJ/ψ + s · (mψ(2S)−mJ/ψ), (3.9)

where σ ψ(2S) is function of mJ/ψ and σ J/ψ . The summary of the J/ψ parameters obtained with the
different fitting techniques is listed in Table 3.4. To calculate, in the integrated case, the systematic
uncertainty on the signal extraction, we can consider the absolute deviations ∆ = |NJ/ψ −Nre f | of
the J/ψ yields with respect to the reference value. In Fig. 3.31, the absolute deviations are shown
(blue points) with the result of the fit (horizontal black line) which allows us to estimate the average
absolute deviation <∆>. This quantity gives a systematic uncertainty of 3%.

Integrated J/ψ yields vs fit methods

J/ψ line shape J/ψ yield σJ/ψ (MeV/c2) χ2/nDoF

CB tail fixed w/o ψ(2S) 1319 ± 51 (stat.) 81 ± 4 1.42

CB tail free w/o ψ(2S) 1302 ± 53 (stat.) 82 ± 4 1.46

CB2 tails fixed w/o ψ(2S) 1353 ± 55 (stat.) 77 ± 4 1.41

CB tail fixed w/ ψ(2S) 1356 ± 59 (stat.) 83 ± 4 1.34

CB tail free w/ ψ(2S) 1345 ± 57 (stat.) 83 ± 5 1.38

CB2 tails fixed w/ ψ(2S) 1398 ± 58 (stat.) 81 ± 4 1.32

Table 3.4. Summary of the J/ψ parameters obtained performing the J/ψ signal extraction using
six different fitting techniques. The first line corresponds to the default fitting technique.

14s = (100MeV/c2 −70MeV/c2)/(mPDG
ϒ(1S)−mPDG

J/ψ ).
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3. DATA ANALYSIS: J/ψ→µ+µ− IN PROTON-PROTON COLLISIONS AT
√

s = 2.76 TEV
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(b) J/ψ and ψ(2S) : CB tail fixed
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(e) J/ψ : CB2 tails fixed
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Figure 3.30. Extraction of the integrated J/ψ yield with different fitting techniques.
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3.5. Systematic uncertainties
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Figure 3.31. Absolute deviation of the J/ψ yields with respect to the reference value (blue points).
The horizontal black line represents the fit of the data points with a constant function.

There is another way to determine the systematic uncertainty by considering the root mean square
(RMS) and the mean value of the data points shown in Fig. 3.32 (Top).
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Figure 3.32. (Top) Integrated J/ψ yield for the six different fitting techniques. (Bottom) Ratio
with respect to the reference integrated J/ψ yield, the one plotted in the first bin on the left (CB tail
fixed w/o ψ(2S)).
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3. DATA ANALYSIS: J/ψ→µ+µ− IN PROTON-PROTON COLLISIONS AT
√

s = 2.76 TEV

The ratio between the RMS and mean gives an estimation of the systematic uncertainty on the
signal extraction which is equal to 2.3%. Other alternative functions for the description of the J/ψ
resonance and background shapes have been tested. In particular, for the J/ψ resonance, a variable-
width Gaussian function, adopted in the past by the NA50 and NA60 Collaboration (CERN) [69]
(definitions in Appendix B), has been used.

Finally, the overall systematic uncertainty on the signal extraction, in the integrated case, can be
estimated with the conservative value of 4%.

In principle the systematic uncertainty on the signal extraction may present a dependence with
respect to the pT and y bins. In order to check the stability of the signal extraction, bin by bin, several
tests have been done using alternative functions for the J/ψ signal line shape. The following checks
have been performed:

• J/ψ signal described by a CB with tail fixed, bin by bin, to Monte Carlo and width fixed, for
each bin i, to the value σ i

J/ψ = σ J/ψ ·(σ i,MC
J/ψ /σMC

J/ψ )15 (reference choice);

• J/ψ signal described by a CB with tail fixed, bin by bin, to Monte Carlo and width free param-
eter in the fit;

• J/ψ signal described by a CB with tail fixed to the Monte Carlo pT- and y-integrated value and
width fixed, for each bin i, to the value σ i

J/ψ = σ J/ψ ·(σ i,MC
J/ψ /σMC

J/ψ ) ;

• J/ψ signal described by a CB with tail fixed to the Monte Carlo pT- and y-integrated value and
width free parameter in the fit;

• J/ψ signal described by a CB2 with tail fixed to the Monte Carlo pT- and y-integrated value and
width fixed, for each bin i, to the value σ i

J/ψ = σ J/ψ ·(σ i,MC
J/ψ /σMC

J/ψ ) ;

For each test, the background is always described with the sum of two exponentials (Eq. 3.1). For
what concerns the ψ(2S) contribution, it has been both excluded and included in the fit process, in the
latter case by tying the ψ(2S) parameters to those of the J/ψ resonance, as explained above. Figure
3.33 (Top) and 3.34 (Top) show, respectively, the transverse momentum and the rapidity dependence
of the J/ψ yield for several tests performed. The corresponding ratios, calculated with respect to the
reference J/ψ yield (red points), are shown on the bottom.

From the different tests performed, no clear trend as a function of the two kinematic variables, pT
and y, is observed. So, the systematic uncertainty on the signal extraction calculated for the integrated
case (4%) is assigned to each bin and considered uncorrelated between the bins.

3.5.2 Acceptance inputs

To estimate the systematic uncertainties relative to the choice of the Monte Carlo inputs, pT and y
(see Figure 3.18),the following procedure has been adopted. Both transverse momentum and rapidity
distribution have been varied using several alternative shapes (see Appendix C for the exact definition
of the functions).

First of all, we have considered two different parametrizations, for both pT and y, tuned for
proton-proton collisions at

√
s = 1.96 and 3.94 TeV. These two energies are, respectively, slightly

lower and higher than the one presently under analysis (
√

s = 2.76 TeV). More in details, at
√

s =
1.96 TeV, the J/ψ transverse momentum spectrum is obtained by fitting the pT distribution of the

15The CB width has been fixed to a value obtained by scaling the measured width for the integrated spectrum (σ J/ψ )
with the ratio between the MC widths for the bini and for the integrated spectrum.
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Figure 3.33. (Top) Transverse momentum dependence of the J/ψ yield calculated using alterna-
tive functions for the J/ψ signal line shape. (Bottom) Ratios calculated with respect to the reference
J/ψ yield (plotted in red).

inclusive J/ψ production measured in pp̄ collisions at
√

s = 1.96 TeV (Run II) by the CDF experiment
at the Tevatron collider [77]. This CDF measurement is performed over a rapidity of |y| < 0.6 for
all transverse momentum from 0 to 20 GeV/c. For the J/ψ rapidity spectrum, instead, following the
phenomenological interpolations discussed in [70], a gaussian shape, tuned at

√
s = 1.96 TeV, is used.

On the contrary, at
√

s = 3.94 TeV, the J/ψ transverse momentum spectrum is obtained by extrap-
olating to that energy the previously mentioned CDF J/ψ results at mid-rapidity. The y distribution is
then computed as a parametrization of the Color Evaporation Model (CEM) predictions at

√
s = 3.94

TeV (details in [78]).
As explained in Section 4.3, the acceptance and efficiency corrections, shown in Figure 3.20, 3.22,

3.23, are calculated using, as Monte Carlo inputs, realistic pT and y distributions tuned for proton-
proton collisions at

√
s = 2.76 TeV. The two parametrizations are obtained with a phenomenological

interpolations of existing measurements at different energies based on a model independent approach
[70]. In particular, the rapidity dependence is described by a gaussian shape.

The pT and y shapes tuned for proton-proton collisions at
√

s = 2.76 TeV and used as reference,
have also been modified by considering alternatives parametrizations. The pT dependence was ob-
tained by scaling, as explained in [78], the CDF J/ψ results at mid-rapidity [77] at

√
s = 2.76 TeV. For

the rapidity dependence, instead, a polynomial functional form (with n = 4), was adopted on the base
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3. DATA ANALYSIS: J/ψ→µ+µ− IN PROTON-PROTON COLLISIONS AT
√

s = 2.76 TEV
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Figure 3.34. (Top) Rapidity dependence of the J/ψ yield calculated using alternative functions
for the J/ψ signal line shape. (Bottom) Ratios calculated with respect to the reference J/ψ yield
(plotted in red).

of the model independent approach presented in [70] .
Figure 3.35 shows the integrated acceptance and efficiency corrections, A×ε i, as a function of

the 18 runs analyzed for the several Monte Carlo inputs tested. In Table 3.5, the A×ε corrections,
averaged over the full period of data taking, are listed quoting, in last column, the percentage dif-
ferences respect to the reference integrated A×ε correction. From these percentage differences, the
overall systematic uncertainty on the choice of the Monte Carlo inputs, in the integrated case, can be
estimated with value of 4%.

For the systematic uncertainties relative to the choice of the MC inputs, their values may in princi-
ple vary with either rapidity or transverse momentum. Therefore, a differential study of these effects
has been performed as shown in Figure 3.36 3.37. They show, for each pT and y bin, the ratios
between the A×ε correction value, obtained with a certain MC input, and the reference value. The
study observes no clear dependence as a function of the two kinematic variables. So, the systematic
uncertainty calculated for the integrated case (4%) is assigned to each pT and y bin and considered
uncorrelated between the bins.
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Figure 3.35. The integrated acceptance and efficiency corrections, A×ε i, as a function of the 18
runs analyzed for four Monte Carlo inputs tested.

Summary of the Monte Carlo inputs

Energy pT MC input y MC input Integrated A×ε Difference

pp
√

s = 1.96 TeV fit of CDF data gaussian shape 0.3485 ± 0.0008 4.2%

pp
√

s = 2.76 TeV scaled from CDF data gaussian shape 0.3520 ± 0.0008 1.7%

pp
√

s = 2.76 TeV universal fit gaussian shape 0.3461 ± 0.0007 -

pp
√

s = 2.76 TeV universal fit polynomial shape (n = 4) 0.353 ± 0.002 2.0%

pp
√

s = 3.94 TeV scaled from CDF data parametrization from CEM 0.3604 ± 0.0008 0.7%

Table 3.5. Summary of the Monte Carlo inputs tested with the corresponding integrated accep-
tance and efficiency corrections, averaged over the full period of data taking. The last column shows
the percentage differences with respect to the reference value (in red color).
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3. DATA ANALYSIS: J/ψ→µ+µ− IN PROTON-PROTON COLLISIONS AT
√

s = 2.76 TEV
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Figure 3.36. Ratios between the A×ε correction values, obtained with a certain MC input, and
the reference values for each pT bin.
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Figure 3.37. Ratios between the A×ε correction values, obtained with a certain MC input, and
the reference values for each rapidity bin.

3.5.3 Trigger efficiency

The systematic uncertainty on the muon trigger efficiency calculation was estimated following two
alternative approaches. In the first one, we compare the A×ε corrected J/ψ yield Ncorr

J/ψ for the sample
where only one of the two decay muons is required to match the trigger condition (reference choice),
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3.5. Systematic uncertainties

with the same quantity for the sample where both muons are required to satisfy that condition. For

the data sample under analysis, we obtain, respectively,

Ncorr
J/ψ =

NJ/ψ

< A · ε >
=

1319±51

0.3461±0.0007
= 3811±148 (3.10)

Ncorr
J/ψ =

NJ/ψ

< A · ε >
=

1072±42

0.2711±0.0006
= 3954±153 (3.11)

The 3.6% discrepancy between the two quantities can be taken as first estimation of the systematic

uncertainty.

In principle, such an approach may be influenced by statistical effects. Another method has

therefore been tested on the base of the following procedure. The efficiency of the trigger boards16 is

varied by a certain amount (-2%, -5% and -10%) and, implementing this new conditions in the Monte

Carlo simulation code, the A×ε correction is recalculated as shown in Fig. 3.38.

Figure 3.38. Ratios between the A×ε correction values, obtained with a certain MC input, and
the reference values for each rapidity bin.

Finally, if a 5% variation in the trigger board efficiency is conservatively assumed, we obtain a 1%

effect on the A×ε correction. Combining the results obtained with the two alternative approaches,

a 2% systematic uncertainty on the evaluation of the trigger efficiency has been adopted. The same

value is also assigned to each bin and considered as correlated between the bins.

3.5.4 Reconstruction efficiency

In order to study the systematic uncertainty on the reconstruction efficiency, we have developed a

method to measure the total tracking efficiency of the tracker system. This measurement was per-

formed both on real data and realistic Monte Carlo simulations and the difference between the two

quantities gives an estimate of the systematic uncertainty mentioned above.

16The trigger local boards allow to read the informations of the front-end electronics (FEE) of the Muon trigger system

(more details in Chapter 2).
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3. DATA ANALYSIS: J/ψ→µ+µ− IN PROTON-PROTON COLLISIONS AT
√

s = 2.76 TEV

The total tracking efficiency, εT T E can be evaluated starting from the determination of the ef-
ficiency per chamber. This is computed using the redundancy of the tracking informations in each
station, i. e. the fact that the two tracking chambers, contained in a station, do not need to be fired
together for a track to be reconstructed (details in Appendix D). Figure 3.39 shows the efficiencies
for the ten chambers of the muon spectrometer comparing the results obtained with real data (black
points) and MC simulations (red points).

Chamber
1 2 3 4 5 6 7 8 9 10

Ef
fic
ie
nc
y

0.6

0.7

0.8

0.9

1

Real Data

MC simulation

Figure 3.39. Comparison of the measured efficiencies for the ten tracking chambers in real data
(black points) and in realistic Monte Carlo simulations (red points) .

The values thus obtained are in the range from 81.5 to 99.9% for real data and from 83.3 to 99.8%
for MC simulated data. By combining the individual chamber efficiencies according to the recon-
struction criteria, the overall reconstruction efficiency εT T E can be finally determined. As explained
in Appendix D, the tracking algorithm requires at least one cluster in each of the first three stations
and at least three clusters in three different chambers in the last two stations to validate the track
reconstruction.

The total tracking efficiencies evaluated for real data and for Monte Carlo simulations are, respec-
tively, (90.2 ± 0.1)% and (91.2 ± 0.3)%. These two quantities differ by 1%, which is taken as a first
estimate of the systematic uncertainty on the reconstruction efficiency.

However, this procedure of measuring the reconstruction efficiency is blind to the correlated in-
efficiencies of the detection elements (DE), i. e. dead areas located in front of each other within the
same station. This effect leads to an overestimation of the efficiency. Such correlated dead areas were
studied, on real data, by developing a dedicated method able to spot and to correct these inefficien-
cies. The corresponding loss of efficiency on εT T E , in real data, was estimated to be equal to (0.83 ±
0.2)%.

Taking into account this effect, the resulting systematic uncertainty on the reconstruction effi-
ciency increases reaching a larger value of 1.8%. Nevertheless, a 1% additional systematic error was
assumed to allow for small-area correlations that could be missed in the present method. Finally,
combining this contribution with the error previously mentioned, the overall systematic uncertainty
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3.5. Systematic uncertainties

on the muon tracking efficiency is 2% which gives a 4% for muon pair detection.

The 4% value is assigned to each pT and y bin as a correlated systematic uncertainty.

3.5.5 Luminosity

The systematic uncertainty on the luminosity (LINT ) measurement, calculated using Eq. 3.6, consists

of different sources. The dominant component is the systematic uncertainty on the determination of

σVOAND which is required to obtain σMB. This source of systematic uncertainty, assumed to be equal

to 1.8%, is due to the uncertainties on the proton beam intensities [79] and on the procedure followed

to analyze the van der Meer scans of the V0AND signal [75].

The second component, which contributes to the systematic uncertainty on LINT , is related to the

relative factor r needed to derive the cross section of the reference process, σ MB, from the measured

cross section σVOAND . The factor r, obtained as the fraction of MB events where the L0 trigger input

corresponding to the V0AND condition has fired, presents a run-to-run oscillation within 0.5% over

the analyzed data sample (see Fig. 3.40 (a) ) . The amplitude of the oscillation is therefore taken as

an estimate of the r contribution to the systematic uncertainty on LINT .

Finally, the last contribution is related to the choice of the reference process used to calculate

the integrated luminosity LINT corresponding to the data sample under analysis. In Section 3.4, the

occurrence of the MB condition was adopted as reference. An alternative process has been therefore

taken into account by measuring the cross section σ μ−MB, relative to the occurrence of the μ-MB

trigger condition. It was calculated, like σ MB, starting from the measured σVOAND and the ratio

σVOAND / σ μ−MB. The procedure followed gives σ μ−MB = (447 ± 16) μb. Figure 3.40 (b) shows,

as a function of the analyzed runs, the ratio between LMB
INT and L

μ−MB
INT , the integrated luminosities

calculated using as reference, respectively, the MB and the μ-MB trigger condition. The discrepancy

related to the choice of the two reference processes can be estimated to be equal to 0.2%.

At the end, the three contributions to the systematic uncertainty on LINT (1.8%, 0.5% and 0.2%)

have been quadratically added giving as final value 1.9%.

(a) r factor

/Users/claudio/Desktop/good.pdf

(b) L MB
INT /L

μ−MB
INT ratio.

Figure 3.40. (Left) r factor (r = σVOAND/σMB) as a function of the runs under analysis. (Right)
L MB

INT /L
μ−MB

INT ratio as a function of the runs under analysis.
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3. DATA ANALYSIS: J/ψ→µ+µ− IN PROTON-PROTON COLLISIONS AT
√

s = 2.76 TEV

In addition, as shown in Eq. 3.6, the calculation of the integrated luminosity requires the estimate
of the R factor. This multiplicative factor allows to take into account the enhancement of the muon
sample in muon trigger events, used in the present analysis, with respect to minimum bias events. This
quantity was evaluated by linking the occurrence of a reference process, the yield of single muons
(µ+ and µ−), in the two trigger event samples. Eq. 3.5 shows the definition of the R factor that has
been used.

An alternative way to calculate the R factor was therefore adopted using the information of the
trigger scalers and taking into account the dead-time of the triggers [73]. In order to calculate the
trigger rate for a given process, the trigger scalers must be counted. There are 3 trigger levels (L0,
L1 and L2) and each of them presents two sub-levels identified by b and a, where b and a stand
for, respectively, be f ore and a f ter vetoes. In particular, L0b gives directly the number of times a
given trigger class is fired while L2a gives the number of times the same trigger class passes the CTP
(Central Trigger Processor) and the detector dead-time, as well as any other possible vetoes. These
counters are measured online and can be retrieved off-line for each run17. According to the trigger
selection programmed in the CTP for the proton-proton data taking under analysis, the R factor is
given by

R =
NMB

L2a
NMB

L0b
·

Nµ−MB
L0b

Nµ−MB
L2a

(3.12)

where NMB
L0b and NMB

L2a are the CTP scalers for the MB trigger type recorded at L0b and L2a,
respectively, and Nµ−MB

L0b and Nµ−MB
L2a are the CTP scalers for the µ-MB trigger type recorded at L0b

and L2a, respectively. It can also be noticed that NMB
L2a/NMB

L0b and Nµ−MB
L2a /Nµ−MB

L0b are, respectively, the relative
live-times of the two trigger classes, MB and µ-MB.

By comparing the R factors obtained with the two different methods, using Eq. 3.5 and Eq. 3.12,
a 3% systematic uncertainty on the R factor was estimated. This last uncertainty is assigned to each
pT and y bins as correlated between the bins as well as the previously quoted 1.9%.

3.5.6 J/ψ polarization

As explained in Sec. 3.3.3, the acceptance and efficiency corrections, A×ε , strongly depend on the
degree of the J/ψ polarization assumed in Monte Carlo simulations. They were calculated in three
extreme J/ψ polarization scenarios: completely unpolarized (λ θ = 0) and in the two cases of fully
transverse (λ θ = +1) or fully longitudinal (λ θ = -1) polarization. The calculation was performed in
the Collins-Soper (CS) and helicity (HE) reference frames.

The unknown degree of polarization of the J/ψ introduces therefore a systematic uncertainty on
the J/ψ production cross section which has been calculated assuming, as reference choice, the J/ψ
unpolarized. The systematic uncertainties related to the polarization are then calculated for both
Collins-Soper and helicity reference frames. For the integrated case, we obtain +32% (λ θ = -1) and
-16% (λ θ = +1) in the CS frame while in the HE frame +24% (λ θ = -1) and -12% (λ θ = +1).

17For more details see Chapter 2 and [80].
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3.6. Results

3.5.7 Total systematic uncertainty

Summary of the systematic uncertainties
Source ( % )

Signal extraction 4

Acceptance input 4

Trigger efficiency 2

Reconstruction efficiency 4

R factor 3

Luminosity 1.9

B.R. 1

Total 8.1

Polarization

Collins-Soper (CS)

Helicity (HE)

λ = -1 λ = +1

+32 -16

+24 -12

Table 3.6. Systematic uncertainties (in percent) contributing to the measurement of the inte-
grated J/ψ production cross section.

The systematic uncertainties on the integrated J/ψ production cross section are summarized in Table
3.6 where each contribution is quoted. The total systematic uncertainty, excluding those related to the
unknown degree of polarization of the J/ψ , is equal to 8.1%. This value is obtained by quadratically
combining the errors from the sources described above. An additional contribution is considered
taking into account that the branching ratio B.R. of the J/ψ decay into a muon pair (µ+ µ−) is known
with a 1% accuracy.

For the differential cross sections, measured as a function of the transverse momentum and rapid-
ity, the same sources of systematic uncertainties, quoted in Table 3.6, are assigned to each pT and y
bin, as explained above.

3.6 Results
The analysis, described in the previous Sections, allows to measure the integrated and the differential,
pT and y, cross sections for inclusive J/ψ production in proton-proton collisions at

√
s = 2.76 TeV.

The final results are presented in the following two Subsections.

3.6.1 Integrated J/ψ cross section

The integrated inclusive J/ψ production cross section has been obtained at forward rapidities (2.5 < y < 4)
for the transverse momentum range pT > 0 GeV/c. It is calculated using Eq. 3.13
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3. DATA ANALYSIS: J/ψ→µ+µ− IN PROTON-PROTON COLLISIONS AT
√

s = 2.76 TEV

σJ/ψ(2.5 < y < 4) =
NJ/ψ/<A·ε>

BR(J/ψ → µ+µ−)
· σMB

N pile−up
MB

·
NMB

µ

Nµ−MB
µ

(3.13)

which can be derived by combining the relations shown in Eq. 3.3 3.5 3.6. In Table 3.7, all the
ingredients required to calculate σ J/ψ (2.5 < y < 4) are summarized. Finally, the following result for
the integrated inclusive J/ψ cross section has been achieved:

σJ/ψ(2.5 < y < 4) = 3.38±0.14(stat.)±0.27(syst.)+0.54(λCS =+1)−1.08(λCS =−1)µb (3.14)

The polarization-related systematic uncertainties, estimated in the Collins-Soper (CS) and helicity
(HE) reference frames, are quoted separately for the reference frame (CS) where they are larger.
ALICE has recently measured the J/ψ polarization for

√
s = 7 TeV at forward rapidity [71] and

the results obtained exclude a significant degree of polarization for the J/ψ . However, due to the
difficulties to predict the

√
s-dependence of the polarization effect, we have decided to quote the

systematic uncertainties relative to two extreme scenarios of fully longitudinal (λ = -1) and fully
transverse (λ = +1) degree of polarization.

The ALICE experiment has also studied [81] the J/ψ production at forward rapidity in pp col-
lisions at

√
s = 7 TeV. The measured production cross section, corresponding to an integrated lu-

minosity LINT = 15.6 nb−1, is σJ/ψ(2.5 < y < 4) = 6.31± 0.25(stat.)± 0.76(syst.) + 0.95(λCS =
+1)− 1.96(λCS = −1)µb. With respect to the

√
s = 7 TeV measurement, the

√
s = 2.76 TeV cross

section is smaller by a factor 1.86 ± 0.29. The quoted uncertainty on the ratio is calculated by propa-
gating the quadratic sum of statistical and systematic uncertainties (excluding the polarization-related
contribution) of the cross section values.

Integrated J/ψ cross section

Element Value

NJ/ψ 1319 ± 51 (stat.)

<A·ε> 0.3461 ± 0.0007 (stat.)

B.R. (5.94 ± 0.06) % (syst.)

σMB 55.4 ± 1.0 (total) mb

Npile−up
MB (3.5410 ± 0.0006) · 107 (stat.)

NMB
µ 23136 ± 152 (stat.)

Nµ−MB
µ 686132 ± 828 (stat.)

LINT 18.96 ± 0.13 (stat.) nb−1

Table 3.7. Ingredients required to measure the integrated J/ψ production cross section.

3.6.2 Differential, pT and y, J/ψ cross sections

A differential study of the J/ψ production has been performed in two kinematical variables: the
transverse momentum pT and the rapidity y. The pT-dependence has been studied in 7 bins {0-1, 1-2,
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3.6. Results

2-3, 3-4, 4-5, 5-6, 6-8 GeV/c} while, for the y−dependence, 6 bins (2.5 < y < 4, ∆y = 0.25) have been
considered. Figure 3.16 and 3.17 show the invariant mass spectra for OS muon pairs corresponding
to the various pT and y bins together with the results of the fits performed to extract the J/ψ signal.

The differential cross sections are then calculated with the same approach used for the integrated
cross section which is shown in Eq. 3.13. The A×ε corrected spectra, dNcorr

J/ψ /d pT and dNcorr
J/ψ /dy

shown in Fig. 3.26 in blue, are normalized to the collected integrated luminosity Lint .
For what concerns the systematic uncertainties, the differential cross sections are affected by

the same error sources as discussed above for the integrated case. The same systematic uncertainty
values quoted in Table 3.6 apply to each pT and y bin. Table 3.8 gives a summary of results on the
J/ψ differential cross sections, showing the final numerical values including the various sources of
systematic uncertainties. They are presented by quoting, separately, the correlated, uncorrelated and
the polarization-related components.

Figure 3.41 presents the differential cross section d2σJ/ψ/d pTdy, averaged over the rapidity in-
terval 2.5 < y < 4, for the transverse momentum range 0 < pT < 8 GeV/c. The vertical error bars
represents the statistical errors while the boxes correspond to the systematic uncertainties. The sys-
tematic uncertainties relative to the luminosity are not included.

 (GeV/c)
T

p
0 1 2 3 4 5 6 7 8

b 
/ G

eV
/c

)
µ ( T

/d
yd

p
!

J/
"2 d

-210

-110

1

 1.9% luminosity)± = 2.76 TeV (spp 

ALICE pp, 2.5 < y < 4 

Figure 3.41. Differential J/ψ production cross section d2σJ/ψ/d pTdy for pp collisions at
√

s =
2.76 TeV in the forward rapidity range 2.5 < y < 4. The symbols are plotted at the center of each pT
bin.
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3. DATA ANALYSIS: J/ψ→µ+µ− IN PROTON-PROTON COLLISIONS AT
√

s = 2.76 TEV

p
T

N
J/ψ

A
×

ε
d

2σ
J/ψ/dp

T dy
System

atic
uncertainties

(G
eV

/c)
(µ

b
/(G

eV
/c))

C
orrelated

N
on-correlated

Polarization
(C

S)
Polarization

(H
E)

(µ
b

/(G
eV

/c))
(µ

b
/(G

eV
/c))

(µ
b

/(G
eV

/c))
(µ

b
/(G

eV
/c))

2.5
<

y
<

4

[0;1]
225

±
18

0.330
0.404

±
0.033

(stat.)
0.023

0.023
+0.076,−

0.155
+0.071,−

0.145
[1

;2]
387

±
24

0.326
0.702

±
0.044

(stat.)
0.041

0.040
+0.123,−

0.266
+0.100,−

0.207
[2

;3]
326

±
21

0.332
0.581

±
0.038

(stat.)
0.034

0.033
+0.099,−

0.203
+0.068,−

0.128
[3

;4]
195

±
16

0.354
0.326

±
0.027

(stat.)
0.019

0.018
+0.047,−

0.096
+0.026,−

0.053
[4

;5]
96

±
12

0.397
0.143

±
0.017

(stat.)
0.008

0.008
+0.014,−

0.030
+0.009,−

0.020
[5

;6]
55

±
9

0.449
0.073

±
0.011

(stat.)
0.004

0.004
+0.005,−

0.012
+0.006,−

0.009
[6

;8]
31

±
7

0.507
0.018

±
0.004

(stat.)
0.001

0.001
+0.001,−

0.001
+0.001,−

0.002

y
d

2σ
J/ψ/dy(µ

b)
(µ

b)
(µ

b)
(µ

b)
(µ

b)

[2.5
;2.75]

120
±

14
0.134

3.17
±

0.38
(stat.)

0.18
0.18

+0.70,−
1.47

+0.54,−
1.08

[2.75
;3]

242
±

20
0.361

2.38
±

0.20
(stat.)

0.14
0.13

+0.42,−
0.84

+0.39,−
0.78

[3
;3.25]

325
±

22
0.489

2.37
±

0.16
(stat.)

0.14
0.13

+0.30,−
0.68

+0.32,−
0.64

[3.25
;3.5]

292
±

20
0.503

2.07
±

0.14
(stat.)

0.12
0.12

+0.28,−
0.56

+0.22,−
0.39

[3.5
;3.75]

238
±

18
0.416

2.04
±

0.16
(stat.)

0.12
0.12

+0.34,−
0.68

+0.15,−
0.31

[3.75
;4]

108
±

12
0.214

1.79
±

0.20
(stat.)

0.10
0.10

+0.38,−
0.73

+0.17,−
0.28

Table
3.8.

Sum
m

ary
ofthe

finalresults
concerning

the
J/ψ

differentialcross
sections

for
proton-proton

collisions
at √

s
=

2.76
TeV.
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3.6. Results

In Figure 3.42, we present the results for dσJ/ψ/dy for proton-proton collisions at
√

s = 2.76
TeV in the forward rapidity range 2.5 < y < 4 (pT > 0 GeV/c). The values obtained in the forward
rapidity region (blue solid points) were also reflected with respect to y = 0 (blue open points) since in
proton-proton collisions the physics is symmetric with respect to zero rapidity. As the case of the pT
dependence, the vertical error bars represents the statistical errors while the boxes correspond to the
total systematic uncertainties where those related to the luminosity are excluded.

For both Figure 3.41 and 3.42, the symbols are plotted at the center of each bin. It should also
be remarked that the two differential cross sections assume unpolarized the J/ψ production and the
systematic uncertainties due to the unknown degree of J/ψ polarization are not shown.

y (rapidity)
-5 -4 -3 -2 -1 0 1 2 3 4 5

b 
)

µ
/d

y 
(

!
J/

"d

0

1

2

3

4

5

6

 1.9% luminosity)± = 2.76 TeV (spp  > 0 GeV/c 
t

ALICE pp, p

Figure 3.42. Differential J/ψ production cross section dσJ/ψ/dy for pp collisions at
√

s = 2.76
TeV in the forward rapidity range 2.5 < y < 4 (pT > 0 GeV/c). The symbols are plotted at the center
of each y bin.
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Chapter 4

Data analysis: J/ψ→µ+µ−

in proton-proton collisions

at
√

s = 7 TeV

In the first full year of operation of the LHC at CERN, 2010, the hadron accelerator delivered proton-
proton collisions at a center-of-mass energy

√
s = 7 TeV. During this first period of data taking, the

LHC machine reached the goal of delivering to the experiments more than 1032 cm−2 s−1 (100 Hz/µb)
instantaneous luminosity (peak luminosity) as shown in Fig. 4.1.

The ALICE experiment has studied the inclusive J/ψ production at central and forward rapidities
in proton-proton collisions at

√
s = 7 TeV [81] by analyzing a part of the proton-proton data sample

collected in 2010. In order to have a collision pile-up rate in the same bunch crossing below 5%,
the instantaneous luminosity delivered to ALICE was kept, for most of the 2010 run, in the range
0.06 - 0.12 Hz/µb. This low pile-up rate condition, required by several analysis performed in the
ALICE central barrel, is clearly strongly penalized for a low cross section process like the J/ψ meson
production.

In order to increase the statistics for such a process, ALICE has run, for a short period at the end of
2010, at instantaneous luminosities about 10 times higher than the ones previously delivered. Figure
4.1 shows the peak luminosity in the LHC 2010 run for the four LHC experiments (ALICE, ATLAS,
CMS and LHCb) as a function of the proton fill number. Actually, starting from fill 1418, the ALICE
peak luminosity exceeds 1 Hz/µb. These data, collected with a much larger pile-up rate in the same
bunch crossing, allow therefore to increase the J/ψ statistics with respect to the one analyzed in [81].

In this chapter, we present the analysis on inclusive J/ψ production performed with the above-
mentioned data collected at the end of 2010 (14 - 31 October 2010) at higher instantaneous luminosi-
ties. J/ψ mesons, studied through their decay channel into µ+µ− pairs, are measured down to zero
transverse momentum pT at forward rapidity (2.5 < y < 4). The aim of the analysis is the measure-
ment of the integrated and differential cross section for inclusive J/ψ production, the latter one as a
function of the J/ψ transverse momentum pT and rapidity y.

The analysis techniques required to study the J/ψ production have been already fully discussed in
Chapter 3 for proton-proton collisions at

√
s = 2.76 TeV. Since the analysis procedure is exactly the

same in the case of proton-proton collisions at
√

s = 7 TeV, we refer to Chapter 3 for any details. In
the following, we therefore present directly the main results pointing out the differences with respect
to the analysis described in Chapter 3.
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4. DATA ANALYSIS: J/ψ→µ+µ− IN PROTON-PROTON COLLISIONS AT
√

s = 7 TEV

Figure 4.1. Peak luminosity in the LHC 2010 run for the four LHC experiments (ALICE, ATLAS,
CMS and LHCb) as a function of the proton fill number.

4.1 Data Sample

The event sample used in the analysis of proton-proton collisions at
√

s = 7 TeV consists of Minimum
Bias events (MB trigger) and so-called muon events (µ-MB trigger) where the detection of at least
one muon in the pseudorapidity acceptance (-4 < η < -2.5) of the Muon Spectrometer is additionally
required in coincidence with a MB trigger 1. In particular, the µ-MB trigger allows the selection of
events where at least one particle, having a transverse momentum larger than a predefined value ptrig

T ,
is detected in the trigger chamber of the Muon Spectrometer. Such a ptrig

T cut permits the rejection of
soft muons, dominated by π and K decay, and is also able to limit the muon trigger rate when it is too
high the luminosity delivered by the LHC machine.

The collected data were divided in two sub-periods called, according to the ALICE standard
rules, LHC10f and LHC10g. Each one is characterized by a pretty stable tracking and trigger detector
configuration and performance. However, for what concerns the ptrig

T cut value, two different choices
have been made for the two sub-periods: the lowest ptrig

T threshold of 0.5 GeV/c, and 1 GeV/c,
respectively. This leads to a difference, between the LHC10f and LHC10g sub-periods, regarding the
mean value of the measured µ-MB trigger rate. In fact, we obtain, respectively, about 700 Hz and 200
Hz. As a consequence of the different ptrig

T cut choice, the data samples are dissimilar in particular
concerning the kinematic distribution of single muon candidate tracks (see Fig. 4.2 and 4.3) .

1

The details on the detectors used for this analysis and on the trigger definitions can be found in Chapter 2.

112

te
l-0

08
29

53
4,

 v
er

si
on

 1
 - 

3 
Ju

n 
20

13



4.1. Data Sample
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Figure 4.2. pT distribution for single matched tracks. Only µ-MB trigger event, passing the
physics selection, are retained in the analysis and the 17.6 < Rabs < 89.5 cm cut is applied (see
Section 3.1.2 and 3.1.3 for more details). The pT distribution is shown for several η ranges.
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Figure 4.3. η distribution for single matched tracks. Only µ-MB trigger event, passing the
physics selection, are retained in the analysis and the 17.6 < Rabs < 89.5 cm cut is applied (see
Section 3.1.2 and 3.1.3 for more details). The η distribution is shown for several pT ranges.

In addition to this, three different proton beam filling schemes have beam adopted: 2 trains of 8
colliding bunches for LHC10f and 15 colliding bunches in different trains (and also 1 train of 12 coll.
bunches) for LHC10g.

Such differences between the two sub-periods prevent us from merely merging them together and
performing a global analysis. In the following, the analysis of the LHC10f period will be presented.

With the use of quality checks on the detector performances and on the beam status, the run list
suitable for the analysis can be built up. Applying the several checks of the data Quality Assurance
(QA) presented in Subsection 3.1.1, 4 runs are finally qualified as good runs for analysis relative to
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4. DATA ANALYSIS: J/ψ→µ+µ− IN PROTON-PROTON COLLISIONS AT
√

s = 7 TEV

the LHC10f sub-period summing up a total of 1.15· 106 MB events and 29.7· 106 µ-MB events.
As explained in Section 3.1.2 and 3.1.3, further selections, at event and track level, are mandatory

to improve the purity of the data sample under analysis. The event selection, called physics selection,
allows to remove from the data sample electromagnetic interactions (beam halo) and beam-gas events.
Table 4.1 shows the effect of such a cut on the data sample after having performed, via the ALICE
Environment Alien [67], the analysis of all the available ESD files corresponding to the good run list.
In Table 4.2, we finally show the summary of all the selection cuts applied on the data sample under
analysis pointing out, for each cut, the effect on the numbers of opposite-sign (OS) muon pairs in
the invariant mass range 1 < Mµµ < 5 GeV/c2. Following the choice adopted in the

√
s = 2.76 TeV

analysis, only muon trigger events (µ-MB) are retained in the
√

s = 7 TeV analysis.

Effect of the physics selection (event cut)

Sub-period # MB (w/o PS) # MB (w/ PS) MB reduction (%)

LHC10f 1.1435 · 106 1.0858 · 106 - 5

# µ-MB (w/o PS) # µ-MB (w/ PS) µ-MB reduction (%)

LHC10f 2.9650 · 107 2.55476 · 107 - 14

Table 4.1. Summary of the effect of the physics selection PS (event cut) introduced in the analysis
of the sub-period LHC10f ..

Summary of the selection cuts

Selection cuts Number of OS muon pairs

only µ-MB events 291375

+ event selection 230783

+ 1 muon matching MTR 215587

+ 17.6 < Rabs < 89.5 cm 190483

+ 2.5 < yDimuon < 4 186323

Table 4.2. Summary of the selection cuts introduced in the analysis. The second column shows
the number of OS muon pairs in the mass region 1 < Mµµ < 5 GeV/c2, after the application of the
different selection cuts.

4.2 Signal extraction
The red points in Figure 4.4 represent the invariant mass distribution for opposite-sign muon pairs in
the mass region 1 < Mµµ < 5 GeV/c2 after the application of the event and muon track selections.
On top of a large continuum, a peak corresponding to the J/ψ→µ+µ− decay is clearly visible in the
spectrum while the signal corresponding to the ψ(2S) decay is too weak to be detected.The integrated
J/ψ yield (total number of signal events, NJ/ψ , under the conditions 2.5 < yJ/ψ < 4 and pT

J/ψ> 0 )
has been extracted by fitting that invariant mass spectrum (red distribution in Figure 4.4) in the mass
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4.2. Signal extraction

region 1.5 < Mµµ < 5 GeV/c2. The fitting procedure is exactly the same as the one followed in the√
s = 2.76 TeV analysis.

The fitting function therefore consists of two components: the underlying continuum (back-
ground), described by the sum of two exponentials function as shown in Eq. 3.1, and the J/ψ signal.
Different fit functions have been tested to describe the resonance line shape, following the approach
discussed in Section 3.5.1, in order to study the systematic uncertainty on the signal extraction.
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µ
µ

dN
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210

310

410

-MB events (LHC10f)µOnly 

no cuts

after event & track selection

]2 [GeV/cµµOS Dimuon invariant mass M

1 1.5 2 2.5 3 3.5 4 4.5 5

Ra
tio

0.2
0.4
0.6
0.8

1

Figure 4.4. (Top) Invariant mass distribution for opposite-sign muon pairs in the mass region
1 < Mµµ < 5 GeV/c2. The black and red points correspond, respectively, to the distributions before
and after the selections (event and track). Only µ-MB trigger events are retained in the analysis.
(Bottom) Ratio of the two distributions.

The integrated J/ψ yield, NJ/ψ , is finally obtained using, as reference fitting technique, the one
shown in Figure 4.6: J/ψ line shape is reproduced by a CB function with tail fixed to MC simulation
and ψ(2S) contribution is considered as negligible.

The CB low-end tail’s parameters are then extracted by fitting the invariant mass distribution of
a pure Monte Carlo J/ψ signal sample, as shown in Fig. 4.5. The fit, performed using a Crystal Ball
function, gives the following values: α = 0.818 ± 0.006 and n = 5.3 ± 0.1. Finally, in order to account
for small uncertainties in the Monte Carlo description of the experimental set-up, the position of the
J/ψ mass pole mJ/ψ , as well as the width of the Crystal Ball function σJ/ψ , is kept as free parameters
in the final fit.

The result of the fit (χ2/nDoF = 0.76) gives a J/ψ line shape described by a Crystal Ball function
peaked at mJ/ψ = 3.125 ± 0.003 GeV/c2 (about 1% larger with respect to the PDG mass value [10])
and having a width equal to σJ/ψ = 78 ± 3 MeV/c2. The total number of J/ψ signal events, obtained
by integrating the Crystal Ball function over the mass range 1.5 < Mµµ < 5 GeV/c2, is NJ/ψ = 3697
± 118 (stat.). The signal to background ratio, at three standard deviations, S/B(±3σ) is equal to 0.9
while, for the signal significance, one gets S/

√
S+B(±3σ) = 39.4.
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4. DATA ANALYSIS: J/ψ→µ+µ− IN PROTON-PROTON COLLISIONS AT
√

s = 7 TEV

]2Dimuon invariant mass [GeV/c
1 1.5 2 2.5 3 3.5 4 4.5 5 5.5 6

 )2
Ev

en
ts

 / 
(  

 5
 M

eV
/c

1

10

210

310

410

(a) Invariant mass distribution in the mass range
1 < Mµµ < 6 GeV/c2.
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(b) Fit performed with a CB function in the mass range
2.6 < Mµµ < 3.2 GeV/c2. The result of the fit is shown in
blue line.

Figure 4.5. Invariant mass distribution for opposite-sign muon pairs of a pure Monte Carlo J/ψ
signal sample (~ 9 · 105 J/ψ). The production of simulated J/ψ , performed according to a specific pT
and y distribution (see details in Section 4.3), is performed taking into account the realistic conditions
of the Forward Muon Spectrometer.

With the present collected J/ψ statistics, it is also possible to study the resonance production as
a function, separately, of two kinematic variables: the transverse momentum pT and the rapidity y.
Following the choice adopted for the

√
s = 2.76 TeV analysis, the pT-dependance has been studied in

seven bins {0-1, 1-2, 2-3, 3-4, 4-5, 5-6, 6-8 GeV/c} while six bins (2.5 < y < 4, ∆y = 0.25) have been
considered for the y-dependence.

For what concerns the J/ψ line shape, the choice made for the integrated invariant mass spectrum
(Fig. 4.6) has been followed in the differential case as well. The J/ψ is described by a standard Crystal
Ball function whose low-end tail is fixed, bin by bin, to its Monte Carlo value. The α and n values,
used to fix the CB’s tails in each pT and y bin, are listed in Appendix B. Unlike the integrated case,
the value of the CB width has been fixed for each bin i to the value σ J/ψ

i = σ J/ψ ·(σ J/ψ
i,MC/σ J/ψ

MC),
i. e. the measured width for the integrated spectrum (σ J/ψ ) is scaled with the MC ratio between the
widths for the bin i and for the integrated spectrum. This conservative approach takes into account the
fact that having a limited J/ψ statistics prevents us to be confident in the extraction of the resonance’s
width directly from the measured distributions. The position of the J/ψ mass pole mJ/ψ is instead
kept as free parameter in the final fit.

Concerning the underlying continuum, it can be described, as usual, with the sum of two expo-
nential functions (Eq. 3.1) only for the invariant mass spectra in y bins. While, for the spectra in pT
bins, it is not possible anymore for every bin. As it can be verified in Fig. 4.7, the background clearly
presets a very different shape as a function of pT. As a consequence, we decided to use the standard
sum of two exponential functions for the first three pT bins and a gaussian function for the last four
bins. A polynomial function of degree 2 has also been considered and tested in order to study the
systematic uncertainties on the signal extraction bin by bin.

The sum of the J/ψ signal events for both pT and y bins agrees well (within 1% and 3% respec-
tively) with the result of the fit to the integrated mass spectrum (Fig. 3.15).
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4.3. Acceptance and efficiency corrections
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Figure 4.6. Invariant mass distribution for opposite-sign muon pairs (2.5 < yJ/ψ < 4, pT
J/ψ > 0

GeV/c) in the mass region 2 < Mµµ < 5 GeV/c2 with the result of the fit performed in the mass range
1.5 < Mµµ < 5 GeV/c2. Three different functions are plotted. The blue line represents the global
fit. The J/ψ signal contribution is shown in red line. The dashed black line shows the background
contribution.

4.3 Acceptance and efficiency corrections

In order to calculate the integrated and the differential (pT and y) J/ψ production cross sections,
the J/ψ yields extracted from the previous fits must be corrected. The corrections allow to properly
account for the acceptance of the apparatus and the realistic conditions of the detectors during the
data taking, in term of reconstruction and triggering efficiencies.

The numerical values of the acceptance and efficiency corrections, A× ε , are obtained via Monte
Carlo simulation of a large sample of signal events (~5·106 J/ψ generated in total). The J/ψ res-
onances are generated using realistic pT and y distributions tuned for proton-proton collisions at√

s = 7 TeV. More in details, the input distributions for the two kinematical variables are chosen as
a parametrization of the differential cross-sections measured by ALICE at forward rapidity in previ-
ous analysis, with data collected at the same center-of-mass energy [81]. The experimental data are
interpolated using the functional functions 2 shown in Eq. 4.1

f (pT) =
pT�

1+a · ( pT
b )2

�n , g(y) = e−
(y/y0)

2

2·σ2 (4.1)

where a = 0.36, b = 2.44, n = 3.9, and y0 = 7.72 σ = 0.383.

2See [70] for a discussion on phenomenological procedures to evaluate the energy dependence of the inclusive J/ψ
integrated and differential cross sections in proton-proton collisions.
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4. DATA ANALYSIS: J/ψ→µ+µ− IN PROTON-PROTON COLLISIONS AT
√

s = 7 TEV
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Figure 4.7. Invariant mass spectra for OS muon pairs (2.5 < y < 4) in 2 pT bins. The results of
the fits are also shown. Three different functions are plotted for each y bin. The blue line represents
the global fit. The J/ψ signal contribution is shown in red line. The dashed black line shows the
background contribution.

In order to simulate the realistic conditions of the different detectors, the simulation framework3,
as already explained in Section 3.3, makes use of the so-called Offline Condition DataBase (OCDB)
which contains informations on the status of each detector during each run. Some of the OCDB
files are automatically created during the data taking and keep track of the general conditions of
the apparatus on a run-by-run basis; others are built specifically for the MC simulation and contain
informations extracted from real data.

The most important OCDB files, specifically built for the present Monte Carlo simulation, are:
the trigger chamber efficiency evaluated for each local boards using real data (see Chapter 2), the
residual misalignments for each detection element of the muon chamber system (see Chapter 2) and
the list of all the dead channels in the muon tracking stations, called Reject list 4.

Unlike the procedure adopted in the
√

s = 2.76 TeV analysis (see Section 3.3), only one Monte
Carlo simulation was performed for the whole period due to the rather stable detector conditions all
over the LHC10f period of data taking. Of course, dead channels can change from run to run and
therefore this effect should be properly taken into account. This can be achieved using the Reject list
which contains the probability of having one particular channel in a dead status. It is calculated by
considering, for the collected statistics, for how long that channel was off.

4.3.1 Integrated and differential acceptance and efficiency corrections

With the above explained MC simulation, it is finally possible to extract the integrated and differen-
tial acceptance and efficiency corrections. Considering the ratio between the total number of recon-
structed J/ψ events, satisfying the analysis cuts presented in Section 4.2, and the generated events
in the kinematical ranges pT > 0 GeV/c and 2.5 < y < 4, we obtain the integrated correction for
acceptance and efficiency which is equal to A×ε = 0.3092 ± 0.0004 (stat.).

3The software framework used for the Monte Carlo simulations is AliROOT, the official ALICE software.
4Unlike the simulation performed in the

√
s = 2.76 TeV analysis, a realistic primary vertex distribution has been taken
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4.3. Acceptance and efficiency corrections
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Figure 4.8. Acceptance and efficiency corrections as a function of the kinematical variables, pT
(a) and y (b).

The study of the J/ψ meson production as a function of the transverse momentum and the rapidity
requires the evaluation of the pT and y dependence of the A×ε corrections which is presented in
Fig. 4.8.

Finally, the differential A×ε corrections can be applied to raw J/ψ yields extracted from the fits
performed bin by bin. The effect of the correction is shown, in Fig. 4.9, for the pT (a) and y (b)
dependence. The two data series, red and blue points, correspond respectively to the distributions
before and after the A×ε correction. Instead, for what concern the pT- and y-integrated J/ψ yield,
we have Ncorr

J/ψ = NJ/ψ/<A×ε> = 11956 ± 382 (stat.) in the kinematical region 2.5 < y < 4 and pT > 0
GeV/c.

The present A×ε corrections are evaluated using a Monte Carlo simulation which assumes the
J/ψ meson production to be unpolarized. However, since the J/ψ polarization is unknown, it is im-
portant to study and quantify the effect of J/ψ non-zero polarization on the corrections. They were
therefore calculated in other two extreme J/ψ polarization scenarios: fully transverse (λ θ = +1) or
fully longitudinal (λ θ = -1) polarization. The calculation, performed in the Collins-Soper (CS) and
helicity (HE) reference frame, gives A×ε corrections strongly dependent on the degree of the J/ψ
polarization assumed in Monte Carlo simulations as we can see, for the

√
s = 2.76 TeV analysis, in

Fig. 3.25.

The unknown degree of polarization of the J/ψ gives a systematic uncertainty on the J/ψ produc-
tion cross section which has been calculated assuming, as reference choice, the J/ψ unpolarized. The
systematic uncertainties related to the polarization are calculated for both Collins-Soper and helicity
reference frames. For the integrated case, we obtain +31% (λ θ = -1) and -15% (λ θ = +1) in the CS
frame while in the HE frame +22% (λ θ = -1) and -10% (λ θ = +1).

into account
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4. DATA ANALYSIS: J/ψ→µ+µ− IN PROTON-PROTON COLLISIONS AT
√

s = 7 TEV
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Figure 4.9. Transverse momentum and rapidity dependence of the J/ψ yield. The red and blue
points correspond, respectively, to the distributions before and after the A×ε correction.

4.4 Luminosity normalization
The J/ψ production cross sections (integrated and differential) can be calculated by normalizing the
A×ε corrected J/ψ yields, Ncorr

J/ψ , to the integrated luminosity LINT corresponding to the analyzed data
sample (LINT =

´
L(t) dt with L(t) instantaneous luminosity). The following relation is used

σJ/ψ(2.5 < y < 4) =
NJ/ψ

A× ε ·BR(J/ψ → µ+µ−)
· 1

LINT
(4.2)

where BR (J/ψ → µ+µ−) = (5.94 ± 0.06) % is the branching ratio for the J/ψ decay into a muon
pair [10]. As explained in Section 3.4, the integrated luminosity LINT can be calculated choosing a
general reference process p as LINT = Np/σp where σp is the absolute cross section for the occurrence
of the p trigger condition and Np is the total number of p-triggered events. In the

√
s = 2.76 TeV

analysis, the minimum bias (MB) trigger condition has been chosen as reference process.
Actually, alternative methods can be used to estimate the integrated luminosity LINT , as already

mentioned in Section 3.5.5. LINT can also be expressed as

LINT =

ˆ
L(t) dt =

Nµ−MB · fµ
∆εtriggering ·σµ−MB

(4.3)

where Nµ−MB is the total number of events of the type µ −MB (muon trigger) and σµ−MB is
the corresponding cross section. σµ−MB is provided by van der Meer scans performed by ALICE in
dedicated runs during the proton-proton data taking at

√
s = 7 TeV. One of the most attractive features

of this method is that there is a negligible response to pile-up (i. e. fµ∼1) compared to the method
that uses σMB

5. On the contrary, one limitation of this method is related to the fact that the triggering
efficiency for detecting muons (which is crucial for the µ −MB trigger definition) may change over
time. Under the hypothesis of a stable triggering efficiency, which is pretty reasonable since the
period under analysis is short (few days) and rather stable, ∆ε can be neglected (i. e. ∆εtriggering ∼ 1).

5This property is important especially for the LHC10f period under analysis. As mentioned in Section 4.1, due to a
peak luminosity which exceeds 1 Hz/µb and the adopted proton filling scheme, the pile-up play an important role for the
minimum bias (MB) trigger in the LHC10f period.
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4.5. Systematics uncertainties

We have now all the ingredients to calculate, according to Eq. 4.3 , the integrated luminosity
LINT knowing that the absolute cross section for the occurrence of the µ−MB condition (ptrig

T = 0.5
GeV/c), σ µ−MB, is equal to 810 (5% total) µb and Nµ−MB = (2.5548 ± 0.0005) · 107 (stat.). Finally,
we obtain LINT = 31.54 ± 0.01 (stat.) nb−1 (systematic uncertainties on luminosity are discussed in
Section 4.5).

4.5 Systematics uncertainties
The sources of systematic uncertainties are exactly the same as for the corresponding

√
s = 2.76 TeV

analysis and have been estimated in a similar way (see Section 3.5). Table 4.3 shows their values for
the integrated cross section.

For what concerns the systematic uncertainties related to the acceptance input, trigger efficiency
and the reconstruction efficiency, we have kept the same values estimated in the analysis released
by the ALICE collaboration [81] which analyzes a smaller pp data sample collected at the same
center-of-mass energy

√
s = 7 TeV .

The uncertainty on signal extraction (7.6 %) has been estimated by testing alternative shape for
the J/ψ signal as explained in Section 3.5.1.

Finally, for what concerns the integrated luminosity LINT , calculated as LINT = Nµ−MB/σµ−MB, the
total uncertainty on σµ−MB equal to 5% is assumed as systematic uncertainty. The 5% value is esti-
mated during the van der Meer scans performed by ALICE to evaluate the σµ−MB cross section.

Summary of the systematic uncertainties
Source ( % )

Signal extraction 6.2

Acceptance input 5

Trigger efficiency 4

Reconstruction efficiency 3

Luminosity 5

B.R. 1

Total 10.7

Polarization

Collins-Soper (CS)

Helicity (HE)

λ = -1 λ = +1

+31 -15

+22 -10

Table 4.3. Systematic uncertainties (in percent) contributing to the measurement of the inte-
grated J/ψ production cross section.

The total systematics uncertainty, excluding those related to the unknown degree of J/ψ polar-
ization, is equal to 12.2 %. This value is obtained by quadratically summing the uncertainty values
described above, except the polarization which is quoted separately.

121

te
l-0

08
29

53
4,

 v
er

si
on

 1
 - 

3 
Ju

n 
20

13



4. DATA ANALYSIS: J/ψ→µ+µ− IN PROTON-PROTON COLLISIONS AT
√

s = 7 TEV

4.6 Results
The analysis, described in the previous Sections, allows to measure the integrated and the differential,
pT and y, cross sections for the inclusive J/ψ production in pp collisions at

√
s = 7 TeV. The final

results are presented in the following.

4.6.1 Integrated J/ψ cross section

The integrated cross section for inclusive J/ψ production has been obtained at forward rapidities
(2.5 < y < 4) for the transverse momentum range pT > 0 GeV/c. It is calculated using the following
Eq. 4.4

σJ/ψ(2.5 < y < 4) =
NJ/ψ/<A·ε>

BR(J/ψ → µ+µ−)
·

σµ−MB

Nµ−MB
(4.4)

which can be derived by combining the relations shown in Eq. 4.2 and 4.3. In Table 4.4, all
the ingredients required to calculate the integrated cross section are quoted. Finally, the measured
integrated cross section is

σJ/ψ(2.5 < y < 4) = 6.38±0.21(stat.)±0.78(syst.)+0.96(λCS =+1)−1.98(λCS =−1)µb (4.5)

The systematic uncertainties related to the unknown degree of J/ψ polarization, which have been
estimated in both Collins-Soper (CS) and helicity (HE) reference frames, are quoted, in Eq. 4.5, sepa-
rately for the reference frame (CS) where they are larger. Two extreme scenarios of fully longitudinal
(λ = -1) and fully transverse (λ = +1) degree of J/ψ polarization are taken into account to quote the
systematic uncertainties .

The ALICE experiment has recently studied [81] the J/ψ production at forward rapidity in pp
collisions at

√
s = 7 TeV. The measured production cross section, corresponding to an integrated lu-

minosity LINT = 15.6 nb−1, is σJ/ψ(2.5 < y < 4) = 6.31± 0.25(stat.)± 0.76(syst.) + 0.95(λCS =
+1)−1.96(λCS = −1)µb. The cross section value quoted in Eq 4.5 and obtained analyzing a larger
data sample of pp collisions at

√
s = 7 TeV (LINT = 31.54 nb−1) is well compatible with the corre-

sponding result that have been realized by ALICE.

Integrated J/ψ cross section

Element Value

NJ/ψ 3697 ± 118 (stat.)

<A·ε> 0.3092 ± 0.0004 (stat.)

B.R. (5.94 ± 0.06) % (syst.)

σ µ−MB 810 (5% total) µb

Nµ−MB (2.5548 ± 0.0005) · 107 (stat.)

LINT 31.54 ± 0.01 (stat.) nb−1

Table 4.4. Ingredients required to measure the integrated J/ψ production cross section (LHC10f
sample).
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4.6. Results

4.6.2 Differential, pT and y, J/ψ cross sections

The inclusive J/ψ production has been also studied as a function of two kinematical variables: the
transverse momentum pT and the rapidity y. The pT-dependence has been analyzed in 7 bins {0-1,
1-2, 2-3, 3-4, 4-5, 5-6, 6-8 GeV/c} while the y-dependence, in the region 2.5 < y < 4, was investigated
in 6 bins (∆y = 0.25).

The differential cross sections are calculated with the same approach used for the integrated cross
section which is shown in Eq. 4.4. The A×ε corrected spectra, dNcorr

J/ψ /d pT and dNcorr
J/ψ /dy shown in

Fig. 4.9 in blue, are normalized to the collected integrated luminosity LINT .
Concerning the systematic uncertainties, the differential cross sections are affected by the same

error sources introduced for the integrated case. The same systematic uncertainties quoted in Table 4.4
apply to each pT and y bin. Table 4.5 gives a summary of the results obtained for the differential cross
sections, showing the final numerical values including the various sources of systematic uncertainties.
They are presented by quoting, separately, the correlated, uncorrelated and the polarization-related
components.

Figure 4.10 presents the differential cross section d2σJ/ψ/d pTdy, averaged over the rapidity in-
terval 2.5 < y < 4, for the transverse momentum range 0 < pT < 8 GeV/c. The vertical error bars
represents the statistical errors while the boxes correspond to the systematic uncertainties. The sys-
tematic uncertainties relative to the luminosity (5%) are not included.

 (GeV/c)
T

p
0 1 2 3 4 5 6 7 8

b 
/ G

eV
/c

)
µ ( T

/d
yd

p
!

J/
"2 d

-110

1

 5 % luminosity)± = 7 TeV (spp 

ALICE pp, 2.5 < y < 4 

Figure 4.10. Differential cross section d2σJ/ψ/d pTdy as a function of pT for inclusive J/ψ pro-
duction in pp collisions at

√
s = 7 TeV at forward rapidity 2.5 < y < 4. The symbols are plotted at

the center of each pT bin.

In Figure 4.11, we present the differential cross section dσJ/ψ/dy as a function of rapidity for
inclusive J/ψ production in the forward rapidity range 2.5 < y < 4 (pT > 0 GeV/c). The values
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4. DATA ANALYSIS: J/ψ→µ+µ− IN PROTON-PROTON COLLISIONS AT
√

s = 7 TEV

obtained in the forward rapidity region (blue solid points) were also reflected with respect to y = 0
(blue open points) since physics is symmetric with respect to zero rapidity in pp collisions. As for
the pT dependence, the vertical error bars represents the statistical errors while the boxes correspond
to the total systematic uncertainties where those related to the luminosity are excluded.

For both Figure 4.10 and 4.11, the symbols are plotted at the center of each bin. It should also
be remarked that the two differential cross sections assume an unpolarized J/ψ production and the
systematic uncertainties due to the unknown degree of J/ψ polarization are not shown.

y (rapidity)
-5 -4 -3 -2 -1 0 1 2 3 4 5

b 
)

µ
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(

!
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"d

0
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3
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7

8

9

10
 5% luminosity)± = 7 TeV (spp  > 0 GeV/c tALICE pp, p

Figure 4.11. Differential cross section dσJ/ψ/dy as a function of rapidity for inclusive J/ψ pro-
duction in pp collisions at

√
s = 7 TeV in the forward rapidity range 2.5 < y < 4 (pT > 0 GeV/c). The

symbols are plotted at the center of each y bin..

Finally, in Fig. 4.12 (a) and (b), the differential cross sections shown, respectively, in Fig. 4.10 and
4.11 are compared to the corresponding results published by the ALICE collaboration [81] analyzing
a smaller data sample of pp collisions at

√
s = 7 TeV .
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4.6. Results
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(a) Differential cross section d2σJ/ψ/d pTdy as a function of pT. The points shown in Fig.
4.10 (blue points) are compared to the results previously published by the ALICE collabora-
tion [81](red points).
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(b) Differential cross section dσJ/ψ/dy as a function of rapidity. The points shown in Fig.
4.11 (blue points) are compared to the results previously published by the ALICE collabora-
tion [81] (red points).

Figure 4.12. .
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4. DATA ANALYSIS: J/ψ→µ+µ− IN PROTON-PROTON COLLISIONS AT
√

s = 7 TEV

p
T

N
J/ψ

A
×

ε
d

2σ
J/ψ/dp

T dy
System

atic
uncertainties

(G
eV

/c)
(µ

b
/(G

eV
/c))

C
orrelated

N
on-correlated

Polarization
(C

S)
Polarization

(H
E)

(µ
b

/(G
eV

/c))
(µ

b
/(G

eV
/c))

(µ
b

/(G
eV

/c))
(µ

b
/(G

eV
/c))

2.5
<

y
<

4

[0;1]
574

±
35

0.292
0.699

±
0.044

(stat.)
0.050

0.056
+0.146,−

0.219
+0.136,−

0.198
[1;2]

1017
±

50
0.288

1.254
±

0.063
(stat.)

0.090
0.100

+0.299,−
0.338

+0.183,−
0.280

[2;3]
783

±
41

0.295
0.945

±
0.051

(stat.)
0.067

0.075
+0.175,−

0.267
+0.092,−

0.195
[3;4]

482
±

35
0.316

0.543
±

0.040
(stat.)

0.039
0.043

+0.097,−
0.146

+0.057,−
0.089

[4;5]
381

±
30

0.353
0.383

±
0.030

(stat.)
0.027

0.031
+0.055,−

0.068
+0.027,−

0.041
[5;6]

188
±

23
0.397

0.169
±

0.021
(stat.)

0.012
0.013

+0.009,−
0.028

+0.009,−
0.019

[6;8]
162

±
22

0.444
0.065

±
0.009

(stat.)
0.005

0.005
+0.006,−

0.003
+0.006,−

0.007

y
d

2σ
J/ψ/dy(µ

b)
(µ

b)
(µ

b)
(µ

b)
(µ

b)

[2.5
;2.75]

322
±

42
0.130

5.30
±

0.69
(stat.)

0.38
0.42

+1.34,−
1.68

+0.97,−
1.33

[2.75
;3]

877
±

46
0.334

5.60
±

0.30
(stat.)

0.40
0.45

+1.25,−
1.37

+1.10,−
1.28

[3
;3.25]

847
±

43
0.436

4.15
±

0.21
(stat.)

0.30
0.33

+0.47,−
0.82

+0.41,−
0.78

[3.25
;3.5]

773
±

38
0.436

3.78
±

0.19
(stat.)

0.27
0.30

+0.43,−
0.75

+0.37,−
0.71

[3.5
;3.75]

593
±

34
0.353

3.59
±

0.21
(stat.)

0.26
0.29

+0.58,−
0.79

+0.23,−
0.54

[3.75
;4]

277
±

23
0.182

3.26
±

0.28
(stat.)

0.23
0.26

+0.72,−
1.08

+0.10,−
0.49

Table
4.5.

Sum
m

ary
ofthe

finalresults
on

the
differentialcross

sections
for

inclusive
J/ψ

production
in

pp
collisions

at √
s

=
7

TeV.

126

te
l-0

08
29

53
4,

 v
er

si
on

 1
 - 

3 
Ju

n 
20

13



Chapter 5

Experimental data versus model

predictions

In Chapter 3 and 4, the inclusive J/ψ production has been studied in the kinematic region 2.5 < y < 4
and pT > 0 , analyzing proton-proton (pp) collisions at center-of-mass energies of

√
s = 2.76 and 7

TeV, respectively. Fig. 3.41 and 4.10 show the double differential cross sections d2σJ/ψ/d pTdy as a
function of the J/ψ transverse momentum pT while the differential cross sections dσ/dy as a function
of the rapidity y are plotted in Fig. 3.42 and 4.11.

This chapter, after a short review of experimental results on quarkonium production at hadron col-
liders (Tevatron, RHIC and LHC), is devoted to compare the above mentioned J/ψ results, presented
in Chapter 3 and 4, with the available model predictions.

5.1 Review of recent experimental results on quarkonium production

Quarkonium production has been extensively studied since November 1974 when the discovery of the
first quarkonium state (QQ̄), the J/ψ resonance, was announced in the particle physics community.
For almost 40 years, many results have been published concerning the quarkonium production in
lepton-lepton, lepton-hadron and hadron-hadron collisions. In this section, a review of the main
experimental results as obtained by the most recent hadron colliders (Tevatron, RHIC and LHC) is
presented [34].

Results from Tevatron. The Tevatron at Fermilab, as stated by its name, delivered proton-
antiproton1 collisions at TeV energies. Two different runs have been performed: for Run I (1993
- 1996) the center-of-mass energy was equal to

√
s = 1.8 TeV, while a larger value,

√
s = 1.96 TeV,

was reached in Run II.
The Collider Detector at Fermilab (CDF) collaboration measured, in Run I and II , the production

cross sections for several charmonium and bottomonium states. Fig. 5.1 shows the differential cross
section for prompt production of J/ψ→µ+µ−, i. e. J/ψ not coming from the decay of B mesons, as
a function of pT measured with Run I data sample. The three fractions of prompt J/ψ2 are plotted as

1It is worth observing that high-energy pp and pp̄ collisions give similar results for the same kinematics, due to the
small contribution of valence quarks in the initial hard processes.

2In the CDF analysis, prompt J/ψ’s that do not come from ψ(2S) or χc decays are assumed to be produced directly.
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5. EXPERIMENTAL DATA versus MODEL PREDICTIONS

J/ψ, ψ�
and Υ Production at Hadron Colliders: a review 19

and is almost constant from 5 to 18 GeV in pT (see Fig. 10 (left)). We therefore
conclude from the analysis of CDF that the direct production is the principal con-
tribution to J/ψ.
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Fig. 10. (left) Fractions of J/ψ with the contribution of b’s removed. The error bars correspond
to statistical uncertainty. The dashed lines show the upper and lower bounds corresponding to
the statistical and systematic uncertainties combined (from 53). (right) Differential cross section
for prompt production of J/ψ → µ−µ+ as a function of pT (Reprinted figure from Ref. 49 with
permission of American Physical Society. Copyright (1997)).

In order to get the cross section of direct J/ψ production, it is sufficient now to
extract the contribution of ψ� obtained by Monte-Carlo simulation and of χc ob-
tained by multiplying the cross section of prompt production by the factor F (b/)J/ψχ ,
which is a function of pJ/ψT . The different cross sections are displayed in Fig. 10
(right).

2.3.3. Prompt J/ψ production at
√
s = 1.96 TeV

The first results of the run II for prompt J/ψ production at
√
s = 1.96 TeV have

recently been published in Ref. 54. They correspond to an integrated luminosity of
39.7 pb−1. The inclusive J/ψ cross section was measured for PT from 0 to 20 GeV
and the prompt signal was extracted from PT = 1.25 GeV. The rapidity domain is
still −0.6 < y < 0.6.

We do not give here the details of the experimental analysis which is thoroughly
exposed in Ref. 54. The prompt-signal extraction follows the same lines as done for
the analysis previously exposed. The prompt J/ψ cross section obtained is plotted
in Fig. 11.

Figure 5.1. Differential cross section for prompt production of J/ψ→µ+µ− as a function of pT
for |η | < 0.6 (Run I data sample) [34].

well. In Fig. 5.2, experimental results on charmonia, as measured by CDF with Run I data sample,
are compared to several theoretical predictions (CSM, CEM and NRQCD factorization approach).

As shown in Fig. 5.2 (a), the observed direct J/ψ and prompt ψ(2S)3 production cross sections
were found in disagreement with the predictions of the LO CSM (dotted curves). Actually, prompt
cross sections were orders of magnitude above the LO CSM predictions. This problem, known as ψ’
anomaly, was confirmed, at LO, even when the gluon fragmentation processes4 were included within
the CSM [34].

The crisis of CSM motivated various theoretical developments which led new interpretations of
the quarkonium hadroproduction mechanisms, especially within the NRQCD factorization approach.
In particular, NRQCD calculations at LO, including gluon fragmentation processes at high pT, were
able to fit5 the CDF’s charmonium production results showing a pretty good agreement (see Fig.
5.2(a)) 6.

3It is worth noting that for ψ(2S), the prompt production identifies with the direct one.
4Gluon fragmentation processes, even though of higher order in αs, are supposed to prevail over the LO CSM for

S-wave mesons (J/ψ , ψ’, ...) at large pT [82].
5The fit to CDF experimental data allows to extract the non-perturbative matrix elements, the so-called Long Distance

Matrix Elements (LDMEs) (see Section 1.2.3.5). Once they are known, NRQCD can be used to obtain other theoretical
predictions (e. g. quarkonium polarization).

6The application of the LO NRQCD approach to the ϒ(1S) differential pT cross section is satisfactory only for pT > 8
GeV/c, while for lower pT the theoretical prediction diverges [83].
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5.1. Review of recent experimental results on quarkonium production1.5 – Experimental results on quarkonium production before the LHC era
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Figure 1.7: Cross section as a function of the transverse momentum for direct J/ψ,

prompt ψ(2S), J/ψ from χc and Υ production at
√
s = 1.8 TeV measured by the

CDF experiment at Tevatron. Experimental data are compared to LO NRQCD and

LO CSM and to NLO CEM. From [18].

25

(a) Direct J/ψ (left) and prompt ψ(2S) (right) production. The dotted curves are the LO CSM contributions. The solid curves
are the LO NRQCD factorization fits and the other curves are individual color-octet contribution to the fits.
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(b) Direct J/ψ (left) and prompt J/ψ from decays of ψ(2S) (right) production. The dotted and solid solid curves are two CEM
predictions at NLO obtained using two different set of parameters.

Figure 5.2. Differential cross sections for charmonia production at the Tevatron as a function of
pT. The data points, CDF measurements (Run I, pp̄ at

√
s = 1.8 TeV), are compared to CSM, CEM

and NRQCD factorization predictions. From Ref. [84].

Fig. 5.2 (b) show that direct J/ψ (left) and prompt J/ψ from ψ(2S) decays (right) differential
pT cross sections can also be well described by NLO CEM calculations within kT-factorization ap-
proach7.

Afterwards, many theoretical efforts from the CSM side have been made in order to recover the
above mentioned failure at LO, motivated also by the difficulties of LO NRQCD in describing quarko-

7In kT-factorization approaches parton are not collinear but have a proper transverse momentum distribution. Within
this approach, processes, that appear only at higher order in the standard collinear approach, contribute at low orders in αs
too.
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5. EXPERIMENTAL DATA versus MODEL PREDICTIONS

Difficulties in describing mid- and high-PT data ?

Impact of QCD corrections to CSM at mid and high PT
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Figure 5.3. Differential pT cross sections for prompt ϒ(1S) (left) and prompt ψ(2S) (right) pro-
duction as measured by the CDF experiment in Run I and II, respectively (prompt ϒ(1S) yield is
multiplied by Fdirect to obtain the direct yield). Experimental data are compared to CSM predictions
(direct production) at various orders. Blue bands represent LO (α3

s ). Grey bands represent full NLO
(α3

s +α4
s ). Red bands represent NNLO� (up to α5

s ).

nia polarization [85]. Calculations at higher orders in αs, including NLO and NNLO� 8 contributions
[86, 87, 88], have therefore allowed to obtain new predictions for prompt ϒ(1S) and ψ(2S) production
at Tevatron in Run I and Run II, respectively.

NLO and NNLO� corrections, shown with the CDF experimental data in Fig. 5.3, appeared to
be quite important, especially in the high-pT region leading to predictions which tend to agree much
better with the experimental pT differential cross sections. Therefore, CSM started to play again a key
role in the description of quarkonium hadroproduction. New NLO calculations were also computed
for the NRQCD fits giving small differences with respect to the LO ones.

Results from RHIC. RHIC collider at BNL run at
√

s = 200 GeV with pp collision. PHENIX and
STAR collaboration released several results on J/ψ production for whom new theoretical calculations
were available.

In Fig. 5.4 (a), the differential pT prompt J/ψ cross sections, dσ/dPT dy × Br, as measured by
STAR [89] and PHENIX [90] in pp collisions at

√
s = 200 GeV at mid-rapidity rapidity (|y| < 0.35),

are compared to CSM predictions for direct J/ψ production [91]. The light blue band represents the
NLO+yield, which is namely the yield at NLO accuracy (gg and gq fusion) added to the yield from
cg fusion at LO.

The red band instead represents the NNLO� yield (gg and qg fusion) with cg fusion at LO added.
The NLO+ prediction agrees with the PHENIX J/ψ data in the low-pT range (pT � 2 GeV/c) while,
for larger pT values, it is substantially below the STAR and PHENIX points. The cg LO + NNLO�

CSM contribution, which can be computed reliably for pT > 5 GeV/c, is compatible, within the
theoretical uncertainty band, with the data points, although the band is quite large.

In Fig. 5.4 (b), the differential pT prompt J/ψ cross section, as measured by PHENIX [93] in pp
collisions at

√
s = 200 GeV at mid-rapidity rapidity (|y| < 0.35), is compared to the LO NRQCD and

the LO CSM predictions [92] in the region pT > 1.5 GeV. The band surrounded by solid red curve
displays the direct J/ψ CSM contribution at LO in αs which underestimates the data over the whole

8The NNLO� is a not complete NNLO (leading-pT NNLO contributions).
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5.1. Review of recent experimental results on quarkonium production

(a) central (b) forward

Figure 8: dσ/dPT /dy×Br in pp collisions at
√

sNN = 200 GeV a) in the central (|y| < 0.35) and b) in the forward (1.2 < |y| <
2.2) regions at NLO+ (and cg LO +NNLO� for (a)) compared to the PHENIX [16] and STAR [27] data. The theoretical-error
bands come from combining the uncertainties resulting from the choice of µ f , µr, mq, see text.
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Figure 9: Comparison between α(PT ) for J/ψ directly produced at NLO+ (see text) and the PHENIX data [31, 32] in both
rapidity regions in pp at

√
sNN = 200 GeV.

Beforehand, we present results for the NLO+ yield,
namely the yield at NLO accuracy from gg and gq fusion
added to the yield from cg fusion at LO accuracy6. The
sum of both contributions differential in PT is compared to
the PHENIX and STAR data on Fig. 8 a) and b). In the cen-
tral region, the yield at NNLO� from gg and gq fusion is
also shown (with cg at LO added). The computation being
close to the data for PT < 4 GeV, it is reasonable to com-
pare them to the PHENIX measurements [31, 32] as done
on Fig. 9.

Except for the lowest PT point in the central region,
the direct NLO+ yield polarisation is compatible with the

6The NLO corrections to cg→ J/ψX are not yet known.

(prompt) data7, indicating a small impact of the ψ(2S ) and
χc feed-downs on the polarisation. The same conclusion
holds from the s-channel cut analysis [33, 34], where a
good agreement with experimental data was also obtained,
at least in the central region. It is worth recalling that the
latter analysis was done by neglecting the usual contribu-
tion from the CSM which are the purpose of this work and
are evidently not negligible. Since the results for the polari-
sation are similar in both analysis, a combined study would
follow the same trend.

7Note also that for the PT bin from 2 to 4 GeV, the yield is not perfectly
described by the NLO+ – the deviation is slightly larger than 1 σ. Further
contributions, such as the α5

S ones, may need to be taken into account, in
turn altering the results presented here for the polarisation.

6

(a) Direct J/ψ CSM predictions [91]. Light blue band corre-
sponds to NLO+. Red band corresponds to cg LO + NNLO� .
Data points are multiplied by Fdirect

J/ψ .

91

latter was obtained from the NLO calculation of χc pro-
duction [675] that was described above. Satisfactory fits
could not be obtained to the experimental data points for
the J/ψ and the ψ(2S) with pT < 7 GeV, and so these
points were excluded from the fits. The fitted values of
the linear combinations of matrix elements were used to
predict the cross section for J/ψ production at CMS, and
good agreement with the CMS data [694] was obtained.
This analysis suggests the possibility that that the cross
section is dominated by the color-octet 1S0 contribution,
rather than by the color-octet 3S1 contribution, in con-
trast with conclusions that had been drawn on the basis
of LO fits to the Tevatron data.
In Ref. [693], values of the NRQCD long-distance ma-

trix elements were extracted by using the NLO calcula-
tion of J/ψ hadroproduction of Ref. [693] and an NLO
calculation of J/ψ photoproduction from Ref. [695] to
make a combined fit to the CDF Run II data for prompt
J/ψ production [657] and to the HERA I and HERA II
H1 data for prompt J/ψ photoproduction [696, 697]. In
this fit, only CDF data with pT > 3 GeV were used, as
the flattening of the cross section at smaller values of pT
cannot be described by fixed-order perturbation theory.
Feeddown of the ψ(2S) and χcJ states to the J/ψ was
not taken into account in the fits. This is the first mul-
tiprocess fit of NRQCD long-distance matrix elements
for quarkonium production. The values of the NRQCD
long-distance matrix elements that were obtained in this
fit do not differ greatly from those that were obtained
in LO fits. They were used to predict the cross sections
for prompt J/ψ production at PHENIX [662] and CMS
[694], and good agreement with the data was achieved in
both cases.
The values of the linear combinations of J/ψ NRQCD

long-distance matrix elements that were obtained in
Ref. [692] are not consistent with the values of the
NRQCD long-distance matrix elements that were ob-
tained in Ref. [693]. Since the calculations of Refs. [692,
693] are in agreement on the short-distance cross sections,
any discrepancies in the extracted NRQCD long-distance
matrix elements must be due to differences in the fitting
procedures. Clearly, it is necessary to understand the sig-
nificance of the various choices that have been made in
the fitting procedures before any definite conclusions can
be drawn about the sizes of the NRQCD long-distance
matrix elements.

J/ψ production at RHIC

Recently, the STAR collaboration at RHIC has re-
ported an analysis of prompt J/ψ production for values
of pT up to 12 GeV (Ref. [664]). In Ref. [664], the mea-
sured production rate as a function of pT is compared
with predictions based on NRQCD factorization at LO
[698] and the CSM up to NNLO� accuracy [620]. The
calculations do not include feeddown from the ψ(2S) and
the χc states. The data clearly favor the NRQCD fac-
torization prediction over the CSM prediction. However,
no definite conclusions can be drawn because the effects

of feeddown have not been taken into account.
A calculation of prompt J/ψ production at RHIC, in-

cluding feeddown from the ψ(2S) and χc states, has been
carried out in Ref. [699] in the CSM and the NRQCD fac-
torization formalism at LO. In Fig. 53, we show a compar-
ison between the predictions of Ref. [699] for the prompt
J/ψ cross section as a function of pT and data from the
PHENIX collaboration [662, 663]. Again, the NRQCD
predictions are favored over the CSM predictions. How-
ever, in this case, the small values of pT involved may call
into question the validity of perturbation theory, and the
omission of higher-order corrections to the CSM, which
are known to be large, also undermines the comparison.
Higher-order corrections to the color-singlet contribu-

tion to J/ψ production at RHIC have been considered
in Ref. [700] and were found to be large. A comparison
between the predictions of Ref. [700] for the cross section
differential in pT and the PHENIX and STAR prompt
J/ψ data is shown in Fig. 54. The color-singlet contri-
butions through NLO agree with the PHENIX prompt
J/ψ data for pT in the range 1–2 GeV, but fall substan-
tially below the PHENIX and STAR prompt J/ψ data
for larger values of pT . The NNLO� color-singlet contri-
bution can be computed reliably only for pT > 5 GeV.
The upper limit of the theoretical uncertainty band for
the NNLO� contribution is compatible with the PHENIX

FIG. 53: Comparison of the LO NRQCD and the LO CSM
predictions for the J/ψ cross section as a function of the J/ψ
transverse momentum [699] with the data from the PHENIX
collaboration [662, 663]. The theoretical uncertainty bands
were obtained by combining the uncertainties from mc and
the NRQCD long-distance matrix elements with the uncer-
tainties that are obtained by varying the renormalization scale
µr and the factorization scale µf between 2mT and mT /2.
Here mT =

�
4m2

c + p2T . From [699] with kind permission,
copyright (2010) The American Physical Society

(b) The shaded band represents the LO NRQCD pre-
diction and the band surrounded by a solid curve is the
CSM contribution at LO [92].

Figure 5.4. Differential pT prompt J/ψ cross sections as measured by PHENIX [90] (a) [93] (b)
and STAR [89] (a) in pp collisions at

√
s = 200 GeV at mid-rapidity rapidity (|y| < 0.35). Data points

are compared to theoretical predictions.

pT range. The light blue shaded band indicates the prompt J/ψ NRQCD prediction at LO (α3
s ) and

well reproduced the PHENIX experimental data points.
Fig. 5.5 presents the differential y prompt J/ψ cross section, dσJ/ψ/dy × Br, as measured by

PHENIX [90, 93, 94] 9 compared to the direct J/ψ CSM predictions [95]. The band surrounded
by the thin dashed line indicates the CSM at LO (α3

s ) by gg fusion only. The one surrounded by the
solid line represents the CSM at NLO (up to α4

s ) by gg and qg fusion only. Finally, the light-blue
band is the NLO+ (NLO + cg fusion) prediction.

The predictions at LO and NLO accuracy appear to be consistent in size, and the theoretical
uncertainty band of the latter one (indicated by the two curves in both cases) is smaller than that of
the LO. This can be interpreted as an indication that we are in a proper perturbative regime [95].
PHENIX data are compatible with both LO and NLO predictions. Even though the NLO is pretty
close to the data, the additional cg contribution (NLO+) improves the agreement.

Results from LHC. In the first two years of activity (2010 and 2011), the LHC collider has
delivered pp collisions at the center-of-mass energies

√
s = 7 and 2.76 TeV10. This has allowed the

four LHC experiments (ALICE [2], ATLAS [3], CMS [4] and LHCb [5]) to publish many results on
quarkonium cross sections. At the same time, new theoretical predictions became available and were
compared to experimental data. The major results, obtained by ATLAS, CMS and LHCb, are here
reviewed. The ALICE ones are described in Section 5.2

The ATLAS collaboration has measured inclusive, prompt and non-prompt J/ψ production [30]

9The differential J/ψ production cross section vs y has been measured by PHENIX in the central (|y| < 0.35) as well as
in the forward (1.2 < |y| < 2.2) regions.

10In the 2012 pp run,
√

s has been increased to 8 TeV.
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5. EXPERIMENTAL DATA versus MODEL PREDICTIONS

Subprocesses involving cg fusion with a charm quark
from the proton have been considered in [12,13] with the
main focus on the high pT spectrum. At low pT , the typical
scale of the production process is rather small, and thus one
does not expect higher-order QCD corrections such as
gluon splitting into c !c to give a significant contribution
to the total cross section For example, the contribution to
the total cross section from the process gg ! J=c c !c,
appearing at !4

s (Fig. 1(e)) [14], is at the level of 0.5%.
In contrast, in the case of intrinsic charm (IC) contribu-
tions, the c and !c quarks are created from two soft gluons
connecting to different valence quarks in the proton as in
the Brodsky-Hoyer-Peterson-Sakai (BHPS) model [15];
such contributions are relevant to charmonium production
at all scales. The contribution from c" fusion was studied
in photoproduction in [16].

We shall focus here on the ‘‘direct’’ hadroproduction of
the J=c , c ð2SÞ, and "ð1SÞ without the contribution aris-
ing from the decay of heavier states; this avoids the dis-
cussion of the production mechanisms of P-waves which
are not well understood. Although the total cross section
for L ¼ 1 states has been studied at NLO [17], an effective
evaluation of the production cross section requires the
introduction of an infrared cutoff (as for their decay [18])
or CO contributions [19] which introduce new unknown
nonperturbative parameters. Furthermore, the impact of the
off-shellness of initial gluon on the #c1 yield may be
significant [20,21]. We have also restricted our analysis
to the integrated-pT distribution. Indeed, as noticed at the
Tevatron energy [3,4], the NLO pT distribution, contrary to
the integrated one, can be negative at low pT . In addition,
initial-state radiation [22] would also be expected to sig-
nificantly modify the spectrum at small pT and to increase
hp2

Ti.
In the case of J=c hadroproduction, the PHENIX data

[9] includes the direct yield, but also a B feed-down
fraction (4þ3

%2% [23]), a c ð2SÞ feed-down (8:6& 2:5% for
jyj< 0:35), and a #c feed-down estimated to be <42% at
90% C.L. [23]. A recent analysis [24] from fixed-target
measurements in pA suggests that it amounts to 25& 5%,
while the CDF measurement in pp at Fermilab gives 30&
6% of the prompt yield for pT > 4 GeV [25]. For our
analysis, we will make the hypothesis that the #c feed-
down fraction is 30& 10% of the prompt yield indepen-
dent of rapidity. Overall, we shall take Fdirect

J=c ¼ 59& 10%

and multiply the PHENIX results by this factor. The dif-
ferential J=c production cross section vs y has been
measured by PHENIX in the central (jyj< 0:35) as well
as in the forward (1:2< jyj< 2:2) regions [9,26]. The
extrapolation to the direct yield using Fdirect

J=c ¼ 59& 10%

is shown on Fig. 2(a). For the c ð2SÞ, only a negligible B
feed-down competes with the direct mechanism. The pre-
liminary measurement by PHENIX is shown on Fig. 2(b).
The "ð1Sþ 2Sþ 3SÞ cross section has been measured by
STAR [27] and PHENIX [26] in the central region, and by
PHENIX [28] in the forward regions. From the CDF

analysis [29] at pT > 8 GeV, 50% of the "ð1SÞ are ex-
pected to be direct. Using the relative yields from [30], we
expect 42& 10% of the "ð1Sþ 2Sþ 3SÞ signal to be
direct "ð1SÞ. PHENIX and STAR data multiplied by this
fraction are displayed on Fig. 2(c).
In the CSM [2], the matrix element to create a 3S1

quarkoniumQ of momentum P and polarization $ accom-
panied by other partons, noted j, is the product of the
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FIG. 2 (color online). (a) d%direct
J=c =dy' Br from the measure-

ments by PHENIX [9,26] multiplied by our estimate of Fdirect
J=c

compared to the CSM at LO (!3
s) by gg fusion only (thin dashed

lines), at NLO (up to !4
s) by gg and qg fusion only (thick solid

lines) and the sum ‘‘NLOþ cg fusion’’ with the sealike cðxÞ
[38], denoted NLOþ (light-blue band). (b) same as (a) for the
c ð2SÞ with PHENIX data [26]. (c) same as (a) for the direct "
with STAR [27] and PHENIX [26,28] preliminary measurements
for "ð1Sþ 2Sþ 3SÞ multiplied by our estimate of Fdirect

" (with-
out NLOþ; see text). The gaps between the two solid and the two
dashed lines as well as the band reflect the variation of the cross
section after a combined variation of the scales and the masses as
indicated in the text.

STANLEY J. BRODSKYAND JEAN-PHILIPPE LANSBERG PHYSICAL REVIEW D 81, 051502(R) (2010)
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Figure 5.5. Differential cross section for prompt J/ψ production as a function of rapidity y as
measured by PHENIX [90] [93][94] compared to direct J/ψ CSM predictions [95]. LO (thin dashed
line). NLO (solid line). NLO+ (light-blue band). Data points are multiplied by Fdirect

J/ψ .

in the decay channel J/ψ → µ+µ− in pp collisions at
√

s = 7 TeV. The analysis has been performed as
a function of the J/ψ transverse momentum and rapidity in the kinematical range 1 < pT < 70 GeV/c
and |y| < 2.4. The pT differential prompt J/ψ cross sections, obtained in four rapidity bins, have been
compared to different theoretical predictions, namely Color Singlet Model and Color Evaporation
Model [96].

In Fig. 5.6 (a), the invariant mass distribution of reconstructed µ+µ− candidates is shown for the
central rapidity bin |y| < 0.75. The solid red line indicates the result of the fit used to extract the J/ψ
signal. In Fig. 5.6 (b), the prompt J/ψ production as a function of pT is presented for the same central
y bin. The blue solid line (with no uncertainty band defined) is the CEM prediction at NLO, with kT
smearing, for prompt J/ψ production. It includes contributions from ψ(2S) and χc feed-down and
therefore can be directly compared with the ATLAS points. The normalization predicted by CEM is
lower than in data and, in addition, the shape diverges from the measured one.

The shaded grey and red bands are, respectively, the CSM NLO and NNLO� predictions for
direct J/ψ production. As the calculation is obtained for direct production, corrections for χc and
ψ(2S) feed-down must be applied to the calculation in order to directly compare it to data.11. The
comparison shows that NNLO� predictions significantly improve the description of prompt J/ψ pT
dependence and normalization respect to the NLO predictions. Nevertheless, the agreement, with the
upper part of the theoretical band, in only present at low transverse momenta, while for the highest
transverse momenta the NNLO� prediction is clearly below the data points. The discrepancy may be
attributed to higher order corrections beyond NNLO� that are not included in the present calculation
but are expected to be relatively significant for charmonium production.

The fraction of J/ψ coming from the decay of B mesons was studied by ATLAS as a function
of pT (up to pT = 70 GeV/c) in four rapidity bins. The results, for the most central rapidity bin
(|y| < 0.75), are shown in Fig. 5.7, together with the results from other experiments.

The CMS collaboration has measured inclusive, prompt and non-prompt J/ψ production in the

11The correction for feed-down, applied to CSM calculations, assumes a flat 10% factor to account for the contribution
of ψ(2S) → J/ψ ππ and a 40% factor is added to account for radiative χc decays. A total correction of 50% is therefore
applied. The uncertainty on the corrector factor is not included in the CSM theoretical uncertainty.
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5.1. Review of recent experimental results on quarkonium production
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Figure 4: Invariant mass distributions of reconstructed J/ψ → µ+µ− candidates used in the cross-section analysis,
corresponding to an integrated luminosity of 2.2 pb−1. The points are data, and the uncertainties indicated are statistical
only. The solid lines are the result of the fit described in the text.

The invariant mass distribution of J/ψ → µ+µ− candidates in each pT − y bin is fitted using
a binned minimum-χ2 method. The J/ψ and ψ(2S) signals are described by single Gaussians,
while the background is treated as a straight line.

For the differential cross-section measurement, the correction weight w defined in Equation 3
is applied to each candidate, and a new binned minimum-χ2 fit is performed in each bin. The
yields of J/ψ determined from these fits, divided by the integrated luminosity, give the inclusive
production cross-section for a given bin. Representative invariant mass distributions are shown
in Figure 5. The χ2 probability distribution of the weighted fits across all bins is found to be
consistent with the statistical expectation.

The cross-sections obtained for each bin are listed in Table 2, the systematic uncertainties
considered are displayed in Figure 6 and the cross-section results are presented in Figure 7. The
measurement in each pT − y analysis bin is positioned at the average pT for J/ψ candidates in
that bin. Various tests of the method described above are performed using simulated samples of
known composition, and the number of J/ψ in each analysis bin is successfully recovered within
expectations in all cases.

4.5. Systematic uncertainties
Studies are performed to assess all relevant sources of systematic uncertainty on the mea-

surement of the J/ψ inclusive production cross-section. Sources of uncertainty are listed below,
ordered according to the approximate size of their contribution (starting with the largest).

10

(a) Invariant mass distribution of reconstructed µ+µ−

candidates. The solid red line is the result of the fit (binned
minimum-χ2 method) where J/ψ and ψ(2S) signals are
described by single Gaussians while the background is a
straight line.
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Figure 11: Prompt J/ψ production cross-section as a function of J/ψ transverse momentum in the four rapidity bins. Overlaid is a band representing the variation of the result
under various spin-alignment scenarios (see text) representing a theoretical uncertainty on the prompt component. Predictions from NLO and NNLO� calculations, and the
Colour Evaporation Model are overlaid. The luminosity uncertainty (3.4%) is not shown.
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(b) Prompt J/ψ production cross sections as a function of
the J/ψ pT at the mid-rapidity |y| < 0.75 compared to dif-
ferent theoretical predictions. The grey and red bands are
the CSM predictions at NLO and NNLO� respectively, while
the blue solid line is the CEM at NLO prediction.

Figure 5.6. J/ψ production as measured by the ATLAS collaboration [30].
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Figure 9: J/ψ non-prompt to inclusive fractions as a function of J/ψ transverse momentum. Overlaid is a band representing the variation of the result under various spin-
alignment scenarios (see text) representing a theoretical uncertainty on the prompt and non-prompt J/ψ components. The equivalent results from CMS [3] and CDF [4] are
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Figure 5.7. J/ψ non-prompt fractions as a function of J/ψ transverse momentum. Equivalent
results from CMS [97] and CDF [77] are plotted (from ref. [30]).

J/ψ → µ+µ− decay channel at
√

s = 7 TeV [97] [31]. Merging the two analysis ([31] is based on
a larger statistics with respect to [97]), allows to study the J/ψ production in a wide pT range, from
0.3 to 70 GeV/c, in five rapidity bins within |y| < 2.4. Fig. 5.8 shows the differential cross sections
for inclusive J/ψ production as a function of pT for the five rapidity bins. The pT distribution of the
prompt J/ψ production is shown, for the five rapidity bins, in Fig. 5.9 (a). The same measurement has
also been performed for prompt ψ’ production in a smaller pT range, from 6.5 to 30 GeV/c, in three
rapidity bins within |y| < 2.4. The results are presented in Fig. 5.9 (b).

The results, for both resonances, are compared to NLO NRQCD predictions (light blue bands).
The agreements is very good for each rapidity bin and over the full pT range explored.

CMS has measured the fraction of J/ψ and ψ’ coming from the decay of B mesons as a function
of pT in different rapidity ranges [31]. Fig. 5.7 shows some preliminary CMS results for |y| < 1.2.

133

te
l-0

08
29

53
4,

 v
er

si
on

 1
 - 

3 
Ju

n 
20

13



5. EXPERIMENTAL DATA versus MODEL PREDICTIONS
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Figure 3. Measured differential cross section for J/ψ inclusive production as a function of pT for five
rapidity bins, fully corrected for acceptance and efficiency. Also plotted are the results published in
ref. [7], which extend to a lower pT range. The error bars on data points include all the statistical
and systematic contributions except luminosity and polarization. The measurements have been
offset by the numerical values given in the legend for easier viewing.

8 Prompt and non-prompt fractions

To estimate the J/ψ fraction from b-hadron decays, a two-dimensional fit is performed, in

which the pdfs and fit procedure are the same as those described in ref. [7]. The variables

used for the two-dimensional fits are the dimuon invariant mass and the “pseudo proper

decay length” �J/ψ, defined as the most probable value of the transverse distance between

the dimuon vertex and the primary vertex, corrected by the transverse Lorentz boost of

the J/ψ. As in ref. [7], the primary vertex is chosen as the one closest to the dimuon vertex

in the z direction.

The resolution of the pseudo proper decay length is described by a function depending

on an event-by-event uncertainty determined from the covariance matrices of the primary

and secondary vertex fits. The uncertainty is used as the r.m.s. of the resolution Gaussian

function that describes the core of the resolution, while a second Gaussian function with

a small relative normalization (usually < 1%) parametrizes the effect of incorrect primary

vertex assignments.

The pdf F (�J/ψ,mµµ,σ�) for the J/ψ is then:

F (�J/ψ,mµµ,σ�) = fSig ·DSig(σ�) · FSig(�J/ψ,σ�) ·MSig(mµµ) +

(1− fSig) ·DBkg(σ�) · FBkg(�J/ψ,σ�) ·MBkg(mµµ), (8.1)

– 11 –

Figure 5.8. Differential cross section for inclusive J/ψ production as a function of pT for the five
rapidity bins as measured by CMS. (from Ref. [31])

The LHCb collaboration has studied the J/ψ production in the J/ψ → µ+µ− decay channel
at

√
s = 7 TeV [32]. The differential cross sections for prompt and non-prompt J/ψ production are

measured as a function of the J/ψ pT and rapidity y in the kinematical region 0 < pT < 14 GeV/c and
2.0 < y < 4.5 (forward rapidity). Fig. 5.10 (a) and (b) present the differential cross sections for prompt
J/ψ production as a function of pT and y, respectively. The first distribution is plotted in five y bins
while the latter is integrated over the full pT range.

Fig. 5.11 shows the pT differential production cross section for prompt J/ψ in the full rapidity
range compared to several theoretical predictions calculated in the LHCb acceptance region. Data
points are compared to:

• (top, left) direct J/ψ production as calculated from NRQCD at LO (filled orange band) and at
NLO (hatched green band);

• (top, right) direct J/ψ production as calculated from CSM at NLO (hatched grey band) and at
NNLO� (filled red band);

• (bottom, left) prompt J/ψ production as calculated from NRQCD at NLO (filled light green
band). χc and ψ(2S) feed-down is included;

• (bottom, right) prompt J/ψ production as calculated from CEM at NLO (solid blue curve). d).
χc and ψ(2S) feed-down is included;

The best agreement is found between data and NRQCD prediction. Nevertheless, the CSM predic-
tion tends to approach the data points at high pT once the NNLO� calculation is considered. Finally,
CEM prediction presents discrepancies from both normalization and shape point of view.

LHCb has also measured the fraction of J/ψ coming from B hadrons [32]. The results, plotted as
a function of the pT, are shown in Fig. 1.8 (b).
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5.2. ALICE results
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Figure 5. Measured differential cross section for prompt J/ψ and ψ(2S) production (left and right,

respectively) as a function of pT for different rapidity bins. The error bars on the data points

include all the statistical and systematic contributions except luminosity and polarization. The

measurements have been offset by the numerical values given in the legend for easier viewing. The

coloured (dark) bands indicate the theoretical predictions from NRQCD calculations. The lines are

added only for illustrative purposes.
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Figure 6. Measured differential cross section for non-prompt J/ψ and ψ(2S) production (left and
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– 18 –

Figure 5.9. Differential cross section for prompt J/ψ and ψ(2S) production (left and right, re-
spectively) as a function of pT for different rapidity bins The light blue bands indicate the theoretical
prediction corresponding to NLO NRQCD [31].
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Figure 3: Differential production cross-section for prompt J/ψ as a function of pT in bins of y , assuming
that prompt J/ψ are produced unpolarised. The errors are the quadratic sums of the statistical and
systematic uncertainties.
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(a) Differential production cross section for prompt J/ψ as
a function of pT in bins of rapidity.

Table 3: dσ
dy in nb for prompt J/ψ (assumed unpolarised) and J/ψ from b, integrated over pT. The first

uncertainty is statistical, the second is the component of the systematic uncertainty that is uncorrelated
between bins and the third is the correlated component.

pT range (GeV/c) y bin Prompt J/ψ J/ψ from b

0−14 2.0−2.5 5504±83±381±726 697±27±40±96
0−14 2.5−3.0 5096±21±142±672 608± 7±13±84
0−14 3.0−3.5 4460±14± 59±589 479± 5± 5±66
0−13 3.5−4.0 3508±12± 40±463 307± 4± 3±42
0−11 4.0−4.5 2462±12± 48±325 180± 4± 3±25
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Figure 6: Differential production cross-section as a function of y integrated over pT, for unpolarised
prompt J/ψ (left) and J/ψ from b (right). The errors are the quadratic sums of the statistical and system-
atic uncertainties.

6.1 Fraction of J/ψ from b
Table 8 and Fig. 7 give the values of the fraction of J/ψ from b in the different bins assuming
that the prompt J/ψ are produced unpolarised. The third uncertainty in Table 8 gives the devi-
ation from the central value when the prompt J/ψ are fully transversely or fully longitudinally
polarised in the helicity frame.

In Fig. 7, only the statistical and systematic uncertainties are displayed, added quadrati-
cally, but not the uncertainties associated with the prompt J/ψ polarisation. The fraction of
J/ψ from b increases as a function of pT. For a constant pT, the fraction of J/ψ from b de-
creases with increasing y, indicating that b-hadrons are produced more centrally than prompt
J/ψ .

13

(b) Differential production cross section for prompt J/ψ as
a function of y integrated over the full pT range.

Figure 5.10. Prompt J/ψ production as a function of pT and y as measured by LHCb [32].

5.2 ALICE results

The ALICE collaboration has measured the inclusive J/ψ production at
√

s = 7 TeV and at 2.76 TeV12.
In the

√
s = 7 TeV analysis, published in 2011 [81], the inclusive J/ψ production is studied in

a wide rapidity range, |y| < 0.9 and 2.5 < y < 4, through the dilepton decay into e+e− and µ+µ−,
respectively. It is worth remarking that ALICE can explored, at both mid- and forward-rapidity, the
zero pT region where the direct J/ψ production is supposed to be dominant. The analysis in the µ+µ−

channel was carried out on a data sample corresponding to an integrated luminosity LINT = 15.6 nb−1

12The pp run at
√

s = 2.76 TeV was to provide a reference for the Pb-Pb data taken at the same center-of-mass energy
per nucleon,

√
sNN = 2.76 TeV.
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5. EXPERIMENTAL DATA versus MODEL PREDICTIONS
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Figure 8: Comparison of the LHCb results for the differential prompt J/ψ production for unpolarised
J/ψ (circles with error bars) with: (top, left) direct J/ψ production as predicted by LO and NLO
NRQCD; (top, right) direct J/ψ production as predicted by NLO and NNLO� CSM; (bottom, left)
prompt J/ψ production as predicted by NLO NRQCD; (bottom, right) prompt J/ψ production as pre-
dicted by NLO CEM. A more detailed description of the models and their references is given in the
text.

• top, left: direct J/ψ production as calculated from NRQCD at leading-order in αs (LO,
filled orange uncertainty band) [31] and next-to-leading order (NLO), with colour-octet
long distance matrix elements determined from HERA and Tevatron data (hatched green
uncertainty band) [32], summing the colour-singlet and colour-octet contributions.

• top, right: direct production as calculated from a NNLO� colour-singlet model (CSM,
filled red uncertainty band) [11, 33]. The notation NNLO� denotes an evaluation that
is not a complete next-to-next leading order computation and that can be affected by
logarithmic corrections, which are however not easily quantifiable. Direct production as
calculated from NLO CSM (hatched grey uncertainty band) [7, 9] is also represented.

• bottom, left: prompt J/ψ production as calculated from NRQCD at NLO, including con-
tributions from χc and ψ(2S) decays, summing the colour-singlet and colour-octet con-
tributions [34].
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Figure 5.11. Comparison of the LHCb results for the pT differential cross section for prompt J/ψ
production with several theoretical prediction: (top, left) direct J/ψ NRQCD; (top, right) direct J/ψ
CSM; (bottom, left) prompt J/ψ NRQCD; (bottom, right) prompt J/ψ CEM. (from ref. [32])

and a number of J/ψ signal events NJ/ψ = 1924 ± 77 (stat.). The differential cross sections were
measured as a function of pT and y separately. The pT dependence was studied in seven bins from
0 to 8 GeV/c while the rapidity dependence in five bins from 2.5 to 4. The analysis, presented
in Chapter 4, is based on a larger pp data sample at

√
s = 7 TeV corresponding to an integrated

luminosity LINT = 31.54 nb−1 and a number of J/ψ signal events NJ/ψ = 3697 ± 118 (stat.). The
same binning is kept for the pT distribution while the rapidity dependence is studied in six y bins.

ALICE has presented preliminary results at
√

s = 2.76 TeV at both mid- and forward-rapidity [98].
In Chapter 3, we give a detailed description of this analysis in the µ+µ− channel. The differential
cross sections are measured, as a function of pT and y separately, in 7 pT bins from 0 to 8 GeV/c and
6 rapidity bins from 2.5 to 4, respectively.

Finally, ALICE has also released preliminary results on the fraction of J/ψ coming from B mesons
decays at mid-rapidity (|y| < 0.9) [29]. The pT dependence of this fraction (for pT > 1.3 GeV/c) is
shown in Fig. 1.8 (a).

5.2.1 Transverse momentum pT differential cross section

The differential cross sections for inclusive J/ψ production as a function of pT, shown in Fig. 3.41
and 4.10 for

√
s = 2.76 and 7 TeV respectively, are here compared to theoretical predictions.
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5.2. ALICE results

In Fig. 5.12, the experimental points are compared to recent NLO NRQCD predictions [99, 100]
calculated in the region pT > 3 GeV/c. Before the LHC era, the normal approach within the fac-
torization theorem of non-relativistic QCD (NRQCD) was to fit Tevatron results (

√
s =1.8 and 1.96

TeV) to extract the non-perturbative matrix elements (the so-called Long Distance Matrix Elements,
LDMEs) involved in the calculation (see Section 1.2.3.5). Once they are estimated, predictions of
different observables (pT dependence, polarization, ...) can be obtained. The high accuracy of the
new set of data measured at LHC has recently allowed to perform new kinds of fit. For example,
in [99, 100] new NLO NRQCD calculations, based on a new global fit, have been developed. At
NLO, the NRQCD framework involve three free parameters, the color-octet LDMEs. Their values
are extracted by a global fit to all available high energy data of inclusive J/ψ production from various
hadroproduction, photoproduction, two-photon scattering and electron-positron annihilation experi-
ments, including LHC results13.

 (GeV/c)
T

p
0 1 2 3 4 5 6 7 8

b 
/ G

eV
/c

)
µ ( T

/d
yd

p
!

J/
"2 d

-210

-110

1
ALICE pp, 2.5<y<4

= 2.76 TeVs

= 7 TeVs

= 2.76 TeV, CS+CO NLOs

(M. Butenschoen et al., priv. comm.)

= 7 TeV, CS+CO NLO s

(M. Butenschoen et al., Phys. Rev. D84 (2011) 051501)

Figure 5.12. Differential cross section for inclusive J/ψ production at forward rapidity
2.5 < y < 4 as a function of pT as measured by ALICE at

√
s = 2.76 (red points) and 7 TeV (blue

points). The vertical error bars represent the statistical errors while the boxes correspond to the sys-
tematics uncertainties. The systematics on luminosity are not included. The results are compared to
NLO NRQCD predictions [99, 100] calculated in the region pT > 3 GeV/c.

The predictions, shown in Fig. 5.12 for
√

s = 2.76 and 7 TeV (red and blue band, respectively),
are based on this new NLO NRQCD approach. They refer to direct J/ψ production (feed-down is

13The global fit, presented in [99, 100], is performed considering a total of 194 data points from 26 data sets.
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5. EXPERIMENTAL DATA versus MODEL PREDICTIONS

not considered). Nevertheless the agreement between data and theory is pretty good in the region
pT > 3 GeV/c.

5.2.2 Rapidity y dependance

The differential cross sections for inclusive J/ψ production as a function of the rapidity y, shown
in Fig. 3.42 and 4.11 for pp collisions at

√
s = 2.76 and 7 TeV respectively, are here compared to

theoretical predictions.
In Fig. 5.13, we show the differential cross section as a function of the rapidity, dσdirect

J/ψ /dy ×
Br, for both gg fusion (dark blue band) and cg fusion (green band) contributions separately and then
summed (light blue band) as predicted by LO CSM. The sum of the two contributions is indicated as
LO+ CSM prediction.
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3 Discussion and conclusion

Let us now discuss briefly the expectations for the results when QCD corrections are taken into
account. First, we would like to stress that, although NLO results 2 are perfectly well behaved
in nearly all of the phase space region at RHIC energies, 15 it seems not to be so for larger s.
One observes that the region where the differential cross section in PT and/or y is negative (i.e.
very low PT and large y) widens for increasing s. Negative differential cross section at low PT is
a known issue. Nonetheless, for

√
s above a couple of TeV, and for some (common) choices of µF

and µR, the PT -integrated “yield” happens to become negative, even in the central region. This
can of course be explained by a larger contribution from the virtual corrections at α4

S –which can
be negative– compared to the real emission contributions –which are positive–. Naturally, such
results cannot be compared to experimental ones. This also points at likely large virtual NNLO
contributions at low PT ; these are not presently known. Yet, as already mentioned, specific
NNLO contributions were shown 21 to be enhanced by log(s).

As we have discussed above, one may try compare the LO CSM with other theoretical
approaches such as the CEM24 and the GTM21. They all qualitatively agree, as well as with

(a) pp collisions at
√

s = 7 TeV.
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3 Discussion and conclusion

Let us now discuss briefly the expectations for the results when QCD corrections are taken into
account. First, we would like to stress that, although NLO results 2 are perfectly well behaved
in nearly all of the phase space region at RHIC energies, 15 it seems not to be so for larger s.
One observes that the region where the differential cross section in PT and/or y is negative (i.e.
very low PT and large y) widens for increasing s. Negative differential cross section at low PT is
a known issue. Nonetheless, for

√
s above a couple of TeV, and for some (common) choices of µF

and µR, the PT -integrated “yield” happens to become negative, even in the central region. This
can of course be explained by a larger contribution from the virtual corrections at α4

S –which can
be negative– compared to the real emission contributions –which are positive–. Naturally, such
results cannot be compared to experimental ones. This also points at likely large virtual NNLO
contributions at low PT ; these are not presently known. Yet, as already mentioned, specific
NNLO contributions were shown 21 to be enhanced by log(s).

As we have discussed above, one may try compare the LO CSM with other theoretical
approaches such as the CEM24 and the GTM21. They all qualitatively agree, as well as with

(b) pp collisions at
√

s = 2.76 TeV.

Figure 5.13. dσ direct
J/ψ /dy × Br from gg fusion (dark blue band) and cg fusion (green band) and

from all the LO contribution (light blue band) [101].

The LO+ CSM predictions for the two energies are compared, in Fig. 5.14 and 5.15, to the
corresponding ALICE data, as obtained in Chapter 3 and 4. Two series of data points (black and blue
points) are plotted and compared to the theoretical predictions They correspond, respectively, to the y
differential cross sections for inclusive and direct J/ψ production where the latter one is obtained by
applying to the inclusive data a proper correction, as explained in the following. The corrected points
should be considered if one wants to properly compare experimental data with LO+ CSM predictions
which are obtained for direct J/ψ production.

In Fig. 5.14, which shows results for
√

s =7 TeV, the black square points (solid and open), at
forward rapidities, are the points shown in Fig. 4.11, while the black triangle point (solid) is the
value calculated by ALICE at mid-rapidity and published in [81]. The blue points, describing the y
differential cross sections for direct J/ψ production, can be obtained using the relation

(
dσJ/ψ

dy
)direct = FJ/ψ

direct · (
dσJ/ψ

dy
)prompt = FJ/ψ

direct · (1− fb) · (
dσJ/ψ

dy
)inclusive (5.1)

where FJ/ψ
direct is the fraction of the prompt J/ψ sample which is directly produced and fb is the

fraction of J/ψ from the decay of b-hadrons. The FJ/ψ
direct value used in the present calculation is the

one measured by CDF (Tevatron) [33] at
√

s = 1.8 TeV for
��ηJ/ψ

�� < 0.6 which was found to be almost
constant from 5 to 8 GeV pT, as shown in Fig. 1.9. We therefore use, as quoted in [34],
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5.2. ALICE results

FJ/ψ
direct = (64±6)% (5.2)

which is used for both mid- and forward rapidity 14.
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Figure 5.14. Differential cross sections for inclusive (black points) and direct (blue points) J/ψ
production as a function of the rapidity y at

√
s =7 TeV. The direct points are obtained by applying

corrections to the inclusive points as explained in the text. Data are compare to LO CSM prediction
for direct J/ψ production (red band).

For what concerns the correction (1− fb), which permits to select only the prompt J/ψ component,
a different approach has been followed for the two rapidity domains. At mid-rapidity (|y| < 0.9),
ALICE has measured [29], for

√
s = 7 TeV, the fraction fb in range pT > 3 GeV/c. This measured

value was then extrapolated, using a semi-phenomenological function modeled on existing data, to
pT > 0 GeV/c obtaining15

f extr.
b (pT > 0) = 0.148 ± 0.037(stat.) +0.018

−0.027 (syst.) +0.002
−0.005 (extr.). (5.3)

Using the extrapolated fraction f extr.
b , the (dσJ/ψ/dy) of prompt J/ψ can be measured and equals16

14This choice is made under the hypothesis of a negligible
√

s- and rapidity-dependence for FJ/ψ
direct .

15The f extr.
b systematic uncertainties related to polarization are not quoted.

16The (dσJ/ψ/dy)prompt systematic uncertainties related to polarization are not quoted. The extrapolation-related uncer-
tainties are negligible with respect to the other systematic uncertainties.
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5. EXPERIMENTAL DATA versus MODEL PREDICTIONS

(
dσJ/ψ

dy
)prompt = 5.06 ± 0.52(stat.) +0.76

−0.77 (syst.) +0.03
−0.01 (extr.) µb. (5.4)

Hence, the corrected point at mid-rapidity (blue triangle point in Fig. 5.14) is directly calculated
by applying the FJ/ψ

direct correction to the (
dσJ/ψ

dy )prompt value quoted in Eq. 5.4. On the contrary, at
forward rapidity (2.5 < y < 4), ALICE cannot measured the fraction fb and we are forced to use the
LHCb results. LHCb has studied [32], at

√
s = 7 TeV, the prompt and non-prompt J/ψ production

in the kinematic region 0 < pT < 14 GeV/c and 2 < y < 4.5 (rapidity range larger with respect to the
ALICE one). The double-differential cross sections, d2σJ/ψ

d pT dy , for prompt and non-prompt J/ψ are then
measured in various (pT, y) bins. To obtain the integrated cross sections for prompt and non-prompt
J/ψ production in the kinematic range explored by ALICE (0 < pT < 8 GeV/c and 2.5 < y < 4.), we
can simply sum the LHCb d2σJ/ψ

d pT dy results over all the bins within the ALICE kinematic range. The
fraction fb can be therefore calculated as

fb =
σ non−prompt

J/ψ

σ prompt
J/ψ +σnon−prompt

J/ψ
(5.5)

obtaining fb = 0.098 ± 0.001 (stat.) ± 0.018 (syst.). Finally, using this value of fb, the corrected
points at forward-rapidity (blue square points in Fig. 5.14), can be derived.

The analysis presented in Fig. 5.14 for
√

s = 7 TeV has been repeated for the data taken at√
s = 2.76 TeV and the results are shown in Fig. 5.15. The black square points (solid and open),

at forward rapidities, are the points shown in Fig. 3.42, while the black triangle point (solid) is
the value obtained by ALICE at mid-rapidity and presented as a preliminary in [102]. The same
technique, adopted for the

√
s = 7 TeV case, has been applied to derive the direct points (blue point)

by correcting the inclusive ones (black points).
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5.2. ALICE results
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Figure 5.15. Differential cross sections for inclusive (black points) and direct (blue points) J/ψ
production as a function of the rapidity y at

√
s = 2.76 TeV. The direct points are obtained by applying

corrections to the inclusive points as explained in the text. Data are compare to LO CSM prediction
for direct J/ψ production (red band).
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Chapter 6

Conclusions

The work discussed in this PhD thesis has been carried out at CEA Saclay, Service de Physique
Nucléaire (Irfu/SPhN) within the ALICE Collaboration at CERN LHC.

The PhD project focused on the study of inclusive J/ψ production in proton-proton collisions at
the center-of-mass energies

√
s = 2.76 and 7 TeV measured by the ALICE Muon Spectrometer. J/ψ

mesons are detected through their dimuon decay channel into µ+µ− pairs, down to zero transverse
momentum pT and at forward rapidity (2.5 < y < 4).

On one hand, this activity has required a strong involvement in the LHC proton-proton data taking
period in 2010 and 2011 with the contribution to the data taking duties, such as the quality assurance
of the acquired data and the evaluation of the performances of the detectors. On the other hand, the
physics analysis of the J/ψ production has entailed a detailed learning of the common tools used
in high energy physics to perform data processing via computing grid. The study has also required
the development of the specific analysis techniques in the framework of the official ALICE software
AliROOT.

Several results have been obtained by the end of the PhD project. First, the integrated J/ψ pro-
duction cross section has been measured in pp collisions at

√
s = 2.76 TeV and its numerical value

is

σJ/ψ(
√

s = 2.76 TeV) = 3.38±0.14(stat.)±0.27(syst.)+0.54(λCS =+1)−1.08(λCS =−1)µb.

In addition, the J/ψ production cross section has also been studied, separately, as a function of
two kinematic variables: the J/ψ transverse momentum pT, in the range 0 < pT < 8 GeV/c, and the
rapidity y. Such pp measurements have a twofold interest.

On one hand, they offer the possibility to study the J/ψ production at an unexplored center-of-
mass energy. Actually,

√
s = 2.76 TeV is an intermediate energy value between the proton-antiproton

collisions at
√

s = 1.8 and 1.96 TeV delivered by Fermilab Tevatron and the LHC top energies reached
with pp collisions at

√
s = 7 and 8 TeV. On the other hand, the pp data provide a crucial baseline for

the corresponding J/ψ measurement in Pb-Pb collisions performed by ALICE at the same
√

s per
nucleon pair. The Pb-Pb results released by ALICE have used the pp reference at

√
s = 2.76 TeV.

The study of the J/ψ production has been also performed at
√

s = 7 TeV. These results allow to
increase, by a factor of ∼ 2, the J/ψ statistics with respect to the data sample previously analyzed by
ALICE in the first publication on J/ψ production in pp collisions at

√
s = 7 TeV. The numerical value

of the integrated cross section is
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6. CONCLUSIONS

σJ/ψ(
√

s = 7 TeV) = 6.38±0.21(stat.)±0.78(syst.)+0.96(λCS =+1)−1.98(λCS =−1)µb.

The differential, pT and y, cross sections have been measured as well. The results obtained are
compatible with the ALICE published ones.

The measured differential J/ψ cross sections, at both center-of-mass energies, have been com-
pared to recent theoretical predictions. For what concerns the pT dependence, the results at

√
s = 2.76

and 7 TeV have been compared, in the range 3 < pT < 8 GeV/c, with the predictions of a NRQCD
calculation which includes both color singlet and color octet terms at NLO. The model satisfactorily
reproduces both data sets of experimental data. The differential cross-section measured as a function
of the rapidity y, instead, has been compared to LO CSM predictions. Due to the large theoretical
uncertainties, no conclusive statements can be made.
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Appendix A

Data Sample

The run lists, used for the analysis presented in Chapter 3 and 4, are shown in Table A.1 and A.2,
respectively. The corresponding numbers of MB and µ-MB trigger events are quoted as well.

Minimum Bias (MB) trigger Muon (µ-MB) trigger

RUN number

146688 627 198 141 407
146689 1 396 431 351 563
146746 508 039 132 218
146747 1 749 890 422 652
146748 678 780 175 925
146801 923 735 238 267
146802 1 869 452 455 520
146803 160 102 40 892
146804 4 075 647 1 074 286
146805 8 644 514 2 198 695
146806 1 529 221 373 559
146807 167 024 40 162
146817 798 243 192 835
146824 4 540 841 1 097 036
146856 1 437 527 366 776
146858 3 614 249 967 200
146859 2 341 516 578 339
146860 845 973 217 205

Table A.1. Run list of the pp data sample at
√

s = 2.76 TeV.
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A. DATA SAMPLE

Minimum Bias (MB) trigger Muon (µ-MB) trigger

RUN number

134497 - 15 056 812
134666 166 317 2 630 039
134679 742 930 8 995 873
134685 175 578 2 322 846
134690 66 154 734 698

Table A.2. Run list of the pp data sample at
√

s = 7 TeV.

The numbers quoted in the two Tables indicate the total number of trigger events collected by the
ALICE data acquisition system (DAQ) in each run as obtained from the ALICE Electronic Logbook1.

1https://alice-logbook.cern.ch
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Appendix B

J/ψ line shape: fit functions

B.1 Crystal Ball function: standard form

The Crystal Ball (CB) function, defined by Eq. B.1, has been introduced for the study of charmonia
[68]. It is a probability density function and it consists of a Gaussian core portion and a power-law
low-end tail below a certain threshold. Practically, the Gaussian shape is connected to a power-law
tail at x = x̄−α ·σ where x̄ and σ are, respectively, the mean and the width of the gaussian function.

f (x; x̄, σ , α, n) = N ·
�

exp(− (x−x̄)2

2σ2 ), f or x−x̄
σ >−α

A · (B− x−x̄
σ )−n, f or x−x̄

σ ≤−α
(B.1)

A = (
n
|α|)

n · exp(− |α|2

2
) (B.2)

B =
n
|α| − |α| . (B.3)

The sign of α determines if the connection between the gaussian and the power-law function
happens on the left or right side (as shown in Fig. B.1, for α > 0 the power-law tail is on the left
side). The n parameter, which should be positive to correctly define a probability density function,
controls the slope of the power-law function. Fig. B.1 shows the shape of the CB function for various
sets of parameters of the power-law tail.

The CB function, with its power-law low-end tail, allows to reproduce the non-gaussian fluctu-
ations due to energy loss processes. In the case under consideration, the CB function models the
energy loss of the muon tracks inside the front absorber.

B.2 Double Crystal Ball function: extended form

The J/ψ signal shape in Monte Carlo simulations can not be fully reproduced with the CB function
described above. As shown in Fig. 3.13 and 4.5, the invariant mass distribution presents deviations
from a simple gaussian behavior not only on the left side but also on the right one with a non-gaussian
high-end tail. This deviation, attributed to multiple scattering effects experienced by the muon tracks
in the forward muon spectrometer, can lead to underestimate the number of J/ψ extracted from a CB
fit. Therefore, the standard CB function, shown in Eq. B.1, has been modified to include a second
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B. J/ψ LINE SHAPE: FIT FUNCTIONS

2 2.2 2.4 2.6 2.8 3 3.2 3.4 3.6
-310

-210

-110

1

, N = 12 = 80 MeV/cσ, 
ψJ/m

 = 0.80, n = 4α

 = 0.80, n = 5α

 = 0.80, n = 6α

 = 0.90, n = 4α

 = 0.90, n = 5α

 = 0.90, n = 6α

Figure B.1. Crystal Ball shape for various sets of parameters of the power-law tail.

power-law tail in the high-end region. The new function, defined in Eq. B.4, is called double Crystal
Ball function.

f (x; x̄, σ , α, n, α �, n�) = N ·






exp(− (x−x̄)2

2σ2 ), f or x−x̄
σ >−α

A · (B− x−x̄
σ )−n, f or x−x̄

σ ≤−α
C · (D+ x−x̄

σ )−n� , f or x−x̄
σ ≥ α �

(B.4)

with

A = (
n
|α|)

n · exp(− |α|2

2
) (B.5)

B =
n
|α| − |α| (B.6)

C = (
n�

|α �|)
n� · exp(− |α �|2

2
) (B.7)

D =
n�

|α �| −
��α ��� (B.8)

In Fig. B.2, the shape of the double Crystal Ball function for various sets of parameters of the
power-law high-end tail is shown.
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B.3. NA50 / NA60 function

)2x (GeV/c
2.4 2.6 2.8 3 3.2 3.4 3.6 3.8 4 4.2

f(
x)

-310

-210

-110

1
, N = 12 = 80 MeV/cσ, 

ψJ/m

 = 0.80, n = 4 (CB)α

’ = 1.5, n’ = 3α = 0.80, n = 5, α

’ = 1.5, n’ = 4α = 0.80, n = 5, α

’ = 1.5, n’ = 5α = 0.80, n = 5, α

’ = 1.0, n’ = 3α = 0.80, n = 5, α

’ = 1.0, n’ = 4α = 0.80, n = 5, α

’ = 1.0, n’ = 5α = 0.80, n = 5, α

Figure B.2. Double Crystal Ball shape for various sets of parameters of the power-law high-end
tail.

B.3 NA50 / NA60 function
The NA50 / NA60 function has been introduced and used by the NA50 and NA60 collaboration
(CERN) to fit the charmonium signal shapes [69]. It is a gaussian function with a variable (mass
dependent) width σJ/ψ(x). As explained in [69], the shape of the J/ψ resonance is described by the
functional form shown in Eq. B.9

f (x) = N · exp[−1
2
· ( x− x̄

σJ/ψ(x)
)2] (B.9)

where σJ/ψ(x) is the variable width which depends on several parameters as defined in Eq. B.10,

σJ/ψ(x) =






σ1 +b1(c1M0 − x)d1−g1
√

c1M0−x, f or x ≤ c1M0

σ1, f or c1M0 < x ≤ M0

σ2, f or M0 ≤ x < c2M0

σ2 +b2(c2M0 − x)d2−g2
√

c2M0−x, f or x ≥ c2M0

(B.10)

B.4 List of α and n parameters
The reference fitting technique, adopted in the analysis presented in Chapter 3 and 4, describes the
J/ψ line shape in term of a CB function with tail fixed to Monte Carlo simulation. The α and n values,
used to fix the CB’s tails (in each pT and y bins), are listed in Table B.1.
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B. J/ψ LINE SHAPE: FIT FUNCTIONS

α (
√

s = 2.76 TeV) n (
√

s = 2.76 TeV) α (
√

s = 7 TeV) n (
√

s = 7 TeV)

pT- and y-integrated 0.839161 5.27918 0.818278 5.34032

pT

[0;1] 0.786302 5.98542 0.794645 6.73516
[1 ; 2] 0.848842 5.45795 0.752234 8.59476
[2 ; 3] 0.805078 5.88443 0.802696 6.83112
[3 ; 4] 0.873239 4.35551 0.79959 5.80543
[4 ; 5] 0.873092 5.29108 0.787013 6.59772
[5 ; 6] 0.814774 7.46599 0.828332 7.04182
[6 ; 8] 0.951794 4.00851 0.992149 4.36053

y

[2.5 ; 2.75] 0.7753 3.3408 0.650542 6.01612
[2.75 ; 3] 0.798106 5.43817 0.748819 6.63365
[3 ; 3.25] 0.870121 5.17553 0.84185 5.68085

[3.25 ; 3.5] 0.877522 6.12761 0.823661 7.78897
[3.5 ; 3.75] 0.884913 6.99409 0.83396 7.75916
[3.75 ; 4] 0.81126 8.13504 0.857659 4.68817

Table B.1. Summary of the α and n values used to fix the CB’s tails.

164

te
l-0

08
29

53
4,

 v
er

si
on

 1
 - 

3 
Ju

n 
20

13



Appendix C

Monte Carlo inputs for the pT and y
distributions: functional form

As explained in Section 3.3 and 4.3, the measurement of the integrated and the differential (pT and
y) J/ψ production cross sections requires the evaluation of the acceptance and efficiency corrections,
A× ε . They take into account the acceptance of the apparatus and the realistic conditions of the
detectors during the data taking, in term of reconstruction and triggering efficiencies. The numerical
values of the A× ε corrections are obtained via Monte Carlo simulation of large samples of events
containing J/ψ signals. These J/ψ samples are generated according to realistic pT and y distributions,
tuned for pp collisions at

√
s = 2.76 or 7 TeV.

In Section C.1, the functional forms of the Monte Carlo pT and y inputs, used as nominal shapes
in the

√
s = 2.76 TeV analysis, are presented. These shapes give the A× ε corrections shown in

Fig. 3.20, 3.22 and 3.23. Section C.2 presents, instead, several alternative pT and y shapes used, as
explained in Section 3.5.2, to estimate the systematic uncertainties relative to the choice of the Monte
Carlo inputs.

C.1 Nominal shapes (
√

s = 2.76 TeV analysis)

In the
√

s = 2.76 TeV analysis, the nominal pT dependence is described by Eq. C.1

f (pT) =
pT�

1+a · ( pT
p0
)2
�n (C.1)

with a = 0.36, p0 = 2.31 GeV/c and n = 3.9. The nominal y dependence is described by the
gaussian function shown in Eq. C.2

g(y) = e−
(y/y0)

2

2·σ2 (C.2)

with y0 = 6.79 and σ = 0.383.
The values of the parameters, tuned for pp collisions at

√
s = 2.76 TeV, are obtained performing

an universal fit of J/ψ results measured at different center-of-mass energies as explained in [70].
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C. MONTE CARLO INPUTS FOR THE pT AND y DISTRIBUTIONS: FUNCTIONAL FORM

C.2 Other shapes
In Table C.1, there is the list of the functional forms of the alternative pT and y shapes used to estimate
the systematic uncertainties relative to the choice of the Monte Carlo inputs (see Section 3.5.2).

√
s (TeV) pT input parameters y input parameters

1.96 fit of CDF data p0 = 4.233 GeV/c gaussian y0 = 6.42

f (pT) =
pT�

1+(
pT
p0

)2
�n n = 4.071 g(y) = e−

(y/y0)
2

2·σ2 σ = 0.383

2.76 scaled from CDF data p0 = 4.435 GeV/c gaussian y0 = 6.79

f (pT) =
pT�

1+(
pT
p0

)2
�n n = 4.071 g(y) = e−

(y/y0)
2

2·σ2 σ = 0.383

A =−6.628
2.76 universal fit p0 = 2.31 GeV/c polynomial (n = 4) B = 0.96

f (pT) =
pT�

1+a·( pT
p0

)2
�n n = 3.9; a = 0.36 g(y) = A · ( y

y0
)n +B y0 = 6.79

n = 4
A =−2.7454

3.94 scaled from CDF data p0 = 4.647 CEM parametrization B = 107.389
f (pT) =

pT�
1+(

pT
p0

)2
�n n = 4.071 g(y) = A · yn +B

n = 2

Table C.1. Summary of the pT and y Monte Carlo inputs introduced in Section 3.5.2.

In Fig. C.1 and C.2, the different pT and y Monte Carlo inputs, used in the
√

s = 2.76 TeV analysis,
are plotted.
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C.2. Other shapes
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Figure C.1. Monte Carlo pT input shapes.
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Figure C.2. Monte Carlo y input shapes. The green bands indicate the rapidity intervals under
analysis.
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Appendix D

Muon Tracking and Trigger system:

efficiency evaluation

The procedures used to estimate the efficiency of the Muon Tracking and Trigger chambers during
the data taking are presented in Section D.1 and D.2, respectively.

D.1 Muon Tracking system

The algorithm developed to measure the efficiencies of the muon tracking chambers is based on the
specific design of the Muon Tracking system. As explained in Section 2.3.3, the system is arranged in
five stations each made of two planes of Cathode Pad Chambers (CPC). The presence of two planes
per station is actually the key feature used to estimate the chamber efficiencies.

As shown in Fig. D.1, a particle crossing Station n can give four possible detector responses in
term of clusters associated to the particle track. We can have:

1. a cluster reconstructed in both chamber i and j (1-1);

2. a cluster reconstructed only in chamber i (1-0);

3. a cluster reconstructed only in chamber j (0-1);

4. no clusters reconstructed in chamber i or j (0-0);

The total number of tracks crossing Station n can therefore be expressed as Ntotal = N1−1 +N1−0 +
N0−1 +N0−0. The latter term, which represents the number of tracks without any attached cluster, is
unknown and does not enter the efficiency algorithm1.

The efficiencies of chamber i and j can be defined as

εi =
N1−1 +N1−0

Ntotal
; ε j =

N1−1 +N0−1

Ntotal
(D.1)

Bearing in mind that N1−1 = εi · ε j ·Ntotal , the efficiencies can be re-expressed as

εi =
N1−1

N1−1 +N0−1
; ε j =

N1−1

N1−1 +N1−0
. (D.2)
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D. MUON TRACKING AND TRIGGER SYSTEM: EFFICIENCY EVALUATION

Figure D.1. Particle crossing a station of the muon tracking system. The four possible responses
of the detector are displayed.

In the Muon Spectrometer, track reconstruction is based on an algorithm2 which requires the

presence of at least one cluster in station 1,2 and 3 and at least 3 clusters among station 4 and 5.

Following this requirement, the total tracking efficiency εTOT can be calculated as

εTOT = ε1 · ε2 · ε3 · ε45. (D.3)

where the four factors represent the station tracking efficiencies. In particular, for the first three

stations, the efficiencies εk ( with k = 1, 2, 3) can be obtained as

εk = 1− (1− εm) · (1− εn) (D.4)

where εm and εn are the efficiencies of the two chambers, m and n, which form station k (m = 1, 3,

5 and n = 2, 4, 6 )3. For the last two stations (4 and 5), bearing in mind the reconstruction algorithm,

the global efficiency can be expressed, in analogy with Eq. D.4, as

ε45 =
i=10

∏
i=7

εi +
j=10

∑
j=7

[
(1− ε j) ·

i=10

∏
i=7, i�= j

εi

]
(D.5)

The above mentioned procedure of measuring the total tracking efficiency εTOT is blind to the

correlated inefficiencies of the detection elements, i.e. dead areas located in front of each other

within the same station. Their presence leads to an overestimation of the total tracking efficiency. A

dedicated method, able to spot such correlated inefficiencies, has therefore been developed and used

to estimate the efficiency overestimation.

1The tracking reconstruction algorithm does not allow to have access to such tracks (N0−0).
2A Kalman filter algorithm is used to perform the track reconstruction in the ALICE muon spectrometer [61, 62].
3The ten tracking chambers are conventionally numbered from 1 to 10 starting from the one placed next to the front

absorber.
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D.2. Muon Trigger system

D.2 Muon Trigger system

As explained in Section 2.3.4, the signal produced in the RPCs by a crossing charged particle is
picked-up by strips positioned on both sides of the chamber. The strips of the so-called bending plane
lie horizontally and provide informations on the position of the crossing particle in the direction along
which charged tracks are bent by the dipole magnetic field. Instead, the strips of the non-bending
plane lie vertically and provide informations on the particle position along the direction orthogonal to
the previous one.

The trigger algorithm searches, separately for the bending and the non-bending plane, for fired
strips which lie within a region whose width is defined by the applied pT cut. The trigger condition is
satisfied if strips in at least three out of four chambers are found in the bending and in the non-bending
plane. Under this condition, the tracks can be reconstructed or, in other words, are triggerable. The
method developed to measure the efficiency of the muon trigger chambers [103] is based on this
specific trigger algorithm.

Given a sample of Ntot particles crossing the four chambers of the muon trigger system, the
number of triggerable tracks which fire all the four chambers is

N4/4 = Ntot ∏
11≤i≤14

εi (D.6)

where εi are the efficiencies of the trigger chambers which are conventionally numbered from
11 to 14 (starting from the one placed next to the iron filter) in order to distinguish them from the
ten tracking chambers. Instead, the number of tracks that would be triggered independently from the
response of a chosen chamber ch (while the remaining three chambers are necessarily fired) is

Nch
3/3 = Ntot

i�=ch

∏
11≤i≤14

εi. (D.7)

Hence, the efficiency of the chamber ch can be calculated as

εch =
N4/4

Nch
3/3

. (D.8)

It is worth noting that the efficiency can be calculated separately for the bending and non-bending
plane, since the 3/4 trigger condition has to be satisfied by both planes independently. The algorithm
develop to measure the trigger chamber efficiencies analyzes the reconstructed tracks searching for
the presence of the associated fired strips in all chambers. In this way it is possible to determine N4/4
and Nch

3/3 (as schematically shown in Fig. D.2) and then the chamber efficiency εch. This method
can be applied to all collected data with no need of dedicated runs. The chamber efficiency can be
therefore constantly monitored during the data taking.

The calculated efficiency is an average over the efficiencies of all RPCs belonging to chamber ch.
However, the projective geometry of the muon spectrometer allows to determine the efficiency for
each RPC. It is enough to apply the explained method to a sub-sample of tracks crossing the RPCs
placed at the same position in each chamber. The final result is a set of 18 N4/4 and Nch

3/3 values,
whose ratio gives the efficiency for each RPC.

The efficiency calculation can also be repeated for the smallest part of the detector entering the
trigger algorithm: the trigger local boards. The method adopted is the same used to determine the
efficiency for each RPC. Since local boards are disposed in a projective geometry it is possible to
calculate the ratio N4/4/N3/3for the sub-sample of tracks crossing the boards placed at the same position
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D. MUON TRACKING AND TRIGGER SYSTEM: EFFICIENCY EVALUATION

Figure D.2. Particles crossing the muon trigger system and satisfying the 3/4 trigger algorithm.
These tracks are used to measure the efficiency of the chamber ch.

in all the chambers. It is therefore possible to measure up to 234 efficiency points for both bending

and non-bending planes in each chamber.

Typical maps of the trigger chamber efficiency, obtained analyzing the pp data sample at
√

s=

2.76 TeV, are shown in Fig. D.3. They display the efficiency values for each local board.

Finally, the trigger efficiency (i.e. probability to satisfy the trigger 3/4 condition) can be inferred

from the efficiencies of the 4 trigger chamber planes. It is calculated as multinomial probability of

firing at least 3/4 muon trigger chambers [103].
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D.2. Muon Trigger system

Chamber 12 nonBendPlane

Efficiency Masked strips

Lower efficiency in boards with masked strips ⇒ as expected!

D. Stocco Trigger chamber efficiency: pp collisions at 2.76 TeV (LHC11a) 06 Apr. 2011 5 / 10

(a) Chamber 12 (non-bending plane).Chamber 13 bendPlane

Efficiency Masked strips

D. Stocco Trigger chamber efficiency: pp collisions at 2.76 TeV (LHC11a) 06 Apr. 2011 6 / 10

(b) Chamber 13 (bending plane).

Figure D.3. Maps of the trigger chamber efficiency. The efficiency values for each local board
are shown.
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Résume

Le plasma de quarks et de gluons (QGP) est un état de la matière nucléaire apparaissant à haute

densité d’énergie. En laboratoire, il est possible de reproduire de telles conditions grâce aux col-

lisions d’ions lourds aux énergies ultra-relativistes. ALICE (A Large Ion Collider Experiment) est

l’expérience du LHC dédiée à la mise en évidence du QGP.

Différentes signatures ont été proposées et étudiées expérimentalement comme manifestations du

QGP. Parmi celles-ci, le méson J/ψ joue un rôle central. Il fait partie de la famille des quarkonia,

états mésoniques (QQ̄) formées d’un quark lourd c ou b et de son anti-quark, liés par un potentiel

d’interaction forte. En 1986, Matsui et Satz proposèrent la suppression des charmonia (états liés cc)

et notamment du J/ψ comme signature de la formation du plasma de quarks et de gluons.

ALICE peut détecter le J/ψ à grande rapidité (2.5 < y < 4) via le canal de désintégration en deux

muons. Cette thèse porte sur la mesure de la production du J/ψ , via le canal muonique, dans les

collisions pp à une énergie dans le centre de masse de 2.76 et 7 TeV. Elle a exploité les données

acquises en 2010 et 2011 auprès du collisionneur LHC.

Tenter d’appréhender le mécanisme de production du J/ψ (et plus généralement du quarkonium)

dans les collisions pp est un préalable nécessaire avant d’aborder le degré de complexité suivant

que constitue le cas des collisions noyau-noyau. Il est également un test important pour la Quantum

Chromo Dynamics (QCD), la théorie de l’interaction forte, aux énergies très élevées du LHC.

Mots-clefs: collisions proton-proton, plasma de quarks et de gluons, J/ψ , ALICE

Abstract

Quarkonia are meson states whose constituents are a charm or bottom quark and its corresponding

antiquark (QQ̄). The study of the production of such bound states in high-energy hadron collisions

represents an important test for the Quantum Chromo-Dynamics. Despite the fact that the quarko-

nium saga has already a 40-year history, the quarkonium production mechanism is still an open issue.

Therefore, measurements at the new CERN Large Hadron Collider (LHC) energy regimes are ex-

tremely interesting.

In this thesis, the study of inclusive J/ψ production in proton-proton (pp) collisions at
√

s = 2.76

and 7 TeV, obtained with the ALICE experiment, is presented. J/ψ mesons are measured at forward

rapidity (2.5 < y < 4), down to zero pT, via their decay into muon pairs (µ+µ−
).

Quarkonium resonances also play an important role in probing the properties of the strongly

interacting hadronic matter created, at high energy densities, in heavy-ion collisions. Under such

extreme conditions, the created system, according to QCD, undergoes a phase transition from ordi-

nary hadronic matter to a new state of deconfined quarks and gluons, called Quark Gluon Plasma
(QGP). The ALICE experiment at CERN LHC has been specifically designed to study this state of

matter. Quarkonia, among other probes, represents one of the most promising tools to prove the QGP

formation. In order to correctly interpret the measurements of quarkonium production in heavy-ion

collisions, a solid baseline is provided by the analogous results obtained in pp collisions.

Hence, the work discussed in this thesis, concerning the inclusive J/ψ production in pp collisions,

also provides the necessary reference for the corresponding measurements performed in Pb-Pb col-

lisions which were collected, by the ALICE experiment, at the very same center-of-mass energy per

nucleon pair (
√

sNN = 2.76 TeV).

Keywords: proton-proton collisions, quark gluon plasma, J/ψ , ALICE
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