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Introduction

The Large Hadron Collider (LHC) and its experiments were built to address some
of the unsolved questions in particle physics, most of them not having a satisfactory
answer in the framework of the Standard Model (SM) of fundamental interactions.
One of the main goals of the LHC, in particular, is to shade light on the mechanism
of the electroweak symmetry breaking (EWSB), which is sensitive to new physics
scenarios, often referred to as physics Beyond Standard Model (BSM), such as, for
example, Supersymmetry (SUSY).
The EWSB is realized in the SM introducing a scalar field with non-null vacuum
expectation value. The particle associated to such field, the Higgs boson, had not
been observed in any experiment before the LHC.

On the 4th of July 2012 the CMS and ATLAS collaborations at the LHC an-
nounced the discovery of a new particle, with mass around 125 GeV, in the context
of the searches for the SM Higgs boson. Among the channels which contributed to
this exceptional discovery, the one in which the Higgs decays to two Z bosons, which
subsequently decay to four leptons (electrons and muons), in short H → 4`, has been
one of the most important. Thanks to the low background rate and the good mass
resolution, the four-lepton channel is infact the most sensitive for the observation of
the SM Higgs boson in a large mass range. Moreover, the final state is fully recon-
structed and the angular correlations of the decay products can be used to measure
the spin-parity properties.
The properties of the newly discovered particle have been extensively investigated with
the data collected by the experiments during the Run 1 of the LHC (2011-2012). So
far, no significant deviation from the predictions of the SM has been observed. How-
ever, most of the measurements are still limited by the statistics: more data are
needed to shade light on the nature of this new particle.

This thesis describes my work done within the Compact Muon Solenoid (CMS)
collaboration during my three-year Ph.D. program at the Università di Torino (Uni-
versity of Turin). During this period, I have been working in the H → 4` analysis
group, participating to the discovery of the new boson in July 2012, the early studies
of its properties and the exclusion of a Higgs with non-SM couplings at high mass.
I studied the muon momentum scale and resolution and developed calibration con-
stants which have been applied to the measurement of the Higgs properties in the
four-lepton channel, as well as in several other analysis in CMS.
Throughout my Ph.D., I have also been involved in the group responsible for the
validation of the constants of the alignment of the Tracker detector.
This thesis is organized as follows.
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In chapter 1, the SM theory is briefly reviewed, with emphasis on the EWSB mecha-
nism. A minimal extension of the SM scalar sector is also presented, which is referred
to as the Electroweak Singlet (EWS) model.
In chapter 2, the LHC is briefly introduced, with some details on the operations dur-
ing the Run 1. Some highlights on the Higgs physics at the LHC are also given and
the observation of a new particle consistent with the SM Higgs boson is presented.
Finally, the CMS detector is described in some detail.
In chapter 4, the so-called “legacy” H → 4` analysis, which describes the measure-
ments of the properties of the new boson in the four lepton final state using the full
dataset of the Run 1, is presented. This analysis has been published and represents
the observation of the new boson in this channel alone, with a significance that ex-
ceeds the 6-sigma level.
One of the most important results in the Legacy analysis is the measurement of the
mass of the new particle, with an accuracy of about 0.5%. In this measurement, the
lepton momentum scale and resolution are crucial and respresent the largest system-
atic uncertainty. For this reason, I developed corrections to the muon momentum
scale and resolution and I studied the systematic uncertainty associated to the muon
scale. The method, the results and the validation of such results are discussed in
chapter 3. These calibrations have been adopted in the Legacy H → 4` analysis, as
well as in many other analyses in CMS.
In the context of the search for a high mass Higgs boson, one of the most important
effects to be taken into account is the interference of the signal with the continuum,
which affects the lineshape for masses above 400 GeV. I studied the interference us-
ing leading order (LO) generators and I developed a novel technique to implement
the effect of the interference in the shape of the signal: these studies are detailed in
chapter 5.
In chapter 6 the results of the search for a high mass Higgs state in the H → 4`
channel in the context of the EWS model are presented and preliminary results are
shown for the combination of several WW and ZZ channels.

2



Part I

Background
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Chapter 1

The Standard Model and beyond

Abstract
The Standard Model, which describes the interactions between the fundamental particles,
is one of the most succesful theory in the history of science. It has been tested extensively
by the physicists all over the world and succeeded in describing the observations in many

facilities and experiments during the last sixty years.
However, there are some theoretical prejudices in the community of the high energy

physics about the fact that the Standard Model should break at a certain energy scale.
Moreover, there are experimental evidences of new phenomena that do not find a

satisfactory explanation in the Standard Model.
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1.1. INTRODUCTION

1.1 Introduction

To our knowledge, there exist four fundamental forces in nature: the gravitational,
the electromagnetic, the weak and the strong force. Apart from the gravitation, the
other three have been succesfully accomodated in the framework of a gauge invari-
ant quantum field theory, known as Standard Model (SM) [1, 2, 3, 4, 5]. Since the
unification of the electromegnetic and weak forces in the 1961 by Glashow, Weinberg
and Salam, the SM has been verified experimentally by means of particle accelera-
tors, nuclear reactors, cosmic rays and other apparatus. Even though no significant
evidence of discrepancy with respect to the SM predictions have been reported in
such experiments, still there are experimental and theoretical reasons to believe that
there should be a more complete theory, able to describe phenomena at higher energy
scales and being approximated by the SM at the electroweak scale (v ' 246 GeV).

In this chapter the theory of Standard Model is briefly reviewed in section 1.2,
with some details given on the fundamental particles and their properties (1.2.1), the
electroweak unification (1.2.2) and the Higgs mechanism (1.2.3).
In section 1.3.1 the main problems with the SM are outlined and a possible extension
of the scalar sector, relevant for the analysis described in chapter 6, is described with
some details in section 1.3.2.

1.2 The Standard Model

1.2.1 The particle content of the Standard Model

The matter is believed to be composed by twelve elementary particles with spin 1/2,
the fermions. Fermions are classified according to their interaction properties: while
quarks participate in the eletromagnetic, weak and color interactions, the leptons do
not have color charge and interact only through electromagnetic and weak forces.
Leptons are said to be “singlet” under the SU(3)C group, i.e. the Lie group describ-
ing the Quantum Chromo Dynamics (QCD).
Quarks cannot be observed as free particles due to the property of the QCD known as
confinement. They can only be observed as quark-antiquark (mesons) or three-quark
(baryons) bound states.
Fermions are also divided into three generations (or families) according to the flavour.
There exists a strong hierarchy in the mass of the fermions among the different fam-
ilies, with the third family being much heavier than the other two, both in the lepton
and in the quark sector. The meaning of this classification into generations will be
more clear in section 1.2.2 when discussing the electroweak theory.
The properties of the fermions are summarized in table 1.1.

The fundamental forces are described in the SM as interactions mediated by
vector bosons, i.e. spin 1 particles, which belong to the adjoint representation of the
gauge group. In the SM the gauge bosons are the photon, mediator of the electro-
magnetic interaction, the W and Z bosons, responsible for the weak force and the
gluons which are the carriers of the color interaction. The photon, the W and the Z

5



1.2. THE STANDARD MODEL

Table 1.1: The properties of the fermions.

1st generation 2nd generation 3rd generation Electric charge Interactons
(in units of proton charge)

Leptons
νe νµ ντ 0 weak
e µ τ -1 E.M., weak

Quarks
u c t +2/3

E.M., weak, strong
d s b -1/3

are the quanta of the boson fields associated with the SU(2)I ⊗U(1)Y gauge group,
which describes the electromagnetic and weak interactions in the unified electroweak
theory. The gluons arise as excitations of the gauge fields associated to the SU(3)C
of the QCD theory.
The properties of the fundamental interactions and the corresponding bosons are
listed in table 1.2.

Table 1.2: The properties of the fundamental interactions and of their bosons.

Force Electromagnetic Weak Strong
Quantum photon (γ) W±, Z gluons

Mass [GeV/c2] 0 80.39, 91.188 0
Coupling constant αe.m.(Q

2 = 0) ≈ 1/137 GF/(}c)3 ≈ 1 · 10−5 GeV−2 αs(Q
2 = mZ) ≈ 0.1

The field content of the SM is completed with the scalar field (spin 0), whose
quantum, the Higgs boson is not only the subject of the next sections in this chapter,
but is the main character of the story told in this thesis.

1.2.2 The electroweak theory

At low energies, the weak force is described by the following effective lagrangian:

LFermi = −GF√
2
ν̄µγ

α(1− γ5)µēγα(1− γ5)νe , (1.1)

which was firstly formulated by Fermi in 1933 and then completed to include the axial
current, according to the experimental observartion of maximal parity violation in the
weak interactions.
GF is the Fermi constant reported in table 1.2.
The 1− γ5 negative helicity projector selects only left-handed fermions to participate
in the interaction.
Even though it has been demonstrated to describe succesfully the weak interactions
at low energies, the lagrangian in equation 1.1 is non-renormalizable and gives rise,
at high energies, to non unitarities in the scattering amplitudes.

6



1.2. THE STANDARD MODEL

Both problems are overcome if the interaction is derived in the context of a gauge
theory, i.e. a theory which is invariant under the local transformations induced by the
generators of some Lie group. The choice of the group is driven by the observation of
leptons behaving like left-handed doublets and right-handed singlets under the weak
interactions, which suggests the use of the SU(2)I group:

LL =

(
ν`
`

)
L

, `R , QL =

(
uL
dL

)
L

, uR, dR (1.2)

The success of the Quantum Electrodynamics (QED), based on the abelian
U(1)e.m. group, in describing quantum-relativistic electromagnetic processes leads to
the choice of the SU(2)I ⊗ U(1)Y as a gauge group to perform the unification of
weak and electromagnetic interactions, with g and g′ being the coupling constants
of the two subgroups in the product. The generators of SU(2)I are ta = 1

2
τa where

τa are the Pauli matrices and the associated quantum number is the weak isospin
I, while Y is the weak hypercharge. The electric charge, the hypercharge and the
third component of the weak isospin (I3) satisfy the following equation, known as the
Gell-Mann - Nishijima formula:

Q = I3 +
1

2
Y (1.3)

The quantum numbers of the fermions of the SM are summarized in table 1.3.
The right-handed neutrino is, as far as we know, a “sterile” particle since it does not
have any interaction in the SM.

Table 1.3: The quantum numbers of the SM fermions.

I3 Y Q
νL 1/2 -1 0
`L -1/2 -1 -1
νR 0 0 0
`R 0 -2 -1
uL 1/2 1/3 2/3
dL -1/2 1/3 -1/3
uR 0 4/3 2/3
dR 0 -2/3 -1/3

The physical fields are given in terms of linear combinations of the SU(2)I gauge
fields W 1,2,3

µ and the U(1)Y gauge field Bµ:

W±
µ =

1√
2

(W 1
µ ∓ iW 2

µ)

Aµ = Bµcosθw +W 3
µsinθw

Zµ = −Bµsinθw +W 3
µcosθw (1.4)

The rotation from the gauge fields to the physical fields is achieved with Weinberg
angle θw.

7



1.2. THE STANDARD MODEL

The interaction Lagrangian is given as:

Lint = gsinθwJ
e.m.
µ Aµ

+
g

cosθw

(J3
µ − sin2θwJ

e.m.
µ )Zµ

− g√
2

∑
i

[
ūiγ

µ1− γ5

2
MCKM

ij dj + ν̄iγ
µ1− γ5

2
`i

]
W+
µ + h.c. (1.5)

In the first term in equation 1.5, the electromagnetic current is given by Je.m.
µ =∑

f qf f̄γµf . By imposing this coupling to be the same as the QED one, we obtain
gsinθw = g′cosθw = e.

The second term is the weak neutral current where J3
µ =

∑
f I3,f f̄γµ

1− γ5

2
f .

The third term is the charged weak current, in which the Cabibbo-Kobayashi-Maskawa
matrix MCKM is introduced, rotating the mass quark eigenstates into the interaction
eigenstates.

1.2.3 The Higgs mechanism

In the Lagrangian of the SM no mass term can be explicitely introduced for the weak
vector bosons, since it would violate the gauge invariance. For the fermions, a mass
term of the type mf ψ̄ψ is not invariant under chirality transformations, which is
required by the GWS model. The Higgs mechanism is invoked to give masses to both
weak bosons and fermions while keeping the photon massless, which implements the
spontaneous symmetry breaking pattern:

SU(2)I ⊗ U(1)Y → U(1)e.m.

In its simplest realization, a complex scalar doublet field is introduced:

φ =

(
φ+

φ0

)
=

1√
2

(
φ1 + iφ2

φ3 + iφ4

)
, (1.6)

with I = 1/2 and Y = 1 quantum numbers.

The field in equation 1.6 enters the SM with the Lagrangian:

LEWSB = (Dµφ)†(Dµφ) + V (φ†φ) (1.7)

In equation 1.7 the covariant derivative Dµ = ∂µ − igtaW a
µ −

i

2
g′Y Bµ is used

to have gauge invariant interaction terms.
The potential is defined as:

V (φ†φ) = −µ2φ†φ− λ(φ†φ)2, µ2 < 0, λ > 0 (1.8)

8



1.2. THE STANDARD MODEL

The potential is minimized by a manifold of solutions given by:

φ†φ = −µ
2

2λ
≡ v2

2
(1.9)

The choice of the ground state or vacuum is arbitrary and it is referred to as the
spontaneous symmetry breaking.
For instance, if one aligns the ground state along the φ0 axis, the doublet can be
written, in a generic gauge, as:

φ =
1√
2
e
i
v
φata

(
0

h + v

)
, a = 1, 2, 3 (1.10)

In equation 1.10 φ4 ≡ φ4(x) = h(x) + v and h is the Higgs field.

If one fixes the gauge with the transformation φ → φ′ = e−
i
v
φataφ (unitary

gauge) and rewrites the Lagrangian in equation 1.7 using the parameterization in
1.10 and the unitary gauge, then the masses of the weak bosons arise due to the
non-zero vacuum expectation value (vev) of the scalar field v:

mW =
1

2
vg

mZ =
1

2
v
√
g2 + g′2, (1.11)

while the photon Aµ remains massless. This is connected to the fact that the ground
state is still invariant under the U(1)e.m. group and thus the QED is unbroken.

From equation 1.7 one gets also the interactions between the Higgs and the weak
boson fields which are proportional to the mass of the boson squared.
It has to be noticed that in the electroweak symmetry breaking (EWSB) mechanism
the three Goldston bosons φ1,2,3 have been “eaten” by the longitudinal polarization
of the weak bosons thus preserving the total number of degrees of freedom and h is
the only scalar field which survives.

The vev v can be extracted using the relation with the Fermi constant:

v =

(
1√
2GF

)1/2

' 246 GeV (1.12)

The Higgs mechanism can also be used to generate the mass of the fermions
through the interaction between the scalar and the fermion fields, called Yukawa
interaction.
The lepton masses arise from the gauge invariant interaction:

LY,` = gH`L̄Lφ`R + h.c. (1.13)

It can be noticed that from equation 1.10 only mass terms for the down com-
ponent of the iso-doublets LL (defined in equation 1.2) appear, which is consistent

9



1.3. BEYOND THE STANDARD MODEL

with the assumption of massless neutrinos.

The down quarks interact with the Higgs field with a term similar to the one in
equation 1.13, while the up quarks must couple to the charge-conjugate of φ, defined
as:

φC = −iτ2φ
∗ (1.14)

Thus the Yukawa Lagrangian in the quark sector is:

LY,q = gHdQ̄LφdR + gHuQ̄Lφ
CuR + h.c. (1.15)

The masses of the fermions arising from equations 1.13 and 1.15 are of the form
mf =

gHf√
2
v and the couplings of the fermions to the Higgs field are proportional to

their mass.

1.3 Beyond the Standard Model

Despite its undisputed success, the SM is not believed to be the ultimate theory of the
fundamental interactions. This consideration arises mainly from the observations of
phenomena which are not explained within the SM theory, such as dark matter (DM)
or matter-antimatter asymmetry. In addition, the SM has some features, which, even
though are not problematic, in the sense that do not question the self-consistency of
the theory, are believed to be unnatural. In the community of high energy physics
there is a strong belief that a more complete theory should appear at some scale,
to solve the internal issues of the SM and give a satisfactory answer to the open
questions in particle physics.

In section 1.3.1 the most convincing points to go beyond the SM are briefly
summarized and in section 1.3.2 a BSM model with an additional Higgs boson is
described in some detail.

1.3.1 Reasons to go beyond the SM

Dark matter and dark energy

To our knowledge only around 5% of the universe is composed by ordinary baryonic
matter. The remaining content is attributed to dark matter (≈ 27%) and dark energy
(≈ 68%). The DM was first postulated in 1932 by Jan Oort to explain the orbital
velocities of stars in the Milky Way, but the first to invoke it based upon robust
evidences was Vera Rubin in the 1960s to describe the galaxy rotation curves.
The DM is believed to be made of weakly interacting massive particles (WIMPs)
which interact with the ordinary matter only through the gravitational and weak
force. This means that it does not emit neither absorb light, and thus is invisible
to our telescopes. Other evidences for the presence of dark matter come from the
measurements of the gravitational lensing of galaxy clusters.
The dark energy (DE) is an hypothetical form of energy which permeates the universe

10



1.3. BEYOND THE STANDARD MODEL

and contributes to its expansion. It is believed to be evenly distributed in space in a
way that does not have local gravitational effects. The presence of such large dark
energy contribution is mainly inferred from the measurement of the anysotropy in the
cosmic microwave background radiation (CMB).

DM particle candidates are hypothesized in many BSM theories. In Supersym-
metry (SUSY), many models identify the lightest supersymmetric particle (LSP) with
the cold dark matter. There are also non-supersymmetric models which attempt to
describe dark matter features making use of sterile neutrinos. Hidden valley mod-
els instead predict the existence of a “hidden” sector, described by additional gauge
groups, which interact with SM fermions only gravitationally and whose particle may
be a good candidate for the DM.

Matter-antimatter asymmetry

The laws which describe the fundamental interactions predict particles and antiparti-
cles to be always produced in such a way that the baryon number is conserved, which
is defined as:

B =
1

3
(nq − nq̄) (1.16)

This means that at the time of Big Bang an equal amount of matter and an-
timatter should have been produced and, given that they annihilate in pairs, in the
universe there should have remained nothing left but energy. The fact that we observe
stars and galaxies made of matter is a hint that there had been some mechanism at
work which caused a small unbalance in favour of matter.
Such processes, which proceed via CP -violation interactions, are predicted also in
the SM, but they are too tiny to generate the needed amount of asymmetry. Other
sources of CP -violation are considered in BSM theories.

The naturalness of the Higgs mass

In the SM the mass of the scalars receive loop corrections from diagrams as the ones
shown in figure 1.1.

Figure 1.1: Feynman diagrams illustrating the corrections to the mass of the scalar.

If the SM is assumed to be valid up to a “cutoff” scale Λ, the physical mass of
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the scalar can be parameterized as:

m2
h = m2

h,0 + δm2
h

δm2
h =

3Λ2

8π2v2
(2m2

W +m2
Z +m2

h,0 − 4m2
t ) (1.17)

In the SM there is no symmetry that protects scalar masses from receiving large
corrections. From equation 1.17, if the SM is assumed to be valid up to Λ = 5 TeV
then the physical Higgs mass mh would result from an “unnatural” cancellation be-
tween two quantities, mh,0 and δm2

h, which are ≈ 100 times larger than mh. This
problem is referred to as the naturalness of the Higgs mass, the hierarchy problem
and also fine-tuning problem.

Even though the fine-tuning of the Higgs mass parameter would not be itself an
inconsistency of the SM, it is widely believed that there should be some new physics
models providing a mechanism to avoid large corrections to the scalar masses. An
elegant solution is found in Supersymmetry, where for each diagram in figure 1.1
there is a similar one involving the superpartner particle in the loop and which aquires
opposite sign. The cancellation between the two is not perfect due to the fact that
SUSY is broken, but anyway good enough to restore a natural behaviour.

The vacuum stability

The stability of the SM ground state depends on the potential in equation 1.8. In
particular, going to high scales, the quartic term in the potential dominates and we
get Veff ∼ −λ(µ)(φ†φ)2, where µ is the renormalization scale. The running quartic
coupling λ(µ) receives decreasing contribution to its evolution from the large Yukawa
top coupling, thus avoiding any Landau pole.
However, a full NNLO analysis of the scalar potential [6] shows that, assuming mh =
125 GeV, the Higgs quartic coupling becomes negative at high energy, as it is shown
in figure 1.2 (left). This means that the scalar potential is unbounded from below and
the SM cannot be a consistent theory up to the Planck scale MPlanck ≈ 1019 GeV.
Even if we assume some mechanism to restore the boundness of the potential at the
Planck scale, we still may have negative λ in a region between 1010−1019 GeV, which
would cause the potential to have a global minimum different from the ground state
of the SM. In principle, the SM vacuum may decay into this global minimum state
by means of quantum tunneling and this is what is called a metastable configuration.
The SM phase diagram is shown in figure 1.2 (right): as one can see the measured
values of the top and Higgs mass strongly disfavour the stability region. Even though
the decay time may be far larger than the age of the universe, still it is true that
the universe started in a configuration whose energy is far from the minimum, which
is an intriguing observation by itself and leads to many speculations of new physics
appearing at high scales.
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Figure 1.2: (left) Renormalization group (RG) evolution of the quartic coupling of the
scalar potential λ. (right) Phase diagram of the SM showing the stability condition
of the vacuum as a function of the Higgs and top masses [6].

1.3.2 Electroweak singlet

The theories that are generically labelled electroweak singlet models [7,8,9,10] include
a variety of different scenarios in which the SM scalar sector is minimally extended with
an additional state. These models are usually built upon the hypothesis that there is
a “phantom” or “hidden” sector populated by SM singlet fields, with fermions, gauge
bosons and scalars organized in gauge groups as in the SM. The simplest realization
of the hidden sector is the abelian U(1)hid.
The hidden sector can be connected to the SM via renormalizable interactions of two
types:

• the kinetic mixing proportial to BµνC
µν , where B,C are the field strength

tensors of U(1)Y and U(1)hid respectively;

• the mixing term between the SM scalar field ΦSM and the hidden sector Higgs
ΦH , which is of the form |ΦSM|2|ΦH |2.

The first kind of models leads to the so-called Z ′ phenomenology. For the purpose of
this work, in particular referring to the analysis described in chapter 6, we focus on
the second type of models, which applies to a more generic gauge structure for the
hidden sector.
The gauge theory of the hidden sector is at least partly broken by a non-null vacuum
expectation value < ΦH >6= 0: this requirement is needed to ensure the mixing with
the SM Higgs, leading to an additional massive state which is the subject of the
search discussed in chapter 6.

The Lagrangian of the extended scalar sector is:

Lscalar =|DµΦSM|2 − µ2Φ†SMΦSM − λ(Φ†SMΦSM)2

+ |D̃µΦH |2 − µ2
P |ΦH |2 − λP |ΦH |4

− ηΦ†SMΦSM|ΦH |2 (1.18)
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In equation 1.18 the first line is the SM scalar lagrangian (equation 1.7), the
second line is the hidden sector symmetry breaking lagrangian (with D̃µ containing
the gauge fields of the hidden sector) and the third line is the interaction term which
induces the mixing between the SM Higgs and the hidden sector Higgs.
The expansion of the two scalar fields around their vevs v, ξ can be written as:

ΦSM =
1√
2

(
G±

φSM + v + iG0

)
, ΦH =

1√
2

(φH + ξ + iG′) (1.19)

where in equation 1.19 the fields G are the Goldstone bosons, which are removed
from the calculation using the unitary gauge.
The two mass eigenstates h,H can be obtained by rotating the fields φSM and φH
with the mixing angle ω: {

h = cω φSM − sω φH
H = sω φSM + cω φH

(1.20)

where cω ≡ cosω and sω ≡ sinω. The mixing angle is given by:

tanω =
ηvξ

(−λv2 + λP ξ2) +
√

(λv2 − λP ξ2)2 + η2v2ξ2
(1.21)

The masses of the two Higgs states are:

m2
h,H = (λv2 + λP ξ

2)±
√

(λv2 − λP ξ2)2 + η2v2ξ2 (1.22)

If mH > 2mh the decay mode H → hh is kinematically allowed. The partial
width for this decay is:

Γ(H → hh) =
|µT |2

8πmH

√
1− 4m2

h

m2
H

(1.23)

where in equation 1.23 µT is the effective coupling appearing in the trilinear mixing
term µTh

2H:

µT = −η
2

(ξc3
ω + vs3

ω) + (η − 3λ)vc2
ωsω + (η − 3λP )ξcωs

2
ω (1.24)

The mixing between the scalars results in a SM-like phenomenology also for the
hidden sector Higgs, which has the same decay modes as the SM Higgs. The cou-
plings with the SM particles will be suppressed with respect to the prediction of the
SM, for both h and H, by a factor of C ≡ cω and C ′ ≡ sω respectively.
In the following, we will identify the quantum of the h field with the newly discovered
Higgs-like particle with mass mh ' 125 GeV, and we will assume mH > mh.
The signal strengths, defined as the ratio of the production cross section times branch-
ing fraction to the prediction of the SM, will scale as:

µh = C2

µH = C ′2(1− BRnew) (1.25)

14



1.3. BEYOND THE STANDARD MODEL

where the BRnew parameter is introduced to account for all the undetected decay
modes, including the H → hh channel.
The widths of the two resonances are also modified as:

Γh = C2ΓSM(m = mh)

ΓH =
C ′2

1− BRnew

ΓSM(m = mH) (1.26)

The phenomenology induced by the mixing between the two states thus pro-
vides one additional resonance at mass mH > 125 GeV with a narrower width and a
smaller cross section. Clearly, this class of models can be constrained both from the
measurement of the boson at 125 GeV and from the direct search for additional an
resonance, which will be discussed in chapter 6.
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Chapter 2

The Compact Muon Solenoid
experiment at the Large Hadron
Collider

Abstract
The Large Hadron Collider (LHC) is the world’s biggest and highest energy particle

accelerator ever built and is expected to shade light on the open questions in high energy
physics. The Compact Muon Solenoid (CMS) experiment at the LHC is a multi-purpose

detector designed to study a wide range of physics processes, like the production of a
Higgs boson or supersymmetric particles.

Thanks to the incredible success of the LHC operations during the Run 1 and the effort of
thousands of physicists around the world, the CMS and ATLAS collaborations were able

to discover a Higgs boson.
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2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is the largest particle accelerator in the world col-
liding beams of protons and heavy ions at an unprecendented energy. It has been
built by the European Organization for Nuclear Research (CERN) with the goal of
investigating the open issues of the Standard Model. There are infact many hints
that interactions at the TeV energy scale may help in understanding the mechanism of
electroweak symmetry breaking or reveal the existence of new massive particles (Su-
persymmetry): a hadron collider with a target center-of-mass energy of 14 TeV is thus
a wonderful opportunity to discover new physics. The LHC also smashes lead ions at
an ultra-relativistic regime, allowing the study of the matter at extreme conditions of
temperature and density, when the the Quark Gluon Plasma state is believed to occur.

This chapter is organized as follows. In section 2.1 the design of the LHC is
outlined and a summary of the LHC operations during Run 1 is given. In section
2.2 the physics of the Higgs sector at the LHC is described with some detail and
the discovery of a Higgs boson with mass around 125 GeV during the Run 1 is
highlighted. In section 2.3 the CMS detector is introduced and a brief description of
its main subsystems is given.

2.1.1 The LHC design

The LHC is a 27 km circular accelerator, which lies in the French-Swiss border in the
Geneva area, at a depth varying between 50 and 175 m. The tunnel hosting the LHC
was formerly built in 1983-1988 for the Large Electron Positron collider (LEP).
The LHC was designed to collide beams of protons at an energy of 7 TeV each,
resulting in a total center-of-mass energy of 14 TeV. In addition to the physics program
with protons, it collides lead ions at 2.76 TeV/NN.
The LHC ring is made of two beam pipes, which make the two beams circulate in
opposite directions and make them collide in the four interaction points where the
detectors are placed. A schematic layout of the LHC is in figure 2.1.

The beams are kept on their circular path by means of 1232 dipole magnets
along the tunnel and are focused by 392 quadrupole magnets. The magnets of the
LHC are superconducting and are kept at an operational temperature of 1.9 K using
about 96 tonnes of liquid helium. The field in the magnet varies between 0.53-8.3 T
during the acceleration of the protons from 450 GeV to 7 TeV.
Before reaching the LHC, the protons undergo a series of accelarating steps, which
starts with the linear particle accelerator (LINAC2), which generates 50 MeV protons
to be injected in the Proton Synchrotron Booster (PSB). In the PSB the protons reach
the energy of 1.4 GeV and are transferred to the Proton Synchrotron (PS). They are
then injected with an energy of 26 GeV inside the Super Proton Synchrotron (SpS)
where their energy is increased up to 450 GeV. At this stage the proton are injected in
the LHC ring, where bunches are accumulated and accelerated to the nominal energy
over a period of about 20 minutes.

The luminosity is a crucial parameter for the LHC, since the physics program is
mainly focused on the study of rare processes, like the production of the Higgs boson.
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Figure 2.1: A schematic layout of the complex of accelartors at CERN.

The luminosity can be written in terms of the parameters of the LHC accelerator,
assuming a gaussian beam shape:

L =
N2
b nbfrevγ

4πεnβ∗
F (2.1)

In equation 2.1 the following quantities are defined:

• Nb ' 1011 is the number of particles per bunch;

• nb = 2808 is the number of bunches per beam;

• frev is the revolution frequency;

• γ = 7461 is the relativistic Lorentz factor at 7 TeV per beam;

• εn = 3.75µm rad is the normalized transverse beam emittance;

• β∗ = 0.55 m is the optical Beta function at the collision point;

• F = 0.836 is the geometrical reduction factor due to the crossing angle at the
interaction point.

The design peak luminosity of the LHC, referring to the ATLAS and CMS ex-
periments, is 1034 cm−2s−1.

2.1.2 The LHC operations during Run 1 (2008-2013)

The Run 1 of the LHC refers to the collisions recorded during the first phase of the
physics program between 2008 and 2013. The original schedule of the accelerator
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was delayed by about one year due to the accident on 19th September 2008, just 9
days after the first protons entered the main ring. The accident happened during the
commissioning of the dipole magnet circuit in sector 3-4. A resistive zone developed
in the electrical bus between a dipole and a quadrupole, causing the energy discharge
of the magnet system. Shortly after, an electrical arc developed causing the damage
of the helium enclosure and the release of the helium in the insulation vacuum of
the cryostat. Quenches started developing in neighbouring subsector due to electrical
noise in the quench detector. The quench relief valves started releasing the helium
in the tunnel (as expected), but in subsectors 23-25 they were unable to contain the
pressure rise below the nominal value and the pressure forces severely damaged the
vacuum barriers and the mechanical supports of the magnets.
In total 6 tonnes of helium were lost and 5 quadrupoles plus 24 dipoles were damaged
in the accident.

Most of 2009 was spent to repair the LHC machine and only in November 2009
the first collisions at 450 GeV energy in the center of mass were delivered. The energy
was then increased until the November 30th, when the LHC became the world’s high-
est energy particle accelerator, reaching 1.18 TeV per beam and beating the previous
record by the Tevatron (0.98 TeV per beam).
On March 30th of 2010 two proton beams in the LHC collided at a center-of-mass
energy of 7 TeV, marking the begin of the LHC physics program. In November of the
same year, the LHC delivered the first lead ion collision run. On December, with the
end of the heavy ion run, the LHC was shutdown and restarted on March 2011.
Another milestone was reached on the 21th of April 2011, when the LHC became the
world’s highest luminosity accelerator with a peak luminosity of 4.67 · 1032cm−2s−1,
beating once again the Tevatron’s record of 4 · 1032cm−2s−1.
In October 2011, the ATLAS and CMS experiments reached 5 fb−1 of collected data
and reported the firt hints of a signal in the search for the SM Higgs boson.
With the real possibility of a discovery before the first 2-year long shutdown in 2013-
2014, it was decided to increase the energy up to 4 TeV per beam, slightly changing
the schedule of the LHC. On April 2012, the first 8 TeV energy collisions were deliv-
ered and on July the 4th the ATLAS and CMS collaborations announced the discovery
of a new resonance with mass around 125 GeV. By the end of the year the ATLAS
and CMS collaborations both collected around 20 fb−1 of data at this energy.

A graphical summary of the integrated luminosity and the peak luminosity achieved
by the CMS experiment is shown in figure 2.2.

2.2 The physics of the Higgs boson at the LHC

One of the main points of the physics program of the ATLAS and CMS experiments
at the LHC is the search for the Higgs boson. The phenomenology of the Higgs
in proton-proton collisions is briefly reviewed in sections 2.2.1 and 2.2.2. In section
2.2.3 the results of the search for the SM Higgs boson are presented, culminated with
the discovery of a new particle with mass around 125 GeV [11, 12, 13] and the first
measurements of its properties.

19



2.2. THE PHYSICS OF THE HIGGS BOSON AT THE LHC

1 Ju
n

1 Sep
1 D

ec
1 M

ar
1 Ju

n
1 Sep

1 D
ec

1 M
ar

1 Ju
n

1 Sep
1 D

ec

Date (UTC)

0

5

10

15

20

25

T
o
ta

l 
In

te
g

ra
te

d
 L

u
m

in
o
s
it

y
 (
fb
¡
1
)

£ 100

Data included from 2010-03-30 11:21 to 2012-12-16 20:49 UTC 

2010, 7 TeV, 44.2 pb¡1 2011, 7 TeV, 6.1 fb¡1 2012, 8 TeV, 23.3 fb¡1

0

5

10

15

20

25

CMS Integrated Luminosity, pp

1 Ju
n

1 Sep
1 D

ec
1 M

ar
1 Ju

n
1 Sep

1 D
ec

1 M
ar

1 Ju
n

1 Sep
1 D

ec

Date (UTC)

0

2

4

6

8

10

P
e
a
k
 D

e
li
v
e
re

d
 L

u
m

in
o
s
it

y
 (
H
z=
n
b
)

£ 10

Data included from 2010-03-30 11:21 to 2012-12-16 20:49 UTC 

2010, 7 TeV, max. 203.8 Hz=¹b
2011, 7 TeV, max. 4.0 Hz=nb
2012, 8 TeV, max. 7.7 Hz=nb

0

2

4

6

8

10

CMS Peak Luminosity Per Day, pp

Figure 2.2: (top) The integrated luminosity collected by the CMS experiment during
Run 1, as a function of time. (bottom) The peak luminosity recorded by the CMS
experiment during Run 1, as a function of time.
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2.2.1 Higgs production

There exist four main production mechanisms for the Higgs boson in the SM, which
are sketched in figure 2.3:

Figure 2.3: Feynman diagrams corresponding to the lowest order contributions to
the gluon fusion (top left), the vector boson fusion (top right), the Higgs-strahlung
(bottom left) and the tt̄ associated production mechanism.

• The gluon fusion (ggH) is the dominant production mode at the LHC for every
value of the mass of the Higgs (see figure 2.4). The main contribution to this
process arises from the t quark loop, due to the Yukawa coupling being propor-
tional to the mass of the fermion. This process is also particularly sensitive to
new physics contributing to the loop amplitudes, like the presence of a fourth
fermion family.
The gluon-fusion cross section is known at NNLO+NNLL accuracy in QCD
and NLO in electroweak. The radiative QCD corrections are of particular im-
portance: the cross section increases by a factor of two going from LO to
NLO, another 25% comes from the NNLO corrections and NNLL soft gluon
resummation adds another 5%.

• The vector boson fusion (VBF) process accounts for ≈ 7% of the total cross
section for a Higgs of mass 125 GeV. Despite the small yield, this process pro-
vides a peculiar signature, with two jets with a large rapidity gap and large
invariant mass.

• The Higgstrahlung (associated production with a vector boson VH) is the
process in which a vector boson (W or Z) radiates a Higgs. The VH contribution
to the total cross section is less than 5%, but it is extremely important in
some decay channels because the Higgs production can be “tagged” using the
associated vector boson, thus reducing sensibly the background.
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• The tt̄ associated production (ttH) contributes to less than 1 % of the total
signal yield at

√
s = 8 TeV. Nevertheless, the presence of a tt̄-quark pair in

the final state makes this process observable at the LHC, thanks to the use
of techniques to identify the presence of jets arising from the fragmentation of
b-quarks (b-tagging). Moreover, the cross section is expected to increase by
a factor of approximately 4 going from 8 TeV to 13 TeV, thus increasing the
possibility to observe this process.

The Higgs production cross section as a function of the Higgs mass is shown in
figure 2.4.
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Figure 2.4: The cross section for the Higgs production in proton-proton collisions at a
center-of-mass energy of 8 TeV as a function of the Higgs mass. The coloured bands
represent the total theoretical uncertainty.

2.2.2 Higgs decay channels

The Higgs in the SM couples with a strength proportional to the mass and to the
mass squared for fermions or gauge bosons respectively. For this reason the Higgs
tends to decay into the heaviest particle which is kinematically available.
The branching ratio of the SM Higgs boson as a function of its mass is shown in
figure 2.5.

The most important decay channels, from an experimental point of view, are not
just those which provide the highest event yield, but rather those which have a high
signal-to-background ratio. As an example, the decays into a pair of gluons or a pair
of c-quarks, despite the relative large branching fraction for a low mass Higgs, are
overwhelmed by the background from QCD processes, and thus have a little chance
to be observed at the LHC.

In the following a brief review of the most sensitive decay channels is presented.
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Figure 2.5: The SM Higgs boson branching ratio as a function of the Higgs mass.
The coloured bands represent the total theoretical uncertainty.

H → ZZ → 4`

This channel looks for a narrow peak in the four-lepton invariant mass distribution
appearing over a small continuum background. Small instrumental background may
arise from the misidentification of jets as leptons. Due to different expected resolu-
tions, the 4µ, 4e, 2e2µ final states are analyzed separately and then combined. The
final state is completely reconstructed and measured, thus preserving the total kine-
matical information of the event. This feature makes it possible to study the mass
and the spin of the Higgs boson with high precision.

H → γγ

In the γγ decay channel, a Higgs signal appears as a peak in the exponentially falling
di-photon invariant mass spectrum. The large background comes from QCD diphoton
production and misendification of jets which are reconstructed as photons. The signal
yield is releatively small, compared to other channels, but the signature is clear (two
high-ET photons) and the mass resolution is very good (≤ 2 GeV): these two features
makes this channel one of the most powerful to study a low mass Higgs boson.

H → WW → `ν`ν

The decay of the Higgs into a pair of W bosons has the largest branching ratio right
above the WW threshold (160 GeV), as it is shown in figure 2.5. With the use of
dedicated reconstruction algorithms for the transverse missing energy (Emiss

T ), this
channel is sensitive also in the low mass regime, down to mH ' 120 GeV.
The events are selected with two well isolated, high-pT leptons and large missing
transverse energy due to the presence of two neutrinos in the final state.
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H → bb̄

Despite having the largest branching fraction for a low mass Higgs (see figure 2.5), the
bb̄ channel has a huge background coming from QCD di-jet production, whose cross
section is several order of magnitudes larger than the Higgs signal. For this reason
an inclusive search is not possibile with this final state and the events are selected
requiring the additional presence of a W or Z boson, decaying leptonically, in order to
target the VH associated production, which has a better signal to background ratio.

H → ττ

The branching ratio of a low mass Higgs into a τ -lepton pair is the second largest,
after the bb̄ mode. In this channel, the main challenge is the reconstruction of the
τ leptons, which is difficult due to the presence of neutrinos in the leptonic decay
and relatively soft pions in the hadronic decay. The channel is further divided into
subchannels according to the different combinations of the τ decay modes. Since the
resolution on the τ four-momentum is not as good as for muons, electron or photons,
the Higgs signal would appear as a broad excess in the invariant mass of the τ pair.

2.2.3 The discovery of a Higgs boson

In December 2011, the ATLAS and CMS collaborations reported “intriguing hints” of
the signal of a new particle in the search for the SM Higgs boson, using approximately
5 fb−1 of data at 7 TeV. The analysis was repeated in 2012 with the addition of the
first 5 fb−1 at 8 TeV and indeed confirmed the hints seen in the 2011 dataset, leading
to the announcement of the discovery in the famous public seminar given on July
the 4th 2012 at CERN by the ATLAS spokeperson Fabiola Gianotti and the CMS
spokeperson Joe Incandela.

The discovery of a new particle occurs when the p-value of the background-only
hypothesis exceeds the level of a 5σ significance. This threshold corresponds to 1
chance over more than 3 millions to have an experimental outcome which is as less
compatible with a fluctuation of the background as the one observed. In July 2012,
both ATLAS and CMS reached the 5σ threshold with the combination of the most
sensitive channels: H → ZZ(∗) → 4`, H → γγ, H → WW (∗) → `ν`ν. The
significance of the excess seen by the two experiments is shown as a function of the
hypothesized Higgs mass in figure 2.6.

After the discovery, the first measurements of the properties of the new reso-
nances were performed.
The mass of the new boson, from the combination of the high resolution channels, is
measured with the full dataset to be mH = 125.03 +0.26

−0.27 stat. +0.13
−0.15 syst. GeV in CMS.

The mass measured by the ATLAS collaboration is in agreement with the CMS one
within the current uncertainties.
In CMS, using the matrix element approach described in 4.10.4, the spin of the new
particle was first tested against the pure pseudoscalar hypothesis [14] and later against
other exotic models [15] in the H → ZZ(∗) → 4` channel. The diphoton channel
has also been shown to be sensitive to the spin properties of the new boson [16]. The
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Figure 2.6: The local p-value as a function of the Higgs mass for the combination
of the most sensitive channels in ATLAS (left) and CMS (right). The solid line is
the observed p-value, the dashed one is the expected in the presence of a SM Higgs
boson.

experimental data collected during Run 1 strongly favour the spin-parity quantum
numbers (0+) predicted by the SM.
The signal stregth µ, defined as the ratio of the measured rate to the prediction of
the SM, has been measured in the combination of the main channels [17, 18]. The
value measured in CMS is µ = 1.00 ± 0.09 (stat.) +0.08

−0.07 theo. ± 0.07 syst. and is
found to be in good agreement with the measurement done in ATLAS, both being
compatible with the value predicted in the SM (µ = 1). Figure 2.7 (left) shows the
two-dimensional scan of the µVBF,VH and µggH,ttH parameters.
The couplings of the newly discovered Higgs-like particle were also measured with the
full dataset of the Run 1. The approach used to test the compatibility of the couplings
with the prediction from the SM makes use of the so-called k-framework [19]. Such
method consists in defining effective coupling scale factors ki for different particles
or group of particles and rewriting the relevant cross sections in terms of those pa-
rameters. So far, no significant deviation is seen in the coupling structure of the new
particle with respect to the SM expectations for a Higgs boson.

The width ΓH of a SM Higgs boson of mass 125 GeV is very tiny, around 4
MeV, well below the reach of the experiments at the LHC for a direct measurement.
However, it has been demonstrated that, by measuring the ratio of the off-shell to the
on-shell cross section, one can obtain an indirect contraint on the total width [20],
under the hypothesis that the couplings are the same off-shell and on-shell. This
measurement has been recently performed in CMS [21] and ATLAS [22]. The CMS
collaboration reports a 95% confidence level upper limit of ΓH < 22 MeV, which
corresponds to 5.4 times the width predicted by the SM. The ATLAS measurement
yields limits in the same range of those from CMS.
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Figure 2.7: (left) The scan of the two signal strengths µVBF,VH and µggH,ttH defined
for the vector boson and fermion induced processes respectively. (right) The couplings
of the SM Lagrangian as a function of the particle mass.

2.3 The CMS detector

The LHC is expected to deliver, at its design functioning, approximately 109 inelastic
proton-proton interactions per second. This huge rate leads to an incredible variety
of challenges for the detectors. First of all, the online event selection system (the
trigger) must reduce the rate to about 100 events/s, in order to make it possible to
record the interesting data. At the design peak luminosity, the experiments would
record about 20 overlapping collisions in the same bunch crossing, referred to as pile-
up (PU): a high-granularity detector with low occupancy is mandatory to properly
reconstruct the events in such a crowded environment. The high flux of particle re-
quires also the use of radiation-hard sensors and electronics.

In order to cope with these challenges and to fulfill the physics program of the
LHC, the CMS detector must match some requirements on the reconstruction of the
physics objects, which can be summarized as:

• good muon identification, charge distinction capability up to momenta of about
TeV, good momentum resolution and dimuon mass resolution;

• good identification of electrons and photons and good diphoton, dielectron
mass resolution;

• good dijet mass resolution;

• efficient b and τ tagging.

In the following a brief summary of the design of the CMS detector and of the
technology used for each subsystem is presented. A detailed description can be found
elsewhere [23].
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2.3.1 The coordinate system

The CMS experiment uses a cylindrical coordinate system, whose origin is at the
nominal collision point inside the detector. The y-axis points vertically upward, the
x-axis points radially towards the centre of the LHC and the z-axis is along the beam
direction. The azimuthal angle φ is measured in the x − y plane from the x-axis,
while the polar angle θ is measured from the z-axis. Instead of θ, the pseudorapidity
η is often used, which is defined as:

η = −ln tan
θ

2
(2.2)

The transverse momentum pT is defined as the magnitude of the projection of the
momentum in the x, y plane. The transverse energy is defined as ET = Esinθ. The
missing transverse energy, often referred to as MET and denoted by Emiss

T , is the
magnitude of the vectorial sum of the momentum of all the particles reconstructed
in the event projected in the trasverse plane.
A variable which is often used to measure the distance between particle trajectories
is ∆R, defined as:

∆R =
√

∆φ2 + ∆η2 (2.3)

2.3.2 The overall design

The CMS detector is shown in figure 2.8.
The design of the CMS detector was mainly driven by the configuration of the mag-
netic field: a large bending power is mandatory to have a good momentum resolution
for particle with high momentum.
For this reason a 13-m long, 6-m-diameter superconducting solenoid, provinding a
magnetic field of 4 T has been placed at the heart of the experiment.
In the steel return yoke, 4 muon stations have been integrated, each made of several
layers of aluminium drift tubes (DT) in the barrel and cathode strip chambers (CSC)
and resistive plate chambers (RPC) in the endcap.
The inner tracker and the calorimetry systems are placed inside the solenoid. In the
barrel, the tracking system consists of 10 layers of silicon strip detectors, comple-
mented by 3 layers of silicon pixel detectors in the region closer to the interaction
point.
The electromagnetic calorimeter (ECAL) is made of lead tungstate (PbWO4) crystals,
whose scintillation light is detected using avalanche photodiodes (APDs) or vacuum
phototriodes (VPTs) for the barrel and endcap respectively. A pre-shower detector is
installed in front of the ECAL for the rejection of π0.
The hadron calorimeter (HCAL) is a sampling calorimeter with brass as a passive ma-
terial and scintillator as active material. The light is detected by hybrid photodiodes
(HPDs). The outer HCAL (HO) further extends the hadron calorimeter in the barrel
region to improve the containment of the tail of the hadronic showers. To improve
the geometrical coverage of the HCAL, iron/quartz sampling calorimeter are placed
in the forward region, where photomoltipliers (PMs) are used to detect the Cherenkov
light emitted.
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Figure 2.8: A section of the CMS detector, with the indication of each subdetector.

2.3.3 The magnet

The CMS experiment aims to achieve a good momentum resolution for particle mo-
menta up to 1 TeV. The larger the bending power the better the momentum resolu-
tion, so in order to meet this goal a large solenoid with an high axial magnetic field
is needed.
The superconducting CMS magnet is designed to provide a magnetic field of 4 T,
but during the Run 1 of the LHC it has been decided to operate at 3.8 T. It features
a free bore, with a diameter of 6 m and a length of 13 m, and a 10000 tonnes steel
yoke, where the flux is returned, made of 5 3-layered wheels in the barrel and 3 disks
in the endcaps. The yoke plays also the role of absorber in front of the muon stations.
The axial direction of the field allows to start measuring the momentum at r = 0
(unlike a toroidal configuration), resulting in a more compact design of the whole
spectrometer. In table 2.1 the main parameters of the CMS magnet are listed.

Table 2.1: The main parameters of the CMS magnet.

Magnetic field 4 T
Inner bore 5.9 m

Length 12.9 m
Number of turns 2168

Current 19.5 kA
Stored energy 2.7 GJ
Total weight ∼ 12000 tons

The CMS experiment solenoid employs high purity aluminium conductors, with
an overall cross section of the cables of 64 ×22 mm2. To keep the necessary low
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temperatures (about 4 K) an indirect termosyphon cooling is used together with
epoxy resin impregnation.

2.3.4 The muon system

As the name of the experiment suggests, the system dedicated to the measurement
of the muons is one of the most important features of the CMS detector and has
heavily influenced its design. The muon detector has three important goals: muon
momentum measurement, muon identification and muon triggering.
The measurement of muon momentum is done in cooperation with the inner tracker:
for moderate-low transverse momenta the tracker measurement dominates, while for
momenta above about 200 GeV the muon system starts becoming more and more
important and its spacial resolution eventually dominates.
The muon identification is ensured by the absorbing material in front of the muon
chambers, which exceeds 16 interaction lengths and makes the hadron punchthrough
component negligible for the momentum range of interest for most of the physics
analysis.
The muon triggering is achieved with the use of fast and segmented gas detector.
Due to the large number of detection planes needed, the muon chambers had to be
inexpensive, but at the same time robust and reliable, in order to accomplish the tasks
mentioned above. For this reason, gaseous detectors of three different technologies
(DT, CSC and RPC) are employed.
The muon system, represented in figure 2.9, is divide in barrel (|η| < 1.2) and endcap
(1.0 < |η| < 2.4) detector.

Figure 2.9: The layout of the muon system.
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Barrel detector

The barrel detector consists of 250 chambers, placed in 4 concentric stations (MB1,
MB2, MB3 and MB4 starting from the innermost one) at r = 4.0 m, 4.9 m, 5.9 m,
7.0 m respectively. Each station is divided in 5 wheels along the z-axis and 12 sectors
in the azimuthal angle. MB1 and MB2 are made by ”sandwiching” one DT chamber
in between two RPCs, while in the two outermost stations, MB3 and MB4, each DT
is coupled with one RPC.
In MB1, MB2 and MB3, each DT chamber is made of 12 layers of drift tubes, grouped
in 3 Super Layers (SL) of 4 layers each: 2 SLs measure the r − φ coordinate while
the other one measures the z coordinate. The first SL is separated from the other to
have a larger arm for the measurement in the bending plane. In MB4, DT chambers
consist of only 2 SLs measuring r−φ coordinate. A total of 480 RPCs are used in the
barrel detector. Each RPC is a double-gap bakelite chamber operating in avalanche
mode, with gap width of 2 mm. The strips, running along the beam direction, are
segmented in order to match trigger requirements.

Endcap detector

Each endcap detector is composed of 4 stations labeled ME1 to ME4 starting from
the station closest to the interaction point. They are mounted in disks perpendicular
to the beam direction, each disk being divided into 2 or 3 concentric rings. There are
468 CSCs in total, each arranged in a trapezoidal shape and made of 6 gas gaps (7
layers) with planes of cathode strips in the radial directions and anode wires almost
perpendicular to the strips. Most CSCs are overlapped in φ in order to avoid gaps in
acceptance. There are 36 chambers for every ring, except the innermost ring of ME
2,3 and 4 which has 18 chambers. The ionization of a charge particle passing through
the planes cause charge to form on the anode wire and image charge on the cathode
strips, thus allowing to get (r, z, φ) hits in each layer. Three out of four chambers
have a RPC plane in the endcaps (see figure 2.9).

2.3.5 The electromagnetic calorimeter

The measurement of electromagnetic objects, namely electrons and photons, is of
fundamental importance for the physics program at the LHC. In particular, the chan-
nel in which the Higgs decays to a pair of photons was chosen as the main benchmark
for the design of the electromagnetic calorimeter in CMS.
The need for a good resolution, in a demanding environment like the LHC, lead to the
choice of an homogeneous calorimeter made of lead tungstate PbWO4 crystals. The
PbWO4, infact, provides a fast response: about 80% of the light output is collected
in 25 ns, which is the nominal bunch spacing at the LHC. The high density of the
crystal results in a short radiation length (X0 = 0.9 cm) and a small Moliere radius
(2.2 cm), which allows for a fine granularity and compact layout. The light yield is,
in turn, relatively low: at the operating temperature (18◦C) about 4.5 photons per
MeV of deposited energy are collected by the photodetectors. To exploit the internal
reflection for an optimal light collection, the surfaces of the crystal are polished. The
effect of the radiation damage, which produces a wavelength-dependent loss in the
light transmission, is corrected for with the use of injected laser light.

30



2.3. THE CMS DETECTOR

Both the number of scintillating photons emitted and the amplification in the APDs
decrease with increasing temperature: for this reason the temperature is kept stable
within ±0.05 ◦C thanks to a water flow cooling system which dissipates the heat due
to the electronic readout.

The CMS ECAL, which is divided in barrel ECAL (|η| < 1.479) and endcap
ECAL (1.479 < |η| < 3.0), is shown in a schematic view in figure 2.10.

Figure 2.10: The layout of the electromagnetic calorimeter.

Barrel electromagnetic calorimeter

The ECAL barrel (EB) consists of 61200 crystals, with a 360-fold segmentation in φ
and a granularity of 2×85 in η. They are arranged in a quasi-projective configuration
with respect to the interaction point. They have a tapered shape, slightly varying
with the pseudorapidity, with a cross-section of 22× 22 mm2 at the front face of the
crystal and 26×26 mm2 at the rear, corresponding to approximately 0.0174×0.0174
in η − φ. The legnth is 230 mm, which is equivalent to 25.8 X0.
The crystals are contained in an alveolar structure called submodule, with thin walls
of aluminum (front) and glass fibre-epoxy resin (sides) separating each crystal by its
neighbours by 0.35 mm. Submodules are organized into modules, each containing
from 400-500 crystals depending on η. Four modules, separated by aluminium webs,
form a supermodule, which contains 1700 crystals in total. There are 18 supermod-
ules, each one covering 20◦in φ.
In the barrel ECAL, the scintillating light is detected by APDs.

Endcap electromagnetic calorimeter

The ECAL endcap (EE) is made of identically shaped crystals grouped in 5× 5 units
called supercrystals (SC), by means of an alveolar structure similar to the one used in
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the barrel. Each endcap is divided in two halves called “dees”, each one containing
138 standard SCs plus 18 special SCs for the innermost and outermost circumferences,
arranged in a grid in the x − y plane. Crystals point towards the interaction point,
with a small tilt of 2-8 degrees with respect to the exact projection.
The cross section of the crystals in the endcaps is 28.62 × 28.62 mm2 in the front
and 30× 30 mm2 in the rear, and their legnth is 220 mm (24.7 X0).
The light output is readout by VPTs.

On-detector electronics

The ECAL read-out system is designed to read the signal of a trigger tower (5 × 5
crystals in η × φ) or a super-crystal in the EB and EE respectively.
The signal coming from the APDs and VPTs is amplified and shaped by a Multi-Gain
Pre-Amplifier (MGPA). The MGPA is an ASIC developed in 0.25 µm technology and
consists of three amplifiers, with nominal gains of 1, 6 and 12, a CR-RC shaper,
three digital-to-analog converters and a test-pulse generator. The full scale signals
correspond to about 1.5 TeV and 1.6-3.1 TeV for the APDs (EB) and VPTs (EE)
respectively. The non-linearity of the output pulse is less than 1% in all the dynamic
range. The noise for the highest gain is about 8000 and 4000 electrons for the APD
configuration and the VPT configuration respectively.
The three analog signals are digitized in parallel by a 40-MHz, 12-bit ADC, developed
in 0.25 µm technology. The highest non-saturated signal is selected, and the infor-
mation is reported consisting of the 12-bit ADC count plus two bits coding the ADC
number.
The digitized data are stored, during the L1 trigger latency, in 256-word-deep pipelines.
Five of these pipelines and the logic to calculate (once every bunch crossing) the sum
of the 5 channels corresponding to the trigger unit are implemented in a 0.25 µm
ASIC: the energy is thus summed in strips of 5 crystals along φ.
The trigger tower energy sum is transmitted using Gigabit Optical Hybrids (GOH) to
the Trigger Concentration Card (TCC) which completes the generation of “trigger
primitives”.
On receipt of a L1 trigger, the corresponding data are transmitted to the Data Con-
centrator Card (DCC), which is responsible for the zero suppression and the data
reduction. The Clock and Control System (CCS) boards distributes the system clock,
the trigger and configure the front end electronics.

2.3.6 The hadron calorimeter

The hadron calorimeter completes the calorimetry system of CMS with the mea-
surement of the energy of hadron showers. The HCAL is required to have a good
hermeticity for a precise determination of the missing transverse energy. The un-
balance of the momentum in the transverse plane is infact a sign of neutral, stable
particles which escaped the detection and is the typical signature of many important
processes in the SM and in new physics, like SUSY or other dark matter models.
The CMS HCAL is a sampling calorimeter with brass (70% copper and 30% zinc) as
a passive material and scintillator tiles as active material, coupled with wavelength
shifting (WLS) fibres, which carry the light to the photodetectors. It is placed right
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around the ECAL, and its design is strongly influenced by the presence of the solenoid,
which restricts the amount of material budget due to the limited space in the coil.
For this reason, in the barrel region an additional outer calorimeter (HO) is placed
outside the solenoid.

A sketch of the hadron calorimeter is shown in figure 2.11.

Figure 2.11: The layout of the hadron calorimeter.

It is divided four subsystems: the hadron barrel (HB), the hadron outer (HO),
the hadron endcap (HE) and the hadron forward (HF) calorimeter.

Barrel hadron calorimeter

The HB inner radius is 177.7 cm, the outer one is 287.65 cm, and covers the region
|η| < 1.3. It is made of two half barrels, each one divided in 18 20◦-φ wedges. Each
wedge is made of 17 layers of active scintillator (3.7 mm thick) interspersed with brass
plates (about 50-60 mm depending on the radial position), while the innermost and
the outermost layers are made of stainless steel, which ensures structural strength.
The first active layer is placed directly behind the ECAL, in order to deal with low
showering particles coming from the material between ECAL and HCAL. Each tile
has a size of ∆η × ∆φ = 0.087 × 0.087 and is coupled with one WLS fibre. The
overall HB consists then of 32 ”towers” in η, readout by pixelated hybrid photodiodes
(HPDs).

Outer hadron calorimeter

The HO is placed outside the HB, inside the barrel muon system, having the same
pseudorapidity acceptance of the HB. It is divided in 5 sections, or ”rings”, along η,
each one covering 2.5 m length in z. The ring 0 has 2 scintillator layers on both side
of an iron absorber, while the other rings have a single layer. The scintillator tiles are
10 mm thick and match the φ segmentation of DT chambers. The tower geometry
of the scintillator in η and φ is the same of the HB. The main motivation for the

33



2.3. THE CMS DETECTOR

HO is to measure the energy of penetrating hadron showers, in order to get the tails
of the jets. Increasing the material budget up to about 11 interaction lengths in the
mid-rapidity region improves also the resolution in Emiss

T .

Endcap hadron calorimeter

The HE detectors cover the region 1.3 < |η| < 3 and each endcap is attached to the
muon endcap yoke. The φ-design of HE matches the HB, even though for |η| > 1.74
the φ granularity is halved to host the bending radius of the WLS fibres. The η − φ
size of the towers is the same as for the HB for |η| < 1.6 and ∆η×∆φ = 0.17×0.17
The thickness of the absorber plates is 79 mm, with 9 mm gaps to accomodate the
scintillators. In total, the thickness of the HE is about 10 interaction lengths.

Forward hadron calorimeter

The forward hadron calorimeter HF is located at 11.2 m from the interaction point.
The absorber layers are made of steel, while the active one is radiation hard quartz in
fibres with varying length embedded to the steel, which provide fast Cherenkov light
yield. The distance between 2 adjacent fibres is 5 mm and they are readout separately
by phototubes in the rear of the detector. Each module of HF is made of 18 wedges,
which are placed in a non-projective way, with fibres running along beam direction.

2.3.7 The inner tracker system

The inner tracker detector of CMS is designed to achieve a precise and efficient
reconstruction of the charged particle trajectories coming out of the collisions. The
measurement of the tracker is essential, in particular, to estimate the momentum of
muons and electrons, identify tau leptons and reconstruct jets and secondary vertices.
Tracking information is also used in the high-level trigger system of CMS.
The LHC presents several challeges for the operation of the tracking system, due
to the huge flux of particles and the large number of PU interactions. In order to
accomplish the tasks mentioned above, the tracker should have:

• high granularity, to ensure track reconstruction in a crowded environment;

• fast response, to assign the trajectories to the correct bunch crossing;

• radiation hardness, to survive about ten years of data taking;

• low material budget, to avoid gamma conversions and large contribution to
the momentum resolution due to multiple scattering.

All these requirements lead to the choice to build the tracker using a silicon detector
technology. The CMS tracker is so far the largest silicon detector ever built.

In order to keep a low occupancy (. 1%) in the presence of a high charged
particle flux and to reach the desired resolution on the impact parameter, pixelated
tracker layers have to be used for radii below 10 cm. In the intermediate region
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(20 cm < r < 55 cm), the reduced rate density allows to employ micro-strip detec-
tors. In the outer region (55 cm < r < 110 cm) the strip pitch is further increased
together with the strip length, in order to reduce the number of read-out channels.
In order to keep a signal-to-noise ratio of approximately 10:1, thicker silicon sensors
are used in this region. The acceptance of the tracker extends up to |η| < 2.5.

The radiation damage causes an increase of the leakage current of the sensors,
which turns to have an exponential dependence on the temperature. For this reason,
the CMS tracker has operated at a temperature of about +4◦C during Run 1. The
temperature will be further decreased during the future high luminosity runs of the
LHC, down to about -20◦C. The cooling is ensured by cooling circuits which employ
C6F14 in the liquid phase.

The read-out chips of the CMS tracker makes use of a standard 250 nm CMOS
technology, slightly modified to make the chip radiation-hard. This choice ensures a
good radiation hardness of the read-out electronics: the lifetime of the strip tracker
subsystem is then limited by the aging of the silicon sensors.

A schematic view of the CMS tracker is in figure 2.12. More details about the
layout of the pixel detector and the the strip detector are given in the following sec-
tions.

Figure 2.12: The layout of the inner tracker system.

The pixel tracker

In the barrel, three cylindrical layers of pixel detector modules (BPix) are placed
surrounding the interaction point. The pixel detector is complemented with two
disks for each endcap (FPix). The BPix layers are 53 cm-long and are placed at
r = 4.4, 7.3, 10.2 cm. The FPix are located at radii between 6-15 cm and are placed
at z = ±34.5,±46.5 cm. In total the pixel detector consists of 66 million pixels, for
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a total area of 1.06 m2.
The layout of the pixel detectors is sketched in figure 2.13.

Figure 2.13: The layout of the pixel detector.

The pixel cell size is the same for both subsystems and is 100× 150µm2, which
is a choice made to achieve a similar resolution in the r − φ and in the z directions.
The pixel detector uses zero-supressed, anolog pulse height read-out: this feature
allows to get a very good hit spatial resolution (15-20 µm) due to the sharing of the
charge between different pixels.
The mechanics and the cabling in the pixel detector has been designed to allow a
yearly access.

The pixel read-out consists of three parts:

• a read-out data link from the modules to the front end driver (pxFED), which
receives the data, digitizes it, formats it and sends it to the Data Acquisistion
System (DAQ);

• a fast control link from the pixel front end controller (pFEC) to the modules.
The pFEC sends the clock, fast control signals (trigger) and programs the front
end devices;

• a slow control link from a standard FEC to the supply tube/service cylinder.
The FEC configures the ASICs on the supply tube/service cylinder.

The FEC, pFEC and pxFED are VME modules located in the electronics room
and connected to the front-end with optical fibres.
The read-out chip (ROC) is a full custom ASIC using a 250 nm CMOS technology
and contains 52x80 pixels. It amplifies and buffers the charge signal, performs zero-
suppression, verifies the Level 1 (L1) trigger, adjusts the voltage levels, currents and
offsets and sends the hit information to a Token Bit Manager (TBM). The TBM
controls a group of from 8 to 24 ROCs depending on the position in the detector.

The strip tracker

The strip tracker detector is divided in four different subsystems.
The tracker inner barrel (TIB), made of 4 layers, and the tracker inner disks (TID),
made of 3 disks, extend up to a radius of 55 cm, providing up to 4 hit measurements
in the r−φ plane. The tracker outer barrel (TOB) has an outer radius of 116 cm and
consists of 6 layers, each one carrying another r− φ hit. The tracker endcaps (TEC)
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cover the region between 124 cm < |z| < 282 cm and 22.5 cm < |r| < 113.5 cm and
is composed of 9 disks, each made of up to 7 rings (depending on the |z| position).
The TEC detectors thus measure up to 9 φ hits of the trajectories.
The strips are parallel to the beam axis in the TIB and TOB and along the radial di-
rection for the TID and TEC. Both TIB and TID use 320 µm-thick silicon micro-strip
sensors. The strip pitch in the TIB is 80 (120) µm in the layers 1 and 2 (3 and 4),
with a spatial resolution of about 23 (35) µm. In the TID the pitch varies between
100-141 µm.
The TOB is made of 500 µm-thick sensors, with the strip pitch of 184 µm in the
first 4 layers and 122 µm in the layers 5 and 6. The resulting single point resolution
is about 53 µm and 35 µm respectively.
The four inner rings of the TEC have 320 µm-thick sensors with strips of average
pitch 97 µm, while the outer 3 are 500 µm-thick and have a 184 µm average pitch.
In the first two layers of the TIB and TOB, as well as in the two inner rings of
the TID and rings 1,2 and 5 of the TECs, a second micro-strip module is mounted
back-to-back, providing a measurement of the z coordinate in the barrel and the r
coordinate in the disks. The resolution in this direction is about 230 µm in the TIB,
and 530 µm in the TOB, while it varies with the pitch for the TID and TEC.
The silicon strip detector of CMS is expected to provide, in the region |η| < 2.4,
about 9 hits per trajectory, with 4 of them being 2-dimensional measurements.
It consists of more than 9 million strips, covering an area of about 198 m2.

The signals from the silicon strips detector are amplified, shaped and stored by a
custom ASIC, the APV25. It is fabricated in a 250 nm CMOS process which is specif-
ically designed to ensure radiation tolerance. The APV25 consists of a pre-amplifier,
a shaper and a 192 element deep pipeline, which can store the data for a trigger
latency of 4 µs.
After a positive L1 trigger decision, the analogue signals are trasmitted via optical
fibres to the front end driver (FED), located in the service cavern. Here, an accurate
pedestal subtraction takes place. All the other fast informations, such as the clock
and the trigger are also transmitted by optical links.
This analogue read-out scheme ensures optimal spatial resolution, thanks to charge
sharing, operational robustness and reduced material budget, since the analogue to
digital conversion happens out of the tracker volume.

2.3.8 The trigger and the data acquisition

The LHC is expected to deliver proton-proton collisions with a bunch crossing of 25
ns, corresponding to a crossing frequency of 40 MHz. At the design peak luminosity
(1034 cm−2s−1) each bunch crossing contains approximately 20 interactions. One of
the main challenges of the LHC experiments was to design a trigger system able to
reduce the rate of events to approximately 100 Hz, which is the maximum sustainable
rate at which event information can be processed offline.
The CMS trigger achieves this goal with a combined system consisting of two steps:
the level-1 (L1) trigger, which makes use of custom-designed electronics, and the
high-level trigger (HLT), which is instead software-based.
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The L1 trigger has an output rate of about 30 kHz, thus implementing a rejection
factor of approximately 103. It uses only coarse informations from the calorimeters
and the muon system to decide whether to discard or not the event, while the whole
information is hold in pipelined memories in the front-end electronics. Since the
latency of the L1 trigger is about 3.8 µs, such pipelines should be deep enough to
store the data corresponding to approximately 150 bunch crossings.
The architecture of the L1 trigger is illustrated in figure 2.14.

Figure 2.14: The architecture of the L1 trigger.

The L1 trigger is organized in a hierarchical structure, with local, regional and
global components. The local triggers, or trigger primitives, are energy deposits in
the calorimeters or track segments in the muon chambers. The regional triggers com-
bined the information in each region of the detector to provide trigger objects sorted
by momentum or quality. The global calorimeter and muon triggers determine the
highest rank objects in the whole detector for each type and transfer the information
to the global trigger: here the decision on whether to keep the event is taken based
on the outcome of the algorithms. The decision is then communicated through the
Timing, Trigger and Control (TTC) system.
The L1 trigger electronics is partly placed on the detectors themselves, partly in a
control room which is 90 m distant from the experimental cavern.

The HLT trigger consists of a PC farm with about a thousands of commercial
processors running a software similar to the one used in the offline analysis.
After the event has passed the L1 trigger selection, data are trasferred from the
pipeline memories to the front-end read-out buffers. Here further signal processing,
zero suppression and data compression are performed. The total size of an event at
this point is 1.5 MB for p-p collisions. Each event, contained in several hundreds
different buffers, is transferred to a processor, running a HLT software.
During Run 1 the nominal HLT rate was about 350 Hz: these events have been pro-
cessed immediately and are reffered to as “streamed” data. An additional 300 Hz of
bunch-crossings have been recorded and processed later, during the long shutdown in
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2013-2014: these data are reffered to as “parked” data.
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Chapter 3

Study of the muon momentum
scale with the CMS detector

Abstract
If high precision is needed in the measurement of final states with muons, then a precise
calibration of the muon’s momentum is mandatory, since many detector effects can spoil

the measurement of charged tracks. A method to recover the correct scale of muons,
based on a likelihood fit to the dimuon mass spectrum in the region of resonances, has

been developed in CMS and used with the data of the Run 1 of the LHC.
In this chapter we review the method, the calibration strategy and the results obtained

with 7 TeV and 8 TeV data of the LHC.
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3.1 Introduction

Since the CMS detector is expected to provide precise measurements in many chan-
nels, a careful knowledge of the response of each subdetector is mandatory. In partic-
ular, on top of the “hardware” calibration at the level of the sensor and the electronics
of the detector subsystem, a campaign of in situ calibration of the physics objects
used in the analysis, like muons, electrons, photons and jets, has started as soon as
the very first collisions data appeared in 2010.
Among the measurements that CMS is able to provide, the trajectory of charged
particles measured in the silicon tracker is one of the most sensitive to the conditions
of the detector, in particular to the assembly operations and the positioning of its
sensors. The determination of the transverse momentum pT is highly sensitive to the
alignment of the tracker and the muon chambers, the amount of material along the
trajectory and the knowledge of the magnetic field.
The momentum scale of tracks can be fruitfully studied thanks to the precise knowl-
edge of the mass of resonances decaying to muons. In particular, for muon momenta
from few GeVs up to ten hundreds of GeVs the use of resonances like the Z the J/Ψ
or the Υs can be very helpful.

This chapter is organized as follows. In the first section 3.2 the algorithm used for
the calibration of muons’ momenta is presented. Then in section 3.3 the strategy used
for the calibration with the 7 TeV and 8 TeV data is described and in the following
section 3.4 the validation of the results of the calibration constants is presented. In
section 3.5 the study of the systematic uncertainty on the momentum scale of the
muons is illustrated. Finally in section 3.6 an overview is given of the impact of muon
momentum scale corrections and systematics in the physics analyses in CMS.
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3.2 The MuScleFit algorithm

The information about the muon momentum scale can be extracted from a likelihood
fit to dimuon resonances, combining the parameters of the measured tracks in dimuon
events and the knowledge of the mother particle. The per-event observable that pro-
vides such information is, of course, the mass of the muons’ mother. Given that it
is not a per-track variable, a probabilistic approach is needed to correlate a possible
bias (offset from the true value) in the track momentum with a shift in the observed
dimuon mass. Another complication is the finite mass resolution: the information on
the scale can be inferred from the event only if an estimation of the uncertainty on the
measured mass is provided. Anyway, the latter can be extrapolated from the single
muon’s resolution, which can be extracted itself from the fit, as it will be discussed
later. The finite intrinsic width of the resonance in the case of the Z must be also
taken into account.

Such a multi-parameter likelihood approach has been implemented in the MuS-
cleFit algorithm, as a part of CMSSW, the official code used by the CMS collaboration
for event reconstruction and physics analysis. A complete description of the MuScle-
Fit algorithm can be found in this note [24]. Here we give an outline of the ingredients
that enter the likelihood function, focusing on the ones which have been studied in
more details during the calibration with Run 1 data.
The inputs needed to build the likelihood are essentially:

• The lineshape of the resonance (signal model)

• The background model

• The ansatz function for the momentum scale

• The ansatz function for the momentum resolution

The lineshape is provided as a two-dimensional histogram, which stores the probability
density that tells how likely a reconstructed mass m is, given a mass resolution s. Such
a probability, in general, reads as a convolution of a theoretical cross section σ(m,m0)
(i.e. a Breit-Wigner distribution or the result of a more complicated computation)
and a gaussian term:

Psig(mobs, s,m0) =

∫
dm

σ(m,m0)

s
e
−

(m−mobs)
2

2s2

The observed reconstructed mass and its resolution are then written as a function
of the kinematic variables of the muons which are taken, for simplicity, in the basis
(pT, φ, cotθ).
The scale is parametrized as

pcorr
T = F (~x, ~α)pT

With ~x are denoted all the observables on which the scale may depend on, such as
the track parameters. The ansatz function depends on the parameters ~α which en-
ters into the likelihood through the dependence of the reconstructed mass and are
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determined by the maximum likelihood fit.

m ≡ m(pcorr
T,1 , φ1, cotθ1; pcorr

T,2 , φ2, cotθ2)

Since the direction (θ, φ) is known with much better precision with respect to the pT,
the contribution of φ and cotθ to the mass resolution are neglected and we can write:

s '

√(
∂m

∂pT,1

)2

σ2
pT,1

+

(
∂m

∂pT,2

)2

σ2
pT,2

The resolution ansatz function introduces another set of parameters ~β, to be eventu-
ally determined in the fit:

σpT = G(~x, ~β)

Finally, a probability density function Pbkg(m) is needed to describe the non-resonant
background under the peak. The procedure to extract it, together with the fraction
of the signal fsig, is described in details in section 3.3.1.
The likelihood can be written, for a single resonance as:

lnL =
N∑
i=0

ln [fsigPsig(mi, si) + (1− fsig)Pbkg(mi)]

In the equation above the sum is extended to all the N events in the dataset, and the
the quantities mi and si are understood to be computed with the measured character-
istics of the event i and to be functions of ~α, ~β. The extension to multiple resonances
is straightforward.

In general, a maximization of lnL allows to determine scale, resolution and
background model simultaneously. Unfortunately, in practice, the fit involves a large
number of parameters, and, in order to have stable results a strategy has to be
adopted to estimate the parameters in a suitable order in the fit.
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3.3 Calibration of muon momentum scale and res-
olution

Preliminary MC studies performed to validate the implementation of the MuScleFit
algorithm are described in [24]. A preliminary calibration campaign was also carried
on with the first Z → µµ events in 2011 [25].
Here we describe in details the results of the extensive calibration that has been
performed with the whole 7 and 8 TeV datasets collected by the CMS experiment
during the Run 1 of the LHC and the corresponding Monte Carlo (MC) simulated
samples.
Corrections function are derived using Z → µµ decays, but J/ψ and Υ are also used
for their validation.

3.3.1 Signal and background model

For the signal model, i.e. the Z boson lineshape, a calculation at NNLO in αs [26]
has been used. This approach has the advantage, with respect to the Breit-Wigner
distribution, that describes correctly the radiative tail at low virtualities. While there
is practically no difference between 7 and 8 TeV calculation in terms of shape, a mild
dependence has been observed on the acceptance cuts applied on the muons, there-
fore they have been chosen to be close to the actual experimental selection cuts, i.e.
pT,µ > 18 GeV, |ηµ| < 2.4. A numerical approach has been used then to convolute
such a distribution with a gaussian to account for detector resolution.
In figure 3.1a the invariant mass spectrum corresponding to the theoretical calculation
is shown, while on figure 3.1b the 2D distribution coming out from the convolution
is presented.

An exponential function has been chosen to model the non resonant background
under the Z peak, mainly due to tt̄ fully leptonic events and Z → ττ events survirving
the Z → µµ selection. The slope of the background function, as well as the fraction
of background events are determined in a preliminary step, in order to spoil possible
unphysical correlations with the parameters of the ansatz functions for the scale and
the resolution.
The background model is determined in a grid of 4× 4 pseudorapidity bins for each
muon, with the bins defined as [-2.4,-0.8,0,0.8,2.4], in order to take into account
topological difference between signal and background events. Examples of fits to
extract background parameters are in figure 3.2. The signal model in those fits, shown
in red dashed line using post-fit values of the parameters, is a Breit-Wigner function,
convoluted with a double-sided Crystal Ball pdf to model the detector effects.
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(a) NNLO calculation of the Z lineshape
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(b) Convolution of the Z lineshape with the experimental resolution

Figure 3.1: Figure 3.1a shows the NNLO calculation of the Z lineshape, for 7 TeV
(red) and 8 TeV (black), which are essentially indistinguable. Figure 3.1b shows the
2D probability distribution as a function of the mass (x − axis) and the resolution
(y − axis) as a result of the convolution between the theoretical lineshape and the
detector resolution.

46



3.3. CALIBRATION OF MUON MOMENTUM SCALE AND RESOLUTION

Mass (GeV)
70 75 80 85 90 95 100 105 110

E
ve

nt
s 

/ (
 0

.0
5 

)

0

500

1000

1500

2000

2500

3000

3500

 0.018±alpha =  1.706 

 0.0052±expCoeff = -0.09745 

 0.0018±fSig =  0.9729 

 0.032±n =  1.047 

 0.0057±peak =  91.1115 

 0.0074±sigma =  1.3269 

A RooPlot of "Mass (GeV)"

Mass (GeV)
70 75 80 85 90 95 100 105 110

E
ve

nt
s 

/ (
 0

.0
5 

)

0

200

400

600

800

1000

1200

1400

1600

1800

2000

2200
 0.027±alpha =  1.767 

 0.00048±expCoeff = -0.038058 

 0.0025±fSig =  0.7497 

 0.062±n =  1.175 

 0.0078±peak =  91.1024 

 0.010±sigma =  1.355 

A RooPlot of "Mass (GeV)"

Mass (GeV)
70 75 80 85 90 95 100 105 110

E
ve

nt
s 

/ (
 0

.5
 )

0

2000

4000

6000

8000

10000

12000

14000

16000

18000

20000

22000
 0.038±alpha =  1.780 

 0.028±expCoeff = -0.1114 

 0.0019±fSig =  0.9945 

 0.078±n =  1.318 

 0.0074±peak =  91.2624 

 0.0097±sigma =  1.2338 

A RooPlot of "Mass (GeV)"

Mass (GeV)
70 75 80 85 90 95 100 105 110

E
ve

nt
s 

/ (
 0

.5
 )

0

1000

2000

3000

4000

5000

 0.14±alpha =  1.79 

 0.0092±expCoeff =  0.0693 

 0.0017±fSig =  0.9833 

 1.2±n =  4.6 

 0.015±peak =  91.369 

 0.019±sigma =  1.230 

A RooPlot of "Mass (GeV)"

Figure 3.2: Examples of fits to extract background parameters, for a center-of-mass-
energy of

√
s = 8 TeV in a data sample (top row) and in the simulation (bottom

row). Left-hand plots refer to events with 0 < ηµ− < 0.8 and 0.8 < ηµ+ < 2.4 while
for the right-hand plots −2.4 < ηµ− < −0.8 and 0.8 < ηµ+ < 2.4.
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3.3.2 Fit strategy

Scale ansatz function

Since at low-moderate transverse momentum the muon chambers are not expected to
contribute much to the pT measurement, the track is taken as the one reconstructed
in the silicon tracker (tracker track).
In the data collected in 2011-2012, the bias in the assignment of the momentum is
mainly related to geometrical effects, e.g. deformations of the tracker geometry used
in the reconstruction still present after the alignment procedure. For this reason, scale
corrections have been implemented as functions of the curvature of the track, defined
as:

k =
q

pT

We modeled the corrections with an analytical function defined in five bins of the
muon pseudorapidity:

kcorr = (1 + p0)

(
kraw −

δ

2
− Cj (ϕ, η)

)
(3.1)

where j is an index running on the η bin: [-2.4,-2.1], [-2.1,-1.5], [-1.5,1.5], [1.5,2.1]
and [2.1,2.4].
The terms in equation (3.1) are:

• kraw(corr) is the curvature before (after) the correction

• p0 is a global scale term accounting for effects like the inaccurate knowledge
of the magnetic field

• δ represents an absolute bias in the curvature, e.g. a bias on the transverse
momentum of the track different for negative and positive muons

• Cj (ϕ, η) accounts for residual misalignment effects in each of the five η bins.
The functional form:

Cj (ϕ, η) = a1,jsin(ϕ+ ϕ1,j) + a2,jsin(2ϕ+ ϕ2,j) + bj(η − η0,j) + b0,j (3.2)

was choosen to model the weak modes more frequently found in the post-
alignment geometry, namely the sagitta (described by a1,j), the twist (described
by bj) and the elliptical deformations (described by a2,j)

1.

Resolution ansatz function

The resolution on the pT was modeled as a sum in quadrature of two terms:

σ(pT)

pT

= q0pT ⊕ qj (3.3)

1The three effects described, often referred to as “weak modes”, correspond to the following
parametric deformations: r∆ϕ = cscosϕ (sagitta), ∆r = r(1− cecos2ϕ) (elliptical) and ∆ϕ = ctz
(twist).
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where the parameters qj, representing the contribution of the multiple Coulomb scat-
tering to the resolution, have been computed in 12 equally spaced η bins.

Likelihood minimization

The MuScleFit algorithm allows the user to run several iterations, giving for each
iteration the possibility to decide which set of parameters to fit and which instead
to keep fixed. Taking advantage of this feature, a multi-step strategy has been
developed, mainly to cope with the large number of parameters which sum up from the
parameterization of scale and resolution ansatz functions. The steps are summarized
in the following.

• Step 1: in the very first iteration only the resolution parameters are determined,
while the scale remains untouched. This preliminary fit is performed to retrieve
the information of the pT resolution before any correction is applied to the
scale, which is crucial to have a reliable estimation of the mass resolution in
the likelihood used in the following iterations

• Step 2: in the second step the correction to the scale is determined using the
resolution extracted previously to compute the likelihood

• Step 3: in the third step the scale parameters are re-fitted (2nd iteration) with
starting values being the ones from the previous iteration. If the scale fit is
converging, the correction to the scale extracted in this iteration should be very
small, possibly compatible with the identity

• Step 4: in this step the “global scale” term described above is fitted, while all
the other parameters in the likelihood are kept fixed to the values determined
previously

• Step 5: in this very last stage the resolution is determined again to spot how it
changed after the scale calibration (usually the pT resolution is improved after
the scale fit).

3.3.3 Datasets and selection

Since the momentum scale is heavily affected by the tracker geometry used in the
reconstruction, a new calibration is needed everytime a new alignment of the tracker
becomes available. The difference in the measurement of the transverse momentum
can be very large using different tracker alignment conditions, as it will be highlighted
later.
In CMS the MC generated event samples are obtained from a full simulation of the
detector based on GEANT [27]. The alignment of the detector, as well as other
conditions like dead channels, is realistically simulated in the reconstruction. This
procedure results in a biased measurement of the momentum also in Monte Carlo
event samples, which thus have to be calibrated as well as in the data samples.
As it was mentioned previously, the calibration campaign of the momentum scale for
the physics analyses during the Run 1 of the LHC was performed using Z → µµ
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events. In addition, samples with J/ψ and Υ decaying to dimuons have been used
to validate the corrections.
The complete list of all the datasets, both for collision and simulated data, are listed
in table 3.1. To compute corrections, datasets corresponding to different data tak-
ing periods are merged according to the center-of-mass energy of the collisions and
the conditions used in the reconstruction: for instance, samples corresponding to the
2011A and 2011B periods are merged together into one single dataset. The 2012D
period is an exception to this rule, since in that dataset a small degradation in the
muon reconstruction has been noticed, so a separate calibration is performed.
Events have been simulated with the MadGraph event generator [28] and the POWHEG
NLO αS generator [29] for Z → µµ events: cross-checks have been performed and
demonstrated that the result of the calibration is not sensitive to the generator used,
so we used both depending on the availability. The J/ψ and Υ events have been
generated with PYTHIA [30].
To ensure a low contamination, reconstructed muons from Z decays have been fur-
ther selected according to criteria which have been developed specifically for vector
boson decays. Those include cuts on acceptance, topology, isolation and quality of
the track measurement.
Also for J/ψ and Υ events an offline selection has been applied requiring a minimal
pT threshold and muons to be identified with the PF identification [31].
The details of the muon selection are listed in table 3.2 where the following definitions
are used:

• dxy and dz are the impact parameter of the muon track calculated in the
transverse plane and along the z − axis respectively (the reference frame of
CMS is described in 2.3.1);

• Irel
comb is the isolation in a cone of ∆R = 0.3 around the muon’s track, computed

with the sum of tracks’ pT and the energy deposits in the calorimeters, divided
by the muon’s pT;

• Irel
PF =

∑ch,had pT + max
(∑neutral,hadET +

∑neutral,hadET −∆β, 0
)

pT
is the “Particle Flow” isolation computed in a cone of ∆R = 0.3 around the
muon’s track. The sums are running over the particle flow candidates [31] and
∆β is a correction to the isolation energy due to pile-up interactions.

In addition to the per-muon selection, the reconstructed dimuon mass must lie be-
tween 60-120 GeV, 2-4 GeV and 8-12 GeV for Z, J/ψ and Υ events respectively.

3.3.4 Extra-smearing

Despite the sensible improvement observed in the data after the corrections, the
resolution on the muon momentum in Monte Carlo samples can be up to 15% better
than in the data. Since this difference is a source of systematic uncertainty for many
analyses, a procedure to match the data and MC resolution is mandatory. This
matching is improved by adding an extra gaussian smearing to the muons’ curvature
in the MC:

ksmeared = k + |k| ·G(0, s)
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Table 3.1: Datasets corresponding to the different samples of data and simulated
events used for the study of the muon momentum scale at center of mass energy of√
s=7 TeV and

√
s=8 TeV. “Label” is how the samples are indicated later.

√
s Type Label Dataset name

7 TeV data 2011 DATA 44X /DoubleMu/Run2011A-08Nov2011-v1,
data /DoubleMu/Run2011B-19Nov2011-v1
data /MuOnia/Run2011A-08Nov2011-v1,
data /MuOnia/Run2011B-19Nov2011-v1
data 2011 DATA 42X /DoubleMu/Run2011A-May10ReReco-v1,
data /DoubleMu/Run2011A-05Aug2011-v1,
data /DoubleMu/Run2011A-PromptReco-v4,
data /DoubleMu/Run2011A-PromptReco-v6,
data /DoubleMu/Run2011B-PromptReco-v1
data /MuOnia/Run2011A-05Aug2011-v1,
data /MuOnia/Run2011B-PromptReco-v1
Monte Carlo 2011 MC 44X /DYJetsToLL TuneZ2 M-50 7TeV-madgraph-tauola/Fall11-PU S6 START44 V9B-v1
Monte Carlo /JPsiToMuMu 2MuPEtaFilter 7TeV-pythia6-evtgen/Fall11-PU S6 START44 V9B-v1
Monte Carlo /Upsilon1SToMuMu 2MuEtaFilter tuneD6T 7TeV-pythia6-evtgen/Fall11-PU S6 START44 V9B-v1
Monte Carlo 2011 MC 42X /DYToMuMu M-20 CT10 TuneZ2 7TeV-powheg-pythia/Fall11-PU S6 START42 V14B-v1
Monte Carlo /JPsiToMuMu 2MuPEtaFilter 7TeV-pythia6-evtgen/Summer11-PU S4 START42 V11-v2
Monte Carlo /Upsilon1SToMuMu 2MuEtaFilter tuneD6T 7TeV-pythia6-evtgen/Fall11-PU S6 START42 V14B-v1

8 TeV data 2012ABC DATA 53X Prompt /DoubleMu/Run2012A-13Jul2012-v1,
data /DoubleMu/Run2012B-13Jul2012-v4,
data /DoubleMu/Run2012C-PromptReco-v1,
data /DoubleMu/Run2012C-PromptReco-v2
data 2012D DATA 53X Prompt /DoubleMu/Run2012D-PromptReco-v1
data 2012ABC DATA 53X ReReco /DoubleMu/Run2012A-22Jan2013-v1,
data /DoubleMuParked/Run2012B-22Jan2013-v1,
data /DoubleMuParked/Run2012C-22Jan2013-v1
data 2012D DATA 53X ReReco /DoubleMuParked/Run2012D-22Jan2013-v1
Monte Carlo 2012 MC 53X /DYJetsToLL M-50 TuneZ2Star 8TeV-madgraph-tarball/DR53X-PU S10 START53 V7A-v1
Monte Carlo /Upsilon1SToMuMu 2MuPtEtaFilter tuneD6T 8TeV-pythia6-evtgen/Summer12 DR53X-PU S10 START53 V7A-v1
Monte Carlo /JPsiToMuMu 2MuPtEtaFilter tuneD6T 8TeV-pythia6-evtgen/Summer12 DR53X-PU S10 START53 V7A-v2

Table 3.2: Selection of reconstructed muons.

Z → µµ selection√
s=7 TeV Kinematics and topology: pT > 20 GeV, |η| <2.4, dxy < 0.2 cm

ID: Global muon ID
Isolation: Irel

comb < 0.15pT

Track quality: Nhits tracker > 10
Nhits pixel > 0
Nhits muons > 0
χ2/ndof < 10
Nmu−stations matched > 1√

s=8 TeV Kinematics and topology: pT > 20 GeV, |η| <2.4, dxy < 0.2 cm, dz <5 cm
ID: PF muon ID
Isolation: Irel

PF < 0.12pT

Track quality: Ntk−layers with measurements > 5
Nhits pixel > 0
Nmu−stations matched > 1

J/ψ → µµ selection√
s=7 and 8 TeV Kinematics: pT > 5 GeV

ID: PF muon ID
Υ→ µµ selection√

s=7 and 8 TeV Kinematics: pT > 5 GeV
ID: PF muon ID
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The difference in the pT resolution depends in general on η and pT of the muons. For
this reason, the information on the resolution extracted from the fit (σMC and σdata),
as described in 3.3.2, is used to extract s as a continuous function:

s ≡ s(pT, η) = γ

√
σ2

data − σ2
MC

pT

γ is a coefficient, of order unity, which is empirically determined.
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3.4 Results

The fitted parameters of the scale function described in section 3.3.2, for the samples
listed in table 3.1 are shown in table 3.3.

The scale function is validated using the mass and the experimental width of the
resonance. The scale is primarly inspected by looking at the measured Z mass (Mfit

Z )
for different values of η and φ of the muon (“local validation”). Each bin is filled
with events in which at least one of the two muons has η, ϕ lying in the interval of
that bin: thus each events fills twice the mass spectra used in the validation.
An interesting observable which is highly sensitive to the residual misalignment of the
detector is Mfit

Z vs. ∆η = ηµ+ − ηµ− . A η-dependent rotation of the tracker in the
transverse plane, often referred to as a “twist”, would result infact in a linear bias of
the pT as a function of η.
The “peak” value is extracted in each bin by means of a fit to the lineshape, in which
the signal is modeled by a Breit-Wigner convoluted with a Crystal Ball function and
the background by an exponential.
The results of such a validation are shown in figures 3.3 - 3.9. The effect of the
corrections is clearly visible, in particular it is evident how the “ϕ-bias” present before
the corrections is recovered thanks to the harmonic terms in the scale function, as it
is described in 3.3.2. Another effect which is clearly visible in the “2011 DATA 42X”
sample in figure 3.3e is believed to be due to a “twist” deformation of the tracker,
resulting in a linear bias as a function of ∆η. Here the η-dependent terms in the scale
function helps to recover a flat profile.
To fully appreciate the correlation of the bias in the mass measurement between
pseudorapity and azimuthal angle of the muons, two-dimensional “thermal maps” are
also produced. Grids of 16× 20 bins in the (φ, η) plane are used with each bin being
filled with some 4000-20000 events. These validations are presented in figures 3.10 -
3.16. As a general comment, wherever the maps show a non-local, smooth bias, the
analytic approach in the scale parameterization used in the MuScleFit algorithm works
very well. However, for some samples kinematic regions of the muon exists where the
bias is not fully recovered after the scale fit and the maps show “spikes” where the
reconstructed mass is off up to ∼ 1 GeV from the nominal Z mass, especially in the
regions of larger muons’ psudorapidities.
This is believed to be a conspiration of different causes:

• the scale parameterization implemented in the fit may be missing some “global”
misalignment effects (e.g. higher order deformations);

• there may be “local” residual misalignments in some modules which the scale
function cannot recover;

• there may be other causes of bias in the momentum measurement beyond the
misalignment, which are not considered in the scale function, like an imperfect
parameterization of the energy loss of the muon traversing the detector.

The sagitta deformation, i.e. a global shift of the tracker sensors in the transverse
plane, is probably the most important feature that affects the track measurement in
CMS. This deformation, in a large statistical sample which is φ-symmetric, results in
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a “smearing” of the dimuon mass around a central scale, rather than a global shift,
given that it is sinusoidal shaped and integrated over [−π,+π]. The benefit of the
corrections can be appreciated also by looking at the dimuon mass resolution, here
estimated as the width of the Crystal Ball function, which is shown in figure 3.17 as a
function of the η of the positive muon. The resolution improves after the corrections,
up to 30% in the outermost η bins.
The effect on the resolution in the MC samples is in general smaller, given that before
any correction it is already better with respect to the collision data. Anyway, on the
simulation an artificial smearing is applied after the scale corrections, as explained in
3.3.4, in order to match the resolution observed in the data.

After both momentum corrections and smearing are applied, it is interesting to
study the absolute scale and the mass resolution by means of a fit to the lineshape
using all the events in the dataset, in order to have a hint on the overall improvement
on an inclusive sample of Z → µµ events. This study is particularly interesting when
data and MC are compared. For this comparison the two types of datasets have been
considered together according to the release of the CMSSW software (“42X”, “44X”,
“53X”) used to reconstruct the events, which includes consistent sets of conditions
for the detector for real and simulated data. In this sense, the smearing procedure
for each MC sample is optimized to match the data resolution in the corresponding
dataset for the collisions 2.
The results of these fits are summarized in figures 3.18 - 3.21. The raw muon
momentum measurement results in a mass scale mismatch of up to 0.2 % at the Z
peak, as it is summarized in the plots. After MuScleFit corrections are applied this
shift is practically compatible with zero, within the uncertainties from the fit. The
initial mismatch in the resolution between data and MC can be seen in the discrepancy
in the values of σCB, which is as large as 10 %. After the corrections to the momentum
resolution applied on simulation, this discrepancy is reduced at the level of 0.5 % or
better. Both the absolute scale and the resolution will be discussed further in section
3.5. The combined effect of the absolute scale correction and the smearing is clearly
visible in the data/MC ratio. It has to be remarked that the value of the Z boson
mass coming from the fit is estimated using the pole of the BW distribution and may
have a bias with respect to the nominal value (MZ = 91.188 GeV) due to the signal
model chosen in the pdf. Still the comparison between different samples is believed to
be unbiased, since possible systematic effects due to the choice of the model should
cancel out.

2notice that, for this purpose, two different smearings are applied on the “MC 2012 53X” sample
depending on the data sample which is being used
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Figure 3.3: Local validation of the scale correction performed on the
“2011 DATA 42X” sample.
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Figure 3.4: Local validation of the scale correction performed on the “2011 MC 42X”
sample.
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Figure 3.5: Local validation of the scale correction performed on the
“2011 DATA 44X” sample.
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Figure 3.6: Local validation of the scale correction performed on the “2011 MC 44X”
sample.
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Figure 3.7: Local validation of the scale correction performed on the
“2012 DATA 53X Prompt” sample.
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Figure 3.8: Local validation of the scale correction performed on the
“2012 DATA 53X ReReco” sample.
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Figure 3.9: Local validation of the scale correction performed on the “2012 MC 53X”
sample.
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(b)

Figure 3.10: “Thermal maps” showing the reconstructed mass Mfit
Z with the az-

imuthal angle (ϕ) and the pseudorapidity (η) of the muon, for positive 3.10a
and negative 3.10b muons, before (left) and after (right) corrections, for the
“DATA 2011 42X” sample.
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(b)

Figure 3.11: “Thermal maps” showing the reconstructed mass Mfit
Z with the az-

imuthal angle (ϕ) and the pseudorapidity (η) of the muon, for positive 3.11a and neg-
ative 3.11b muons, before (left) and after (right) corrections, for the “MC 2011 42X”
sample.
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(b)

Figure 3.12: “Thermal maps” showing the reconstructed mass Mfit
Z with the az-

imuthal angle (ϕ) and the pseudorapidity (η) of the muon, for positive 3.12a
and negative 3.12b muons, before (left) and after (right) corrections, for the
“DATA 2011 44X” sample.
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(b)

Figure 3.13: “Thermal maps” showing the reconstructed mass Mfit
Z with the az-

imuthal angle (ϕ) and the pseudorapidity (η) of the muon, for positive 3.13a and neg-
ative 3.13b muons, before (left) and after (right) corrections, for the “MC 2011 44X”
sample.
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(b)

Figure 3.14: “Thermal maps” showing the reconstructed mass Mfit
Z with the az-

imuthal angle (ϕ) and the pseudorapidity (η) of the muon, for positive 3.14a
and negative 3.14b muons, before (left) and after (right) corrections, for the
“DATA 2012 53X Prompt” sample.
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(b)

Figure 3.15: “Thermal maps” showing the reconstructed mass Mfit
Z with the az-

imuthal angle (ϕ) and the pseudorapidity (η) of the muon, for positive 3.15a
and negative 3.15b muons, before (left) and after (right) corrections, for the
“DATA 2012 53X ReReco” sample.
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Figure 3.16: “Thermal maps” showing the reconstructed mass Mfit
Z with the az-

imuthal angle (ϕ) and the pseudorapidity (η) of the muon, for positive 3.16a and neg-
ative 3.16b muons, before (left) and after (right) corrections, for the “MC 2012 53X”
sample.
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(c) 2012 DATA 53X Prompt
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Figure 3.17: The mass resolution as a function of the η of the positive muon, for the
4 different data samples that are listed in table 3.1, shown before (dashed line) and
after (solid line) the corrections.
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Figure 3.18: The dimuon spectrum in selected Z → µµ events for data and MC with
the results of the fit, before (left) and after (right) the corrections for the 2011 data
and MC reconstructed with the 42X release of CMSSW. The fitted background has
been subtracted from both data and MC.
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Figure 3.19: The dimuon spectrum in selected Z → µµ events for data and MC with
the results of the fit, before (left) and after (right) the corrections for the 2011 data
and MC reconstructed with the 44X release of CMSSW. The fitted background has
been subtracted from both data and MC.
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Figure 3.20: The dimuon spectrum in selected Z → µµ events for data and MC with
the results of the fit, before (left) and after (right) the corrections for the 2012 data
and MC using the Prompt reconstruction conditions. The fitted background has been
subtracted from both data and MC.
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Figure 3.21: The dimuon spectrum in selected Z → µµ events for data and MC with
the results of the fit, before (left) and after (right) the corrections for the 2012 data
and MC using the ReReco reconstruction conditions. The fitted background has been
subtracted from both data and MC.
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3.5. SYSTEMATIC UNCERTAINTY ON THE MUON MOMENTUM SCALE AND
RESOLUTION

3.5 Systematic uncertainty on the muon momen-
tum scale and resolution

In order to assess the systematic uncertainty on the momentum scale of the muons
a more complete validation is needed, to test the pT measurement in CMS over the
largest possible range and in events with different topologies. For this purpose, along
with the Z, also the J/ψ and Υ(1S) resonances have been used. Spectra of dimuon
mass have been filled in different |η| and pT bins, where, as for the validation shown
in section 3.4, at least one muon is required to fulfill the kinematic requirement, and
no cut is applied to the other one.
An unbiased procedure to extract the mass of the resonance has been developed for
the three resonances: the pdfs chosen for the signal and the background are summa-
rized in table 3.4. For the Z a slightly different shape of the background has been
used, with respect to the one in 3.4, which optimizes the fits at high pTs. Examples
of fits are in figures 3.22 - 3.27.

Table 3.4: Probability density functions (pdf’s) used to extract the mass of the
J/ψ, Υ(1S) and Z resonances from the spectrum of the dimuon invariant mass x.
CB(x) is the Crystal Ball, BW (x) is the Breit-Wigner, “Bern(x)” are the Bernstein
polynomials.

Resonance Fit Range [GeV] Signal pdf Background pdf
J/ψ DATA [2.9,3.3] CB(x, µ, σ) 3rd order Bern. pol.

MC [2.9,3.3] CB(x, µ, σ) 3rd order Bern. pol.
Υ(1S) DATA [8.7,11.0] CB(x, µ1, σ) + CB(x, µ2, σ) 4th order Bern. pol.

+CB(x, µ3, σ)
MC [8.8,10.0] CB(x, µ, σ) 4th order Bern. pol.

Z DATA [75,105] BW (x, µ,ΓZ)⊗ CB(x, 0, σ) exp(a0 + a1x+ a2x
2)

MC [75,105] BW (x, µ,ΓZ)⊗ CB(x, 0, σ) exp(a0 + a1x+ a2x
2)
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Figure 3.22: Example of fits to the dimuon spectrum in the mass region around
the J/ψ resonance, for different |η| bins and in three categories for muon pT,
in data (3.23a) and MC (3.23b), for the datasets “2012 DATA 53X ReReco” and
“2012 MC 53X” respectively.
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Figure 3.23: Example of fits to the dimuon spectrum in the mass region around
the J/ψ resonance, for different pT bins and in three categories for muon |η|,
in data (3.23a) and MC (3.23b), for the datasets “2012 DATA 53X ReReco” and
“2012 MC 53X” respectively.
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Figure 3.24: Example of fits to the dimuon spectrum in the mass region around the
Υ resonance, for different |η| bins, in data (3.25a) and MC (3.25b), for the datasets
“2012 DATA 53X ReReco” and “2012 MC 53X” respectively.
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Figure 3.25: Example of fits to the dimuon spectrum in the mass region around the
Υ resonance, for different pT bins in two different |η| categories, in data (3.25a)
and MC (3.25b), for the datasets “2012 DATA 53X ReReco” and “2012 MC 53X”
respectively.
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Figure 3.26: Example of fits to the dimuon spectrum in the mass region around the
Z resonance, for different pT bins, in data (3.27a) and MC (3.27b), for the datasets
“2012 DATA 53X ReReco” and “2012 MC 53X” respectively.
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Figure 3.27: Example of fits to the dimuon spectrum in the mass region around the
Z resonance, for different |η| bins and in two categories for muon pT, in data (3.27a)
and MC (3.27b), for the datasets “2012 DATA 53X ReReco” and “2012 MC 53X”
respectively.
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There are two common use cases for defining a systematic error on the momen-
tum scale:

• Case I: analyses where the spectrum in the data is compared with a model
known from the simulation. Here the systematic error is indicated by the resid-
ual discrepancy between the post-correction spectrum in the data and in the
simulation. Under the hypothesis that the systematic uncertainty is fully corre-
lated between the two muons, the scale uncertainty is defined as:

δpdata−MC
T

pT

=
Mdata −MMC

MPDG

(3.4)

where MPDG are the world average reported by the Particle Data Group (PDG)
[32]: MZ,PDG = 91.188 GeV, MΥ(1S),PDG = 9.460 GeV and MJ/ψ,PDG =
3.097 GeV.

The fractional difference on the mass, after MuScleFit corrections, is shown as
a function of |η| or pT of one of the two muons in figure 3.28 - 3.31. It is
everywhere well within ±0.10%, for all the samples, with the largest departure
from 0 being that for the point in the large |η| and pT bins. Conservatively we
assign a ±0.05% uncertainty everywhere apart from this point where a ±0.10%
uncertainty is assumed.

• Case II: analyses aiming to perform an absolute measurement of the momentum
of the muon, e.g. not relying on a model for the expected spectrum. In this case,
values of the observables built from the measured momenta, namely invariant
masses, differing from standard references are indications of systematic errors.
With respect to the previous case, the systematic error on pT has an additional
contribution that is evaluated using the simulation and taking as estimator the
discrepancy between the values of the mass of the Z boson extracted from the
spectra of the dimuons and the world average reported by the PDG:

δpabs
T

pT

=
MMC −MPDG

MPDG

(3.5)

Again, the above relation between momentum and masses holds under the hy-
pothesis that the systematic errors are fully correlated between the two muons.

We checked the behaviour of the fractional mass difference defined in equation
3.5 against pT and |η| of one of the two muons using simulated events recon-
structed in realistic conditions (figure 3.32 - 3.35). Discrepancies with the PDG
value are visible, especially at high pT and high |η|. They have already been
spotted discussing the “local validation” in section 3.4, where possible causes of
such remaining bias were also presented. Considering also a possible bias in the
mass measurement itself, which would affect such an absolute measurement,
this contribution to the uncertainty on the pT scale is estimated conservatevely
in order to cover the maximum variation seen in all the points.

The summary of the systematics uncertainty associated to the muon momentum
scale is presented in table 3.5. The values listed there refer explicitely to the 8
TeV MC reconstructed with the 53X release and its comparison with the data in
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the ReReco stream, as they represent so far the most accurate reconstruction of
the events recorded by the CMS experiment. However, as one can easily infer by
comparing figures 3.28, 3.29 and 3.30 with figure 3.31 and figures 3.32, 3.33 and
3.34 with figure 3.35, the same values are valid also for the other samples that have
been studied in this section.
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Figure 3.28: The fractional difference between data and MC on the fitted resonance
mass, as a function of muon |η| 3.28a and pT 3.28b, for the 2011 data and simulated
samples reconstructed with the 42X release.
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Figure 3.29: The fractional difference between data and MC on the fitted resonance
mass, as a function of muon |η| 3.29a and pT 3.29b, for the 2011 data and simulated
samples reconstructed with the 44X release.
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Figure 3.30: The fractional difference between data and MC on the fitted resonance
mass, as a function of muon |η| 3.30a and pT 3.30b, for the 2012 data in the Prompt
reconstruction stream and the simulated sample in the 53X release.
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Figure 3.31: The fractional difference between data and MC on the fitted resonance
mass, as a function of muon |η| 3.31a and pT 3.31b, for the 2012 data in the ReReco
reconstruction stream and the simulated sample in the 53X release.
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Figure 3.32: The fractional difference between the MC and the nominal value (PDG)
on the fitted resonance mass, as a function of muon |η| 3.32a and pT 3.32b, for the
2011 7TeV simulated sample reconstructed with the 42X release.
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Figure 3.33: The fractional difference between the MC and the nominal value (PDG)
on the fitted resonance mass, as a function of muon |η| 3.33a and pT 3.33b, for the
2011 7 TeV simulated sample reconstructed with the 44X release.
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Figure 3.34: The fractional difference between the MC and the nominal value (PDG)
on the fitted resonance mass, as a function of muon |η| 3.34a and pT 3.34b, for the
2012 7TeV simulated sample reconstructed with the 53X release.
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Figure 3.35: The fractional difference between the MC and the nominal value (PDG)
on the fitted resonance mass, as a function of muon |η| 3.35a and pT 3.35b, for the
2012 8TeV simulated sample reconstructed with the 53X release.

85



3.5. SYSTEMATIC UNCERTAINTY ON THE MUON MOMENTUM SCALE AND
RESOLUTION

Table 3.5: Estimated systematic uncertainties on the momentum scale of muons,
post-correction, for the 2012 ReReco data. Second column corresponds to Case
I systematics, while the sum of second and third columns corresponds to Case II
systematics described in the text.

DATA - MC MC - PDG
pT <45 GeV, 0< |η| <1.5 0.05% 0.05%
pT <45 GeV, 1.5< |η| <2.4 0.10% 0.20%
pT >45 GeV, 0< |η| <2.0 0.05% 0.30%
pT >45 GeV, 2.0< |η| <2.4 0.10% 0.50%

For what concerns the systematic uncertainty on the resolution on the pT of a
single muon, a common approach is to rely on the simulation, studying the spread of
the distributions of the reconstructed momentum compared to the generated one. In
this context, discrepancies between MC and data are usually taken into account as
a source of systematic uncertainty. In case the uncertainties are correlated between
the muons, one can make use of the following approximation:

σpT
pT

≈ σM
M

(3.6)

The systematic uncertainty to the single muon resolution is defined as the fractional
difference between mass resolution in data and MC:

δσpT
σpT

=
σdata − σMC

σMC

(3.7)

The quantity defined in equation 3.7 is studied, after resolution corrections, against
the pT and |η| of the muon, using the same binning as for the investigation of the scale
systematics. The validation is shown in figures 3.36 - 3.39. With the exception of a
few points for the low mass resonances (J/ψ, Υ), MC resolution always matches the
one in the data at the level of ∼5% or better. In particular, being the parameterization
of the pT resolution used in the smearing extracted from the Z samples, one can notice
that the Z points exhibit in general a better data to MC agreement. This behaviour
suggests the possibility to improve the smearing at low pTs by extracting a dedicated
pT resolution parameterization from a sample enriched in low pT muons.
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Figure 3.36: The fractional difference between data and MC on the fitted mass
resolution, as a function of muon |η| 3.36a and pT 3.36b, for the 2011 data and
simulated samples reconstructed with the 42X release.
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Figure 3.37: The fractional difference between data and MC on the fitted mass
resolution, as a function of muon |η| 3.37a and pT 3.37b, for the 2011 data and
simulated samples reconstructed with the 44X release.
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Figure 3.38: The fractional difference between data and MC on the fitted mass
resolution, as a function of muon |η| 3.38a and pT 3.38b, for the 2012 data in the
Prompt reconstruction stream and the simulated sample in the 53X release.
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Figure 3.39: The fractional difference between data and MC on the fitted mass
resolution, as a function of muon |η| 3.39a and pT 3.39b, for the 2012 data in the
ReReco reconstruction stream and the simulated sample in the 53X release.

88



3.6. IMPACT OF MUON MOMENTUM CORRECTIONS ON PHYSICS
ANALYSES

3.6 Impact of muon momentum corrections on physics
analyses

Muon momentum corrections are applied in many physics analyses in CMS which rely
on the precise measurement of the muon momentum.
In the searches for new resonances (like the SM Higgs), the main benefit comes from
the improvement in the mass resolution which enhances the local significance of the
excess driven by the signal: the narrower the peak, the more discriminating power
against the continuum background is achieved.
In precision measurements involving muons, like the mass of the W boson, the es-
timation of the momentum scale and its uncertainty are crucial tasks which require
dedicated efforts and calibrations.

In the following two examples chosen among the SM Higgs searches are outlined,
both using MuScleFit corrections for the final results.

3.6.1 Search for a SM Higgs boson in the µ+µ− final state [33]

The search for a low-mass Higgs boson decaying to a muon pair is one of the most
suitable case to apply Z-derived corrections, like the one provided with the MuScleFit
package, since the phase space of the muon is pretty much the same, i.e. moderate-
high pT. Both scale and resolution corrections have been applied in CMS to extract
the final results, using 2011 and 2012 data.
A validation has been performed using a sample enriched in Z → µµ decays, divided
according to different bins either for the “probe” muon and the “tag” muon. An
example of such validation is shown in figure 3.40 for 2012 data and MC.
The muon momentum resolution has been computed in the MC and corrected by a
factor to take into account discrepancies between data and MC. This factor, measured
in (η, pT) bins, in most cases is found to be compatible with one after MuScleFit
resolution corrections are applied.
Finally, the effect of the muon momentum corrections has been checked on the final
results and found to improve the expected limits by ∼5%.

3.6.2 Measurement of the properties of a Higgs boson in the
four-lepton final state [15]

The search for a Higgs boson decaying to a pair of Zs in a four-lepton final state,
with leptons being muons and electrons, is the most sensitive signature due to the low
background contamination. It has been one of the most important channels leading
to the discovery of a new boson with mass ∼ 125 GeV.
Thanks to the fully reconstructed final state, it is, together with H → γγ, one of the
main decay in which the mass can be measured. The corrections to the momentum
scale and resolution, both for muons and electrons, were crucial in this measurement.
The scale systematics was investigated with a validation similar to the one described
in section 3.5, in order to assess the residual data-MC discrepancy. As an additional
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(a) (b)

Figure 3.40: The Z mass (3.40a) and the dimuon mass resolution (3.40b) extracted
from a fit to the dimuon spectrum around the Z resonance, for negative tag muon in
the region |η| < 0.8 and varying η, φ for the probe muon. Blue points are from data
samples, red points from simulation.

check, Z decays into 4 leptons have been studied with the same selection used in the
Higgs boson analysis. This process is a standard candle because its peak in the 4`
mass distribution can be used for a direct validation of the understanding of lepton
scale and resolution in the phase space just next to the decay of the newly discovered
Higgs boson, with five times more events, according to the SM.
Both results are shown in figure 3.41 for the muons, after MuScleFit corrections.
The residual mismatch between data and MC in the momentum scale is well within
∼ 0.1% for any value of the muon pT, as can be seen in figure 3.41 (left). This result
is in agreement with the validation shown in figure 3.31b. From figure 3.41 (right)
one can sees how the residual fitted scale in the data is compatible with zero, and
the mass resolution matches the one in the MC within the errors.

The mass measurement in the 4` channel was performed with a simultaneous
fit to the signal-background discriminant Dkin

bkg, the invariant mass of the four-lepton
system m4` and the per-event mass errors Dmass, where Dmass ≡ σm4`

/m and m =
m4` for backgrounds and data and m = MH for signal.
The final result is:

MH = 125.6 +0.5
−0.4 (stat) ± 0.2 (syst.) GeV (3.8)

In the 4µ channel the contribution to the uncertainty coming from the scale
systematic is 0.07%, while the systematic on the resolution is negligible.
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Figure 3.41: Validation of the muon momentum scale in the H → ZZ → 4` analysis.
Figure on the left shows the discrepancy in the scale between data and MC measured
in events with dimuon decays of the Z, J/ψ and Υ. Figure on the right shows the
fit to the 4µ mass spectrum in the region of the Z.
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Chapter 4

Observation of a Higgs boson in the
H → ZZ → 4` channel and
measurement of its properties

Abstract
The channel in which a Higgs boson decays to a pair of Z bosons, which subsequently

decay into a fully leptonic final state provides an extremely clean final state, a low
background rate and a complete reconstruction of the Higgs kinematics. For these

reasons it has been a “riding horse” towards the discovery of a new Higgs-like boson with
mass around 125 GeV, announced by the ATLAS and CMS collaborations on 14th of July
2012 [11, 12]. In this chapter, the analysis with the full statistics of the Run 1 of the LHC
is presented, including the reconstruction of the physics objects like leptons and jets, the
event selection, the signal efficiency and the statistical procedure applied to extract the

results.
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4.1 Introduction

The analysis in the H → ZZ(∗) → 4` channel, where ` = e, µ, has the advantage
that the four-momentum of each object of the final state daughters of the Higgs is
precisely reconstructed. This feature, together with the low contamination of back-
grounds coming from SM processes, makes it the most sensitive to the search of the
Higgs boson over a large mass range. While most of the effort has been focused on
measuring the properties of the new boson discovered at a mass of 125 GeV, like the
mass, the width and the tensor structure, this process has been demonstrated to be
powerful also for the search of other Higgs-like states.

This chapter is organized as follows. In section 4.2 the datasets used in the
analysis are presented. In 4.3 the reconstruction of the physics objects (leptons,
photons, jets) is described. In 4.4 the event selection and categorization is introduced.
In section 4.5 the techniques to estimate the yields of background processes are
explained in details. The kinematic discriminants used in the analysis are described
in section 4.6. Section 4.7 presents the yields and kinematic distributions of selected
events. The details of the fit and its inputs are discussed in section 4.8. In section
4.9 the main sources of systematic uncertainties are listed. The final section, 4.10,
is devoted to the presentation of the results, namely: the exclusion limits in the
whole mass range, the significance of the excess at low mass, the signal strength, the
measurement of the mass, width and spin-parity of the new resonance.

4.2 Datasets

4.2.1 Experimental data

The data samples used in this analysis have been collected by the CMS detector dur-
ing 2011 and 2012: they correspond to an integrated luminosity of L = 5.1 fb−1 at 7
TeV and L = 19.7 fb−1 at 8 TeV respectively. A standard selection is applied which
requires high quality data with a good functioning of the sub-detectors.
The analysis relies on primary datasets selected by the combination of different High
Level Triggers (HLT). These include DoubleMu and DoubleEle triggers, which re-
quires two muons or electrons, the cross trigger MuEG, requiring one muon and one
electron, which was introduced only in 2012 to improve the efficiency in the 2e2µ
channel, and finally TripleEle triggers requiring three electrons.
The 4µ candidates are selected from the DoubleMu datasets, the 4e from the Dou-
bleEle and the TripleEle datasets, while the 2e2µ candidates come from the logical
OR of all the datasets.

4.2.2 Simulated samples

The Monte Carlo (MC) samples are used to optimize the selection, evaluate accep-
tance corrections, in the background estimation and to assess the systematic uncer-
tainties. The SM Higgs boson signal samples, as well as many other SM background
processes, have been generated with programs based on the state-of-the-art theoreti-
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cal calculations. Simulated events are then processed through a detailed simulation of
the CMS detector based on GEANT4 [27] and are reconstructed using the same algo-
rithms used for the data. They are used to optimize the selection, evaluate acceptance
corrections, in the background estimation and to assess systematic uncertainties.
The most important MC samples used in the analysis are listed in table 4.1.
For the signal, samples are generated for several mass points between 110-1000 GeV,
and for the main production modes. The dominant background is due to the SM
ZZ or Zγ∗ productions, via qq̄ annihilation or gluon fusion, which will be referred
to as ZZ in the following. Smaller contributions arise from Z+jets and tt̄ events,
where there are two additional leptons coming from heavy quark decays or from the
misidentification of jets. Other di-boson production, like WZ,WW may give small
contributions in the earliest stages of the selection.
The simulation includes overlapping pp interactions (pileup) matching the observed
number of interactions per LHC beam crossing observed in the data. The average
number of measured pileup interactions are 9 and 21 for 7 TeV and 8 TeV datasets
respectively.

Table 4.1: The main MC samples used in the analysis, with their cross sections for 7
TeV and 8 TeV.

Process MC generator σ(N)NLO

7 TeV 8 TeV

SM Higgs H → ZZ → 4`

gg → H (ggH) POWHEG [1-20] fb [1.2-25] fb

qq → qqH (VBF) POWHEG [0.2-2] fb [0.3-2.5] fb

ZZ continuum

qq̄ → ZZ → 4` POWHEG 66.09 fb 76.91 fb

qq̄ → ZZ → 2`2`′ POWHEG 152 fb 177 fb

gg → ZZ → 4` gg2VV 1.74 fb 4.81 fb

gg → ZZ → 2`2`′ gg2VV 3.48 fb 12.03 fb

tt̄

tt̄→ `+`−νν̄bb̄ POWHEG 17.32 pb 23.64 pb

Z/W + jets

W+jets MadGraph 31314 pb 36257 pb

Z+jets, m`` > 50 GeV MadGraph 3048 pb 3503 pb

Z+jets, 10 < m`` < 50 GeV MadGraph 805 pb 915 pb
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4.3 Physics Objects

4.3.1 Leptons

Electron reconstruction and identification

Electron candidates are required to be within the geometrical acceptance defined by
pT > 7 GeV and |η| < 2.5.
The electron reconstruction in CMS [34, 35, 36, 37] combines the informations of
the ECAL and the tracker measurements. In the ECAL, the electron candidates are
formed from arrays of energy clusters in the φ direction, called superclusters, which
recover the bremsstrahlung photons emitted in the tracker and part of the collinear
final state radiation (FSR). Superclusters are also used to identify hits in the track
layers in order to initiate the reconstruction of electron tracks. At low pT of the
electron and in the transition between the ECAL barrel (EB) and the ECAL endcap
(EE), a complementary approach based on the track seeds is also used to improve
the reconstruction efficiency. Both type of tracks, either the one reconstructed with
the “outside-in” and the “inside-out” approaches, are built using the Gaussian Sum
Filter (GSF) algorithm, which accounts for the energy loss due to bremsstrahlung.
Electron candidates are selected with loose cuts on the track-supercluster matching
variables, in order to keep the highest possible efficiency and at the same time reject
part of the background (“fake” electrons). Additional requirements are implemented
to remove electrons coming from photon conversions inside the tracker.

The energy measured in individual crystals is corrected with several procedures,
as described in [38, 39].
The supercluster energy is further corrected for the imperfect containment of the
electromagnetic shower of the clustering algorithm, the electron energy not deposited
in the ECAL and leakages due to gaps between crystals or modules, using a regres-
sion technique based on a Boosted Decision Tree (BDT). This correction brings an
improvement of the order of 30 % on the mass resolution, with respect to a more
traditional approach based on a parameterized energy response obtained from MC,
as estimated in simulation with H → 4e decays.

The magnitude of the electron momentum is estimated combining the track
momentum estimate and the corrected supercluster energy, using a multivariate re-
gression function, which takes as inputs the two measurements, their uncertainties
and the amount of bremsstrahlung.
The precision in the determination of the electron momentum is dominated by the
tracker for pT < 15 GeV and by the ECAL at higher momenta, as it is shown in figure
4.1 (right). In figure 4.1 (left) the effect of the energy corrections and tracker-ECAL
combination is shown in the simulation, in a sample of H → 4e decays.

Muon reconstruction and identification

Muon candidates are require to have pT > 5 GeV and |η| < 2.4.
The muon reconstruction combines the information from both the tracker and the
muon system. Tracks in the two detectors are matched either starting from the
segments in the muon system (“outside-in”) or starting from the track reconstructed
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Figure 4.1: (left) Mass distribution in simulation for a sample of H → 4e decays, with
mH = 126 GeV, comparing the ECAL-only electron momentum estimation (green
points) and the tracker-ECAL combination as used in the analysis (black points).
(right) The effective relative electron momentum resolution as a function of the
electron momentum, for electron in the EB.

in the inner tracker (“inside-out”): in the case where the two can be combined in
a single fit, the reconstructed muon is called a global muon. Soft muons may have
not enough energy to pass through the whole muon detector and leave signal only
in one or two muon stations, where a station is made by multiple detection planes
between two iron layers. Nevertheless, if a track in the inner tracker is matched to at
least one segment a tracker muon is reconstructed. At large transverse momenta, i.e.
pT > 200 GeV, the global-muon fit improves the momentum resolution compared to
the tracker-only. The analysis described here makes use of both tracker muons and
global muons.

The muons are required to satisfy the Particle Flow (PF) muon identification [31],
which applies minimal requirements on the track components in the muon system and
takes into account a matching with small energy deposits in the calorimeters.

The knowledge of the true position of the tracker modules in the detector affects
sensibly the measurement of the pT of the muons, as it has been highlighted in chapter
3. A statistical accuracy of better than ≤ 10µm is achieved on the position of the
tracker sensors thanks to the alignment procedure, which is carried on mainly with
cosmic and collision tracks, making use of vertex information and resonance mass
constraints. The alignment of the muon system contributes to a lesser extent to the
momentum measurement.

The resolution for the muons used in the analysis is dominated by the multiple
coulomb scattering in the detector material and is about 2% in the barrel and 6% in
the endcaps.
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Lepton isolation and vertex compatibility

Lepton candidates are required to be well isolated from other particles in the event, in
order to discriminate leptons originating from decays of the Z boson, which constitutes
the signal, from leptons coming from other processes, which are typically close to jets.
The lepton isolation is computed relative to its transverse momentum and is defined
by:

R`
Iso =

(∑
pcharged

T + max
[
0,
∑
pneutral

T +
∑
pγT − pPU

T

])
p`T

(4.1)

In equation 4.1 the sums extend to all particle candidates which are reconstructed by
the PF algorithm as charged hadrons, neutral hadrons and photons, inside a cone of
∆R =

√
(∆η)2 + (∆φ)2 = 0.4. Photons which are identified as FSR (see section

4.3.2) are removed from the sum.
The leptons candidates are required to satisfy R`

Iso < 0.4: this cut has been chosen
to maximize the discovery potential.
The term pPU

T represents the contribution of neutral hadrons coming from pile up
interactions. For electrons, it is estimated using the FASTJET [40, 41, 42] technique
and is defined by:

pPU
T ≡ ρ× Aeff (4.2)

In equation 4.2:

• ρ is the median of the energy-density distribution in the area of any jet in the
event reconstructed by the kT clustering algorithm with a distance parameter
D = 0.6, with pjet

T > 3 GeV and |ηjet| < 2.5

• Aeff is the geometrical area of the isolation cone corrected for the different PU
depositions as a function of the electron pseudorapidity.

For the muons the contribution to the isolation from PU is defined as:

pPU
T ≡

∑
i

0.5× pPU,i
T , (4.3)

where the sum is extended to all the charged hadrons originating from PU vertices
and 0.5 is to correct for the different fraction of charged and neutral hadrons in the
isolation cone.

Leptons are also required to originate from the primary vertex, in order to suppress
the contribution of non-prompt leptons from in-flight decays of hadrons. This is
achieved by requiring SIP3D < 4, where we define the significance of the impact
parameter SIP3D as the ratio between the 3-dimensional impact parameter of the
lepton track with respect to the primary vertex divided by its uncertainty.

Lepton efficiency

The efficiency of the reconstruction, identification and selection (SIP3D and isolation)
of the leptons is measured using the “tag and probe” method [43]. This technique
makes use of inclusive samples of Z → µµ (for p`T > 15 GeV) and J/ψ → µµ (for
p`T < 15 GeV) decays. These samples are obtained by combining a mass constraint
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from a pair of basic objects, like tracks for muons or clusters in the ECAL for electrons,
with a “tight” lepton selection applied on one of the two objects, called the “tag”,
in order to ensure a sufficient purity. The other leg (the “probe”) is used to measure
the efficiency of a certain cut, defined as the ratio of the number of probes passing
that cut over the total number of probes. The yields are computed by means of a fit
to the mass spectrum around the resonance.
The same measurement is done both in data and in simulation, and scale factors are
extracted in bins of lepton pT and η and used in the analysis to match the efficiency
in the simulation to the one measured in the data. In general data and MC agree at
the level of 3% or better, with the exception of electron in the range peT < 15 GeV.
For the muons, the tracking efficiency is also considered in the scale factors. This
correction has always been negligible with respect to the others, except for the highest
PU data-taking periods, where a loss in efficiency has been measured due to the
different tolerances used in the tracking algorithm.
The electron and muon efficiencies measured in the 8 TeV dataset are shown in figure
4.2.
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Figure 4.2: The efficiency for the reconstruction, identification and selection of elec-
trons (left) and muons (right) is shown as a function of the lepton pT, for the 8 TeV
data.

Lepton momentum scale and resolution

The measurement of the lepton momentum is one of the most important tasks in this
analysis, which strongly relies on the accurate determination of the invariant mass
and the pT of the 4-lepton system.
The approach used is different for muons and electrons, as their reconstruction in-
volves different subdetectors. In both cases the scale and resolution are extracted from
the simulation, which is based on the best knowledge of the detector. In particular,
the response of the ECAL and the alignment of the tracker and muon detectors are
realistically simulated in the reconstruction of the MC samples. Nevertheless, discrep-
ancies between data and simulation in the scale and resolution remain and therefore
calibrations are implemented for muons and electrons. The residual difference after
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calibration is taken into account as a systematic uncertainty.

For the electrons, the scale calibration is performed in two steps. First, a set
of corrections is extracted by comparing the Z boson mass shift in data and MC,
in different categories depending on the electron pseudorapidity and the amount of
bremsstrahlung. Also a time dependency is considered, to take into account the loss
of transparency in the crystals. A “linearity correction” to the momentum scale is
applied in a second step, binned in the pT of the electron, to account for the pT-
dependent difference between data and MC.
The energy of the electron is then smeared using a gaussian factor to match the
resolution observed in the data.

For the muons, a comprehensive and detailed description of the calibration of
the scale and the resolution was given in chapter 3.
The muon pT scale and resolution are extracted with a likelihood fit to the dimuon
mass distribution around the Z resonance, which uses a reference model convolved
with a gaussian for the signal and an exponential for the background. Corrections
for the scale are extracted as analytic functions in both data and MC. The resolution
corrections are implemented as gaussian smearing factors to the muon momentum,
calculated using the information extracted from the fit.

The lepton momentum scale after the calibration is studied using dimuon decays
of J/ψ, Υ and Z divided in several bins based on the lepton |η| and pT, in order to
cover the full momentum range relevant in the H → ZZ → 4` analysis. In each bin
the position of the resonance peak is extracted from a fit using a Breit-Wigner (BW)
function convolved with a Crystal Ball (CB) for the signal model and polynomials for
the background. The offset between the mass measured in the data and in the MC
is shown in figure 4.3.
For the electrons, the residual mismatch is within 0.2% in the barrel and up to 0.3% in
the endcaps. For the muons, the agreement between data and MC is within 0.1% in
almost all the momentum range, with the exception of the most boosted and forward
categories in the J/ψ events, which is anyway an atypical configuration for the muons
used in the analysis and therefore is not considered relevant.

Similarly, the width of the peak due to instrumental resolution (σeff) is compared
between data and simulation. The agreement is well within 3% for the electrons and
5% for the muons, as shown in figure 4.4.

4.3.2 Final state radiation

Events with a Z boson decaying to leptons may be accompanied by the emission of
final state radiation, i.e. photons which are emitted almost collinear to the lepton
direction and carrying part of its momentum. An algorithm to identify such events
has been developed, in order to fully reconstruct the Z → `+`−γ decay and remove
the photon from the isolation cone of the corresponding lepton. The criteria to select
FSR photon candidates have been tuned mainly to keep low the contamination from
background photons.
The low energy photons are reconstructed in CMS with the PF algorithm [44], their
energies and directions are studied in data and simulation using π0 → γγ events.

The final state radiation has usually a harder spectrum with respect to other
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Figure 4.3: Relative difference in the peak position of the resonance between data
and simulation in dilepton J/ψ, Υ and Z events, as a function of the lepton pT, for
electrons (left) and muons (right).
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sources of spurious photons, like PU interactions or initial-state radiation and its
direction is almost collinear to the direction of the lepton from which is emitted.
Therefore the FSR photon candidate is required to have pγT > 2 GeV if it is found
within a cone ∆R < 0.07 around the lepton. If 0.07 < ∆R < 0.5 then the photon
must have pγT > 4 GeV and be isolated. The isolation variable Rγ

iso is defined in a
similar way as in equation 4.1 except for the PU neutral contribution, which is not
removed here, and isolation cone which has size ∆R = 0.3. Isolated photons satisfy
Rγ

iso < 1.

In case there are multiple FSR photon candidates associated to a Z boson, only
the highest-pT one is considered, if it has pγT > 4 GeV, otherwise the one closest to
any Z daughter lepton is chosen. When forming the Z candidates (details on the
selection are in section 4.4), FSR photons are added to the candidate only if M`+`−γ is
closer to the nominal Z mass with respect to M`+`− . The photon is anyway discarded
if M`+`−γ > 100 GeV. With the selection described above, about 1.5%, 4.6% and 9%
of the events in the H → 4e, 2e2µ, 4µ MC samples are affected by the FSR recovery
algorithm. The lower rate in the electron channels is expected because part of the
collinear photon emission is already included in the supercluster energy. The rates
have been measured also in data selecting inclusive Z decays and have been found
in agreement with the simulation. A gain of ∼ 3%, 2% and 1% in the efficiency is
expected for the selection of H → 4µ, 2e2µ, 4e events, mainly thanks to the removal
of the FSR photon from the isolation cone of the lepton. The four-momentum of the
photon is added to the one of the lepton for the computation of kinematic variables.

4.3.3 Jets

Jets are used in the analysis to discriminate between the different production mech-
anisms, in particular gluon fusion from vector boson fusion (VBF) or associated pro-
duction VH, where V is a Z or W boson decaying hadronically.
Jets are reconstructed with the anti-kT clustering algorithm [45], with distance pa-
rameter D = 0.5, using all PF candidates in the event. Jet energy corrections are
applied as a function of the jet η and pT [46]. In particular, a correction is applied
to subtract the contribution from PU, based on the jet-area method [40, 41]. Jet
candidates are required to have pjet

T > 30 GeV, |ηjet| < 4.7 and to be far from each
of the four leptons of the Higgs candidate and from photon identified as FSR (see
4.3.2), requiring ∆R`,jet > 0.5.

In order to discard jets coming from PU interactions, within the tracker accep-
tance, for the charged particles, only PF candidates compatible with the primary
vertex are used in the reconstruction of jets. In the full acceptance, a multivariate
technique is used to discriminate between PU jets and jets arising from the main
interaction, which takes as input the jet shapes, multiplicity of charged and neutral
components and the fraction of momentum carried by the hardest component [47].
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4.4 Event selection and categorization

4.4.1 Best candidate selection

The event selection is based on the reconstruction of four well-isolated leptons com-
patible with the primary vertex and the recovery of FSR described above. In the first
step of the selection flow, a Z boson candidate is formed with pairs of leptons of
opposite charge and same flavour. Among all such pairs, the one with mass closest
to the nominal Z-boson mass is retained and denoted Z1. Its mass is required to
satisfy 40 < mZ1 < 120 GeV.
Then, with the remaining leptons, additional `+`− pairs are formed in order to build
the so-called Z2. If more than one Z2 candidates are available, the one with the
highest scalar sum of leptons’ pT is retained. The chosen Z2 is required to have
12 < mZ2 < 120 GeV. For mH > 180 GeV both Zs are on-shell, thus this cut has
been chosen to maximize the efficiency for the search for a low mass Higgs boson,
while keeping under control the background coming from Z + low mass resonances.
Among the four leptons of the Higgs candidate, at least one is required to have
pT > 20 GeV and another one to have pT > 10 GeV. These thresholds ensure that
leptons are on the “plateau” of the trigger efficiency.
To further reduce the contamination of non-prompt leptons, any opposite sign lepton
pairs (irrespective of the flavour) is required to have m`+`− > 4 GeV.
Finally, the phase space for the search of the SM Higgs boson is reduced by applying
m4` > 100 GeV. For the measurements of the single-resonant Z → 4`, used as
standard candle, the phase space is defined by m4` > 70 GeV.

4.4.2 Signal efficiency

The selection efficiency for the signal is estimated in the simulation separately for
each final state and for each production mechanism. It is defined as the ratio of the
number of events reconstructed and selected over the number of events generated. As
described in section 4.3.1, the simulation has been corrected for the lepton efficiency
by applying a weight to each event according to the pT and η of each lepton.
The efficiency has been studied as a function of the Higgs mass hypothesis and
interpolated between the points corresponding to the available full simulated MC
samples.
The results are shown in figure 4.5 for the three different final states, for 7 and 8 TeV
and for the different production mechanisms. For the associated production (WH,
ZH and ttH) samples only up to 200 GeV have been produced, since the contribution
to the total cross section becomes negligible above 1.
The selection efficiency increases rapidly up to mH ' 2mZ , where both the Z bosons
become on-shell, then flattens. The additional smooth rise at high masses is due to
the increased acceptance. This effect can be inspected by looking at the efficiency
within the acceptance, as it shown in figure 4.6 for the gluon fusion process at 8 TeV:
here the rise at high masses disappears while the steep rise at low mass is still present
due to Z bosons being more and more on-shell.
The plots in figure 4.5 show a good agreement between the different production

1Cross section for the three processes have been computed up to 300 GeV.
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mechanisms. They also reflect the higher efficiency in reconstructing muons with
respect to electrons in CMS at this pT regime. Some differences are present between
7 TeV and 8 TeV samples and are due to different reconstruction and identification
of the physics objects and different PU conditions between the two datasets.

4.4.3 Event categorization

For a Higgs boson with a mass of 125 GeV about 88% of the cross section comes
from the gluon fusion process, ≈ 7% comes from VBF while the associated production
mechanisms contribute to a even lesser extent. The separation of these processes is
important for the study of the couplings of the Higgs with the SM particles, since
gluon fusion and ttH involve only couplings with fermions while VBF and VH only
with vector bosons.
The most significant observables to discriminate among these different processes are
the jet multiplicity, the jet topology and the Higgs pT. The VBF process is indeed
expected to give a typical signature in the final state, with two jets at a large rapidity
gap. Jets may arise also from the VH and ttH processes, where the vector boson or
the top decays hadronically. The Higgs pT is expected to have a harder spectrum in
the VBF and VH processes with respect to the ggH and ttH (see figure 4.7 left). For
this reason, in order to improve the sensitivity to the couplings, the selected events
are grouped according to the following categories:

• 0/1 jet: events with less than two reconstructed jets

• di-jet: events with at least two reconstructed jets

where the jets are selected as described in section 4.3.3.
In the 0/1 jet category the transverse momentum of the four-lepton system (p4`

T ) is
used to distinguish VBF and VH from gluon fusion. In the di-jet category a linear
Fisher discriminant Djet is defined combining two VBF-sensitive variables, the pseu-
dorapidity difference among the two jets (∆ηjj) and the invariant mass of the two jet
system (mjj). The coefficients of the linear combination are tuned to maximize the
separation power between the gluon fusion and the VBF/VH processes.
In figure 4.7 the p4`

T and the Djet variables are shown in the simulation for the different
processes.

In order to assess the predicted contribution of each in process in the two cate-
gories, the fraction of di-jet events (“di-jet ratio” in the following) is estimated in the
simulation for each production mechanism in a similar fashion as for the efficiency
(see section 4.4.2). The dependence on the Higgs mass is investigated by using the
available MC samples as points to interpolate with a smooth function.
Results are shown in figure 4.8. The di-jet ratio does not depend on the lepton final
state, as expected. There is a mild dependence on mH in the gluon fusion and the
vector boson fusion samples, which is due to the higher order corrections implemented
in those generator, which depend on the virtuality of the process. The fraction of
di-jet events is instead very stable in the samples corresponding to the associated pro-
duction, which are generated at leading order (LO). In particular in the ttH samples
more then 97% of the events contain two reconstructed jets.

103



4.4. EVENT SELECTION AND CATEGORIZATION

)2 (GeV/cHm
100 200 300 400 500 1000

 A
cc

ep
ta

nc
e

×
E

ffi
ci

en
cy

 

0.2

0.3

0.4

0.5

0.6

0.7

0.8
 / ndf 2χ  33.86 / 24

p0        0.0151± -4.396 
p1        0.01424± 4.643 
p2        6.737± -46.59 
p3        2.633± 105.4 
p4        0.2146± 1.765 
p5        0.0003003± 0.002421 
p6        1.917e-07± -1.488e-06 
p7        0.002491± 0.02379 
p8        1.566± 185.7 
p9         2.15± 12.36 

 / ndf 2χ  33.86 / 24
p0        0.0151± -4.396 
p1        0.01424± 4.643 
p2        6.737± -46.59 
p3        2.633± 105.4 
p4        0.2146± 1.765 
p5        0.0003003± 0.002421 
p6        1.917e-07± -1.488e-06 
p7        0.002491± 0.02379 
p8        1.566± 185.7 
p9         2.15± 12.36 

 / ndf 2χ  28.36 / 24
p0        0.03336± -4.392 
p1        0.02203± 4.646 
p2        14.22± -49.15 
p3         6.62± 101.1 
p4        0.4244± 1.907 
p5        0.0006668± 0.00296 
p6        4.155e-07± -1.797e-06 
p7        0.005063± 0.04383 
p8        3.484± 190.8 
p9        4.658± 27.73 

 / ndf 2χ  28.36 / 24
p0        0.03336± -4.392 
p1        0.02203± 4.646 
p2        14.22± -49.15 
p3         6.62± 101.1 
p4        0.4244± 1.907 
p5        0.0006668± 0.00296 
p6        4.155e-07± -1.797e-06 
p7        0.005063± 0.04383 
p8        3.484± 190.8 
p9        4.658± 27.73 

 / ndf 2χ  22.67 / 24
p0        0.01262± -4.299 
p1        0.01208± 4.733 
p2        7.272± -165.7 
p3        11.44± 221.4 
p4        0.03788± 0.8369 
p5        0.0001579± 0.001157 
p6        1.119e-07± -7.031e-07 
p7        0.01389± 0.133 
p8         1.57± 161.9 
p9        2.742± 49.88 

 / ndf 2χ  22.67 / 24
p0        0.01262± -4.299 
p1        0.01208± 4.733 
p2        7.272± -165.7 
p3        11.44± 221.4 
p4        0.03788± 0.8369 
p5        0.0001579± 0.001157 
p6        1.119e-07± -7.031e-07 
p7        0.01389± 0.133 
p8         1.57± 161.9 
p9        2.742± 49.88 

µ 2e2→ ZZ →H 

µ 4→ ZZ →H 

 4e→ ZZ →H 

CMS Simulation  = 7 TeVs

gluon fusion

)2 (GeV/cHm
100 200 300 400 500 1000

 A
cc

ep
ta

nc
e

×
E

ffi
ci

en
cy

 

0.2

0.3

0.4

0.5

0.6

0.7

 / ndf 2χ  32.32 / 24
p0        0.01038± -4.397 
p1        0.009736± 4.641 
p2        4.772± -50.21 
p3        2.047± 107.8 
p4        0.1411± 1.667 
p5        0.0002279± 0.002482 
p6        1.44e-07± -1.467e-06 
p7        0.002195± 0.02261 
p8        1.324± 184.9 
p9         2.34± 12.01 

 / ndf 2χ  32.32 / 24
p0        0.01038± -4.397 
p1        0.009736± 4.641 
p2        4.772± -50.21 
p3        2.047± 107.8 
p4        0.1411± 1.667 
p5        0.0002279± 0.002482 
p6        1.44e-07± -1.467e-06 
p7        0.002195± 0.02261 
p8        1.324± 184.9 
p9         2.34± 12.01 

 / ndf 2χ  18.17 / 24
p0        0.002513± -4.427 
p1        0.00252± 4.614 
p2        1.679± -53.14 
p3        0.9737±  98.5 
p4        0.04417± 2.367 
p5        0.0001129± 0.00411 
p6        8.899e-08± -2.46e-06 
p7        0.003228± 0.04386 
p8        2.334± 188.3 
p9        2.538± 28.52 

 / ndf 2χ  18.17 / 24
p0        0.002513± -4.427 
p1        0.00252± 4.614 
p2        1.679± -53.14 
p3        0.9737±  98.5 
p4        0.04417± 2.367 
p5        0.0001129± 0.00411 
p6        8.899e-08± -2.46e-06 
p7        0.003228± 0.04386 
p8        2.334± 188.3 
p9        2.538± 28.52 

 / ndf 2χ  56.01 / 24
p0        0.02325± -4.272 
p1        0.02216±  4.76 
p2        14.72± -182.6 
p3        19.64±   242 
p4        0.02858± 0.7071 
p5        0.0002381± 0.001043 
p6        1.545e-07± -6.019e-07 
p7        0.0105± 0.1289 
p8        1.008± 167.6 
p9         1.46± 46.15 

 / ndf 2χ  56.01 / 24
p0        0.02325± -4.272 
p1        0.02216±  4.76 
p2        14.72± -182.6 
p3        19.64±   242 
p4        0.02858± 0.7071 
p5        0.0002381± 0.001043 
p6        1.545e-07± -6.019e-07 
p7        0.0105± 0.1289 
p8        1.008± 167.6 
p9         1.46± 46.15 

µ 2e2→ ZZ →H 

µ 4→ ZZ →H 

 4e→ ZZ →H 

CMS Simulation  = 8 TeVs

gluon fusion

)2 (GeV/cHm
100 200 300 400 500 1000

 A
cc

ep
ta

nc
e

×
E

ffi
ci

en
cy

 

0.2

0.3

0.4

0.5

0.6

0.7

0.8

 / ndf 2χ  61.75 / 22
p0        0.043± -4.329 
p1        0.02696± 4.701 
p2        11.39± -150.6 
p3        12.36± 180.6 
p4        0.1896± 1.235 
p5        0.0005164± 0.001681 
p6        3.954e-07± -1.124e-06 
p7        0.01401± 0.08572 
p8        5.313± 167.8 
p9        5.846± 39.77 

 / ndf 2χ  61.75 / 22
p0        0.043± -4.329 
p1        0.02696± 4.701 
p2        11.39± -150.6 
p3        12.36± 180.6 
p4        0.1896± 1.235 
p5        0.0005164± 0.001681 
p6        3.954e-07± -1.124e-06 
p7        0.01401± 0.08572 
p8        5.313± 167.8 
p9        5.846± 39.77 

 / ndf 2χ  63.35 / 22
p0        0.01332± -4.328 
p1        0.012± 4.696 
p2        27.17± -274.1 
p3         23.7± 268.7 
p4        0.1221± 1.325 
p5        0.0005041± 0.002397 
p6        4.106e-07± -1.649e-06 
p7        0.01464± 0.1982 
p8        34.94±   160 
p9        4.242± 64.53 

 / ndf 2χ  63.35 / 22
p0        0.01332± -4.328 
p1        0.012± 4.696 
p2        27.17± -274.1 
p3         23.7± 268.7 
p4        0.1221± 1.325 
p5        0.0005041± 0.002397 
p6        4.106e-07± -1.649e-06 
p7        0.01464± 0.1982 
p8        34.94±   160 
p9        4.242± 64.53 

 / ndf 2χ  38.17 / 22
p0        0.06208± -4.309 
p1        0.05169±  4.72 
p2        35.33± -205.3 
p3        12.82± 236.5 
p4        0.3138± 0.9953 
p5        0.0002022± 0.0009309 
p6        1.655e-07± -5.22e-07 
p7        0.01973± 0.1142 
p8        7.065± 170.2 
p9        8.183± 47.77 

 / ndf 2χ  38.17 / 22
p0        0.06208± -4.309 
p1        0.05169±  4.72 
p2        35.33± -205.3 
p3        12.82± 236.5 
p4        0.3138± 0.9953 
p5        0.0002022± 0.0009309 
p6        1.655e-07± -5.22e-07 
p7        0.01973± 0.1142 
p8        7.065± 170.2 
p9        8.183± 47.77 

µ 2e2→ ZZ →H 

µ 4→ ZZ →H 

 4e→ ZZ →H 

CMS Simulation  = 7 TeVs

vector boson fusion

)2 (GeV/cHm
100 200 300 400 500 1000

 A
cc

ep
ta

nc
e

×
E

ffi
ci

en
cy

 
0.2

0.3

0.4

0.5

0.6

0.7

0.8

 / ndf 2χ  32.05 / 38
p0        0.005679± -4.383 
p1        0.00575± 4.654 
p2         1.88± -86.77 
p3        1.268± 134.4 
p4        0.04762± 1.503 
p5        0.0001387± 0.002598 
p6        1.159e-07± -1.746e-06 
p7        0.006162± 0.05726 
p8        49.14±   160 
p9        7.106± 52.17 

 / ndf 2χ  32.05 / 38
p0        0.005679± -4.383 
p1        0.00575± 4.654 
p2         1.88± -86.77 
p3        1.268± 134.4 
p4        0.04762± 1.503 
p5        0.0001387± 0.002598 
p6        1.159e-07± -1.746e-06 
p7        0.006162± 0.05726 
p8        49.14±   160 
p9        7.106± 52.17 

 / ndf 2χ  30.44 / 38
p0        0.004212± -4.454 
p1        0.004225±  4.59 
p2        2.593± -34.06 
p3        1.437± 83.86 
p4        0.1484± 3.682 
p5        0.0004237± 0.004947 
p6        3.604e-07± -3.039e-06 
p7        0.008641± 0.04345 
p8        6.036± 195.4 
p9        8.574± 22.93 

 / ndf 2χ  30.44 / 38
p0        0.004212± -4.454 
p1        0.004225±  4.59 
p2        2.593± -34.06 
p3        1.437± 83.86 
p4        0.1484± 3.682 
p5        0.0004237± 0.004947 
p6        3.604e-07± -3.039e-06 
p7        0.008641± 0.04345 
p8        6.036± 195.4 
p9        8.574± 22.93 

 / ndf 2χ  35.19 / 38
p0        0.001033± -4.427 
p1        0.001107± 4.612 
p2        0.9903± -68.92 
p3        0.4345± 114.5 
p4        0.151± 1.451 
p5        0.000623± 0.004486 
p6        5.037e-07± -2.948e-06 
p7        0.01283± 0.05879 
p8        5.659± 197.2 
p9         8.23± 45.17 

 / ndf 2χ  35.19 / 38
p0        0.001033± -4.427 
p1        0.001107± 4.612 
p2        0.9903± -68.92 
p3        0.4345± 114.5 
p4        0.151± 1.451 
p5        0.000623± 0.004486 
p6        5.037e-07± -2.948e-06 
p7        0.01283± 0.05879 
p8        5.659± 197.2 
p9         8.23± 45.17 

µ 2e2→ ZZ →H 

µ 4→ ZZ →H 

 4e→ ZZ →H 

CMS Simulation  = 8 TeVs

vector boson fusion

)2 (GeV/cHm
120 140 160 180 200

 A
cc

ep
ta

nc
e

×
E

ffi
ci

en
cy

 

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

0.55
 / ndf 2χ  5.416 / 4

p0        0.01125± -4.384 
p1        0.01147± 4.653 
p2         2.91± -79.15 
p3        2.054± 126.9 
p4        0.08465± 0.1799 
p5        0.0006517± 0.01591 
p6        2.607e-06± -3.949e-05 
p7            0±     0 
p8            0±     0 
p9            0±     1 

 / ndf 2χ  5.416 / 4
p0        0.01125± -4.384 
p1        0.01147± 4.653 
p2         2.91± -79.15 
p3        2.054± 126.9 
p4        0.08465± 0.1799 
p5        0.0006517± 0.01591 
p6        2.607e-06± -3.949e-05 
p7            0±     0 
p8            0±     0 
p9            0±     1 

 / ndf 2χ  3.403 / 4
p0        0.02245± -4.347 
p1        0.02264±  4.69 
p2        6.408± -39.1 
p3        4.357± 94.37 
p4        0.09326± -0.9088 
p5        0.0007033± 0.02446 
p6        2.949e-06± -5.954e-05 
p7            0±     0 
p8            0±     0 
p9            0±     1 

 / ndf 2χ  3.403 / 4
p0        0.02245± -4.347 
p1        0.02264±  4.69 
p2        6.408± -39.1 
p3        4.357± 94.37 
p4        0.09326± -0.9088 
p5        0.0007033± 0.02446 
p6        2.949e-06± -5.954e-05 
p7            0±     0 
p8            0±     0 
p9            0±     1 

 / ndf 2χ  13.65 / 4
p0        0.1648± -4.22 
p1        0.1493± 4.333 
p2        970.9± -1745 
p3        668.2±  1148 
p4        9.923± -17.58 
p5        0.1267± 0.3522 
p6        0.0004579± -0.001098 
p7            0±     0 
p8            0±     0 
p9            0±     1 

 / ndf 2χ  13.65 / 4
p0        0.1648± -4.22 
p1        0.1493± 4.333 
p2        970.9± -1745 
p3        668.2±  1148 
p4        9.923± -17.58 
p5        0.1267± 0.3522 
p6        0.0004579± -0.001098 
p7            0±     0 
p8            0±     0 
p9            0±     1 

µ 2e2→ ZZ →H 

µ 4→ ZZ →H 

 4e→ ZZ →H 

CMS Simulation  = 7 TeVs

associated production WH

)2 (GeV/cHm
120 140 160 180 200

 A
cc

ep
ta

nc
e

×
E

ffi
ci

en
cy

 

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

 / ndf 2χ  15.03 / 4
p0        0.01103± -4.374 
p1        0.01038± 4.663 
p2        5.093± -87.48 
p3        3.795± 131.7 
p4        0.4942± -0.7253 
p5        0.00471± 0.02326 
p6        1.43e-05± -5.963e-05 
p7            0±     0 
p8            0±     0 
p9            0±     1 

 / ndf 2χ  15.03 / 4
p0        0.01103± -4.374 
p1        0.01038± 4.663 
p2        5.093± -87.48 
p3        3.795± 131.7 
p4        0.4942± -0.7253 
p5        0.00471± 0.02326 
p6        1.43e-05± -5.963e-05 
p7            0±     0 
p8            0±     0 
p9            0±     1 

 / ndf 2χ  5.955 / 4
p0        0.01438± -4.357 
p1        0.01449± 4.679 
p2        4.781± -50.39 
p3        3.178± 99.41 
p4        0.06295± -0.6109 
p5        0.0004757± 0.02046 
p6        2.035e-06± -4.664e-05 
p7            0±     0 
p8            0±     0 
p9            0±     1 

 / ndf 2χ  5.955 / 4
p0        0.01438± -4.357 
p1        0.01449± 4.679 
p2        4.781± -50.39 
p3        3.178± 99.41 
p4        0.06295± -0.6109 
p5        0.0004757± 0.02046 
p6        2.035e-06± -4.664e-05 
p7            0±     0 
p8            0±     0 
p9            0±     1 

 / ndf 2χ   10.6 / 4
p0        0.01363± -4.385 
p1        0.01373± 4.649 
p2        6.072± -110.8 
p3        4.013± 136.8 
p4        0.06405± -1.956 
p5        0.000454± 0.03225 
p6        2.159e-06± -7.791e-05 
p7            0±     0 
p8            0±     0 
p9            0±     1 

 / ndf 2χ   10.6 / 4
p0        0.01363± -4.385 
p1        0.01373± 4.649 
p2        6.072± -110.8 
p3        4.013± 136.8 
p4        0.06405± -1.956 
p5        0.000454± 0.03225 
p6        2.159e-06± -7.791e-05 
p7            0±     0 
p8            0±     0 
p9            0±     1 

µ 2e2→ ZZ →H 

µ 4→ ZZ →H 

 4e→ ZZ →H 

CMS Simulation  = 8 TeVs

associated production WH

)2 (GeV/cHm
120 140 160 180 200

 A
cc

ep
ta

nc
e

×
E

ffi
ci

en
cy

 

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9 / ndf 2χ  22.87 / 4
p0        0.0422± -4.265 
p1        0.04099± 4.775 
p2        8.259± -62.79 
p3        12.82± 140.3 
p4        0.6286± 4.499 
p5        0.007439± -0.03967 
p6        2.393e-05± 0.0001228 
p7            0±     0 
p8            0±     0 
p9            0±     1 

 / ndf 2χ  22.87 / 4
p0        0.0422± -4.265 
p1        0.04099± 4.775 
p2        8.259± -62.79 
p3        12.82± 140.3 
p4        0.6286± 4.499 
p5        0.007439± -0.03967 
p6        2.393e-05± 0.0001228 
p7            0±     0 
p8            0±     0 
p9            0±     1 

 / ndf 2χ  13.66 / 4
p0        0.031± -4.359 
p1        0.03031± 4.692 
p2        7.943± -26.66 
p3        8.425± 95.47 
p4        1.199±  6.47 
p5        0.01362± -0.06063 
p6        4.746e-05± 0.0002046 
p7            0±     0 
p8            0±     0 
p9            0±     1 

 / ndf 2χ  13.66 / 4
p0        0.031± -4.359 
p1        0.03031± 4.692 
p2        7.943± -26.66 
p3        8.425± 95.47 
p4        1.199±  6.47 
p5        0.01362± -0.06063 
p6        4.746e-05± 0.0002046 
p7            0±     0 
p8            0±     0 
p9            0±     1 

 / ndf 2χ  8.325 / 4
p0        0.616± -4.081 
p1        0.3497± 4.492 
p2        35.21± 6.179 
p3        22.44± 74.98 
p4         1.51± -0.1522 
p5        0.01784± 0.008227 
p6        4.645e-05± -2.469e-06 
p7            0±     0 
p8            0±     0 
p9            0±     1 

 / ndf 2χ  8.325 / 4
p0        0.616± -4.081 
p1        0.3497± 4.492 
p2        35.21± 6.179 
p3        22.44± 74.98 
p4         1.51± -0.1522 
p5        0.01784± 0.008227 
p6        4.645e-05± -2.469e-06 
p7            0±     0 
p8            0±     0 
p9            0±     1 

µ 2e2→ ZZ →H 

µ 4→ ZZ →H 

 4e→ ZZ →H 

CMS Simulation  = 7 TeVs

associated production ZH

)2 (GeV/cHm
120 140 160 180 200

 A
cc

ep
ta

nc
e

×
E

ffi
ci

en
cy

 

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8
 / ndf 2χ  25.23 / 4

p0        0.02251± -4.364 
p1        0.02252± 4.679 
p2        4.523± -42.49 
p3        4.779± 108.6 
p4        0.4694± 3.645 
p5        0.00593± -0.02842 
p6        1.918e-05± 0.0001027 
p7            0±     0 
p8            0±     0 
p9            0±     1 

 / ndf 2χ  25.23 / 4
p0        0.02251± -4.364 
p1        0.02252± 4.679 
p2        4.523± -42.49 
p3        4.779± 108.6 
p4        0.4694± 3.645 
p5        0.00593± -0.02842 
p6        1.918e-05± 0.0001027 
p7            0±     0 
p8            0±     0 
p9            0±     1 

 / ndf 2χ   16.8 / 4
p0        0.03472± -4.367 
p1        0.03469±  4.68 
p2        5.997± -34.96 
p3        8.194± 101.1 
p4        0.8509± 6.024 
p5        0.009642± -0.05289 
p6        3.428e-05± 0.0001778 
p7            0±     0 
p8            0±     0 
p9            0±     1 

 / ndf 2χ   16.8 / 4
p0        0.03472± -4.367 
p1        0.03469±  4.68 
p2        5.997± -34.96 
p3        8.194± 101.1 
p4        0.8509± 6.024 
p5        0.009642± -0.05289 
p6        3.428e-05± 0.0001778 
p7            0±     0 
p8            0±     0 
p9            0±     1 

 / ndf 2χ  29.66 / 4
p0        0.01956± -4.452 
p1        0.01892± 4.583 
p2        46.53± -29.32 
p3         32.2± 79.98 
p4        3.574± -0.3473 
p5        0.03653± 0.01676 
p6        0.0001035± 2.453e-05 
p7            0±     0 
p8            0±     0 
p9            0±     1 

 / ndf 2χ  29.66 / 4
p0        0.01956± -4.452 
p1        0.01892± 4.583 
p2        46.53± -29.32 
p3         32.2± 79.98 
p4        3.574± -0.3473 
p5        0.03653± 0.01676 
p6        0.0001035± 2.453e-05 
p7            0±     0 
p8            0±     0 
p9            0±     1 

µ 2e2→ ZZ →H 

µ 4→ ZZ →H 

 4e→ ZZ →H 

CMS Simulation  = 8 TeVs

associated production ZH

)2 (GeV/cHm
120 140 160 180 200

 A
cc

ep
ta

nc
e

×
E

ffi
ci

en
cy

 

0.1

0.2

0.3

0.4

0.5

0.6
 / ndf 2χ  1.767 / 4

p0        0.02634± -4.39 
p1        0.02673± 4.646 
p2        8.132± -84.51 
p3        5.579± 126.2 
p4        0.1767± -0.8227 
p5        0.001368± 0.0222 
p6        6.147e-06± -4.097e-05 
p7            0±     0 
p8            0±     0 
p9            0±     1 

 / ndf 2χ  1.767 / 4
p0        0.02634± -4.39 
p1        0.02673± 4.646 
p2        8.132± -84.51 
p3        5.579± 126.2 
p4        0.1767± -0.8227 
p5        0.001368± 0.0222 
p6        6.147e-06± -4.097e-05 
p7            0±     0 
p8            0±     0 
p9            0±     1 

 / ndf 2χ  12.45 / 4
p0        0.5757± -3.736 
p1        0.501± 5.193 
p2        290.6± -472.4 
p3        505.3± 689.1 
p4        2.791± -1.307 
p5        0.01577± 0.02816 
p6        2.828e-05± -8.382e-05 
p7            0±     0 
p8            0±     0 
p9            0±     1 

 / ndf 2χ  12.45 / 4
p0        0.5757± -3.736 
p1        0.501± 5.193 
p2        290.6± -472.4 
p3        505.3± 689.1 
p4        2.791± -1.307 
p5        0.01577± 0.02816 
p6        2.828e-05± -8.382e-05 
p7            0±     0 
p8            0±     0 
p9            0±     1 

 / ndf 2χ  5.683 / 4
p0        0.03429± -4.429 
p1        0.03436± 4.607 
p2        49.19± -146.4 
p3        27.05± 134.9 
p4        0.2663± -0.1709 
p5        0.002034± 0.004445 
p6        1.294e-05± 4.525e-05 
p7            0±     0 
p8            0±     0 
p9            0±     1 

 / ndf 2χ  5.683 / 4
p0        0.03429± -4.429 
p1        0.03436± 4.607 
p2        49.19± -146.4 
p3        27.05± 134.9 
p4        0.2663± -0.1709 
p5        0.002034± 0.004445 
p6        1.294e-05± 4.525e-05 
p7            0±     0 
p8            0±     0 
p9            0±     1 

µ 2e2→ ZZ →H 

µ 4→ ZZ →H 

 4e→ ZZ →H 

CMS Simulation  = 7 TeVs

associated production ttH

)2 (GeV/cHm
120 140 160 180 200

 A
cc

ep
ta

nc
e

×
E

ffi
ci

en
cy

 

0.1

0.2

0.3

0.4

0.5

0.6
 / ndf 2χ   11.7 / 4

p0        0.1584± -4.253 
p1        0.07327±   4.6 
p2        40.54± -7.252 
p3        28.21± 76.63 
p4        1.066± -0.3741 
p5        0.01141± 0.009404 
p6        3.369e-05± -3.143e-06 
p7            0±     0 
p8            0±     0 
p9            0±     1 

 / ndf 2χ   11.7 / 4
p0        0.1584± -4.253 
p1        0.07327±   4.6 
p2        40.54± -7.252 
p3        28.21± 76.63 
p4        1.066± -0.3741 
p5        0.01141± 0.009404 
p6        3.369e-05± -3.143e-06 
p7            0±     0 
p8            0±     0 
p9            0±     1 

 / ndf 2χ  4.318 / 4
p0        0.04288± -4.431 
p1        0.04059± 4.608 
p2         21.1± -66.82 
p3         20.6± 106.6 
p4        2.063± 1.788 
p5        0.01932± -0.002156 
p6        8.422e-05± 4.76e-05 
p7            0±     0 
p8            0±     0 
p9            0±     1 

 / ndf 2χ  4.318 / 4
p0        0.04288± -4.431 
p1        0.04059± 4.608 
p2         21.1± -66.82 
p3         20.6± 106.6 
p4        2.063± 1.788 
p5        0.01932± -0.002156 
p6        8.422e-05± 4.76e-05 
p7            0±     0 
p8            0±     0 
p9            0±     1 

 / ndf 2χ  19.33 / 4
p0        0.3152± -3.522 
p1        0.3071± 5.481 
p2        59.81± -415.6 
p3        262.4± 725.6 
p4        0.3479± -0.5491 
p5        0.003182± 0.01175 
p6        1.103e-05± -3.1e-05 
p7            0±     0 
p8            0±     0 
p9            0±     1 

 / ndf 2χ  19.33 / 4
p0        0.3152± -3.522 
p1        0.3071± 5.481 
p2        59.81± -415.6 
p3        262.4± 725.6 
p4        0.3479± -0.5491 
p5        0.003182± 0.01175 
p6        1.103e-05± -3.1e-05 
p7            0±     0 
p8            0±     0 
p9            0±     1 

µ 2e2→ ZZ →H 

µ 4→ ZZ →H 

 4e→ ZZ →H 

CMS Simulation  = 8 TeVs

associated production ttH

Figure 4.5: The selection efficiency as a function of the Higgs boson mass hypothesis,
for 7 TeV (left) and 8 TeV (right) samples, for the different production mechanisms.
The three final states, i.e. 4µ (red), 4e (green) and 2e2µ (blue) are overlayed. The
curves represent the smooth interpolation which is fitted in the points corresponding
to the MC samples.
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Figure 4.6: The selection efficiency within the geometrical acceptance for the gluon
fusion process at 8 TeV.

Figure 4.7: Comparison of the shape of the transverse momentum of the four-lepton
system in the 0/1 jet category for different processes (left). Comparison of the shape
of the Fisher discriminant in the di-jet category for different processes (right).
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Figure 4.8: The di-jet ratio as a function of the Higgs boson mass hypothesis, for 7
TeV (left) and 8 TeV (right) samples, for the different production mechanisms. The
three final states, i.e. 4µ (red), 4e (green) and 2e2µ (blue) are overlayed. The curves
represent the smooth interpolation which is fitted in the points corresponding to the
MC samples.
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4.5 Background estimation

The dominant background in the H → ZZ → 4` search comes from the irreducible
ZZ production through qq̄ annihilation or gluon fusion. Other sources of background
arise from the Z + jets, tt̄, WZ + jets processes, where additional leptons may come
either from hadron decays or from the misidentification of jets (“fake” leptons).

4.5.1 Irreducible background

The irreducible background coming from the SM ZZ production is evaluated in the
simulation. The NLO (LO) cross sections for the qq̄ → ZZ (gg → ZZ) processes are
calculated with MCFM [48, 49, 50]. The relative contribution of the gg component
ranges from 2% to 6% in the full range of m4`. The shape is modeled with an
empirical function whose parameters are fitted in the MC samples. An example of
such fits is shown in figure 4.9 for the 4µ final state and the 8 TeV MC: the shapes
for the other final states are very similar.
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Figure 4.9: The shapes of the qq̄ → ZZ (left) and gg → ZZ (right) irreducible
background for the 4µ final state in the 8 TeV simulation. The curve in red is the
empirical model fitted to the MC prediction.

The uncertainties on the shape from experimental sources are negligible compared
to the normalization uncertainties and thus are neglected.

The irreducible background from double-parton interaction Z + DY process has
been calculated using PYTHIA 6.4.14 [30] and found to be negligible.
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4.5.2 Reducible background

The reducible background is dominated by Z + jets events with jets misidentified as
leptons and will be denoted Z +X in the following. Two independent methods have
been developed to estimate the Z +X contribution in the signal region using control
regions in data. The results of the two are combined to get the final estimate.

Lepton misidentification probability

Both methods make use of the lepton misidentification probability f(p`T, η
`), or “fake

rate”, to extrapolate the background yields from the control region to the signal
region. This probability is defined as the fraction of non-signal leptons passing the
lepton selection of the analysis.

The fake rate is estimated in a sample composed by Z1 + 1`loose events, where
beside to the opposite sign, same flavour pair which forms the Z1, exactly one ad-
ditional lepton is reconstructed fulfilling all the selection requirements described in
4.3.1 (electrons) and 4.3.1 (muons) but for the identification and the isolation cuts.
The Z1 + 1`loose sample is defined in a slightly different way in the two methods. In
the method using the same-sign (SS) control region, the cut on the mZ1 is less strin-
gent, thus the corresponding sample is enriched in FSR events resulting in a larger
fake rate estimation for the electrons, due to photon conversion. This can be taken
into account by exploiting the linear dependency of the fake rate as a function of the
fraction of loose electrons with one missing hits in the tracker: once the average of
this observable is measured in the sample where the fake rate is applied, the fake rate
itself can be corrected accordingly.
The lepton misidentification probability ranges from 1% to 15% and has a mild de-
pendence on the pseudorapidities for the electrons.

Method with opposite-sign (OS) leptons

In this method a control region is defined by selecting events with the Z1 plus two
OS same-flavour leptons. Two categories of such events are defined:

• 2P2F control region: the two additional leptons are both required to fail
identification and isolation.
This sample is meant to be used to estimate the contribution in the signal
region of events with only two genuine leptons, such as Z + jets or tt̄.

• 3P1F control region: only one of the additional leptons is required to fail
identification and isolation.
This sample is meant to be used to estimate the contribution in the signal
region of events with three genuine leptons, such as WZ + jets.

The number of reducible background events in the signal region is given by the
following formula:

NZ+X
exp =

floose

1− floose

(
N3P1F −N2P2F→3P1F −NZZ

3P1F

)
+

floose,1

1− floose,1

floose,2

1− floose,2

N2P2F

(4.4)
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In equation 4.4, the following quantities appear:

• N3P1F and N2P2F are the number of events in the 3P1F and 2P2F control
regions respectively

• floose and floose,1(2) are the fake rate of the failing lepton in the 3P1F sample
and of the first (second) failing lepton in the 2P2F sample.

• N2P2F→3P1F is the contamination of 2P2F-like processes in the 3P1F control
region, and is estimated by:

N2P2F→3P1F =

(
floose,1

1− floose,1

+
floose,2

1− floose,2

)
N2P2F

• NZZ
3P1F is the number of ZZ events in the 3P1F control region and is taken from

the simulation

Method with same-sign (SS) leptons

In this method, the control region is defined with the reconstruction of the Z1 can-
didate plus two additional leptons of the same flavour and charge. As explained in
section 4.5.2, the fake rate used in this control region is corrected for the presence of
FSR photon conversions into electrons.
The number of expected Z +X background events in the signal region is estimated
by:

NZ+X
exp = rOS/SS ×Ndata

CR × f̃3f̃4 (4.5)

In equation 4.5 Ndata
CR is the number of events in the same-sign control region,

f̃3(4) is the corrected fake rate for the third (fourth) lepton and rOS/SS is the ratio of
OS over SS events, estimated in the simulation from the ratio of the events in the
2P2F OS and 2P2F SS control regions and found to be close to unity.

Combination of the two methods

The two methods give results which are compatible within the uncertainties and are
combined to get the final prediction for the Z +X yield in the signal region.
The m4` shape is taken from the OS method, by fitting separately the 2P2F/3P1F-like
processes, using an empirical function built from Landau and exponential distributions.
The result of the fit compared to the data is shown in figure 4.10.

The two methods have been further validated with events that pass the full
analysis selection except for the Z2 being formed out of e±µ∓, e±e±, µ±µ± pairs.
The prediction for the reducible background has been found to be in good agreement
with the data in this control region, as shown in figure 4.10.

The dominant uncertainty in the Z +X background estimation comes from the
limited number of events in the control regions and in the fake rate samples. Also
the difference in the composition of the fake rate sample with respect to the control
regions is taken into account, as well as shape uncertainties obtained by varying the
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function to model the background. The total uncertanty is estimated to be 20%,
25% and 40% for the 4e, 2e2µ and 4µ channel respectively.
The final yield obtained from the combination are given in section 4.7.
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Figure 4.10: (left) The data in the SS control sample compared to the reducible
background prediction (dark green) and the expected ZZ contribution. (right) The
reducible background model for the three channels together compared to the data in
the control region. The 2P2F-like and 3P1F-like contributions are shown separately

The reducible background contribution to the total background is about 9%, 6%
and 3% (42%, 28% and 14%) in the 4e, 2e2µ and 4µ channel respectively for the
mass range 100 < m4` < 1000 GeV (121.5 < m4` < 130.5 GeV).

4.6 Kinematic discriminants

The CMS detector is able to reconstruct precisely the four-momentum of each of the
Higgs daughter particle in the H → ZZ → 4` decay mode. Thus, it is possible to
exploit also the angular correlation between the decay products and the masses of the
two Z bosons, in addition to the four-lepton invariant mass, to further discriminate
the signal from the background.
The kinematic properties of the Higgs production and decay have been extensively
studied in the literature [51, 52]. Five angles ~Ω ≡ (θ∗,Φ1, θ1, θ2,Φ) and two masses
mZ1 , mZ2 fully describe the kinematic of the 4` system in the center-of-mass frame.
In addition to these seven observables, the transverse momentum p4`

T and the rapidity
y4` are needed to characterize the system in the lab frame. The p4`

T is already used
as an independent discriminator, as explained in section 4.4.3. The rapidity has been
shown to have a limited discriminator power and is not used.

A matrix-element likelihood approach, already introduced in Refs. [11,14], is used
to construct a kinematic discriminant based on the decay observables. The definition
of such discriminant is based on the conditional event probability Pkin

bkg(sig)(mZ1 ,mZ2 , ~Ω|m4`)

computed from LO matrix element squared for background (signal) processes. For
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the signal mH = m4`. The kinematic discriminant is defined by:

Dkin
bkg =

Pkin
sig

Pkin
sig + Pkin

bkg

(4.6)

In the definition of equation 4.6 no information about the four-lepton invariant
mass is used, and hence Dkin

bkg can be used as a second independent discriminating
variable. The Pi are normalized for each m4` value in such a way that the probabilities
P (D > 0.5|H) = P (D < 0.5|bkg).
Detector acceptance effects have found to have negligible impact, since they almost
totally cancel in the ratio of equation 4.6.

The analysis makes use of the MELA (Matrix Element Likelihood Approach)
framework [52,53], with the matrix elements (ME) for the signal taken from JHUGEN
[51, 52] and for the qq̄ → ZZ background from MCFM. These ME have been tested
against the MEKD [54] framework, which is based on MADGRAPH [28] and FEYN-
RULES [55].
Also Bayesian neural network (BNN) and boosted decision tree (BDT) frameworks
have been implemented as cross-checks and demonstrated to give similar perfor-
mances as the ME approach.

4.7 Yields and kinematic distributions

The distribution of the reconstructed four-lepton invariant mass for the event passing
the selection, for the 4µ, 4e and 2e2µ final states combined and for the 7 TeV and 8
TeV datasets is shown in figure 4.11.
While for m4` & 2mZ the data are in good agreement with the expectation from
the background processes, a clear excess is seen at low mass in the region around
m4` ≈ 126 GeV. This result confirms, using the full dataset available in the Run 1 of
the LHC, the evidence for a narrow resonance compatible with the SM Higgs boson
with a mass of 126 GeV, that was already reported in Refs [11, 12, 13, 14].
The Z → 4` single-resonant peak is observed in agreement with the expectation.

In table 4.2 the observed events and the expected background rates in the full
mass range are listed, together with the expected signal yields for two mH hypotheses.
Given the observation of an excess in the region around 126 GeV, in table 4.3 the
breakdown by channels of the yields is presented integrating over the range 121.5 <
m4` < 130.5 GeV. In table 4.4, for the same mass range, the contribution of each
production mechanisms is shown in the two jet-based event categories.

In figure 4.12 the distribution of the selected events in the (m4`,Dkin
bkg) plane is

shown, compared to the expectation for the background-only and background plus
signal hypothesis. A clear excess of events with high rank of Dkin

bkg in a mass range
around 126 GeV is seen, which is compatible with the presence of a SM Higgs boson
signal of that mass.

The transverse momentum of the four-lepton system in the 0/1-jet category and
the Djet in the dijet category are compared to the expectation from the simulation,
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Figure 4.11: The distribution of the four-lepton invariant mass for the events passing
the selection, for all the three final states and 7 and 8 TeV data combined.

Table 4.2: The number of observed events compared to the expected yields of
the background processes and two signals for each final state, in the range m4` >
100 GeV, for the 7 and 8 TeV datasets combined. The uncertainty includes both
statistical and systematic sources.

Channel 4e 2e2µ 4µ all
ZZ background 77 ± 10 191 ± 25 119 ± 15 387 ± 31
Z+X background 7.4 ± 1.5 11.5 ± 2.9 3.6 ± 1.5 22.6 ± 3.6
All backgrounds 85 ± 11 202 ± 25 123 ± 15 410 ± 31
mH = 500 GeV 5.2 ± 0.6 12.2 ± 1.4 7.1 ± 0.8 24.5 ± 1.7
mH = 800 GeV 0.7 ± 0.1 1.6 ± 0.2 0.9 ± 0.1 3.1 ± 0.2
Observed 89 247 134 470
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Table 4.3: The number of observed events and the expected yields of the background
processes and the SM Higgs boson signal at mH = 126 GeV for each final state, in
the range 121.5 < m4` < 130.5 GeV for the 7 and 8 TeV datasets combined. The
uncertainty includes both statistical and systematic sources.

Channel 4e 2e2µ 4µ all
ZZ background 1.1 ± 0.1 3.2 ± 0.2 2.5 ± 0.2 6.8 ± 0.3
Z+X background 0.8 ± 0.2 1.3 ± 0.3 0.4 ± 0.2 2.6 ± 0.4
All backgrounds 1.9 ± 0.2 4.6 ± 0.4 2.9 ± 0.2 9.4 ± 0.5
mH = 125 GeV 3.0 ± 0.4 7.9 ± 1.0 6.4 ± 0.7 17.3 ± 1.3
mH = 126 GeV 3.4 ± 0.5 9.0 ± 1.1 7.2 ± 0.8 19.6 ± 1.5
Observed 4 13 8 25

Table 4.4: The number of observed events and the expected yields of the background
processes and the SM Higgs boson signal at mH = 126 GeV for each jet category, in
the range 121.5 < m4` < 130.5 GeV for the 7 and 8 TeV datasets combined. The
signal yield is further split in the different production mechanisms. The uncertainty
includes both statistical and systematic sources.

Category 0/1-jet Dijet
ZZ background 6.4 ± 0.3 0.38 ± 0.02
Z+X background 2.0 ± 0.3 0.5 ± 0.1
All backgrounds 8.5 ± 0.5 0.9 ± 0.1
ggH 15.4 ± 1.2 1.6 ± 0.3
ttH - 0.08 ± 0.01
VBF 0.70 ± 0.03 0.87 ± 0.07
WH 0.28 ± 0.01 0.21 ± 0.01
ZH 0.21 ± 0.01 0.16 ± 0.01
All signal, mH = 126 GeV 16.6 ± 1.3 3.0 ± 0.4
Observed 20 5
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Figure 4.12: The distribution of the selected events in the (m4`,Dbkg) plane. The
colors correspond to the expected relative density of yields (in arbitrary units) for the
background-only (left) and the signal (mH = 126 GeV) plus background hypothesis
(right). Horizontal bars represent the measured mass uncertainties.

for events with an invariant mass between 121.5 and 130.5 GeV in figure 4.13. A
good agreement is seen in the 0/1-jet category, while more statistics is needed to
draw any conclusion for the dijet category.
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Figure 4.13: The distribution of the transverse momentum of the four-lepton system
in the 0/1-jet category (left) and the one of the Djet discriminant in the dijet category
(right), for events with 121.5 < m4` < 130.5 GeV.

4.8 Combined fit model and inputs

The properties measured in the H → ZZ → 4` channel, such as the signal stregth,
the mass and the width of the newly discovered resonance, are extracted by means
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of an unbinned likelihood fit to the selected events in the data.
The fit model includes the probabilty density function (pdf) for five signal components
(ggH, VBF, WH, ZH, ttH) and three background processes (qq → ZZ, gg → ZZ and
Z+X). The normalization of each of these processes is incorporated in the fit model
as a nuisance parameter, constrained by ancillary measurements in the simulation or
in control regions in data, and is profiled during the process of the maximization of
the likelihood.
In order to take into account experimental and theoretical systematic uncertainties
the shapes are varied between alternative ones.

The different likelihoods for each measurement are defined below. The “dimen-
sion” of the likelihood refers to the number of observables used in the fit.

1. In order to estimate the exclusion limits on the cross section, the signal strength
and the signal significance the following 3D likelihoods are defined as:

Lµ,0/1−jet
3D (m4`,Dbkg, p4`

T ) = P(m4`|mH,Γ)P(Dkin
bkg|m4`)× P(p4`

T |m4`) (4.7)

Lµ,dijet
3D (m4`,Dbkg,Djet) = P(m4`|mH,Γ)P(Dkin

bkg|m4`)× P(Djet|m4`) (4.8)

In this equation the first term is the one-dimensional pdf function of m4`, the
second probability includes the kinematic discriminant introduced in section 4.6
and the third dimension makes use of the pT of the four-lepton candidate in the
0/1-jet category and of the Fisher discriminant in the dijet one, as explained in
section 4.4.3.

2. For the measurement of the mass and the width of the resonance the following
likelihood is used:

Lm,Γ3D ≡ L
m,Γ
3D (m4`,Dm,Dkin

bkg) = P(m4`|mH,Γ,Dm)P(Dm|m4`)×P(Dkin
bkg|m4`)

(4.9)
In equation 4.9 the per-event mass uncertainties Dm are used to improve the
sensitivity in the mass and width measurements. They represent the expected
uncertainty on the measured four-lepton invariant mass based on the kinematics
and on the category of the leptons of the candidate. Their parameterization is
given as a function of mH for the signal and m4` for the backgrounds. Further
details can be found in Ref. [15].

The signal lineshape is modeled, for masses mH < 400 GeV, with a relativistic
Breit-Wigner (BW) convolved with a double-sided Crystall Ball, to account for the
instrumental resolution. Examples of such pdf for a signal of mH = 126 GeV are
given in figure 4.14.
For masses above 400 GeV a slightly different parameterization has been adopted
to better describe a resonance with a huge intrinsic width (up to ≈ 600 GeV at
mH = 1 TeV). In this model, the Γ parameter of the BW is left floating in the fit
and required to be always larger than the experimental resolution σdCB.

For the ZZ and Z+X background the pdf P(m4`) is modeled with the empirical
functions described in sections 4.5.1 and 4.5.2 respectively.
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Figure 4.14: The parameterization of the signal lineshape at mH = 126 GeV for the
three final states: 4e (left), 2e2µ (center) and 4µ (right). The parametric model is
superimposed on the points of the MC sample to which it is fitted.

The probabilities P(Dkin
bkg|m4`), P(p4`

T |m4`), P(Djet|m4`) and P(Dm|m4`) are
described as 2D conditional templates, in which the normalization is set to 1 for each
m4` bin.
The templates for the signal and the irreducible background are built from simulation,
while for the reducible background it is modeled using the control regions in data.
Experimental uncertainties have a small effect on the shapes of Dkin

bkg and are incorpo-
rated as alternative distributions. The difference in the shape between the irreducible
and reducible backgrounds is assigned to the latter as systematic uncertainty.
Several other systematics are considered for the p4`

T templates: using alternative sets
of parton distribution functions, varying the QCD scale, the resummation scale (only
gluon fusion) and the quark mass effects. For the associated production, the LO
prediction from PYTHIA is used, and effects from higher order corrections are taken
into account as systematic uncertainty.
For the Djet the effects of using different generators and underlying event tunes are
investigated and taken into account as additional sources of systematic uncertainty.

4.9 Systematic Uncertainties

The systematic uncertainties considered in the analysis can be divided in the following
categories.

• αS+PDF: correspond to the variations of sets of Parton Distribution Func-
tions (PDF). They are about 3% and 7% for qq and gg initiated processes
respectively.

• Renormalization and factorization scales: they are varied to assess the
impact of contribution from missing higher orders. The estimated uncertainty
is about 7% and . 1% (≈ 3% and 24%) for gg and qq initiated processes, for
the signal (ZZ background).

• Signal acceptance: it is evaluated using MCFM and estimated to be 2%.

• Branching ratio H → ZZ: 2% following the recommendation in [56].

• Luminosity: 2.6% at 8 TeV.
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• Lepton efficiency: it ranges from ≈ 2% to 11% depending on the final state.

• Control region: it is mainly due to the limited statistic in the control region
and affects the normalization of the reducible background. Also the effect of
the difference in the composition of the control sample and the sample in which
the fake rate is computed is taken into account, as explained in section 4.5.2.

• Di-jet category: a 30% normalization uncertainty is assigned to the gg →
H + 2 jets process and 20% to the VBF production cross section in the dijet
category.

• Lepton scale and resolution: the eletron scale systematic on the four-lepton
mass is evaluated to be 0.3% in the 4e channel and 0.1% in the 2e2µ channel.
The muon momentum scale accounts for a 0.1% systematic in the 4µ final
state.
The energy resolution uncertainty is 20% affecting the expected width of the
signal and is estimated from the maximum discrepancy observed between data
and MC.

• Other shape uncertainties: instrumental effects (jet energy scale and resolu-
tion) as well as theoretical uncertainties (p4`

T ) affecting the shapes are included
as shape variations.

4.10 Results

The results of the analysis, which are described in this section, include the outcome
of the search for SM-like Higgs boson in the range 100-1000 GeV along with the
estimation of the local significance of the excess seen at low mass, the measurement
of its mass and width, and the test of different spin-parity scenarios.

4.10.1 Exclusion limits and local signal significance

The selected events are examined for 187 Higgs boson mass hypotheses in the range
100 < mH < 1000 GeV. The step chosen for such mass points reflects both the
intrinsic width of a SM Higgs boson, which is very small at low masses (ΓH ≈ 4 MeV
at 125 GeV) but becomes huge at high masses (ΓH ≈ 600 GeV at 1 TeV), and the
expected resolution on the four-lepton mass system.
The 3D likelihood model defined in equation 4.7 and 4.8 is used to set upper lim-
its on the ratio of the production cross section to the SM prediction µ ≡ σ/σSM.
The modified frequentist method CLS [57, 58, 59] is adopted, and the Bayesian ap-
proach is used as cross-check, which gives similar results. The results presented in
this section makes use of the asymptotic formulae described in Ref. [60]. More de-
tails about the statistical procedure used to extract the limits are given in Appendix A.

In figure 4.15 the 95% confidence level (C.L.) exclusion limits are shown as a
function of the hypothetical Higgs mass. A SM-like Higgs boson is excluded in this
channel for masses between 114.5-119.0 GeV and 129.5-832.0 GeV, for an expected
exclusion range of 115-740 GeV. This result reflects both the excess seen at low mass
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and the slight deficit of events at high invariant masses.

The local p-value, i.e. the significance of an excess with respect to the background-
only hypothesis, is shown in figure 4.15 (right) for the low mass range. The minimum
is reached at 125.7 GeV, in the vicinity of the mass of the newly discovered par-
ticle, and corresponds to a local significance of about 6.8σ (6.7σ expected). As a
cross-check, 1D (m4`) and 2D (m4`,Dkin

bkg) likelihood models are also used, giving a
significance of 5.0σ (5.6σ expected) and 6.9σ (6.6σ expected) respectively.
No other significant excess is observed in the whole mass range.
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Figure 4.15: (left) The exclusion limits on µ as a function of the Higgs boson mass.
The green and yellow bands represent the 1 and 2 σ uncertainty ranges for the
expectation (background-only hypothesis). (right) The local p-value as a function
of the Higgs mass for the three different likelihood models (low mass range). The
horizontal dashed lines show the significance of the p-value in terms of number of
standard deviations σ.

4.10.2 Mass and width

The measurement of the mass and of the width of the newly discovered resonance
makes use of the definition of equation 4.9 for the likelihood. The per-event mass
errors defined there are expected to reduce the uncertainty on the mass and width
determination by 10%, with respect of the use of the average resolution. This large
improvement is driven by the wide spread of the mass uncertainty, which strongly
depends on the pT and η of the leptons. This feature is also enahanced by the low
number of events in this channel.

Figure 4.16 (left) shows the likelihood scan versus the resonance mass with the
breakdown by channels. The cross section is left floating in the fit.
The impact of the statistical uncertainty is assessed by keeping all the nuisance pa-
rameters fixed to their best fit values. The main systematic affecting the result is the
lepton scale.
The three channels are in agreement within the uncertainties. The measured mass
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from the combination is:

mH = 125.6± 0.4 (stat.) ± 0.2 (syst.) GeV

In figure 4.16 (right) the scan of the likelihood versus the width of the resonance
is shown. The data are compatible with the hypothesis of a narrow resonance and an
upper limit of 3.4 GeV on the width is put at 95% C.L., for an expected limit of 2.8
GeV.
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Figure 4.16: The likelihood scan versus the mass (left) and width (right) of the new
resonance. The red lines at −2∆lnL = 1 and 3.84 represent the 68% and 95% C.L.
respectively.

4.10.3 Signal strength

The signal strength modifier µ, or simply signal strength, is defined as the ratio of
the measured cross section to the one expected from the SM.
The maximum likelihood fit is performed using the model defined in equation 4.7
and 4.8. The signal strength measured from the combination of all the channels and
categories is, at mH = 125.6 GeV:

µ = 0.93+0.26
−0.23 (stat.) +0.13

−0.09 (syst.)

The expected value is µ = 1.00+0.31
−0.26, hence the total observed uncertainty agrees very

well with the expected one.

The signal strength is shown separately for the two jet categories in figure 4.17
(left) and is 0.83+0.31

−0.25 in the 0/1-jet category and 1.45+0.89
−0.62 in the dijet one. In both

cases the measured value is compatible with the SM expectation and with the inclu-
sive measurement.

The jet multiplicity categorization and the introduction of variables sensitive to
the production mechanism likeDjet and p4`

T makes it possible to assess the contribution
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of fermion-mediated (ggH and ttH) and vector boson-mediated processes (VBF and
VH) separately.
Two different signal strength modifiers are introduced, µggH,tt̄H and µVBF,VH, and,
assuming a mass of 125.6 GeV, 68% and 95% 2D contours are extracted in the plane
(µggH,tt̄H, µVBF,VH) profiling all the other nuisance parameters.
Figure 4.17 (right) shows the result of the scan. The values that maximize the
likelihood are:

µggH,tt̄H = 0.80+0.46
−0.36

µVBF,VH = 1.7+2.2
−2.1

Both values are compatible with unity, that is both fermion and vector boson couplings
are compatible with the hypothesis of the SM Higgs boson. Given that µVBF,VH is
also compatible with 0, no conclusion can be drawn yet about the existence of the
VBF and VH processes. Anyway, given that the coupling of the Higgs with the Z
boson enters directly in the decay, they must be non null and there is no reason to
believe that they are not present also on the production side.
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Figure 4.17: (left) The signal strength in the two jet categories. The blue vertical
line is the combined value and the green band its uncertainty. The black vertical line
is the value expected for a SM Higg boson. (right) The 68% and 95% C.L. contours
of the signal strength associated to the fermion mediated processes (µggH,tt̄H) and
vector boson-mediated processes (µVBF,VH).

4.10.4 Spin and Parity

The spin and parity quantum numbers of the newly discovered resonance are investi-
gated using the events selected in the range 106 < m4` < 141 GeV, testing exotic
scenarios for the tensor structure of the resonance against the hypothesis of a SM
Higgs boson, which is a scalar [61, 62, 63, 64, 65, 66, 67, 68, 69, 70].
For such measurements, a different likelihood is defined, using the Dbkg variable to
discriminate against the background and DJP , which is built to distinguish the JP

model under investigation against the SM scalar hypothesis 0+. The definition of DJP
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is similar to equation 4.6 but for the presence of the alternative signal probability in-
stead of the background one. The 2D probability density functions P(DJP ,Dbkg) are
described with templates constructed in a similar fashion as for P(Dbkg,m4`) (see
section 4.8).
Twelve different spin-parity models are tested, defined in table 4.5.

Table 4.5: The spin-parity model tested in the analysis.

JP Production Description
Production dependent models

1− qq̄ → X Exotic vector
1+ qq̄ → X Exotic pseudovector
2+

m gg → X Graviton-like boson with minimal couplings
2+

m qq̄ → X Graviton-like boson with minimal couplings
2+

b gg → X Graviton-like boson with SM in the bulk
2+

h gg → X Tensor with higher dimension operators
2−h gg → X Pseudotensor with higher dimension operators

Production independent models
0− any Pseudoscalar
0+

h any Non-SM scalar with higher dimension operator
1− any Exotic pseudovector
1+ any Exotic vector
2+

m any Graviton-like boson with minimal couplings

The test statistic is defined as q = −2ln(LJP /L0+), where LJP (L0+) is the
likelihood evaluated for the JP (0+) hypothesis. The consistency of the observed
statistics with the JP hypothesis is calculated in terms of standard deviation using
a one-sided Gaussian integral. The CLS criterion is used to infer the exclusion at a
given confidence level, using the formula:

CLS = P (q ≥ qobs|JP + bkg)/P (q ≥ qobs|0+ + bkg)

The pseudoscalar and the spin-1 models are excluded with 99% C.L. or higher. The
spin-2 model are excluded at 95% or higher C.L., while the 0+

h model is disfavoured
by data with a CLS = 4.5%. The results are also summarized graphically in figure
4.18.

The most general spin-0 boson H → ZZ decay amplitude is made of 3 contri-
butions, whose coefficients are named a1,2,3. For a SM Higgs boson the tree-level a1

amplitude dominates, while the pseudoscalar is dominated by the a3 coupling.
In addition to the pure JP states tested against the SM Higgs boson hypothesis, also
the phenomenology of a mixture of CP-even and CP-odd states can be investigated.
For this purpose, the following continous quantity is defined:

fa3 =
|a3|2σ2

3

|a1|2σ2
1 + |a2|2σ2

2 + |a3|2σ2
3

(4.10)

where σi corresponds to the effective cross section that one gets setting aj =
0, i 6= j. In the SM, σ1/σ3 = 6.36.
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Figure 4.18: Summary of the expected distribution of the test statistics and the
observed value for the twelve spin-parity models under study, for the SM Higgs (0+)
and alternative hypothesis (JP ).

The fa3 parameter is fitted to the data and an upper limit of fa3 < 0.47 at 95% C.L.
is obtained. By assuming a2 = 0, this limit can be translated into |a3/a1| < 2.4.
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Chapter 5

Study of the interference between
the Higgs signal and the ZZ
continuum background with LO
generators

Abstract
The interference of the Higgs signal with the background is a genuine quantistic effect

that occurs at the amplitude level. It has to be taken into account in the search for a high
mass Higgs-like state, where the width of the resonance becomes huge and the shape of

the signal is significantly affected. In this chapter the study of the interference using
leading order (LO) generators is described and a novel method to parameterize and

include it in the signal lineshape is introduced.
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5.1. INTRODUCTION

5.1 Introduction

In the context of the search for a high mass Higgs boson in the H → ZZ → 4`
channel, the main processes that contribute to the total cross section are the gluon-
fusion (ggH) and the vector boson fusion (VBF). Both these processes interfere at
the amplitude level with the gg → ZZ and qq′ → ZZqq′ backgrounds respectively,
which have the same initial and final state. This interference has a negligible impact
on the total signal rate, but nonetheless distorts the shape of the signal: this effect
becomes more and more important when going to high Higgs masses, due to the
width becoming larger and larger.

In this thesis, the interference between the Higgs signal and the continuum back-
ground has been studied using LO generators. The results are described in section
5.2 for the gluon-fusion process and in section 5.3 for the VBF process. In section 5.4
a novel method to account for the interference in the signal lineshape is discussed.

5.2 The interference in the ggH channel

The interference in the gluon fusion channel is studied using the LO generator GG2VV
[71,72] version 3.1.5. The use of a LO generator is mandatory since no calculation of
the gg → ZZ continuum process is available at higher order. A detailed comparison
of GG2VV against MCFM [48, 49, 50] has been carried on in the context of the
measurement of the Higgs width from the off-shell cross section (see Ref. [21]). The
two programs have been found to be in fair agreement when using the same settings.
For the purpose of studying the interference at high Higgs masses, several samples
of events have been produced, for mH > 400 GeV and for different values of a
universal real scale factor C ′ for the couplings (C ′ = 1 in the SM). This choice
is motivated by the search for BSM Higgs-like states at high mass, described in
chapter 6. Each sample is generated with a statistics corresponding to an integrated
luminosity of about 1M fb−1 and required approximately three days to be produced
with one hundred jobs running in parallel and producing files in the Les Houches Event
(LHE) format.
All the samples have been generated using the CTEQ6L1 LO pdf and with a “running”
renormalization and factorization scales set to m4`/2. The following cuts have been
applied at generator level:

• p`T > 5 GeV and |η`| < 2.7 for electrons and muons

• m4` > 100 GeV which defines the phase space of the Higgs search in the
H → ZZ → 4` analysis (see 4.4)

• p``T > 1 GeV which is included in the generator settings for computational
stability and has a negligible effect for the range of Higgs masses under study

The cuts listed above are applied to mimic the lepton selection of the H → ZZ → 4`
analysis while trying to be inclusive enough to keep a good efficiency in the sampling
during the generation process.
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The GG2VV generator allows to compute the cross section for the signal-only
(S), background-only (B) amplitudes and the process where the signal, background
and the interference are all present at the same time (S+B+I). The three amplitudes
are compared in figure 5.1 for different Higgs masses and C ′ values.
In some of the plots in figure 5.1 it can be seen that the interference is destructive
above the pole mass and contructive below: this feature will be more evident in
section 5.4.

5.3 The interference in the VBF channel

In order to study the interference in the VBF channel, the PHANTOM generator [73]
version 1.2.3 has been used. It allows to generate qq′ → ZZqq′ up to α6

EWK and
therefore includes also the interference between a Higgs produced in the VBF channel
with the background process which proceeds through the “fermion box” diagram.
As for the gluon-fusion, the interference has been studied generating several samples
corresponding to different masses, scaling of the couplings and of the width of the
Higgs. Each sample is generated with a statistics corresponding to an integrated
luminosity of about 1M fb−1 and required approximately three days to be produced
with one hundred jobs running in parallel and producing files in the Les Houches Event
(LHE) format.
In the generation of samples with PHANTOM, the CTEQ6L1 pdf sets has been
used with a “running” renormalization and factorization scales set to m4`/

√
2. The

following cuts are applied at generator level:

• p`T > 5 GeV and |η`| < 2.7 for electrons and muons

• m4` > 100 GeV which defines the phase space of the Higgs search in the
H → ZZ → 4` (see 4.4)

• pjT > 10 GeV, |ηj| < 6.5 and mjj > 30 GeV for jets

As in the case of the gluon fusion, the selection cuts mimic the one of the analysis
at reconstructed level.

In PHANTOM, processes corresponding to signal only or background only am-
plitudes cannot be calculated, because they spoil the regularization of the continuum
processes at high masses. In order to access the mass distribution of each single
contribution, the following relation is used:

Ptot = µ× PS +
√
µ× PI + PB (5.1)

In equation 5.1 µ is the signal strength, Ptot is the total probability and PS,B,I are
the signal, background, interference contributions, each with its appropriate scaling.

One can construct a three-equation linear system (for every value of the Higgs
mass and width), each equation corresponding to the relation 5.1 evaluated at a
certain signal strength. The signal, background and interference probabilities (PS, PB
and PI) can be then extracted by inverting the following system:
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Figure 5.1: The generator level differential cross section obtained with the LO program
GG2VV, for different Higgs masses and width scale factor C ′2 (C ′ = 1 corresponds
to the SM). The contributions of the Higgs signal, the continuum background and
the sum of the two plus their interference are overlayed.
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Pµ1Pµ2
Pµ3

 =

µ1
√
µ1 1

µ2
√
µ2 1

µ3
√
µ3 1

PSPI
PB

 (5.2)

A workaround used in PHANTOM to generate the background only distribution
is to set the Higgs mass to a very large value, i.e. ≈ 10 TeV: in this way one expects
the high mass part of the spectrum to resemble to the non-regularized non-Higgs mZZ

distribution. The comparison between the background only distribution obtained with
this workaround and the one obtained using equation 5.2 is show in figure 5.2. The
two distributions agree very well within the statistical uncertainties. The one ex-
tracted with the 10 TeV Higgs is used in the following as background only probability.
This choice presents some advantages: the background sample is generated only once
with higher statistics, the system in 5.2 is reduced to two equations and the number
of samples to be produced is reduced by a factor 2/3.
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Figure 5.2: The comparison between the PHANTOM generation with the Higgs
mass set to 10 TeV (black points) and the distribution PB defined in equation 5.2
(red points), for the high mass part of the mZZ spectrum.

Examples of differential mZZ cross sections obtained with PHANTOM showing
the different contributions are shown in figure 5.3 for different values of the Higgs
mass and width scale factor C ′2.
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Figure 5.3: The generator level differential cross section obtained with the LO pro-
gram PHANTOM, for different Higgs masses and width scale factor C ′2 (C ′ = 1
corresponds to the SM). The contributions of the Higgs signal, the continuum back-
ground and the sum of the two plus their interference are overlayed.
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5.4 The extraction and parameterization of the in-
terference

In sections 5.2 and 5.3 the use of LO generators to compute differential cross-section
for the gluon-fusion and the vector boson fusion channels has been discussed and the
procedure to obtain the unphysical cross sections corresponding to the interference
only amplitude has been described. In this section the procedure to incorporate the
interference in the signal lineshape, which is used as a signal model in the fit, is
explained using the samples generated with the GG2VV and PHANTOM programs.

The choice to assign the contribution of the interference to the signal is somewhat
arbitrary: a more complete approach would be to describe the interference separately
in the fit to extract the yields, and make it scale as it is predicted by the model.
However, the approximation described in the following implements the exact normal-
ization for the interference with respect to the signal for µ = 1 and it is believed to be
enough accurate for the purpose of the search for a heavy Higgs-like state, described
in chapter 6.

Figure 5.4 shows examples of interference patterns extracted from PHANTOM. It
is contructive below the pole mass (mZZ < mH) and destructive above (mZZ > mH),
and tends to zero far from the pole. The shape is not exactly symmetrical, but the
effect of the interference on the total cross section is negligible, as discussed in
Ref. [74]. Figure 5.4 shows also how the effect becomes more and more relevant as
the mass of the Higgs increases: for mH < 400 GeV it is negligible and no correction
to the signal lineshape is implemented, while at very high masses (figure 5.4 right) the
interference spoils the signal shape significantly. The uncertainties in the low mass
tail reflect the nature of the method used to extract the shape. In that part of the
spectrum, infact, σS+B+I ≈ σB >> σS, σI , thus extracting the interference is a fine
tuning procedure, that is obtaining a small yield by subtracting two large yields.

An analytical parametrization is used to describe the shape of the interference,
which is built from simple assumptions. If the signal part in the amplitude is described
with a real pole and the background is modeled with a simple exponential, which is
a good approximation in the region mZZ ' 300 GeV, we can write:

|S +B|2 ≈
∣∣∣∣CS ·

1

m2
ZZ −m2

H

+ CB · e−αmZZ
∣∣∣∣2 = |S|2 + |B|2 + I (5.3)

In equation 5.3 the real pole can be removed using the complex mass scheme [75],
namely with the substitution m2

H → m2
H − imHΓ, leading to the following expression

for I:

I(mZZ |mH ,Γ, α) = Re

(
e−αmZZ

m2
ZZ −m2

H + imHΓ

)
(5.4)

The signal only shape is described, at high mass, by a modified Breit-Wigner
formula, which has been found to be more effective in modeling a resonance with a
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Figure 5.4: The mZZ distribution for the signal only (blue), interference only (green)
and signal plus interference (black) for two Higgs masses, from a PHANTOM simu-
lation at 8 TeV.

large intrinsic width:

S(mZZ |mH ,Γ) =
mZZ

(m2
ZZ −m2

H)2 +m2
HΓ2

(5.5)

Examples of interference only fits are shown in figure 5.5. From these plots
is clear how the uncertainty on the interference contribution becomes large at low
virtualities, due to the reasons mentioned above. This is true in particular for the
very high Higgs boson masses mH & 800 GeV, where some fits are suboptimal.

In figure 5.6 examples of signal only fits are shown, for different masses and width
scale factors. The model written in equation 5.5 works very well for every mass and
width of the Higgs.

Finally, in order to obtain a model which describes the signal shape corrected for
the interference, the signal only and the interference only parameterizations, defined
in equation 5.5 and 5.4 respectively, are combined:

Scorr(mZZ |mH ,Γ, α, r) = S(mZZ |mH ,Γ)− r · I(mZZ |mH ,Γ, α) (5.6)

The parameter r is fitted on the S+ I distribution, keeping all the other param-
eters fixed.
The pdf defined by 5.6 is forced to be greater or equal to zero in the whole mass range
in which is defined, to avoid complications coming from defining a negative-valued
pdf and negative weights for the MC samples. This approximation is largely covered
by the systematics assigned to the signal shape, as described in section 6.2.1.

The results of the fit to the distributions of the signal corrected for the interfer-
ence are shown in figure 5.7.

The parameters of the analytical model described above are interpolated among
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Figure 5.5: Fits to the shape of the interference in the gluon fusion samples produced
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bottom) and width scale factor (from left to right).
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Figure 5.6: Fits to the shape of the signal (not corrected for the interference) in
the gluon fusion samples produced with the GG2VV generator at 8 TeV, for different
values of the mass (from top to bottom) and width scale factor (from left to right).
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Figure 5.7: Fits to the shape of the signal corrected for the interference in the gluon
fusion samples produced with the GG2VV generator at 8 TeV, for different values of
mass (from top to bottom) and width scale factor (from left to right).
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the discrete points, corresponding to the samples produced with the GG2VV and
PHANTOM generators, to get the signal lineshape of a heavy Higgs boson for a
generic mass and coupling scale factor. This probability density function has been
implemented in the framework of the RooFit package [76] and is used in chapter 6 in
the context of the search for a high mass Higgs-like state.

134



Chapter 6

Search for a high mass Higgs boson

Abstract
The observation of a 125 GeV Higgs boson is consistent with the theoretical constraints
of the SM and its measured properties are in good agreement with the SM predictions.
However, there is a possibility that the newly discovered particle is part of an extended
scalar sector and is only partially responsible for the electroweak symmetry breaking. A

heavy Higgs state is invoked in many models of new physics predicting an extended scalar
sector. The simplest class of these models includes an additional singlet scalar field which
interacts with the SM particles through the mixing with the SM Higgs. The search for a

heavy electroweak singlet state decaying to a pair of Z bosons, in the four-lepton final
state, is presented in this chapter. Preliminary results of the combination with other ZZ

and WW final states is also shown.

6.1 Introduction

There are several reasons to discard the hypothesis of a heavy Higgs in the SM.
For example there exist theoretical constraints which set upper limits on the mass of
a SM Higgs boson. The unitarization of the longitudinal W/Z scattering amplitude,
for instance, is achieved with a Higgs with mass mh . 700 GeV. Similar constraints
are obtained from the requirement that no Landau pole appears in the Higgs self
coupling.
The experimental results of the direct searches in CMS currently exclude the SM
Higgs boson in the mass range 127-710 GeV [77]. Preliminary results from CMS
using the full statistics of the Run 1, presented in 6.3, show that the excluded range
can be extended up to 1000 GeV.
With this in mind, the search for the SM-like Higgs boson at high mass is not so
meaningful anymore, since the 125 GeV Higgs takes already the role of restoring the
unitarization of the SM at high four-lepton invariant masses. For this reason, the
focus of this chapter is on the exclusion of a Higgs with non-SM couplings.

Many BSM theories, however, invoke the existence of a heavy neutral Higgs
state: the Two Higgs Doublet Model (2HDM) is probably the most popular of them,
which includes the Minimal Supersymmetric Standard Model as a Type II 2HDM.
However, the simplest realization of an extended scalar sector is performed in the
electroweak singlet (EWS) models, described in 1.3.2. The EWS phenomenology has
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been investigated in CMS for a singlet mass in the range 145 GeV < mH < 1000 GeV
using the final states which are more sensitive to a signal in this “high mass” region,
namely the WW and ZZ decay channels.
In section 6.2 the results in the H → ZZ(∗) → 4` channel are discussed. In section
6.3 the preliminary results of the CMS combination of the high mass analyses are
presented. This results of the combination are undergoing internal review in the
collaboration and the submission of the paper is foreseen for the early 2015.

6.2 BSM intepretation of the high mass data in the
H → ZZ(∗) → 4` channel

The high mass data (mH ≥ 145 GeV) in the four-lepton channel are interpreted in
the EWK singlet models and the results are presented in this section.
The baseline object reconstruction and event selection, as well as most of the sta-
tistical tools, are the ones of the “Legacy” SM analysis, described in chapter 4. For
the purpose of this analysis, some changes with respect to the Legacy strategy are
implemented, which are summarized here:

• the signal lineshape is revisited, in order to implement the effect of the inter-
ference with the background and the scaling of the width of the resonance for
the BSM interpretation;

• the yield and shape of the qq′ → qq′ZZ → 4` background process are estimated
and accounted for in the fit;

• the Fisher discriminant used in the 2-jet category, described in section 4.4.3, is
replaced by the VBF MELA discriminant, described in section 6.2.3;

• the MINLO [78] generator is used to describe the gluon fusion Higgs production
in association with jets and POWHEG v1.5, implementing the Complex Pole
Scheme (CPS) [79], is used for both the gluon fusion and vector boson fusion
processes;

• the SM Higgs cross sections and branching ratios are updated to the last avail-
able calculations [74].

6.2.1 Signal lineshape

The MC samples used in the analysis are described in section 4.2.2. The Higgs signal
samples produced with POWHEG are reweighted to include the effect of the interfer-
ence with the background, calculated with the GG2VV and PHANTOM generators,
as explained in chapter 5. In particular, the unbinned model described in section 5.4
is used to extract mZZ-dependent event weights: this smoothes out the statistical
uncertainties in the tails and allows to extract the weights for arbitrary values of the
parameters of the model, i.e. mH , C ′ and BRnew. It has to be noticed that these
weights are also used for the other ZZ channels included in the combination. The
interference weights are applied only for Higgs masses above 400 GeV, where the ef-
fect is sizeable, while the reweighting for the scaling of the resonance width is applied
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for any Higgs mass.
The weights are defined as:

w(mZZ) =
Scorr(mZZ)

S(mZZ)
(6.1)

where in the equation above, Scorr and S are defined in 5.6 and 5.5 respectively.

Examples of signal reweighted shapes are given in figures 6.1 and 6.2 for the
gluon fusion and the vector boson fusion respectively.

 (GeV)ZZm
300 350 400 450 500

a.
u.

0

0.005

0.01

0.015

0.02

0.025

0.03  = 8 TeVsCMS Simulation 

Powheg

Powheg reweighted

 = 0.0new = 0.5; BR2 = 400 GeV; k'Hm

 (GeV)ZZm
200 400 600 800 1000 1200

a.
u.

0

0.005

0.01

0.015

0.02

0.025
 = 8 TeVsCMS Simulation 

Powheg

Powheg reweighted

 = 0.0new = 0.5; BR2 = 700 GeV; k'Hm

 (GeV)ZZm
200 400 600 800 1000 1200 1400 1600 1800

a.
u.

0

0.005

0.01

0.015

0.02

0.025
 = 8 TeVsCMS Simulation 

Powheg

Powheg reweighted

 = 0.0new = 0.5; BR2 = 900 GeV; k'Hm

 (GeV)ZZm
300 350 400 450 500

a.
u.

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08  = 8 TeVsCMS Simulation 

Powheg

Powheg reweighted

 = 0.0new = 1.0; BR2 = 400 GeV; k'Hm

 (GeV)ZZm
200 400 600 800 1000 1200 1400

a.
u.

0

0.01

0.02

0.03

0.04

0.05

0.06
 = 8 TeVsCMS Simulation 

Powheg

Powheg reweighted

 = 0.0new = 1.0; BR2 = 700 GeV; k'Hm

 (GeV)ZZm
200 400 600 800 1000 1200 1400 1600 1800

a.
u.

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035
 = 8 TeVsCMS Simulation 

Powheg

Powheg reweighted

 = 0.0new = 1.0; BR2 = 900 GeV; k'Hm

Figure 6.1: The effect of the interference reweighting on the 8 TeV gluon fusion Higgs
signal MC samples, for C ′2 = 0.5 (top) and for the SM (bottom), i.e. C ′2 = 1.

The m4` unbinned signal model is the convolution of the pdf defined in 5.6, which
accounts for the theoretical shape corrected for the interference with the background,
with a double-sided Crystal Ball (CB) function which describes the experimental res-
olution. Since the resolution depends only on mH but not on C ′, the CB parameters
are derived for one value of C ′ and interpolated with polynomials between the Higgs
mass points.
In figure 6.3 and 6.4 the pdfs of the signal model are compared with the reweighted
MC, for the gluon fusion and the vector boson fusion signal shape respectively.

An additional source of uncertainty in the shape of the signal comes from the
calculation of the interference. While writing this document, the background in the
gluon fusion channel is known only at LO. Since the NNLO K-factors are known for
the signal, a question arises whether these large corrections (factor of two) should be
included in the calculation of the interference.
Three approaches have been proposed in Ref. [74] (S is the signal, B the background
and I the interference):
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Figure 6.2: The effect of the interference reweighting on the 8 TeV vector boson
fusion Higgs signal MC samples, for C ′2 = 0.5 (top) and for the SM (bottom), i.e.
C ′2 = 1.
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Figure 6.3: Examples of m4` shape models for the gluon fusion signal (8 TeV), for the
4µ (left), 4e (center) and 2e2µ (right) final states, for two masses and two different
values of C ′.
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Figure 6.4: Examples of m4` shape models for the vector boson fusion signal (8 TeV),
for the 4µ (left), 4e (center) and 2e2µ (right) final states, for two masses and two
different values of C ′.

140



6.2. BSM INTEPRETATION OF THE HIGH MASS DATA IN THE
H → ZZ(∗) → 4` CHANNEL

K-factors calculated using only the amplitudes involving gluons.

The intermediate approach has been used for the nominal shape, while the addi-
tive and multiplicative are used to build shape variations which are taken into account
as systematic uncertainty. The difference between the three different approaches is
practically small at moderate masses, but it becomes large when mH approaches 1
TeV. In figure 6.5 examples of the envelope of the three approaches are shown.
The same uncertainty is assigned also in the vector boson fusion channel, where there
is no specific prescription.
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Figure 6.5: The comparison of the three different approaches for the calculation of
the interference in the shape of the signal, with the GG2VV generator at

√
s = 8 TeV

and for different masses.

6.2.2 qq′ → qq′ZZ background estimation

The contribution of the subleading qq′ → qq′ZZ → 4` background has been included
in the high mass analysis, with respect to the Legacy analysis, thanks to the availabil-
ity of the MC PHANTOM samples. The prediction from the simulation is rescaled
with a 6% constant K-factor to match the NLO cross section. It has to be noticed
that the rate of this process is negligible in the 0/1-jet category, with respect to the
other dominant backgrounds (qq → ZZ, gg → ZZ, Z + X). In the 2-jet category
it accounts for about 8% of the total background.

The m4` shape of the qq′ → qq′ZZ process is shown in figure 6.6. It is derived
with an empirical parameterization similar to the one used for the qq → ZZ and
gg → ZZ processes (see 4.5.1). The shape of the Dkin

bkg is found to be very similar
to the qq → ZZ background, while specific shapes for the pHT and Djet are derived
from simulation.

6.2.3 Matrix element discriminant in the 2-jet category

In agreement with the Legacy analysis, events are categorized according to the jet
multiplicity into the 0/1-jet and 2-jet category (see 4.4.3).
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Figure 6.6: Model of qq′ → qq′ZZ background (
√
s = 8 TeV) for 4µ (top), 4e

(center) and 2e2µ (bottom) channels, in the 0,1 jet category (left) and ≥ 2 jet
category (right).
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The procedure remains unchanged in the 0/1-jet category, where the transverse mo-
mentum of the four-lepton system is used to discriminate between the different pro-
duction mechanisms. In the 2-jet category, instead, the Fisher discriminant is replaced
with a matrix element based discriminant which uses the full kinematic information
of the Higgs candidate plus the two associated jets. This discriminant is implemented
in the MELA package and uses ME calculated with the JHUGEN program. As for
the Fisher discriminant, it is designed to separate the VBF and the gluon fusion plus
two jets processes.
Similarly to equation 4.6, we define:

Djet =
PVBF

PVBF + PggH+jj

(6.2)

where PVBF and PggH+jj are the probabilities for the VBF and the gluon fusion pro-
cesses respectively.
As for the Fisher discriminant, the templates are built from MC or control regions
for the reducible background. For the signal, templates are filled with events coming
from all the MC samples available corresponding to different mass hypotheses. The
two-dimensional templates in the (m4`,Djet) plane for the gluon fusion and the vec-
tor boson fusion are shown in figure 6.7 together with their projections in the Djet

variable. The peak at very small values of Djet for the VBF process corresponds to
events in which the two selected jets are not the ones coming from the fragmentation
of the two associated quarks of the VBF amplitude.

The systematic effect of using different MC generators and tunings, as well varia-
tions induced by different PDF sets and factorization/renormalization scale and jet
energy scale uncertainties are investigated and found to affect very little the shape
of the discriminant. Conservatively, the maximum variation is taken as systematic
uncertainty.

6.2.4 Effect of h(125) in the BSM high mass search

In the EWK singlet models there are two physical Higgs-like states, one corresponding
to the SM doublet field and one to the singlet field of the “hidden sector”. In the
search described in this chapter, the SM Higgs is identified with the newly discovered
resonance with mass 125 GeV, h(125), and the search is focused on a high mass
singlet state.
The presence of the 125 GeV boson is used to put an indirect constraint on the C ′

parameter. From the measurement of the signal strength in the H → ZZ(∗) → 4`
channel (4.10.3) we obtain C ′2 < 0.61 at 95% C.L. Using the most recent CMS
combination [80] for the signal strength available in this moment, we get C ′2 < 0.26
at 95% C.L.

Given the very good resolution in the four-lepton channel, the h(125) on-shell
cross section is negligible in the mass range of interest of this search, i.e. mH >
145 GeV. However, it is well known that the off-shell cross section and the interfer-
ence of the low mass signal with the background are sizeable at high ZZ invariant
masses [20, 75]. Figure 6.8 shows the ratio between the cross section of a 125 GeV
Higgs boson plus background plus interference to the background only cross section,
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Figure 6.7: The two-dimensional templates in the m4`,Djet variables (left) and their
projections in the Djet variable (right), for the gluon fusion (top) and the vector boson
fusion (bottom) processes.
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for the gluon fusion and VBF channels at 8 TeV. It can be noticed that up to 300-400
GeV there is a positive contribution coming from the off-shell cross section, while
above the negative interference starts to dominate. The presence of the low mass
Higgs boson is considered as a missing contribution in the gg → ZZ and qq′ → qq′ZZ
backgrounds. This is taken into account as a systematic uncertainty assigned to the
background rates, based on figure 6.8. This is believed to be a conservative approach
for different reasons. First of all it is extracted for the SM (C ′2 = 1) case, where
there is the largest off-shell signal plus interference contribution. Secondly, at very
high masses, where the negative interference dominates, a complete description of
the contribution of the Higgs at 125 GeV would result in a smaller background and
thus a higher sensitivity to the search for the singlet resonance.
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Figure 6.8: The ratio of the signal plus background plus iterference cross section for
a 125 GeV Higgs boson over the background only cross section, for the gluon fusion
channel (left) and VBF channel (right) at

√
s = 8 TeV.

6.2.5 Results

The observed number of events and their properties are interpreted in the context of
the EWS model, where the relevant parameters are:

• mH is the mass of the EWS state. It is assumed that mH > mh where h is
the discovered boson with mass around 125 GeV. This parameter is scanned
over the range 145 GeV < mH < 1000 GeV;

• C′2 is the singlet state contribution to the electroweak symmetry breaking and
regulates its signal strength as in equation 1.25. This parameter is investigated
in the range 0.01 to 1 (SM);

• BRnew is the contribution to the branching ratio of the singlet due to new
decay channels not present in the SM, like H → hh. The scan is done in the
range from BRnew = 0 to BRnew = 0.5.

The search covers the region in which ΓH ≤ ΓSM.
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In figure 6.9 the 95% C.L. observed upper limits on the signal strength, defined as
the ratio of the measured cross section to the expectation from the model, are shown
as a function of the singlet mass, for two different C ′2 values and for BRnew = 0. The
bands corresponding to 1-2 sigmas uncertainty of the expected limit are also shown.
In figure 6.10 the same kind of plot is shown for several values of C ′ and two different
values of BRnew. The uncertainty bands are removed here to improve the readability
of the plot.
The mass hypotheses for which the limit is smaller than 1 are excluded at 95% C.L.
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Figure 6.9: The 95% C.L. upper limits on the signal strength as a function of the
singlet mass, for C ′2 = 0.1 (left) and C ′2 = 0.7 (right), for BRnew = 0. Expected
limits are in dashed blue line, observed limits in solid black line. The green (yellow)
band represents the 1 sigma (2 sigma) uncertainty.

No significant excess is seen in the whole mass range under investigation: some
fluctuations are visible, always well within the 1-sigma uncertainty. The largest excess
is at a mass around 145 GeV, corresponding to a local significance still below the
3-sigma level. A slight deficit of events is seen at very high masses (mH > 600 GeV),
with no event observed above 750 GeV. We also observe the typical dependence of
the expected limit (and the observed limit as well) in the region 160-200 GeV, where
there is a steep decrease of the branching ratio of the ZZ decay in favour of the WW
mode with both Ws on-shell. In the vicinity of the 2mZ threshold, the branching
ratio, and also the sensitivity of the ZZ decay channel, rises again and reaches a
plateau at about 200 GeV.
From figure 6.10 is already clear that values of C ′2 . 0.1 (for any BRnew) are not
excluded by this search.

Figure 6.11 shows the exclusion limits in the (C ′2,BRnew) plane, while in figure
6.12 the exclusion is shown in the (mH , C

′2) plane.

From these plots we see how the direct search is indeed able to exclude a large
part of the parameter space of the model which is not covered by the indirect limit,
coming from the measurement of the SM Higgs at 125 GeV, for singlet masses below
about 700 GeV. For larger values of the heavy Higgs, the direct search looses sensitivity
due to the small expected number of signal events. From about 820 GeV and above,
no region in the (C ′2,BRnew) plane is constrained by the direct search.
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Figure 6.10: The 95% C.L. upper limits on the signal strength as a function of the
singlet mass, for BRnew = 0.0 (top), BRnew = 0.3 (middle) and BRnew = 0.5
(bottom), for different values of C ′2. Expected limits are in dashed lines, observed
limits in solid lines.
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Figure 6.11: The exclusion in the (C ′2,BRnew) parameter space for four different
hypothesis of singlet mass. The grey band represents the area excluded by the mea-
surement of the signal strength of h(125).
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Figure 6.12: The exclusion in the (mH , C
′2) parameter space for four different BRnew

values. The grey band represents the area excluded by the measurement of the signal
strength of h(125).
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6.3. THE COMBINATION OF THE WW AND ZZ CHANNELS

6.3 The combination of the WW and ZZ channels

The data in the H → 4` channel are combined with other WW and ZZ final states to
search for an additional Higgs-like boson in the mass range from 145 GeV to 1 TeV.
After the discovery of a low mass Higgs, with properties measured in good agreement
with the prediction of the SM, the focus is on the interpretation of the data in the
EWS scenario. Nevertheless, exclusion limits for the SM Higgs boson at high mass
are also estimated.

Several final states are investigated, which are briefly described in the following.

• H → WW → `ν`ν
In this channel the heavy Higgs decays in two W bosons, both of which decay
leptonically, resulting in a signature with two isolated, high-pT leptons (electrons
and muons) and missing transverse energy. The analysis is described in details
in Ref. [81].

• H → WW → `νqq
In this channel one of the two heavy Higgs daughters is required to decay lep-
tonically, in order to trigger the event, while the other decays hadronically. This
results in a larger branching ratio with respect to the leptonic decay, but also a
larger background coming from the non-resonant SM W+jets production. The
final state thus contains one isolated, high-pT electron or muon with Emiss

T in
association with a pair of jets.
For mH > 600 GeV, when the heavy Higgs daughters have large transverse mo-
menta, the jets originating from the hadronization of the final state quarks are
usually very close to each other. For this reason, the analysis makes use of spe-
cial techniques to identify the W boson whose decay products are reconstructed
in a single jet (merged category).

• H → ZZ → 2`2`′

A heavy Higgs boson is searched in the ZZ decay mode using fully leptonic final
states, where one of the Z (Z → ``) is required to decay to dielectron and
dimuon and the other (Z → `′`′) can decay to electrons, muons or taus. The
final state is composed by four well-isolate leptons with high transverse momen-
tum, with the main background coming from the non-resonant ZZ production.
More details about the analysis using the 2`2` final state are in chapter 4 as
well as in Ref. [15].
It has to be remarked that in the 2`2τ final state the sub-channels in which
both taus decay to muons or to electrons are removed to avoid any possible
overlap with the 2`2` analysis.

• H → ZZ → 2`2ν
In this channel one Z decays leptonically (muons and electrons) and the other
decays to neutrinos, thus a large missing transverse energy is required in the
final state together with two well-isolated leptons with high pT. The analysis is
described in detail in Ref. [82].

• H → ZZ → 2`2q
This channel, with one Z decaying hadronically and the other leptonically
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(muons and electrons), has the largest branching ratio of all the ZZ chan-
nels, but has also a large background from the Z+jets production. As in the
WW → `νqq channel, a dedicated strategy is used to account for the fact that
at very high masses the two jets originating from a boosted Z boson may be
reconstructed in a single “merged” jet.

Figure 6.13 shows the combined result for the SM interpretation of the search
with the breakdown of the different channels.
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Figure 6.13: The 95% C.L. upper limits on the signal strength of a SM Higgs boson,
as a function of the hypothesized mass. The contribution of each channel is shown
with different colors. The red solid (dashed) line is the observed (expected) limit
corresponding to the combination of all the channels.

No significant excess is seen in the whole mass range under investigation and a
SM-like Higgs boson is excluded in the whole range of the search, i.e. 145-1000 GeV,
thus extending the mass region excluded by CMS in the previous search [77]. From
figure 6.13, it can be noticed that the dominant channel up to about 180 GeV is
the WW → `ν`ν, which has a larger branching ratio than the ZZ → 2`2` channel.
In the region 180-500 GeV, the ZZ → 2`2` is the most sensitive analysis, while for
masses larger than 500 GeV the ZZ → 2`2ν is the dominant channel, thanks to the
larger branching ratio.

The exclusion limits for the EWS model in the parameter space (mH , C
′2) are

shown, for different values of BRnew, in figure 6.14. The same limits are also shown
for the ZZ and WW channels separately.
Both for the SM and BSM case, the ZZ channels exclude a larger portion of the
parameter space with respect to the WW channels, due to the presence of the ZZ →
2`2` final state, which is the most sensitive analysis in the search for a high mass
Higgs.
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Figure 6.14: The 95% C.L. upper limits on the signal strength of a SM Higgs boson,
as a function of the hypothesized mass and the C ′2 parameter, for all channels par-
ticipating to the combination (top), ZZ channels only (left) and WW channels only
(right). Different values of BRnew are investigated.
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Summary

In this thesis I presented the investigation of the Higgs sector in the H → 4` channel
using the data of the Run 1 of the LHC collected by the CMS experiment.
This channel has been a “leading horse” in the path to the discovery of a new particle
with mass around 125 GeV, which is compatible with the long sought Higgs boson of
the SM. I have had the priceless pleasure to participate to this exceptional discovery,
which alone is enough to define the Run 1 as a success.
Its properties, such as the mass, the width, the couplings and the spin-parity, have
been studied in detail in the four lepton channel, using the best knowledge of the
detector and the full dataset available. This “legacy” analysis has been published and
it is documented in this thesis (chapter 4), as it is one of my main contributions to
the collaboration in these three years.
As a crucial ingredient of the H → 4` analysis, but also part of a more general task
in CMS, I developed corrections to the muon momentum scale and resolution using
Z → µ+µ− events. The details of the algorithm used and the validation of the re-
sults have been presented in chapter 3, together with examples of the impact of such
corrections on the physics analyses with muons in CMS.
With the discovery of a Higgs boson at low mass, the question arises whether this
particle is the only responsible for the electroweak symmetry breaking or if it is part
of a non-minimal scalar sector, which would possibly imply new physics. The search
for an additional Higgs singlet state at high mass has been described in chapter 6:
in the absence of any significant excess, I derived exclusion limits in the parameter
space of the model.
The effect of the interference of the signal with the background is crucial in the heavy
Higgs phenomenology, when the intrisic width of the resonance becomes large. For
this reason I carried on a dedicated study using leading order generators, which is
presented in chpater 5.

The LHC has performed incredibly well in the Run 1, delivering collisions at an
unprecendented energy and luminosity. Thanks to the outstanding performances of
both accelerator and detectors, and the effort of thousands of scientists, a Higgs has
been discovered, which sets a milestone in the history of particle physics and, at the
same time, shades light on the future research in this field.
In particular, the performances in the H → 4` channel, which is the main character
of the story that I have told in these pages, have exceeded any optimistic expectation.
The end of the story, however, is yet to be written...
With the upcoming Run 2, the energy and peak luminosity will further increase, push-
ing to new limits the sensitivity of the experiments to the discovery of new particles.
Moreover, the accuracy in the measurement of the couplings of the Higgs, which is
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still limited by statistics in many channels, will sensibly improve and is expected to
reach about 10% in many measurements.
With these perspectives, the future runs of the LHC look like a great opportunity for
the scientific community to give answers to the open questions of physics.
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Appendix A

Statistical procedure for the
calculation of the upper limits

The statistical procedure used in the extraction of the limits is known as modified
frequentist method, oftet referred to as CLs and it is outlined in the following.

The expected yields for the signal and background processes are denoted as s(θ)
and b(θ) respectively, where θ represents the set of nuisance parameters which are
used to implement the experimental uncertainties affecting the measurement.
The first step is to construct the likelihood function:

L(data|µ, θ) = Poisson(data|µ · s(θ) + b(θ)) · p(θ̃|θ) (A.1)

In the above equation, “data” may refer to the actual observation or to pseudo data,
generated to assess the distribution of the test statistic, as will be discussed later.
p(θ̃|θ) is the probability density function (pdf) of the nuisance parameter θ, where θ̃
is the default value.
In the case of a binned model for the observable under scrutiny, the poissonian term
in equation A.1 is a product over the bins of Poisson probabilities:

Poisson(data|µ · s(θ) + b(θ)) =
∏
i

(µsi + bi)
ni

ni!
e−(µsi+bi) (A.2)

where, in the equation above, ni is the number of events observed in the bin i, si
and bi are the expected number of events from signal and background processes.
For an unbinned model describing N events in the data sample we have:

Poisson(data|µ · s(θ) + b(θ)) = N−1
∏
i

(µSfs(xi) +Bfb(xi)) · e−(µS+B) (A.3)

In equation A.3 S and B are the total expected yields for the signal and backgroud
processes respectively, fs(b)(xi) are the pdfs for the signal (background) processes
describing the observable x.

To assess the compatibility of the data with the signal + background hypothesis,
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where the signal is eventually scaled by µ, the following test statistic qµ is defined:

qµ = −2lnQ = −2ln
L(data|µ, θ̂µ)

L(data|µ̂, θ̂)
, µ̂ ≤ µ (A.4)

The quantity Q is known as the profile likelihood ratio. In equation A.4, θ̂µ is the
conditional likelihood estimator for the nuisances, given the observation “data” and
the signal strength µ, while µ̂, θ̂ are the values the gives the global maximum of the
likelihood.
The condition µ̂ ≤ µ is imposed to obtained a one-sided limit, meaning that upward
fluctuations, if any, will not be considered as against the signal hypothesis µ.

The pdf f(qµ|µ, θ̂obs
µ ) and f(qµ|0, θ̂obs

0 ) are constructed by tossing many Monte

Carlo pseudo experiments, where θ̂obs
µ and θ̂obs

0 are the values of the nuisances which
best describe the observations under the signal+background (µ) and background
only (µ = 0) hypothesis. The nuisance parameters are kept fixed in the generation of
pseudo-data but are free to float in the fit to determine the test statistic of equation
A.4.
Despite being the most reliable method, the generation of pseudo experiments may
be very time consuming, especially in the case of complicated models, like the one
used in the H → 4` analysis and described in section 4.8. However, it has been
demonstrated [60] that simplified formulas exist for f(qµ|µ, θ̂obs

µ ) which allows to
speed up the calculation of the upper limits and their uncertainties. They are based
on the properties of the Asimov dataset, 1 which is the dataset with the expected
signal, background and the nominal value for the nuisance parameters, i.e. with all
the fluctuations set to 0.
With this philosophy in mind, one can use a pseudo-Asimov technique, in which
instead of defining a dataset with one entry per bin i, with weight equal to the
number of expected events νi (Asimov dataset), one generates from the pdfs N
entries each with weight equal to νi/N (N is usually about 100 times the number of
expected events).
The pseudo-Asimov method has been demonstrated to be lessed biased with respect
to the Asimov in case of small number of events, but is affected by the intrinsic
statistical uncertainty related to the sampling of the distributions.

Given the observed value for the test statistic qobs
µ , two p-values are computed,

associated to the compatibility of the observations with the signal+background and
background only hypothesis, namely pµ and pb:

pµ = P (qµ ≥ qobs
µ |signal + background) =

∫ ∞
qobsµ

f(qµ|µ, θ̂obs
µ )dqµ (A.5)

1− pb = P (qµ ≥ qobs
µ |background) =

∫ ∞
qobs0

f(qµ|0, θ̂obs
0 )dqµ (A.6)

1The name is inspired by the tale Franchise by Isaac Asimov. In it, during elections, the electorate
was replaced by the single most representitive voter.
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From equations A.5 and A.6 one constructs the following quantity:

CLs(µ) =
pµ

1− pb
(A.7)

Fixing µ = 1 in equation A.7 is used to infer whether the Higgs-like resonance H is
excluded at a confidence level (C.L.) α if CLs ≤ α.
For the purposes of quoting 95% C.L. limits on a certain µ, which has become a well
established convention in high energy physics, one adjusts µ until CLs = 0.05.

Based on Ref. [60], the 95% C.L. upper limit is given by:

µup = µ̂+ σΦ−1(0.95) (A.8)

where Φ is the cumulative distribution of the standard (normal) Gaussian and σ is
defined as:

σ =
µ2

qµ,PA

(A.9)

In the equation above qµ,PA is the test statistic evaluated using the pseudo-Asimov
dataset.
The median expected limit is:

med[µup] = σΦ−1(0.95), (A.10)

and the ±Nσ uncertainty bands are defined as:

bandNσ = σ · (Φ−1(0.95)±N) (A.11)
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