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Chapter

Introduction

When Victor Hess discovered the cosmic radiation in 1912Hé]laid a foundation for the upcoming field
of high energy particle physics. For about 40 years, the @sadiation was the only source of particles
with energies of several GeV. The analysis of cosmic raystheu reactions with matter led to several
discoveries, for instance the positron in 1933 [2], the nsLiar 936 [3], and the pions in 1947 [4].

In the 1950’s, the main focus of particle physicists shiftedards man-made particle accelerators,
which offered several advantages over the cosmic radiafidre key development was the synchrotron
as a scalable accelerator for particles up to multi-GeVgiesr The Cosmotron, completed in 1953, was
one of the first [5]. Artificial accelerators provide almosbmochromatic beams of high intensity with a
defined particle content, in contrast to the cosmic radiatimd overall much more control over the particle
interactions.

Cosmic rays remained of considerable interest for astrsipisgs as messenger particles of very pow-
erful astrophysical processes. In 1939, Pierre Auger desen cosmic ray induced particle showers in the
atmosphere, called extensive air showers [6]. He analysidtident particle counts in several spatially
separated detectors and estimated from the number ofesgfigparticles, that cosmic rays exist with en-
ergies up ta 0% eV. His concept of measuring cosmic rays through their exterair showers in an array
of particle detectors turned out to be extremely scalabteigqsed till today. In 1963, Linsley found the
first cosmic rays arounth?® eV with a large surface detector [7].

It is a downside of the surface detector measurement, teatetonstruction of the energy and mass
of the cosmic ray from the measured signals depend stromgiviadel calculations of the air shower de-
velopment, which still have quite large theoretical unaietties. A new detection method, the fluorescence
method, was established with the Fly’'s Eye/HiRes experirimethe 1980’s [8], which reduces this model
dependency considerably. The fluorescence method allofadloav the full air shower development in
the atmosphere. This is achieved by observing fluorescégitewith appropriate telescopes which was
emitted by nitrogen molecules after an excitation throughgassing air shower.

It was realised eventually that fluorescence and surfacectbes are complementary in many ways
so that a combination, a hybrid detector, would be even mersatile. The Pierre Auger Observatory is
such a hybrid detector and currently the world’s largestriosay observatory. Its design focuses on the
detection of ultra-high energy cosmic rays frant® eV to 102° eV and above.

The center of mass energy in the first interaction of the mostgetic cosmic rays in the atmosphere
reaches almost0? TeV. This is two orders of magnitude larger than the center ofsnemergy in the
largest artificial accelerator, the Large Hadron Collidgr These large interaction energies and the precise
measurement of air showers at the highest energies withlibereatory raises new interest in particle
physicists for cosmic rays and air showers.

Like many of its predecessors, the Pierre Auger Observébonses on the analysis of air showers with
zenith angles up t60° although it is sensitive up t80°. This restricted class of events is called vertical
showers by convention, the remain are called very inclihakst of the collected events are vertical in this
sense: about5 % of the events in the surface detector and at®3u¥; of the events in the fluorescence



detector fall into the vertical category.

Very inclined air showers are more difficult to simulate anod@l. The curvature and the geomagnetic
field of the Earth may be neglected for vertical showers butfoovery inclined showers. The muon
component of a very inclined shower dominates the signatssored in the surface detector. The signals
are weaker and have a more complex pattern due to geomagdr#é#ctions of the muons. Nevertheless,
there is an ongoing effort to reliably reconstruct thesats/gL.0-17] so that they may be used in cosmic ray
studies. A reliable reconstruction of very inclined shosweould increase the number of detected cosmic
rays by abouB0 %, as well as the overall sky coverage of the Pierre Auger Qaseny.

There are also other gains. The signals in the surface deigenerated by very inclined showers are
dominated by the muons in the shower. A proper reconstnuafasuch events therefore challenges the
understanding of this shower component. Searches for coseuitrinos in the surface detector data of
the Pierre Auger Observatory benefit from the understanafimgdron induced very inclined air showers,
which form the main background [18].

This work contributes to the understanding of hadron indu@®y inclined air showers measured with
the surface detector of the Pierre Auger Observatory. Bhi®ne by presenting a full analysis chain from
the simulation of such events, over their reconstructiomfthe collected data, towards the final goal of a
measurement of the flux of ultra-high energy cosmic rays eehi0'® eV and10?° eV. A precise energy
calibration of the surface detector measurement with tleedkcence detector is a key step in this chain.

This thesis is structured as follows. Chapter 2 lists théchamventions used throughout the work.
Chapter 3 provides an overview over cosmic rays, with a f@zusosmic rays at ultra-high energies and
extensive air showers.

The simulation of a large library of very inclined air showevas a major part of the work and is
discussed in Chapter 5. The simulations are used to studsnadd! the muon component of very inclined
air showers and the response of the surface detector of ¢ineePPiuger Observatory to such showers.

The reconstruction of cosmic ray properties from data ofRleere Auger Observatory is discussed in
Chapter 6, whereas the discussion focuses on the recamnstroé surface detector events generated by
very inclined air showers. The reconstruction will makevyease of the models derived in the simulation
chapter and will be thoroughly tested with simulated events

The cosmic ray energy reconstructed from the data of theseirfletector has large systematic un-
certainties, if it is based only on theoretical models of shewer development. These uncertainties can
be greatly reduced by calibrating the surface detector thighfluorescence detector. The latter is able to
perform an almost calorimetric measurement of the cosnyiengrgy. The calibration is performed with
a small sample of events, which are observed in both detestaultaneously. A significantly improved
method for this kind of calibration is introduced and apglie Chapter 7.

The last chapter, Chapter 8, discusses the calculationeo€asmic ray flux from the reconstructed
cosmic ray events. An unfolding technique is used to obtanttue flux from the measured flux. The
result is compared with the most recent result obtained ftwranalysis of vertical showers at the Pierre
Auger Observatory.



Chapter

Conventions

This chapter summarises the coordinate system and namiwvgmiions used throughout this work. Most
of the conventions mentioned here are taken from the officialentions guide of the Pierre Auger Obser-
vatory [19].

Particle notation

The following chapters deal with extensive air showerstiglarshowers generated through high energy
interactions of a cosmic ray in the atmosphere. During theldpment of this air shower, particles and
anti-particles are generated in equal amounts. For almlogtigposes, the distinction between particles
and anti-particles is irrelevant in this study.

Therefore, terms like “electrons” and “muons” will gendyaikfer to both the particle and anti-particles,
unless explicitely stated otherwise. Another commonlydusem in the context of air showers is “electro-
magnetic particles”, which refers to electrons, positr@msl photons (but not muons).

Coordinate systems

Ground coordinate system

Fig. 2.1 shows the main coordinate system to describe theeshdt is a local cartesian coordinate system,
defined at the impact point of the shower axis on the ground.ifipact point is called thehower core
It is not feasible to define a single global rectangular coatg system for the Pierre Auger Observa-
tory, because Earth’s curvature is relevant over the sifleeo$urface array, as demonstrated in Fig. 2.2.
The zenith angl® has the usual astronomical definition. The definition of thienath angley in the
coordinate system of the Pierre Auger Observatory difiensifthe astronomical one. The direction defined
by (8, ¢) points to the origin of the cosmic ray in the sky, not in theedtion of shower propagation.

Lateral coordinate system

It is useful to introduce a special coordinate system to rilgsche lateral profile of an air shower in the

context of this work: theshower front planeoordinate system. It is depicted in Fig. 2.3. The showentfro

plane contains the point where the shower axis interseetgrtsund plane, which is called tebower core

It is perpendicular to the shower direction and orientectlsat the y-axis is parallel to the geomagnetic
field projected into the plane.

It should be emphasized, that observations and predicimmalways done in the ground plane, and
only projected in the shower front plane. The coordinatéesyshas the advantage, that it preserves some
of the principal symmetries of the shower profile. It helpséparate geometrical effects from physical
effects.
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Figure 2.1: The drawing shows the local cartesian coordisgstem. The center of the system is the
impact point of the shower axis on the ground (shower cor@k X-axis points into the geographic east,
the y-axis points into the geographic north, the z-axis fsaipwards (adapted from [19]). The zenith angle
6 is counted from the vertical direction. The azimuth anglstarts in the geographic east and is counted
conter-clockwise. The elevation angle= /2 — 6 is less common, but sometimes used in the context of
Fluorescence telescope measurements.

A
ABO ~ 0.01 rad
~0.5°

v

60 km

A

¢282m

B

Figure 2.2: The drawing illustrates the effect of Earth’svatiure over the size of the surface array of the
Pierre Auger Observatory. A shower with = 0° in the local rectangular coordinate systenat the west
end of the array, has a zenith angle ~ 0.5° in the local coordinate systef at the east end. Also, the
center of B appears by abo@80 m deeper inA. Distances and angles are not to scale (from [19]).
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Figure 2.3: A drawing of the lateral shower coordinate aystafter [20]. Arcs without arrows indicate
right angles. The center of the system is the impact poinhefshower axis on the ground. The x-y-
plane is perpendicular to the shower axis. The z-axis isgargllel to the shower direction vecteg.

The orientation of this plane is choosen as such, that thesyis parallel to the projected vector of the
geomagnetic field3 into the plane.
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Figure 2.4: The drawing shows the coordinates, which ard ts@lescribe a point in the longitudinal
profile of the shower. The distanc®s d, andh are geometrical lengths, whilg is a slant depth, counted
from the top of the atmosphere. To describe a particulartpmirthe shower axis, The distandds the
distance of a particular point on the shower axis from theaioypoint on the ground, the heightis the
altitude of this point above the ground level. Another wagéscribe the point is via the accumulated slant
depth X along the shower axis. The total atmospheric de¥h, depends on the zenith angleof the

trajectory and the ground altitude,g. Xam ~ 750 gcm 2 for # = 0° and the site of the southern Pierre
Auger Observatory.



Longitudinal coordinate system

Fig. 2.4 shows the coordinates used to describe the longalshower development. The most common
guantity to describe the longitudinal profile is thlant depthX, defined by the integral

X = /ds,o(s)7 (2.0.1)

wherep(s) is the local air density, andis a path length counted from the top of the atmosphere atong t
shower axis. The slant depth is good to describe the showerrirs of interaction and attenuation lengths,
which are independent of the material if expressed in this un

In this work, a point in the longitudinal development wilkalbe characterised by its altitude above
the groundh, and its distancé to the shower impact point on the ground (= shower core), disated in
Fig.2.4.

Other coordinate systems

Landmarks and geographic maps of the Earth are usually €squién théJTM coordinate system Points
are expressed in northing, easting, and altitude aboveeseawithin a particular reference zone. The
system takes the curvature of the Earth into account an@isfibre not cartesian: the northing and easting
coordinates measure distances on the surface of a refezbipseid.

The geomagnetic fieldhas a coordinate system based on the magnitude and direxdtitwe field
vector. The direction is expressed with the inclinationlaigand the declination angle The inclination
is the vertical angle. It is zero, if the field is parallel ta&thorizon, and-90° (90°) if the field points
vertically downwards (upwards). The declination is theitmmtal angle. It is zero, if the field points to the
geographic north, and is counted clock-wise from there.

Acronyms
ADC Analog Digital Converter
ADST Advanced Data Summary Tree (event data format)
AGN Active Galactic Nuclei
AIRES AIR-shower Extended Simulations (air shower simulator)
AMIGA Auger Muon-detectors and Infill for the Ground Array
APF Aerosol Phase Function (Monitor)
a.s.l. above sea level
QCD Quantum ChromoDynamics
CDAS Central Data Aquisition System
QED Quantum ElectroDynamics
CLF Central Laser Facility
CMB Cosmic Microwave Background
CORSIKA  COsmic Ray Simulations for KAskade (air shower simulator)
DAQ Data AQuisition
EPOS Energy-conserving quantum mechanical multiple scatjesipproach, based on Par-
tons (parton ladders), Off-shell remnants, and Splittihgaston ladders
FADC Flash Analog Digital Converter
FD Fluorescence detector
FLUKA FLUktuierende KAskade (german for fluctuating cascade)
FoVv Field of View
FRAM Fotometric Robotic Atmospheric Monitor
GHEISHA  Gamma-Hadron-Electron-Interaction SH(A)ower code
GPS Global Positioning System
HAM Horizontal Attenuation Monitor
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HEAT
IGRF
LED
LIDAR
p.d.f.
PLD
PMT
QGSJet-ll
RUN
SD
SDP
UTM
uv
VEM
XLF

High Elevation Auger Telescope
International Geomagnetic Reference Field
Light Emitting Diode

Light detection and ranging
probability density function
Programmable Logic Device
Photomultiplier tube
Quark-Gluon-String model with JETs
Regularised UNfolding

Surface detector

Shower Detector Plane

Universal transverse mercator

Ultra Violet

Vertical Equivalent Muon

eXtreme Laser Facility

Mathematical notation

() average ofr

olx] statistical uncertainty of
osyslz]  Systematic uncertainty af
x vector (small letter)

M matrix (capital letter)

x” transpose of

erf(x)  error function erfz) = lf

= Om dte=t






Chapter

Ultra-high energy cosmic rays

This chapter provides a general overview over cosmic rafie. fdcus is laid on ultra-high energy cosmic
rays abovel0'8 eV and the extensive particle showers which they initiate é@atmosphere of the Earth.
Understanding the properties of such air showers is fundeahér the Pierre Auger Observatory and
similar instruments which rely on the indirect observatiditosmic rays via this phenomenon.

The development of an air shower in the atmosphere is bestided with full Monte-Carlo simulations
of the elementary particle processes, which are coverethapter 5. This chapter tries to provides simple
model calculations for many air shower properties whichemg approximate, but allow to understand
many basic air shower features.

3.1 Cosmic rays

The following general discussion of cosmic rays is basedeir{21-24].

The termcosmic raysgenerally refers to stable and charged particles whicketridarough interstel-
lar or even intergalactic space. The total flux of cosmic rayshe top of the atmosphere is about
1000 m~2sr~!s~! and dominated by protons of a few GeV. The differential fli&) o« dN/dE is
approximately a power law(E) oc E* with a spectral index-2.6 < o < —3.2. The range of cosmic ray
energies is huge. The cosmic rays with the highest energtested so far slightly excedd?° eV, but are
extremely rare: only about one such particle pef kand century arrives at the Earth. The measured flux
J(E) abovel TeV is shown in Fig. 3.1.

Experimentally, two energy ranges need to be distinguisbipdo 100 TeV, the flux.J is large enough
for balloon and outer space experiments, which measureograic rays directly with appropriate particle
detectors close to or above the top of the atmosphere. Spehiments are able to measure the cosmic ray
energies and the mass composition directly,esgeref. [25, 26]. Therefore, the fluX(E) and the relative
abundance of different cosmic ray nuclei is well known irstainergy range. The latter can be used to learn
something about the propagation of the rays.

At energies above(00 TeV, the differential flux eventually becomes so low that onlgugrd based
experiments can provide the necessary exposure to cofleagl events in a reasonable time frame. These
experiments cannot observe the cosmic ray directly. Idsteay sample the extensive air shower generated
by interactions of the cosmic ray with atmospheric mattereftensive air shower is equivalent to a particle
shower in a hadronic calorimeter. Therefore, one can sagtband based experiments use the atmosphere
as a calorimeter for the cosmic rays.

Soft hadronic interactions are most important for the dgwelent of an extensive air shower. These
interactions cannot be described in the pertubative apprt@ quantum chromo dynamics. Therefore,
systematic uncertainties arise in the reconstruction @fctsemic ray properties from the air shower data.
The reconstruction of the cosmic ray makss particularly difficult. The relative abundances of diffat
cosmic ray nuclei are generally not known at these energiiesiost cases only a measure of the average

9
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Figure 3.1: Shown is a compilation of measurements of thenamosay flux as a function of the cosmic ray
energy, done by several air shower experiments. Note, timgawf the cosmic ray flux witlE?2->, which
emphasizes the features. The second horizontal axis shewenter of mass energy in the first interaction
of the cosmic ray, if it was a proton. This interaction eneiggompared with some collider experiments
(see ref. [24] and references therein).

logarithm of the cosmic ray masgk A) can be derived. The differential fluk(£') has comparably large
systematic uncertainties as well.

3.1.1 Cosmic rays up to 100 TeV

The relative abundance of nuclei with the charge nundber 1 in cosmic rays is similar to the interstellar
medium [27]. This is a strong indication that cosmic raysiaitally normal interstellar matter which is
accelerated in an astrophysical process.

Itis generally accepted that the majority of cosmic raysfifew GeV up td 00 TeV are accelerated
in supernova blast waves. Turbulent magnetic fields in thelsfront of these waves are able to accelerate
charged particles from the interstellar medium. The gdmpeogess is called first-order Fermi acceleration,
seee.g.ref. [21].

The relative abundance of two groups of elements (Li, Be,i8l) (&c, Ti, V, Cr, Mn) is many orders of
magnitude larger in cosmic rays than in the interstellariomad These elements are essentially absent as
end products of stellar nucleosynthesis. The discrepaaiybe explained by spallation processes during
the propagation of the cosmic rays. Spallation can occunvegheosmic ray collides with a proton from
the interstellar medium. The cosmic ray nucleus is tramséat or fragmented in the process. As a conse-
guence, some of the more abundant elements are convertétl apthe rare elements. The Lithium-group
is mostly generated by spallation of carbon and oxygen,enthié Scandium-group is mostly generated by
spallation of iron.

With knowledge about the spallation cross-sections atetleeergies, it is possible to derive the tra-
versed slant depti of the cosmic rays from the abundances of the spallationyatsd The slant depth is

10



CHAPTER 3. ULTRA-HIGH ENERGY COSMIC RAYS

of the order ofl0 g cm ™2 for cosmic rays of a few TeV and has to be compared with theageedensity
of the interstellar medium of about proton perirThe corresponding path length of cosmic rays is then
of the order ofl000 kpc, much larger than the extensions of our galaxy whick0i&pc at most.
This large path length can be understood by consideringyitergdiusr, of cosmic rays in this energy
range. A handy formula for the gyro radius is
pc 1

— ~ (1.1 x 1077 pc)

o p/(GeV/e)
9 ZeB

Z BT (3.1.1)

whereag and Z are the momentum and charge number of the cosmic ray. Thetigal@agnetic field is
of the order 0f0.1 nT and therefore 400 TeV proton has a gyro radius, ~ 0.1 pc. This is only a small
fraction of the thickness of the galactic disk of ab806 pc.

Cosmic rays up td00 TeV are apparently confined in our galaxy by magnetic fields aanktrfor a
long time on complex trajectories until they eventuallyagse the galaxy. This interpretation is fortified
by a more direct measurements of their average time of nesgdehich can be obtained from an analysis
of the relative abundance of long-living radioactive igme in the cosmic radiation (see ref. [22] and
references therein).

The confinement into the galaxy is less efficient at largergias, which makes the observed energy
spectrum of cosmic rays steeper than the input spectrune aoilrce.

3.1.2 Cosmic rays above 100 TeV

Much less is certain about cosmic rays ab@0é TeV. To a large degree, this is a consequence of the
less precise or even controversial data delivered by exjetis, which leave more room for interpretation.
The acceleration mechanism which works so well at lowergiaeralso runs into problems. The shock
acceleration in supernova blast waves is not powerful emaagxplain cosmic rays with energies much
larger thanl00 TeV and has to be replaced by something else.

A comparison of the gyro radiug of a cosmic ray with the thickness of the galactic shows,jihations
up to aboufl0'” eV and iron nuclei up to abou)'® eV can be confined in our galaxy by magnetic fields.
Cosmic rays up to these energies are generally believeddbdagactic origin. Above, they are considered
to be extragalactic.

A rapid change in the spectral indexof the differential flux.J(E) is observed around x 10'° eV.
The feature is called thenee The spectral index changes from about2.7 to about—3.2. Furthermore,
an increase of the average logarithm of the cosmic ray rflas$) with the energyFE is observed above
the knee which continues up to abdot” eV.

There are two concurrent classes of theories for the knee fiildt assumes that galactic accelerators
reach their energy limit around the knee, so that cosmic oayponents of different mas$ successively
vanish. In general, nuclei with a larger charge numBesire better confined via magnetic fields in the
source and can be accelerated to higher energies.

The second class of theories assumes powerful acceleralbbeso accelerate cosmic rays up to about
10'8 eV or larger. In this scenario, the cosmic ray components éémiht massA successively vanish,
because the galactic magnetic fields are not able to confme. tfihe maximum energy of a cosmic ray in
the galaxy depends again on its charge nuniher

Another feature is observed arouddx 10'® eV, the so callecankle The spectral indexv of the
differential flux.J(E) changes again from about3.2 to about—2.6. There are two theories for the ankle.
The first assumes that the galactic component of the cosmituwaextends up to the ankle and is taken
over by a harder intergalactic component.

The second theory is the so-called dip model [28]. Here,ake-bver of the extra-galactic component
happens earlier, somewhere between the knee and the ariidearikle is explained as a consequence of
the propagation of extragalactic cosmic ray protons in ti@ric microwave background (CMB). During
their propagation, the protons loose energyby~ production

py—pete, (3.1.2)

which starts around0'® eV and produces the ankle feature in the dip model.

11
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Figure 3.2: Shown is the depth of the electromagnetic showaedmum X .« extracted from data of the
Pierre Auger Observatory as a function of cosmic ray enefgye data are shown as black dots, the gray
dashed line is a fit. The straight lines above and below tha dag predictions from several hadronic
interaction models (from [29]).

The dip model assumes that the cosmic rays betwé&heV and10'? eV are mostly protons while
the takeover model expects an iron dominated compositicio ©p'® eV and then a fast transition to the
composition of extragalactic cosmic rays. Measurementh@fcosmic ray composition help to decide
between these models, but do not clearly favor one or the.oftie depth of the electromagnetic shower
maximumX .« is an example of a mass-sensitive air shower observablehethroperty X max o (In A).

A recent measurement from the Pierre Auger Observatoryowsitin Fig. 3.2.

The last feature in the cosmic ray flux is the cut-off, expenally established arouritix 10'° eV.
The spectral index: changes from about2.6 to about—4.3 [30]. The position of the cut-off matches a
40 years old prediction, the Greisen-Zatsepin-Kuzmintl{@izK limit) [31,32]. The GZK limit is also a
consequence of the high density of CMB photons. Cosmic retpps above the limit loose energy through
pion production

py(CMB) — pr¥ — p2y (3.1.3)
—nat (3.1.49)

while heavier cosmic rays nuclei are destroyed by photovgigration. Fig. 3.3a) shows the attenuation
lengths for several nuclei at ultra-high energies. Onlyrig¢aources can possibly contribute to the ob-
served flux on the Earth above the GZK limit and therefore tineghould be suppressed.

The GZK limit is a reasonable explanation based on wellbdistzed physics, like Lorentz-invariance
and cross-sections measured in the laboratory. Nevesthdleere is also another possible explanation for
the cut-off. Fig.3.3b) shows a compilation of possible igédactic accelerators for cosmic rays. In first
approximation, the maximum energy provided by a sourceagqtional to its typical extensioh and
typical magnetic field strengtB, times the charge numbeér of the cosmic ray. If the acceleration process
is a scaled variant of the shock front acceleration in supexilasts, it is also proportional to the speed of
the shocks3,, measured in units of the speed of light. Put together, thissga magnitude estimate [33]:

Fmax = (10'8 eV) Z 3, (kﬁc> (i) (3.1.5)

with 1 G(auss) = 10=° T. The estimate shows that the known astrophysical objeetbarely able to
reach an energy level d0?° eV. It is therefore also possible that the observed cut-offiissed by the
energy limit of the accelerators.
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CHAPTER 3. ULTRA-HIGH ENERGY COSMIC RAYS

Conventional acceleration scenarios for ultra-high epeagmic rays are calldabttom-upapproaches
in contrast to the more exottop-downapproaches. The latter explain the extragalactic flux by dacays
of super heavy relics from the big bang. The relics may be reatigtes, topological defects, or primordial
black holes. A general feature of top-down models is an etgtaphoton and neutrino flux at the Earth,
and a cosmic composition made entirely of (anti-)protonseartrons.

The composition measurements performed by the Pierre ADigseervatory makes top-down scenarios
unlikely, since also heavy cosmic rays seem to be presettteitasmic ray flux. Recent limits on the
neutrino and photon fluxes obtained from data of the PiergeA®bservatory add further constrains [34—
36]. In particular, the photon fraction abol®!® eV is smaller thar2 % at95 % confidence, which excludes
most top-down models.

Finally, the experimentally observed anisotropy of cosraigs aboves.7 x 10'° eV favors the expla-
nation of the flux suppression with the GZK limit. At large t@disces, the arrival directions of cosmic rays
are made isotropic by random intergalactic magnetic fieldais, an anisotropy can only be observed, if
only nearby sources contribute to the flux observed at ththEar

Fig. 3.4 shows the anisotropic distribution of the 27 highersergy events from ref. [37]. The data
allows to rejected the hypothesis that the distributionsigropic with a confidence di9 % [37, 38].
The result is obtained from a comparison of the arrival dioes of the highest energy cosmic rays with
position of active galactic nuclei (AGNSs) in the sky. Stile observed correlation does not prove a general
connection of extragalactic cosmic rays with AGNs, whichyreisnply be tracers of the true sources.
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3.1. COSMIC RAYS
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Figure 3.3: a) The graphs show the attenuation lengths fa@rakenuclei due to interactions with the
cosmic microwave background, calculated at a red-shift0 (from ref. [39]). b) The figure shows source
candidates of cosmic rays in relation to the typical magrfetid strength and the size of their acceleration
regions. The maximum energy increases from the bottomddfte top right. The Large Hadron Collider
is shown for comparison (from ref. [24], original: ref. [33]

Figure 3.4: Shown is a Aitoff projection of the celestial sphin galactic coordinates. Circles with a radius
of 3.1° represent the arrival directions of the 27 cosmic rays Withdnergies larger than6 x 10'° eV
detected by the Pierre Auger Observatory uR6d* May 2006. Red asterisks indicate the positions of
472 of galaxies with active nuclei from th@‘" edition of the catalog of quasars and active nuclei [40]
within 75 Mpc distance. The solid line shows the border of the field of viéthe Southern Pierre Auger
Observatory, if zenith angles up 69° are taken into account. The shades of blue indicate thaveslat
exposure of the observatory in these coordinates, eachHzanelqual integrated exposure. The dashed line
is the supergalactic plane. Centaurus A, one of the closéigseayalactic nuclei, is marked in white (from
ref. [37]).
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CHAPTER 3. ULTRA-HIGH ENERGY COSMIC RAYS

3.2 Extensive air showers

A cosmic ray proton or nucleus with an energy larger than a@V initiates amair showerin the at-
mosphere of the Earth. An air shower is a cascade of secompdatigzles generated by the successive
interactions of the primary cosmic ray with the electrond anclei in the atmosphere. As the cosmic ray
energy increases, the temmtensive air showds used, referring to an air shower with a lateral size of at
least several hundred meters. The particles in an exteasighower form a slightly curved front, which
moves with the speed of light. The phenomenon is well desdrib the literature, semg.ref. [21-23, 44].

Fig. 3.5 illustrates the main components in an air showerragd3.6 shows a simulation of two very
inclined showers. The secondary particles in an air shoasebe grouped into four basic components: the
electromagnetic, muonic, hadronic, and the neutrino corapb

In each hadronic interaction, the primary cosmic ray lo@d®ait half its kinetic energy, which serves
to produce hadrons. Light mesons are preferred, but alsmbsrare produced in rare cases. Pions are
most frequent (aboui0 %), followed by kaons (about0 %) [44]. The pion multiplicity per interaction
increases slowly with the beam energy, it is of the order ofdatQypical energies after a few cascading
steps) to a few 100 (in the first interaction) for cosmic ragsieenl10'® eV and102° eV [22].

The unstable mesons decay before making another intemattiweir time-dilated decay lengthGcr
is shorter than their hadronic interaction length An overview of the decay constants and hadronic
interaction lengthg; of typical shower particles is given in Table 3.1 and Figb3.7

About 1/3 of the pions in the first interaction are neutral. Throughrtkhort life-time, they decay
almost immediately into two high energy photons. The prdkgbior another hadronic interaction re-
mains slim even for neutral pions generated in the first autigon of a10'® eV cosmic ray, and it can
be safely neglected at lower energies. Tiedecay feeds the electromagnetic cascade, which diluges th
initial photon energy further into numerous electromamnedrticles of low energy by pair production and
bremsstrahlung processes.

The charged pions and the kaons except &gy have much longer life-times and usually produce
more particles in successive hadronic interactions witmaglei. This forms the hadronic component. In
successive cascading steps, the kinetic energy of eaclispized up to generate more particles.

Again, aboutl /3 of the energy after each step of the hadronic cascade gaethmelectromagnetic
component and forms new electromagnetic sub-showers.e®drerfeed-back processes like electromag-
netic interactions with air nuclei and direct pair prodaatiof muons, but their effect is negligible in
hadronic showers. In the end, most of the cosmic ray enercgriged by electromagnetic particles.

The hadronic cascade comes to an end, when the time delatay éegthy,. 5.c 7. of the charged
pions becomes smaller than their hadronic interactiontfehg. It is possible to define eritical energy
&7 for charged pions from this decay condition

lint(hiy
Vr Br CTr = lint (R = = M m,rc2, (3.2.1)
ma c

CTr

whereasin:(h7,.,) is the typical distance between two interactions at theéualdih7 ., of the hadronic
shower maximum aneah,, the mass of the pion. The critical energy marks the energyhéthvmost
charged pions decay. The critical enetfyranges between0 GeV and several00 GeV, depending on
the zenith anglé@ of the shower.

A charged pion decays almost always in a muon and a muon neufdgeding the last two shower
components. The muon inherits ab80t% of the pion energy in this two-body decay. The typical muon
energy at the production point is therefore of the same asl¢ie critical energy’ .

The electromagnetic cascades come to an end, when theoekectrach their critical energyf ~
87 MeV in air. Electrons at this energy start to loose more energgolhisions faster than in radiative
processes and get quickly absorbed in the atmosphere. Afpmt energy dumped by electromagnetic
particles into the air is released through the isotropicssion of fluorescence light. Relativistic electrons
and muons also produce Cherenkov light in air, which is gwdtied in the forward direction.

The point where the number of electromagnetic particleshesa maximum can be measured with
telescopes, that detect the emitted fluorescence light. 3FAgshows measurements of the depth of the
electromagnetic shower maximuf,,x from the Pierre Auger Observatory. The atmosphere above the
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3.2. EXTENSIVE AIR SHOWERS
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Figure 3.5: Left: Shown are the main processes in an exteraivshower, which form the hadronic,
electromagnetic, muonic, and neutrino component (seg tRight: Drawing of a lateral section through
the shower with its shower front of finite width (see text) eldrawings are not to scale (adapted from [41]).

Table 3.1: The table shows an overview of the decay constara§the most common unstable particles
in extensive air showers, taken from ref. [23]. Experimeuateertainties are not shown.

Particle rt 0 K=* Kg K, ut n

cT/m 7.8 2.5 x 1079 3.7 2.7 x 1072 5.1 659 2.6 x 100

observatory is thick enough to contain the air shower d@rant at least up to the maximum. The total
atmospheric slant depth at the site as a function of the shioaknationd is shown in Fig. 3.7a).

The electromagnetic cascade is continuously fed by theonaxcascade. The electromagnetic shower
maximum is therefore coupled with the end of the hadronicads, and should be reached shorter after
the latter. In first approximation, both are coincident. Tigority of the muons are produced at end of the
hadronic cascade.

At the electromagnetic shower maximum, the number of edewdignetic particles is much larger than
the number of muons. At larger shower inclinations, theltatimospheric depth is large enough to fully
absorb the electromagnetic component. After this tramsitihe shower is dominated by muons. Ground
based detectors observe this transition at zenith anglesleatt0° and70°, depending on their altitude.

3.2.1 Heitler-model of the hadronic cascade

A quantitative treatment of extensive air showers is qudmglex and either involves solving coupled
cascade equations or full Monte-Carlo simulations of tkelwed microscopic processes. Both approaches
are described in Chapter 5.

To gain a qualitative understanding of an air shower, it &rirctive to analyse a simplified view of the
air shower cascade, which allows analytical calculati®efore the era of high-speed computing, Heitler
presented such a model for the development of a photon iddsioewer [46]. An adaption of Heitler's
approach to the case of hadronic cascades is presented[22gf5], which are the basis of the following
discussion.

Fig. 3.8 illustrates the model approach. The hadronic cstaapproximated by a discrete sequence
of simultaneous pion splittings. Each splitting occurga#t constant splitting lengila 2 A\, which is the
slant depth interval after which the pion has®% chance for an inelastic interaction. At each splitting
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Figure 3.6: The graphs show two simulated proton showers féhapter 5: a) number of particles vs. slant depth, b) partitmber density on the ground
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3.2. EXTENSIVE AIR SHOWERS
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Figure 3.7: The figures show for an observer at an altitude40f m: a) the total slant depttX 4 of

the atmosphere, which an air shower has to pass to reachdhadyf42, 43], b) the interaction length

of some shower particles as a function of the altibkd@pproximately valid between 10 GeV and 1000
GeV) [21, 42, 43], c) the distancé,ax between the electromagnetic shower maximum and the impact
point on the ground plane, and d) the altitude of said maxinabwve the grounémax [29,42,43]. The
calculations are covered in Appendix A.1.
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CHAPTER 3. ULTRA-HIGH ENERGY COSMIC RAYS

n=2

n=3

Figure 3.8: Schematic view of a hadronic shower, accordingditler's approach. Dashed lines indicate
neutral pions, which decay immediately and yield electrgnegtic showers (not shown). The thick line
indicates the leading particle, which carries a signifideandtion of the total energy in the interaction. The
residual energy is divided equally between the other pitdet all pion lines are shown after the= 2
level (adapted from [45]).

level, a constant number df¥, charged pions ane}Nch neutral pions are generated from each initial
particle. Neutral pions decay immediately and feed thetedetagnetic cascade.

One particle after each interaction is the leading partigleich gets a constant fractidih — «) of the
energy of the parent. In a real shower, the leading particlesuially a baryon. In the simplified model, it
is usually treated like a charged pion and in rare cases lileugral pion. The remaining energy fractien
is divided equally on the other particles. Neutral pionsayegomediately. A charged pion enters the next
cascading step, until its energy falls below the criticadrgy £7. If this happens, it decays into a muon
before making another interaction. Neutrinos are negieici¢éhe picture.

Many approximations are done to get simple analytical fdasw The most important ones are de-
scribed in the following. The overall idea is to model thewsbpin terms of average interactions.

e Proton cosmic ray. The air shower in the simplified model is always initiatedéproton. The
model will be generalised to the case of heavy cosmic raydateastep.

e Pion shower The air shower is approximated as a pure pion shower90A% of the generated
particles after each interaction are pions, this seemslileasonable first approximation.

e Constant values for )\, and N¢,. The pion interaction length, and ther® multiplicity Ngy, are
both are weak functions of the beam enefgy Both are set constant.

e Leading particle approximations. When two hadrons interact, a significant fraction of the total
energy is carried away by a single leading particle. ifleéasticityof the interaction can be described
by the parametek, which is the remaining fraction of the total energy avdiafor immediate
particle production. The inelasticity parameters a function of the primary energy, and not well
known at ultra-high energies. The predictions vary in thege).4 to 0.9 [21]. A constant value of
0.6 is used here.

In a real shower, the leading particle is usually a baryorthabthe energy of the leading particle
remains in the hadronic cascade. However, there is also lamiability € for the leading particle
to be a neutral pion. The neutral pion would decay immedjataeking a lot of energy out of the
hadronic cascade. A constant probabitity 0.05 is used here.

In the following, some basic formulas are derived from thegified shower model. For comparisons
with full simulations and data, also some numerical valuescalculated. It shall be emphasized, that
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3.2. EXTENSIVE AIR SHOWERS

the numerical values have to be considered with care andyame means quantitative predictions. They
mainly serve to show that the simplified shower model is iddawe to produce the right magnitudes. Any
guantitative prediction of the model needs to be confirmetkhlistic air shower simulations to be of any
value.

The following gives a summary of the parameter values us#ueise calculations:

E = 10¥eV energy of the initial cosmic ray
Ny = 10 average charged pion multiplicity [45]
& = 10GeV critical energy for pions from the last section
A = 100gem~2 average pion interaction length [21]
k = 0.6 total energy fraction available for pion production
e = 0.05 probability that the leading particle isr&

Energy calibration function

According to Fig. 3.8, the energy of the cosmic ray is divided in the first interaction into #igroups:
the energy(1 — k) FE is carried by the leading pior%,nE is carried by the other charged pions, M

by neutral pions. The neutral pions decay immediately. Tiergy fractionE,(rl)/E that remains in the
hadronic cascade depends on whether or not the leadinglpasta neutral or charged pion. There are two
cases:

. . i) 2
leading particler™: P = (1 —e), = =(-r+ 3"
(1)
E 2
leadi ticler?: P = T = Zg.
eading particler €, Z 3/{
On average, the energy fraction
EY 1
7 = K (e — 3) +1—-e~0.78 (3.2.2)

remains in the hadronic cascade.
This situation repeats in every step, so that imikth step, the remaining energz}é,") in the hadronic
cascade is

ET(F”) = l:li (e — ;) +1-— e}n E. (3.2.3)

The total number of charged pions in theh step isNg,"*. The pion cascade stops, when the average
energy per pion reaches the critical ene¢fy

B In[E/€7]

!
=T —— c =
Nen'™* S " In[Ne] — Infr(e — 3) + 1 — €]

~ 8. (3.2.4)

The charged pions decay into muonswat n., which allows to derive the total number of muai'g
in the shower:

In Ny = 0 N = el New = 3o hﬁ[(]lfci] Em In {g} . (3.2.5)
1/
This can be rewritten in a form of a simple power law:
E=¢T x N, . (3.2.6)

The power law is a very important result, because it allowgtonstruct the primary energy of the cosmic
ray by counting the total number of muong, in the shower. Eq. (3.2.6) will be generalised later in this
section.
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CHAPTER 3. ULTRA-HIGH ENERGY COSMIC RAYS

The parameterg] and~ are constants in the simplified shower model. In realityy the very weak
functions of the cosmic ray enerdy, but it will be confirmed with full air shower simulations irh@pter 5,
that the approximation ~ const. and” ~ const. is excellent for0'8eV < E < 102°eV. The numerical
valuevy =~ 1.11 obtained in the simple approach is close to the simulatisalt®

Invisible energy

Not all the energy of the cosmic ray is released into the gpim@®. In a real shower, most of the energy
not carried by electromagnetic particles is carried by nsuand neutrinos. The neutrino energy is lost
entirely and muons loose only a small fraction of their epénghe atmosphere.

Fluorescence detectors observe the fluorescence and beréght, which is proportional to the
energy deposit of the air shower in the atmosphere. The grgyg carried by the muons and neutrinos
is invisible for these detectors. The energy measuremethiedfuorescence detectors is corrected for this
invisible energy, the correction is calculated with full sihower simulations.

The invisible energy fractiottin, / E can be calculated with Eqg. (3.2.3) within the simplified mode

B E\ Y1 E 010
Ein/E = <§g> (55) 0.14. (3.2.7)
This result is of the same order as full simulations [47].

The equation shows, that the correction decreases slowtingé cosmic ray energy/, which is one of
the reasons why the fluorescence method works best at udfineehergies. The model also shows, that the
correction has a sensitive dependencyprand-y, which depend on the details of the hadronic interactions
in the shower. It will be shown later, that it also has a seémsidependency on the madsof the cosmic
ray.

Depth of hadronic shower maximum

With Eqg. (3.2.4) and the splitting length2 )\, it is possible to calculate the depth of the pion shower
maximumX 7,

In2 A E
XT  =Xo+n.n2\; = Xy + l In | —
me e e " N lfs(e - P+ 1-d Lz]
E
~30gecm 24+ 19gem? In {ﬂ] ~ 590 gcm ™2, (3.2.8)

whereasX = In2 )\, (10'% eV) ~ 30 gcm ™2 is the extrapolated proton-air interaction length @t’ eV
from ref. [21]. As discussed before, th&;,, of the hadronic cascade should occur shortly beforeXihg
of the electromagnetic cascade. The model result is of tine smder as the maximum of the muon shower
in Fig. 3.6, which marks the end of the hadronic cascade.

A formula for the depthX o« Of the electromagnetic shower maximum may be derived witimias
approach [45]. One obtains the same functional form:

Xpax= Xo + CInE (3.2.9)

whereag”' is a constant. If the averagénax is plotted against the logarithm of the cosmic ray energg, on
should obtain a straight line. Fig. 3.2 shows some simulatiof X oy, Which are indeed straight lines in
this representation.

Shower-to-shower fluctuations

There are physical fluctuations in the air shower developntleat even occur if identical cosmic rays are
injected into the atmosphere. These shower-to-showeudtions affect the distribution of energy between
muons and electromagnetic particles in an air shower andapth of the electromagnetic and hadronic
shower maximum.
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3.2. EXTENSIVE AIR SHOWERS

The shower-to-shower fluctuations can be traced back mdessfirectly to statistical fluctuations in
the first few interactions of the cosmic ray with the atmosph&tatistical fluctuations in the interactions
of the second particle generation already average outusea# the large number of particlﬁéﬁ) > 100
produced in the first interaction.

Only because of the leading particle effect, the second lsindl interactions matter at all. If there was
no leading patrticle, the fluctuations caused by the secortitigageneration were already by an order of
magnitude( N)1/2 < 10 smaller.

The shower-to-shower fluctuations of the total number ofmsug, on the ground turn out to be impor-
tant in the context of this work, and shall be estimated inctirgtext of the simplified shower model. Only
the effect of the first interaction is considered. Two sosrce fluctuations ofV,, can be identified: the
division of energy in the first hadronic interaction and fuattons in the altitude of the muon production.

The energy division is discussed first. A considerable arnofithe total energy of the cosmic ray
goes directly into the electromagnetic component in the ifiteraction. The energE,(rl) remains in the
hadronic cascade. Only this energy can serve to producesrindhe end. Thus, one can approximately
write:

0[N _ olEs]
Ny - E,(rl)

(3.2.10)

To estimate the fluctuations oi[E,(rl)]/E,(rl), it is instructive to turn back to the initial consideration
which led to Eq. (3.2.2). If the leading particle always washarged pion, fluctuations (Efrl) could only
come from the branching ratjp= 2/3 of charged to neutral pions, produced in the hadronic iotemna.
The variance op can be approximated by binomial statistics:

< 6%, (3.2.11)

~

p b

olp] _ 1 [p(1—p)

1

I
Wherea&ch(ﬁ) corresponds to the sum charged and neutral pions. The Dﬁﬁei 100 is inserted to
obtain the numerical result. The energy fraction not cdrbg the leading particle is, so the fluctuation

caused by this effect is

0A [Nu]

N,

Much larger is the fluctuation caused by the leading pariistdf. There is only a small chanedor the
leading particle to be neutral pion, but the energy fracfibr ) immediately lost is large. The variance
of the two cases serves as an estimate of the fluctuations:

~ K "][?p] <3%. (3.2.12)

1/2
05N o[BS (e(l—e) (A —r)
= Ry ey ~ 12 %. (3.2.13)

This type of fluctuation is interesting, because it has angti@symmetry. In a realistic shower, this effect
should lead to a tail towards low numbers of muons. Such agaideed observed in full air shower
simulations, as will be shown in Chapter 5.

The second source of fluctuations is the altitude of the muodyztion, which is also to a large degree
determined by the first interaction. The basis of this distrsis Eq. (3.2.5), which shows how the total
number of muonsV,, depends on parameters of the simplified model.

The calibration constant depends only weakly on the hadronic interaction paramelteissassumed,
that the fluctuations ofy are negligible. This leaves fluctuations of the critical rgget” to consider.
Eq. (3.2.1) shows, that the critical energy is proportional to interaction lengthy at the altitude of the
muon production, thus

0cINy _ oler] _ olin
N, 5 G P (3.2.14)

The interaction lengtty, depends on the altitude of the muon productigip,, which varies with the

depth of the pion shower maximusiy,,. Most of the fluctuation ofX7., is generated in the first inter-

max*
action. The deptlX, of the first interaction in Eq. (3.2.8) has an exponentiairitistion. The interaction
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CHAPTER 3. ULTRA-HIGH ENERGY COSMIC RAYS

length at101? eV is A, (10! eV) ~ 40 gcm~2 which is then also the size of the fluctuationJs§. The
valueo [ X, J ~ 50 g cm~2 for the whole cascade seems like a good estimate.

This corresponds to a fluctuation of abdukm in the muon production altitudg[,,,. This has an
estimated effect of abodb % on [, so that

UC[NAJ
Ny

~ 10 %. (3.2.15)

The combination of all effects give$ %, in good accord with the simulation results in Chapter 5. The
analysis shows, that[N,,]/N,, is approximately independent of the cosmic ray enérggnd direction, at
least in very inclined air showers with)° < 6 < 90°. This feature is also confirmed in Chapter 5.

Heavy cosmic rays

So far, only proton induced air showers were regarded in itt@lgied shower model. The formulas
derived so far can be generalised to heavy cosmic rays Avittucleons by using theuperposition ap-
proximation[21, 22, 48]. In this approximation, a heavy cosmic ray isarelgd as a superposition df
simultaneous and independent proton showers, each agagienergye /A.

This approximation describes a particular limit of the firderaction of a heavy nucleus, in which the
cosmic ray suffers a full fragmentation very high in the aspitere. That the first interaction is high in the
atmosphere is quite realistic, because the hadronic otterdlength of a heavy nuclei is approximately by
a factor A2/ smaller than for a proton. In reality, however, it is morelgble for the heavy cosmic ray
nucleus to successively fragment into smaller pieced, fatilthe simple calculations considered here, the
superposition approximation is good enough.

A particular important consequence of this picture alsa&ah a realistic scenario: if a variahtein
an air shower depends only weakly on the primary energy o€disenic ray, then it will also depend only
weakly on the masd of the cosmic ray:

dz dx
a8 = 0 = di 0. (3.2.16)

In the simplified shower model, it is possible to derive gafieed formulas for heavy cosmic rays
from the proton results by substitutiig — E/A and summing oveA showers, wherever appropriate. It
is instructive to express the new generalised quantiti¢arins of the corresponding quantities of a proton
shower with the same enerdy.

[Nula /[N, = A7V = AP0 ~ 1.4 (3.2.17)
[EET‘F} / ﬁﬂ =AY 2 A0~ 14 (3.2.18)
A p
N N 1
|:O'£V ;J] / [UEV u]} = 013 (3.2.19)
n A H P

[(XFada — [XPadp = m mA~19gem ? In A~ 76 gem™ 2, (3.2.20)
whereA = 56 for an iron shower is used for the numerical value in each line

Apparently, air showers initiated by heavy cosmic rays tevéigher in the atmosphere, have more
muons, and smaller shower-to-shower fluctuations. The rigaieesults for iron are again in of the same
order as the full simulations in Chapter 5.

The generalised energy calibration function for heavy gosays is

E=A"7¢ x N, (3.2.21)

which means that the general power law structure is predeifvd is constant. In particular, the exponent
~ is unchanged, which is in good accord with full simulatiohsreality, v is a very weak function of,
and therefore also a very weak functionAf
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3.3. VERY INCLINED AIR SHOWERS

The last important insight is, that the power law is even@mnexd, if A is related to a power law of the
primary energyF itself. The following energy dependence for the cosmic ragsshall be analysed

A(E) = Ay x EP, (3.2.22)
whereasd, ands are constants. In this case, the generalised energy daibfanction turns to
E— AO(I*V)/(lJrﬁ(vfl)) f;fl/(lJrB(v*l)) > NH’Y/(lJrﬁ(V*l)) (3.2.23)

and the power law index is replaced by, = 'y/(l + B(y — 1)). If the composition of cosmic rays
becomes heavier (lighter) as the energy increases,theq ~ (ya > 7), becausey > 1 andj > 0
(5 <0).

This special case is not just academic. It turns out, tha(FEg.22) is at least a good approximation to
real data betwee? x 10'® eV and2 x 10 eV. This can be shown with Fig. 3.2. The measurements of
the depthXnax Of the electromagnetic shower maximum are well fitted by akén) line in this graphical
representation so that experimentally the following ietats observed

(Xmax— const) o In E. (3.2.24)

It is not clear whether Fig. 3.2 shows a change in the cosrgicomposition, because its interpretation
depends on air shower simulations, which apparently havwe qularge spread. However, it shall be
assumed, that there is a composition change. The simplifisti@ver model predicts that

(Xmax—const) o< In A, (3.2.25)

see Eq. (3.2.20), which was derived for the hadronic shoveimum, but an analog result is obtained for
the electromagnetic shower maximum. Eq. (3.2.24) and E248) can only be fulfilled simultaneously,
if A is either constant or changing like Eq. (3.2.22).

This is an important result, which will be picked up again imapter 7.

3.3 Very inclined air showers

It was discussed in the previous section, that a transitigsteebetweerd = 60° and 70°, where the
electromagnetic component becomes absorbed in the ateres@nd the shower starts to be dominated
by the muon component. The so callegty inclined air showersvith zenith angles betweeit° and90°

are the main topic of this work, and will be focused on in thikofeing.

3.3.1 Muon component

The average muon energy immediately after their produdsio the order of the critical energy of the
pions. The pions still have large Lorentz factgrs> 100 at the end of the hadronic cascade, which are
inherited by the muons. The muons therefore form a collichétam in the forward direction. Positive
and negative charges are produced in equal numbers. A#gmttoduction, the muons are only affected
by Coulomb scattering, energy losses, decay, and geoniagedections.

Coulomb scattering

The charged particles in the shower are scattered predathimathe electric Coulomb fields of air nuclei.
Multiple scattering is well covered by M@re’s theory [51,52]. In a normal approximation [53] to this
theory, the average squared deflection angle after a gis@hdbpthX is [49]

o X [ B\
(05 >_E <mvﬁ2> , (3.3.1)

wherelem =~ 37.7g cm~2 is the radiation length in dry aify, ~ 0.021GeV is a scattering constant, and

v, andg = v/c are the mass, Lorentz factor and velocity of the scatterartigbe in the laboratory frame.
This effect is important for electrons at all zenith anglésis sub-dominant for muons & < 80°. At
larger zenith angles, Coulomb scattering and geomagnetieations are the main sources of the angular
divergence of the muons from the shower axis which is obskeowethe ground [84].
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Figure 3.9: The graphs show the total energy loss of muongyinidas calculated in CORSIKA [49], and
the individual contributions due to ionisation loss, direte™ production in the electric field of a nucleus,

bremsstrahlung, and nuclear interaction (adapted frof).[50
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Figure 3.10: a) The graphs shows the magnitude of the peigpdadcomponent of the geomagnetic field
with respect to the shower axis as a function of the showection. b) The plot shows the orientation of
the ground plane in the shower plane coordinate systemhwigpends on the orientation of the shower
axis and the geomagnetic field vector (see Chapter 2). Thie d@gguna points to the early arriving part
of the shower in this coordinate system. For both plots, amatigfield 0f24.6 T with an inclination of

—35.2° and a declination of.2° is used.
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3.3. VERY INCLINED AIR SHOWERS

Energy losses

Fig. 3.9 shows the energy loss of muons as a function of thegygn&he moderate ionisation energy loss
of about3 MeV /g cm =2 is the only energy dissipation process for most muons. Tia émergy loss can
be estimated from Fig. 3.2 and Fig. 3.7a), by assuming thatwdns are produced at the depth,,« of the
electromagnetic shower maximum. The energy loss depentieaenith anglé of the shower. It is only
about3 GeV atf = 60°, but increases up tt) GeV for as the zenith angl@é approache80°. Because the
muon energyx &7 also increases with, the muon attenuation caused by energy loss remains small up
about80°.

Decay

The decay lengtlsycr of a10 GeV muon is66 km, and thus much larger than the distadggy between
the muon production point and the ground up to zenith amglefsabout80°, as shown in Fig. 3.7c). At
6 = 80°, a transition happens and muon decays become significaatidition, muon attenuation due to
energy loss processes becomes important.

The muon energy spectrum observed at the ground level is agdghown in Fig. 3.6. The decay and the
muon attenuation effects abo86° make the spectrum harder by removing muons in the low enaify t
As a consequence, the average muon energy increases. Thgeaeaergy at the muon production point
increases, too, since the critical energyfor pions also increases with the zenith angleTogether, all
these effects lead to much higher average muon energies gtdbnd level as the zenith angle approaches
90°.

Geomagnetic deflections

In the zenith angle rangé0° < 6 < 70°, where the electromagnetic component becomes extint, als
lateral deflectiongz of muons caused by the geomagnetic fiBldbecome relevant. The deflections can
be approximated as [10, 54]

N eBTd2

5z~
Yo

for E, > m,c*andd > dx, (3.3.2)

whereag: is the elementary chargéthe distance between the muon production point and the dralamg
the shower axisF,, is the muon energy, anBr is the perpendicular component of the geomagnetic field
B with respect to the shower direction.

Fig. 3.10a) shows3 as a function of the shower direction relative to the georatigriield. In the
extreme case, a muon propagates 2 aT geomagnetic field at the Auger South site. FéH&eV muon
at a zenith angle of = 60° (80°), this leads to about0 m (1600 m) lateral displacement aftai) km
(66 km) travelled distance to the ground level. Geomagnetic didles may therefore be neglected for
6 < 60°, but are important in very inclined showers. They introdaneasymmetry in the lateral profile of
the muon density, which is shown in Fig. 3.11.

The deflection also causes an increase of the total pathlefitiie muons. Compared to the muon de-
cay length, this increase remains negligible, so that tta humber of muons on the ground is independent
of the shower azimuth anglg

dn,

i~ (3.3.3)

3.3.2 Lateral shower profile at ground level

The lateral profile of an extensive air shower consists ofqig electrons, muons, and hadrons at all zenith
angles. The density of these particles decreases very fdstngreasing radial distanceto the shower
axis, approximately like—* for a certainr > rmin. The values ofx andryi, are in general different for
the four components.

The lateral divergence in the shower is generated througlréihmi-motion of the partons in hadronic
interactions, through the conservation of the transvers@emtum in the two or more products of a decay,
and to some degree by the geomagnetic field.
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Figure 3.11: The profiles show the simulated muon densjtpn the ground afZ ~ 10'? eV and¢ ~ 0°
in the lateral coordinate system. The showers are the same=ag. 3.6. a) The radial symmetry around
the shower axis is still largely intact. b) The radial symmés broken by geomagnetic deflections.

shower axis

ol 7|/ ground plane

“late” region “early” region

(a) Simplified picture of the deflection of muons through the géb) Asymmetry in the density observed in the “early” and “late”
omagnetic field in the shower front plane. Bpr> 1, depleted regions of the shower on the ground. Distances are not te scal

regions from (after [10]). (adapted from [55]).

Figure 3.12: The geometrical drawings illustrate a) thengggnetic and b) the early-late asymmetries in
the lateral muon density,, on the ground in very inclined air showers, which are ex@dim the text.

a) The drawing shows rings formed by muons of equal enéfgyround the shower axis in the shower
front plane. The line thickness indicates the magnitud& of The geomagnetic fieldr separates the
muon charges, shifting the rings by an offsetz. If the field is strong enough, two depleted regions with
an angular size form around the magnetic field direction. b) The drawing ioves the shower from the
side. Muons generated with equal angle® the shower axis at different points on the shower axis appe
more dense in the early region of the shower on the groundithtaie late region. Muons in the late region
travel longer before reaching the ground level and get mibea@ation than muons in the early region.
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3.3. VERY INCLINED AIR SHOWERS

The lateral densityprofile of the muons:,, is the most important one for the signal profile measured
in an array of Water-Cherenkov detectors on the ground attzangles larger thaf0°. Electrons and
photons are more numerous than muons at all zenith anglethdiuenergy is usually so low that they
make only short tracks in water, and thus they produce msh@derenkov light than muons per particle.
The same arguments holds for the left-over hadrons. Whileltwetrons still contribute to the total signal,
the contribution of the hadrons can safely be neglected [56]

Fig. 3.11 shows, for two example showers and the loss of radial symmetry gelaenith angles.
There are two kinds of asymmetry observed in the lateral nmuofile n,,: geomagnetic asymmetries and
so calledearly-lateasymmetries. The asymmetries are discussed separately.

Geomagnetic asymmetries

An analytical model of the muon density, in very inclined showers is derived in ref. [10, 54]. It is idal
in the rangel0'® eV < F < 102 eV and60° < 6 < 90°.

The muon density,,, is calculated in the shower front plane at the ground levelul@mb multiple
scattering, muon decay, and energy losses are all neglédtegiis a good first approximation and removes
all sources of early-late asymmetries. Furthermore, tbaylangled,, between the muon direction and the
direction of its mother particle, the pion, is neglectedtidly, also the geomagnetic field is set to zero.

In this case, a muon inherits its direction from its mothentipke, the charged pion. The pions have
a certain transverse momentym with the respect to the shower axis, which they obtain in biaidr
interactions. This leads to the following ansatz

re =T a0) = PL ) 4 o B, — LTI (3.34)

p/l. E/L T/L —TIr

which relates the radial distaneg of the muon from the shower axis to its enedgy, the distancel from
the production point to the ground, and the radial distanocef the parental pion.

Simulations show [57,58], that the- distribution of pions is approximately independent of thergy
E and massA and direction of the cosmic ray. The radial distangeof the pions is of the order af0 m
to 100 m [57]. The distancel ~ dmax depends only on the zenith angleén good approximation for
6 > 60°. Fig. 3.7¢) shows, that the dependencylamn the cosmic ray energy can be neglected at large
inclinations. It follows from Eq. (3.2.16), that the dependy on the cosmic ray masgscan be neglected,
too.

The angle‘?u between the muon and the shower axis due to the transversemtamy of the pion is

6, ~ L, (3.3.5)
Pu

An average transverse momentpm~ 0.3 GeV yields an anglé# ~ 1.7°.
Eq. (3.3.4) relates the muon density with the muon energy distributiond/dE,,:

dN 1 dN 1 |(dE,

B _ N dN  cprd(0) dN
©dzdy 27r,, dry, N 27ry, 1 dry

dE, ~ 27r,(r, —rs)? dE,’

Ny (3.3.6)
where dV/dy = const. is used (no geomagnetic field). If a power laW/dE,, oc E;; < is assumed for the
muon energy spectrum (compare with Fig. 3.6, which showsmenergy spectra observed on the ground),
one obtains

e el (e o B e (e (3.3.7)

which is in good accord with full simulations.
The geomagnetic field is now included. Inserting Eq. (3.1 Eq. (3.3.2) from the previous section
leads to an offsefzr in the shower front plane

eBr (0, $)d(0)
2pr

1strictly speaking, this “density” is actually the integedtmuon flux through a particular ground area element over thakbr
time interval of the shower front.

oz = (ry—rz)=n@,¢)r, for r,>r., (3.3.8)
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whereasr,, is the radial distance of the muon in absence of the geomiagiietl. The factorn (8, ¢)
depends only on the shower direction in this approximattea.(3.3.8) has geometrical implications that
are illustrated in Fig. 3.12a). If the geomagnetic field i mfuons with equal energies form rings around
the shower axis. If the geomagnetic field is turned on, pasénd negative charges are separated and each
rings separates into two, having an offagtr from the shower axis.

If » > 1, which is the case fof = 80°, depleted regions form, which contain no particles in the
simplified model. This allows to understand the butterflyhafr,, at these angles, see Fig. 3.11, although
the effect is not so distinct in a real shower.

Eq. (3.3.6) allows another important conclusion. The sluiplee muon density,, essentially depends
only on the shape of the muon energy spectru¥ydE,,. The latter is approximately independent of the
cosmic ray energyr and massi, and therefore the same is true for the shape of the muontdensi

The universality of the muon energy spectruii/@E,, can be understood with Fig. 3.7d). The altitude
of the muon production does not change significantly withabemic ray energy, and thus the critical
energy¢” of the pions remains approximately constant. The insertyitio the cosmic ray masd then
follows again from the insensitivity to the energ@y see Eq. (3.2.16).

These results imply, that the lateral muon density profileon the ground approximately factorises
into the total number of produced muoh@, which depends on enerdy and massA of the cosmic ray,

a zenith angl#) dependent muon attenuation factorand a normalised lateral density profilg, which
depends only on the shower direction [11, 13, 54]:

ny =~ Ng(E7A) x a(0) X pu(r,;0,¢), (3.3.9)

The muon attenuation facter(f) takes the so far neglected absorption effects into accaumth
reduce the total number of muong, on the ground with respect to the total number of producednsiuo
NO

1
N, ~a(8) x N}. (3.3.10)

The attenuation factar depends only on the shape of the muon energy spectiifd8,, and the distance
d(0) to the ground. Since the former is approximately consthetmuon attenuatio®(#) is only a function
of the zenith anglé. The factorisation will be confirmed quantitatively in Clexpb and used in Chapter 6.
A final remark on the derivation of,, shall be made. To get a simple analytical model, the decalgang
6,, between the direction of the muon and its parental pion aadCibulomb scattering of muons were
neglected, like in the original derivation [10, 54]. Thepp@ximations shall be challenged now.
The fixed angl®,, between the muon direction and the direction of its paréetcharged pion, is [49]

Y Vi = Yy
Vﬂﬁﬂ\/'ya_l

wherey, andv,, are the Lorentz factors of the charged pion and the m@ges v, /c is the pion velocity,
andv,, ~ 1.039 is the fixed Lorentz factor of the muon in the center-of-maase of the pion.
If the Lorentz factors are largg. =~ v, > 1, the muon anglé,, is approximately given by

cosf, = (3.3.11)

0, ~ Y= (3.3.12)

T

For a Lorentz factor 0f00, one obtains a decay anglg ~ 0.8°. This is the same magnitude as the earlier
derived muon angléu =~ 1.7° generated by the transverse momentum. One can furtheda@iauith
Eq. (3.3.1) that the average angular divergence genergt&€bblomb scattering becomes larger than the
angular divergence inherited by the piongat 80°. Both effects therefore should be regarded in a full
analytical discussion.

However, it turns out that all these effects leadrtp oc ;' andn,, o r~3 in first approximation.
Thus the qualitative results derived so far remain valid.
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Figure 3.13: The plot shows the simulated raNg/NN‘ of positively and negatively charged muons,
which arrive at the ground as a function of the shower azimufbr different zenith angles. Positive
muons are bend downwards for showers coming from the eattisloase, the ratio/," /N, is larger than
one, because negative muons have to travel longer pathsufiedmore attenuation. A@ > 85°, some
muons are even bend so that they never reach the ground. tlihéai is reversed for showers coming
from the west. The ratio is derived from air shower simulagidescribed in Chapter 5 and approximately
independent of the cosmic ray enerfyand massA.

Early-late asymmetries

There are other effects that destroy the radial symmetrjx@fituon density:,, on the ground in very
inclined showers beside the geomagnetic field. They are suised under the term early-late asymme-
tries [16, 55].

The early-late asymmetries arise, because the laterélpaptofile is not measured in the shower front
plane perpendicular to the shower axis, but in the groundeplalhis leads to differences in the muon
densityn,, in the early and late part of the shower, which are partly edusy a geometrical effect and
partly caused by muon attenuation.

Fig. 3.12b) illustrates this. Muons in the early arrivingtgz the shower appear less inclined and more
dense to an observer on the ground than muons in the latengrgart. This is the geometrical effect.

Furthermore, muons in the late part of the shower traveldomg the ground than muons in the early
part. Muons in the late part suffer more energy losses and hare time to decay before reaching the
ground level. The differences are relevant, which is showthb simulated muon charge ratio in Fig. 3.13.
This ratio is a function of the azimuth angle mostly because of the attenuation effects.

In general, the early-late asymmetries are not alignedthélgeomagnetic field asymmetry. The angle
between both in the shower plane coordinate system is showigi3.10Db).

3.3.3 Time structure of the shower front

The time structure of very inclined air showers is invedtigan ref. [57,58]. A general discussion of the
shower front at all zenith angles can be found.in ref. [59]. Muons travel nearly in straight lines and
are the leading particles in the shower front at all zenitll@s In first approximation, the shower front is
well described by a sphere expanding with the speed of lif. center of the sphere is approximately the
point, where the hadronic cascade ends and the majorityeafitions are produced.

The shower front has a finite width of a few meters, equivaterd few tens of nanoseconds, see
Fig. 3.5. Atd < 60°, this width is dominated by the delay of the electromagrditices. Electromagnetic
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Time delay of e,y through b) Geometric time delay

a) Coulomb scattering of muons

first interaction

hadronic cascades
(not shown)

ground plane

Figure 3.14: The drawing shows how a time delay is generatesh if all particles in the shower would
move with the speed of light. Muons are the first arriving ioées at all angles. Electromagnetic particles
generated in the hadronic are delayed with respect to thensnbhecause of Coulomb scattering. The
time delay of the muons is mostly due to small difference@individual velocities, at distances>
1000 m, also differences in the geometric paths play a role [57, B8]effects in the drawing are greatly
exaggerated, the distances are not to scale.

particles get spread out in time by multiple scattering intcast to muons, as illustrated in Fig. 3.14a).

At 0 = 60°, the electromagnetic component is extinct and the residigth is caused by the small dif-
ferences in the velocitg of the relativistic muons and geometrical delays, whichséi@vn in Fig. 3.14b).
The muon delays are smaller than the delays of the electnoatiagparticles and the shower front is better
defined in very inclined air showers.

3.3.4 Muon generated electromagnetic particles

A small but non-negligible electromagnetic component iedble on the ground at all angles, which is
produced by the muons themselves. A discussion of this caemgaan be found in ref. [11,13,16]. The
muons produce photons and electrons mainly through decay.

A muon decays into an electron and two neutrinos. On avethgeslectron inherits abouy/3 of the
muon energy, which is at leaBi6MeV. This is many times the rest mass of an electron, but alse glase
to the critical energy¢. Thus, the electrons usually only generate short electyoetic subshowers, before
ionisation energy losses become dominant and they arelguibkorbed. On the other hand, because of
the broad energy spectrum of the muons and their continuwrgglosses, some muons always decay and
refill the remaining electromagnetic particle spectrum.

The muons are therefore accompanied by a halo of electrogtiagrarticles of moderate lateral exten-
sion, typically a few tens of meters. If the density of muasntarger thard.1 m~2, the halos overlap and
form a continuous electromagnetic particle front.

In general, the electromagnetic halo front arrives in cioiecce with the muon front on the ground,
because the electromagnetic particles do not survive longgh to build up a noticeable time delay. The
particle density of the electromagnetic halo front folldévs muon density closely, so that the number ratio
nem/n,, Of electrons and muons remains nearly constant.

At larger zenith angles df > 85°, a significant fraction of the muons can even reach energid¢s a
few TeV, where bremsstrahlung, direct pair production, mwbn-nucleon interactions become important,
see Fig. 3.9. These muon interactions favor the producfise@ndary particles which carry a significant
part of the muon momentum, which are then able to initiatellselectromagnetic sub-showers along the
muon path. Thereforeiem/n,, increases again after a plateau betweghand85° (see Chapter 5).
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Chapter

Pierre Auger Observatory

The Pierre Auger Observatory is the world’s largest insentrfor measuring cosmic rays of ultra-high
energies. It consists of two parts, one on the northern ardarthe southern hemisphere, calkadyer
NorthandAuger South

Auger North is currently in its planning stage [60] and wi built in the south-eastern part of Colorado,
USA, near the city of Lamar. The northern site has a latitdd®® north and an average altitudeldfd0 m
above sea level. The current design envisions an instratientof a ground area @0 000 km?.

Auger South was completed in 2008 and instruments a groweaaB000 km?. The observatory is
located on a plateau north-east of the city of MalergArgentina. The site has a latitude3dP south and
an average altitude d#£00 m above sea level.

Auger South already allows a good survey of the galacticerearid the southern sky. Together with
Auger North, the Pierre Auger Observatory will achieve aimmiform sky coverage, which is motivated
by detailed anisotropy studies. The huge exposure of theredi®ry allows detailed studies of cosmic rays
at the highest energies. Already now, Auger South colldmsi200 events abov#'® eV and about one
event abové x 10'° eV each month. Auger North will triple these rates.

The design of the Pierre Auger Observatory incorporatesitalbestablished measurement techniques,
which are both based on the indirect observation of cosnyis tlarough air showers. The first method
employs telescopes, which detect the fluorescence liglargead by collisions of electrons and positrons
in the shower with nitrogen molecules in the air. The secomrthod samples the lateral density of the
shower front on the ground with an array of particle detector

Fig. 4.1 gives an overview over Auger South. The southerhgdine observatory has four fluorescence
detector (FD) buildings, located at four corners of theaeefdetector (SD) array. Each FD building houses
six telescopes and overlook80° in azimuth and abowt0° of elevation above the horizon. The four FD
buildings together completely cover the area instrumebtethe 1630 particle detector stations of the
surface detectdr which are placed in a triangular grid with a neighbor-tégheor distance of .5 km.
The geography of the site is shown in Fig. 4.2. The SD arragig flat, the mean ground slope is smaller
than1 %.

The SD and the different FD buildings operate independeftig FD buildings operate in dark moon-
less nights and have an effective duty cycle of abdu¥. They observe the longitudinal shower profile
directly, and perform an almost calorimetric measuremérthe cosmic ray energy. The longitudinal
shower profile allows sensitive studies of the nature of theic rays, whether they are predominantly
protons or iron nuclei, or something completely different.

The surface detector with a duty cycle of almd %. It is the work horse to obtain the event statistic,
but it observes only the part of the fraction of the air showuich arrives at the ground level. The direction
of the cosmic ray can be well reconstructed from this infdroma In principle, the reconstruction of the
energy and mass from the surface detector signals has lergeetical uncertainties, but these uncertainties
can be avoided by calibrating the SD with the FD.

1Current state at August, 19, 2009.
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(a) Picture of Auger South (b) Schematical top view on Auger South

Figure 4.1: a) The picture shows one of the four FD buildirrgspmmunication tower, and a SD station

in the foreground. b) The drawing depicts a top view on AugautB. Green circles represent active SD
stations, red and blue squares those which are just irgstellack dots represent the four FD buildings.

Solid gray lines are roads, thin dashed lines indicate the dieviews of the fluorescence telescopes. The
yellow solid line indicates the design size of Auger South.
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Figure 4.2: Altitude maps generated from the positions bfleployed SD stations of Auger South are
shown in two different presentations. The positions are Tivitoordinates relative to the approximate
center of the SD array. The large parts of the array are veryXtaincrease in the altitude of abad2i0m is
observed in the north-western direction, which marks thggrimeng of the Andes. The geographic features
appear somewhat exaggerated due to the plot scales.
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This is just one example for a genuine advantage of the Pderger Observatory, which is its ability to
observe air showers in several FD buildings or in the FD ardh simultaneously. These simultaneous
measurements can be used to cross-check the detectorsquahtdy detection uncertainties.

The southern Pierre Auger Observatory was designed foricaays with energies abové!'® eV. An
extension of the southern observatory to efficiently detesmic rays in the energy range df'” eV to
10'8 eV is currently being built in the north-west corner of the gurrdihis low energy extension will also
serves as a test site for new detector developments, whigdfib&éom the existing infrastructure and the
possibility to compare new measurements with a well-urtdedsreference. The low energy extensions
and the new developments are shortly discussed at the ehi ahiapter.

4.1 Surface detector

The surface detector (SD) of the southern observatory isideated in ref. [61]. The cell unit of the
array is the Water-Cherenkov-detector station [62] shawhig. 4.3. The Water-Cherenkov detectors of
the Pierre Auger Observatory are based on those of the HalPank experiment [63].

Each SD station works completely autonomous. It has twor gaels and a battery, that provide
a constant power of0 W. The station is connected with the central data acquisiimtem (CDAS) in
Malargie via a radio link to the nearest communication tower. A camriime reference over the array
is established with the Global Positioning System (GPS). [&ach station is equipped with a commer-
cial GPS receiver (Motorola OnCore UT), providing a pulse ggcond, which synchronises an internal
100 MHz clock. A micro-controller §0 MHz 403GCX PowerPC) runs the local station software being re-
sponsible for data acquisition, monitoring and commuiacatThe latest data is always stored in memory
and available upon request to the CDAS.

The exterior shell of the station is a cylindric polyethydaiank with a radius of .8 m and a height of
1.55 m. It encloses a Tyvel! liner filled with 12 m? of purified water up to a level of.2 m. The water
has a resistivity 06 — 15 MQcm and a refraction index of 1.33.

Fast particles from an air shower produce Cherenkov liglthismedium, which is detected by three
semi-hemispheri® inch photomultipliers (Photonis XP1805PA/1). The photomdikirs (PMTs) are op-
tically coupled to the water with a special compound, whicidgs aboud0 % of the incoming light to
the photocathode. The base of each PMT has two outputs, cied® the anode and to the last dynode,
respectively. The nominal end-to-end gain factor of the B4R x 10°. The dynode signal is additionally
amplified by a factor of 32.

The anode and dynode signals are filtered and digitizet &1Hz using 10 bit Flash Analog Dig-
ital Converters (FADCs). Both signals together provide ghhilynamic range from a few to abol@®
photoelectrons, encoded effective in 15 bits with 5 bitsrlaye

The FADC traces have a bin size 2§ ns, each bins contain@ — 1023 channels. A pedestal of 50
channels is added to the signal to observe possible fluohsatf the baseline. The digitized signals are
processed by a fast programmable logic device (PLD), whacm$ trigger decisions. In case of a trigger,
768 bins of all six FADC traces are read out and stored togetltle the time stamp of the trigger, whereas
100 bins are stored before and 668 bins after the trigger.fif$tel00 bins are in general signal free and
used to analyse the signal baseline.

The station automatically collects monitoring data, whistsend to the CDAS every 10 minutes.
Among such data are the current PMT, battery and CPU boatdged and the water temperature in
the tank. Finally, each station is equipped with an on-ba&d flasher, which can be used to study the
PMT linearity.

4.1.1 Signal calibration

The signal calibration of the SD stations is documented lirdietail in ref. [65], which is the basis of the
following summary.

Cherenkov pulses generated by charged particles withinveiter volume show exponential decays
with a typical decay time 060 ns. The decay time depends on the liner reflectivity and the meptality.
An average pulse shape generated by a vertically and dgritredugh-going muon is shown in Fig. 4.4b).
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Figure 4.3: The drawing shows a station of the surface datedtthe Pierre Auger Observatory, as de-
scribed in the text (adapted from ref. [41]).

The both the integral and the height of the pulse above thelibasare proportional to the Cherenkov
light generated by the particle. The pulse integpas equivalent to the charge collected at the PMT anode,
the pulse height is proportional to the peak current at the anode. The putegiial( is more precise and
therefore used as the signal reference in the final evengsiealOn the contrary, the station level triggers
are implemented as thresholds for the pulse height andftiiereased od.

The average values @} and generated by identical particles varies from station tstaand from
PMT to PMT. The same is true for their ratio. Each PMT has slifitferences in its amplification proper-
ties and its optical coupling to the water. Each station lightsvariations in the quality of the water and
the liner reflectivity. The PMT amplification also has a temgpere dependence, which gives rise to daily
and seasonal variations.

The trigger sensitivity of individual SD stations and thelysis of SD data should not dependent on
such individual and varying properties. Therefore, the &fians continuously perform a self-calibration.
Nature provides an excellent calibration source: a unifbatkground flux of atmospheric muons is con-
stantly generated by cosmic rays of a few GeV, which prodadggh rate of muon hits of rough3/5kHz
in each station.

This flux can be used to express b@irand! in terms of a physical reference: thertical equivalent
muon= VEM. A VEM has a corresponding pulse heigh&y and charge)vem, which are used as base
units forI and@. Signals and trigger thresholds expressed in VEM are inudgre of individual station
or PMT characteristics.

A single station cannot measure the directions or impaattpaif individual background muons. It
therefore cannot measure the VEM-signal directly, buteteme two indirect ways to derive the VEM
signal from the background flux.

The first method is more precise, but computationally tooeesjve for the limited capabilities of
a single station and therefore done offline (offline calibrgt The second method is less precise, but
simpler and can performed online every minute by the stdtg®if (online calibration). Both kinds of
calibrations are performed individually for each PMT anel mnbust against failures of individual PMTs in
a station.

Offline calibration

The integralg); and heightd; of Cherenkov pulses generated by the background muonsléreted over
some time to generate histograms. A clear peak turns up gethistograms, which is closely related to
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Figure 4.4: The plots show a sample of the 13 histograms dfradion data, which each surface detector
station re-generates every minute. This data is send tegefth the signal trace upon a readout request
by the central data acquisition system (adapted from réf)[6
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the signal generated by a VEM. Examples are as shown in Bigl-<4). The peak positions shall be called
peak peak
vewm andZygy.

The VEM peak stands out in these histograms, because theléragth for a vertically through-going
muon is independent of the impact point on the surface of imagt. This makes the VEM signal more
frequent than other signals. A small additional correctamtor has to be applied, because the peak position
Q\p,eE"’,‘\',l‘ in the histogram of the summed charge of all three PMTs dgtoatresponds td.09 &+ 0.02 VEM
and the peak positio?% in the charge histogram of individual PMTs 3 + 0.02 VEM.

These correction factors were found in dedicated expetisneith a reference station [66], in which
scintillators on top and underneath the station allowedlémiify vertically and centrally through-going
muons via coincidences. The origins of these shifts are uvglerstood [67].

The histogram-based calibration of the signal has a pretisf 2 %, which is much better than the
typical statistical resolution of the signal. The stati@agenerates the required histogramgoaind I
every minute and sends them together with the signal traiteet€DAS upon a station readout. The actual
signal calibration is then performed offline.

The signals used in the event reconstruction is based oratfigated pulse charg®: S [VEM] =

Q/ QA

Online calibration

Above a certain thresholf,,, the PMT trigger rate is dominated by real muon hits from thekiground
flux over other forms of noise. Because this background flakvest constant, the rate of such a threshold
trigger corresponds to a physical threshold value in uriitsEM.

For example, a threshol},, ~ 3 VEM for a single PMT corresponds to a rate of abod Hz. The
number of channel£g,, above the baseline which correspondd f6EM could therefore be derived by
adjustingl&g,, until the rate of triggers withl > 3 IS}, is 100Hz. The actual procedure is a more complex,
but uses the same principle.

The relation between the trigger rate and the correspontiirgghold value in VEM only has to be
established once for a reference station, which itself neagahibrated manually with the histogram-based
method.

The main purpose of this rate-based calibration is to regaimiform trigger performance over the
whole SD array. This is achieved by re-calibratif§g,, with this procedure every minute. The thresholds
of the proper station trigger algorithms are expressedrmgef VEM, and thus independent of individual
PMT characteristics.

The rate-based calibration is also used to initially sethgpend-to-end gain of each PMT by adjusting
the high voltage upon the startup of a station. The high gelia generally not re-adjusted during normal
operation. The average gain per PMT set up in this waydis< 10°, with an average of 94 photoelectrons
per VEM. The initial calibration of the gain ensures a bathpeak response for all PMTs in a station,
despite differences in the light collection efficiency ahd bptical coupling to the water. It also ensures a
proper dynamic range for the electronics.

The discussion shows, that the station level triggers aaditial signals used in an event analysis are
based on different calibration methods. An absolute offisttveenrcs,, and )22 is observed at the level
of 5 %, with a seasonal variation 8f% [65]. The seasonal variation is generated by a physicahtran of
the intensity of the background flux of muons, which in turnasised by the differences in the atmospheric
density profiles of summer and winter. The absolute offsabtsmportant for the event analysis, but the
seasonal variation &f % leads to a corresponding variation of the lowest level etrggger rate.

Also part of the online calibration is the monitoring of thendde to anode signal rati®. The nominal
gain factor of the last dynode to the anode is 32, but the taligevis continuously monitored and derived
from real signals. About 100 large pulses are collected aweame span of three minutes. The pulses are
selected as such that they stand out above the noise levethritie anode and the dynode traces, but do
not saturate the dynode.

Simply calculating the ratic? from the heights of these pulse is not accurate enough, bedhe
dynode and the anode signals have a phase deddybout5 ns. This phase delay is introduced by the
additional amplification step of the dynode signal. The ecrmathematical model of the relation is fitted
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to the collected data instead:

Ai = %((1 - E)Di + €Di+1), (411)

whereas4; is the anode signal in time binin FADC channels above the baseline, dndand D, are
the corresponding dynode signals above the baseline irathe and the following bin.

4.1.2 Trigger system and data acquisition

The trigger system of the surface detector is documenteef.ifig8]. The system has three levels. Trigger
events are called T1 to T3, according to the trigger levelamd T2 events are generated locally in each
station. The station stores the corresponding signaldriaceshort time buffer. T2 events are automatically
reported together with the station ID and the trigger timtheoCDAS.

The CDAS continuously monitors the stream of T2s and searfidrecompact patterns in time and
space, which are the signature of an air shower. If such agroafion is found, the CDAS emits a T3 and
the array is read out. The third level trigger is therefosoatalled event level trigger or simply central
trigger.

Local stations with a T1 or T2 are regardedcasdidatestations in the event. They may be part of an
air shower or just random coincidences, generated by thHegbaand flux of atmospheric muons. It is not
the purpose of the third level trigger to distinguish betawesal showers and noise. More complex methods
are better suited for this task and are applied offline asgddhe reconstruction of an event candidate.

A significant number of candidate events are rejected by ffi@e selection, too. Therefore, the
whole event reconstruction chain has to be regarded in dypsimaf the detection efficiency of the surface
detector.

The CDAS also counts the number of T2 events generated bystatibn every second. This data is
written into special files and used offline to determine theosxire of the surface detector to cosmic rays.
It allows to see whether a station was in data acquisitionevaic given second. The exposure calculation
is discussed in Chapter 6 and Chapter 8.

Station level triggers

The FADC traces of all PMTs in a station are continuously rfayed in hardware by a programmable logic
device (PLD). Three kinds of triggers are implemented is tevice. All work on the high-gain dynode
signal and are applied to the calibrated pulse helgigg,,.

e Thrl (T1). This a simple threshold trigger and a first level triggeretjuires a coincident crossing
of a threshold ofl.75 VEM in all three PMTs. In the rare case, that only two (one) PMT¥s ar
operational, the threshold BsVEM (2.8 VEM). The trigger produces a rate of abdaod Hz.

e Thr2 (T2). This trigger is a stricter version of the Thrl and a secordll&igger. It requires a
coincident crossing of a threshold ®2 VEM in all three PMTs. In the rare case, that only two
(one) PMTs are operational, the threshol@.& VEM (4.5 VEM). The trigger produces a rate of
about20 Hz.

e ToT (T1, T2). This time-over-threshold trigger is a first level triggeut automatically promoted to
the second level. It requires at least two PMTSs to have at lEabins with more than.2 VEM in
a sliding time window of 120 bins- 3 us. If only one PMT is operational, it is already regarded as
sufficient, if only the remaining PMT satisfies the triggendition. The trigger produces a rate of
aboutl — 5 Hz.

The signal calibration ensures, that the dominating Thid Bmr2 rates remain constant. The Thrl and
Thr2 typically selects short signals with a lengthtof- 8 bins, equivalent tol50 — 200 ns, which are
typically generated by muons. Example traces for eachdriggndition are shown in Fig. 4.5.

The ToT rate varies slightly from station to station and isaswell balanced by the station calibration
as the simple threshold triggers. It is much more pure thanother triggers, but still dominated by
coincident hits of two muons in the sliding time window. Ittypically generated in stations close to the
shower core, where the dominant contribution to the signades from electromagnetic particles in the
shower front, which are spread out in time.
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(c) Example of a ToT condition

Figure 4.5: The graphs show examples of signal traces, vggnkrated first or second level trigger events.
The triggers are based on the calibrated pulse helight oc I in VEM of these traces. Also shown in each
plot is the corresponding signélbased on the charde of the pulse. The dashed line marks the start time
of the traces.
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Event level triggers

The CDAS monitors the stream of incoming T2 events with arganfé on a central computer. The T2 events
are stored in a temporary buffer and sorted according to ttig@ger time. This buffer is then scanned with
a sliding window of50 us in search of a compact spatial configuration of the T2-engjtstations in the
window.

The trigger algorithms applied in this search use the carafagownsto measure the distance between
two stations. Each station in a regular triangular grid is@unded by six closest neighbors, which form
the first crown. The second crown is the ring of the secondesdbneighbors and so one. Fig. 4.6 visualises
the concept, the three valid trigger conditions are listeldu.

e 3ToT. This trigger condition asks for a compact configurationtwée ToT triggers. It requires an
arbitrary central station to have one partner in the firsivor@and a second partner in the first or
the second crown. Each station participates in this triggetern about three times a day. About
90 % of the trigger events are generated by real air showers, afideem fall in the zenith range
0° < 0 < 60°.

e 4C1 This trigger condition asks for a compact configurationafrfT2 triggers, regardless of the
type. It requires an arbitrary central station to have atleso partners within the first two crowns
and another one within the first four crowns. Each statiotigpates in this trigger pattern about
two times a day. About0 % of the trigger events are generated by real air showers, ohtst them
fall in the zenith rang®&0° < 6 < 90°.

e BIG. This trigger condition is automatically fulfilled, if 30 T&ations or more are found in a single
time window of50 us. This limits the computing time of the other patterns andis® @ catch-all
condition for anything highly unusual. BIG triggers arerextely rare and occur only a few times
per year. All event candidates triggered with this conditim far were either created by lightning
strikes in the array or by very inclined conventional airwbes with energies close 1®?° eV. The
rejection of lightning events is discussed in Chapter 6.

If any of these conditions is fulfilled, the central compu¢enits a T3. Another way get a T3 is upon
external request by the fluorescence detector. Fig. 4.6 showexample configuration for the 3ToT and
the 4C1 trigger.

Up to January 2007, the entire surface detector array wasagaupon a T3 event. The SD array was
still growing at that time up to a point, where a read-out efwhole array produced an unacceptably high
load on the radio communication system. The CDAS was thexefoanged and since then reads out only
the first six crowns around each T2 [69].

Stations with a T1 are only considered as candidates, if thgger time is not further apart than
(6 + 5n) us from that of the nearest T2-station, withbeing the crown number. Otherwise, such stations
are regarded as having no signal.

Upon a read-out request, every candidate station sendatitss|D, signal traces, trigger information,
position, calibration histograms, and an error code canegrthe communication to the CDAS. The latter
is used as part of the monitoring of the communication system

The task of the CDAS ends after the event is written into a daieage system and the third level
trigger is therefore the last real trigger of the SD. The ¢wamdidates are further processed offline and
have to pass two more selection levels. Because of a sityitara trigger level concept, these levels are
often referred to as the “Physics trigger” T4 and the “Quatitgger” T5. They are not actual triggers,
since they operate on already recorded data. The T4 rejgai@ls generated by background muons. The
T5 rejects events close to the border of the array, whichikelylto have a large systematic reconstruction
uncertainty. These selections are discussed in Chapter 6.
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(a) Example of a 3ToT condition (only ToTs contribute) (b) Example of a 4C1 condition (any T2 contributes)

Figure 4.6: The plots give a schematical example for the tamrthird level trigger conditions discussed
in the text. The SD array is shown from the top. The centraicstas surrounded by crowns, C1 to C4, of
neighboring stations. Encircled points represent statwith a second level trigger.

4.2 Fluorescence detector

The fluorescence detector (FD) of the southern observasadpéumented in ref. [70]. It uses the same
detection method as the successful Fly’s Eye/HiRes exgertifid].

The atmosphere and the fluorescence detector together faadtoameter. The calorimeter is suf-
ficiently large to absorb cosmic rays even at ultra-high giesr a shower has to overcome at least 8
hadronic interaction lengths and 20 radiation lengthd iinmaches the ground level. Charged particles in
an air shower excite nitrogen molecules along their path¢hvpartly de-excite by isotropically emitting
fluorescence light. The number of emitted photons is pragmat to the energy loss of the charged particle
in the atmosphere. The conversion factor is cafledrescence yield

The wavelength-dependent fluorescence yield can be melasutile laboratory. Due to quenching
effects, the yield depends on the temperature, pressudehamidity of the air [71, 72]. Since these
and other important atmospheric parameters are constemlyging over time, the atmosphere has to be
monitored carefully over the site. Under standard cond#i@0°C, pressure of013hPa), about 5 photons
per MeV are emitted betwe&®0 nm and400 nm in dry air [73].

With the fluorescence vyield it is possible to reconstructttital energy loss of the electromagnetic
shower component in the air by collecting the emitted fluoease light along the shower path. The elec-
tromagnetic component carries ab00t% of the total energy of the cosmic ray, as discussed in Ch&pter
and therefore allows an almost calorimetric energy measemée

The fluorescence light is detected with 24 Schmidt telesgophich are housed in four separate FD
buildings — Los Leones, Los Morados, Loma Amarilla, and @eito — located at the border of the SD
array. Each telescope has a field of view36f x 28.1°. Each FD building covers an azimuth angle of
180°.

The telescope design is shown in Fig. 4.7. The optical systemists of a diaphragm with an aperture
of 3.8m? and a spherical mirror, which has an ared®f? and a radius of curvature 8f4m. To improve
the signal to noise ratio a UV transmitting filter (Schott M&§is integrated into the aperture. A ring of
corrector lenses behind the filter reduces aberrationsioptical system and increases the collection area
by almost a factor of two. The optical system keeps the amgi#a of the image of a point source on the
camera smaller thai5°.

The camera is installed in the focal plane of the mirror antsi®is of 440 hexagonal PMTs (Photonis
XP3062) arranged in a matrix of 22 rows and 20 columns. Eachi Rivins a pixel of the camera and has
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(a) Drawing of telescope with optical system and camera (b) Photo of mirror and camera

Figure 4.7: The drawing on the left shows the optical comptand the camera of a telescope of the
fluorescence detector of the Pierre Auger Observatory. fitites on the outside provides protection from
bad wheather and dust and from light of the sun and the mooe.phbto on the right shows the camera
and the mirror, the camera of another telescope is visibteerbackground. The photo also shows the
curtains in the front and the back of the telescope, whictewfted for the photo, but normally hang down
to catch stray light.

a field of view of1.5°.

The light collection efficiency over the surface of a PMT dswes towards its border and small gaps
between adjacent PMTs are unavoidable due to the mechatrigeture of the camera. These effects would
decrease the collection efficiency over the entire camera 6, but are avoided by placing small trian-
gular mirror segments around each PMT. These segmentedddktrcedes stars, increase the collection
efficiency to94 %.

The filtered and amplified pixel signal is digitized evéfy)ns with a10MHz Analog Digital Converter
(ADC) with a dynamic range of 12 bits. Each PMT actually hasdeer a range of 3 tv0> photoelectrons
which is equivalent to 15 bits. A compression scheme is ugembyer this range with only 12 bits. The
scheme exploits, that only one pixels of the camera needsilfrdynamic range at a given point in time,
while the other pixels only need a fraction of their 12 bitgan Each pixel has its own circular buffer
which stores the lasto0 s of the signal trace.

In order to be cost-efficient, not every PMT has its own higttage unit. Instead, PMTs with similar
gain characteristics are grouped during the installatioth@ camera and are connected to one of several
high voltage channels per camera. The high voltages forMiesin the same channel are fine-tuned with
programmable potentiometers. The gain is balanced ovaarttiee camera to a level af%.

Each FD building uses a commercial GPS receiver (Motorol&@@a UT) to synchronise itself to a
common reference time. The same type of receiver is useccm®@ station.

4.2.1 Signal calibration

The fluorescence detector reconstructs the total numbehatbps generated by an air shower from a
detected fraction of the isotropically emitted light in ateé distance. In order to derive the number
of photons at the aperture of the telescope from the intedrpixel signals, the telescopes need to be
calibrated. Similarly, the absorption and scattering prtips of the atmosphere have to be measured to
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derive the total number of photons emitted by the shower ftbensampled number of photons at the
aperture.

The signal calibration of the telescopes is done in two stefs absolute calibration is done three
to four times per year, which relates the integrated pixghals to a defined number of photons at the
aperture. A relative calibration is done every night of e@pen before and after the data taking. The
relative calibration allows to keep track of changes betwes absolute calibrations.

Absolute calibration

The absolute calibration is a full end-to-end calibratidneach telescope. It accounts for the optical
system, the camera, and the electronic readout. In ordegrform the calibration, a diffuse light source

with a diameter o2.5 m is mounted at the aperture of a telescope. The light sousssmieles a drum. It

is constructed to have an almost uniformly illuminated framhich covers the aperture of the telescope
completely.

The drum is illuminated by a calibrated UV LED diode and pd®s a known and uniform photon flux
at each PMT of the camera. The absolute calibration has artamtty of6 %. The relative wavelength
dependency of the FD signal response is also measured \itthrtim, but using a Xenon flasher with a
filter wheel to select individual frequency bands.

Relative calibration

The relative calibration is performed with three diffusiight sources, mounted at different positions of
the optical system. They allow to monitor the short and l@rgitchanges in different groups of detector
components. This is done by illuminating the camera witlséheght sources and recording the measured
signals.

The first light source is mounted at the mirror and illumisatiee camera directly. It is used to track
relative changes in the calibration of the PMTs and the caralerctronics.

The second light source is mounted at the center of the caitselfa Its light is reflected at the mirror
and falls back into the camera. The second light source i3 tasteack relative changes in the camera and
the mirror reflectivity, for example due to the accumulatidrdust on the mirror.

The third light source is mounted in front of the aperturehef telescope and illuminates the aperture.
Its light passes the whole optical system. This light souscesed to monitor relative changes in the
aperture, the mirror reflectivity, and the camera.

The measurements of all three light sources can be disdathoffline and then also allow to keep
track of changes in individual detector components.

Atmospheric monitoring

The Pierre Auger Observatory uses an extensive monitoriogram to keep track of atmospheric prop-
erties. A summary of these activities can be found in ref, 8. The main task of the atmospheric
monitoring is to derive all parameters for a proper caldéorabf the fluorescence yield along the shower
track and the Mie scattering of UV light on aerosols in the@phere.

The vertical profiles of the density, temperature, and iredatumidity of the atmosphere at the site
were measured with a program of wheather balloon launch@shwise up to an altitude &5 km above
sea level [41]. Several of launches were conducted everghraumer the course of a year, to measure both
the daily and seasonal variations of the atmospheric dondit

The measured profiles are used to calculate the fluoresceaid@apd the atmospheric slant depth of the
atmosphere above the observatory. The atmospheric densftie varies by aboui % around an average
value, with a corresponding variation in the atmospheaatstiepth profile of abotit g cm 2. Variations
of the density profile have a potential small impact on thegnestimator of the surface detector, which
has to be derived from air shower and detector simulatioasiations in the slant depth profile affect the
reconstruction of the depthi,ax Of the electromagnetic shower maximum.

The aerosol content of the air is measured with elastic lwattes LIDAR (LIght Detection And Rang-
ing) units [76]. A LIDAR unit consists of are steerable UV dasand an optical system with a PMT to
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detect the backscattered light. Each FD building is equppi¢gh one unit. The time resolved signal of

backscattered light after a UV shot allows to reconstruettbrosol extinction coefficient at any given spot
along the path of the laser beam. The aerosol extinctiorficeft is used to correct for the attenuation of
UV light on its way from the shower axis to the telescope dukli® scattering.

The LIDAR units also detect clouds in the field of view of théetzopes. Clouds can distort the
measured light curve obtained from a shower, either by addifiected light to the curve or by absorption
of light, depending on whether the cloud was behind or intfadrthe shower. In addition to the LIDAR
units, there are infrared cameras installed at each FDihgila@vhich monitor the cloud coverage of the
sky.

Aversatile instrument is the Central Laser Facility (CLfr)hie approximate center of the SD array [77].
The solar powered facility houses a steeralenm UV laser, which fires laser shots of up@mJ into the
air. The laser beam can take almost any inclination fromaadrshots into the air down to almost horizontal
shots. The scattered light from the beam is detected witkEhtelescopes. At the maximum power level,
the amount of scattered light is roughly equivalent to therBscence light emitted byl@%°eV air shower.

The CLF provides a test beam for the fluorescence detectbishvs used to analyse the energy and
angular resolution of the telescopes, the aerosol extinatoefficient of the atmosphere. It can also be
used to derive the angular and energy resolution of the Fi3d¢epes. The CLF is also used to measures an
absolute timing offset between the SD and FD by feeding al§raation of the laser light into a specially
prepared nearby SD station, which triggers the station. obsé facility, called XLF, is currently being
built.

The measurements of the aerosol extinction coefficient DARSs and the CLF are extended by Hor-
izontal Attenuation Monitors (HAMs), Aerosol Phase FuantMonitors (APFs), and Fotometric Robotic
Atmospheric Monitor (FRAM) on the site. The HAMs measurewsvelength dependency of the aerosol
extinction coefficient. The APFs measure the aerosol difféal scattering cross-section [78]. The FRAM
measures the wavelength depend integrated aerosol éxtimctefficient through the atmosphere by track-
ing several bright stars [79]. The last method is non-irwegi contrast to the others and used to cross-
check the other instruments.

Finally, every FD building and the CLF are equipped with dia sensors for barometric pressure, air
temperature, relative humidity, wind speed, and wind diiogc

4.2.2 Trigger system and data acquisition

The trigger system of the fluorescence detector has threlslebhe first level trigger operates on individual
pixels and keeps the overall noise rate constant for theehitgvels. The second and third level triggers
operate on individual telescopes and select tracks in threeawith a certain spatial and time ordering,
which are the signature of real air showers.

(1) Pixeltrigger. The first level trigger is implemented in the logic of a Fi®dbgrammable Gate Array
(FPGASs). The signal trace from each pixel is integrated avaiding window of the last 16 bins (=
1.6 us). The integral is compared to a threshold value to form tiggér. The threshold value is not
fixed, but continuously adjusted to maintain a trigger rdit#00 Hz for each pixel.

(2) Spatial structure. The second level trigger is also implemented in the logia BPGA. The trigger
searches for a combination of five adjacent pixel triggetsickvform a rough line in the camera.
One out of the five pixels may be silent, which makes the triggere tolerant to pixel failures and
weak showers. The trigger produces a rate of abdut- 100 Hz per telescope.

(3) Time structure. The third level trigger is implemented in software and c&jdightning events,
muon impacts in the camera, and plain random pixel triggéhe trigger produces a rate of about
0.01 Hz per telescope.

(a) Lightning rejection. Lightning can cause hundreds of pixels to trigger in buo$ts00 Hz.
It has to be rejected fast so that it does not congest the Idigiffers and causes dead time.
Cuts on the time development of the pixel trigger multipyidn steps ofl00 ns and the total
number of triggered pixel reje@ % of the lightning events while removing less thafi of
real showers [80].
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(b) Muon and random trigger rejection. Random triggers and muon impacts are rejected by
looking at the time structure of the peaks in the ADC tracaadif/idual pixels. The peak time
search is used for this part of the trigger is comparably staw manageable after the basic
lightning rejection.

The local software in each FD building combines coincidbairttlevel triggers and starts the readout
of the participating telescopes. The collected event daseind to the CDAS, together with a request to
trigger the SD array readout. In order to set a proper timelawinfor the SD trigger, a rudimentary online
reconstruction of the shower development is performed.

The FD reconstruction algorithm uses the measured ariivial in at least one SD station to improve
the accuracy of the reconstructed shower geometry, as aitlifcussed in Chapter 6. If the cosmic ray
energy is around or below0'® eV, the shower may only trigger one or two stations, which iseraugh
for an independent SD reconstruction, but enough to imptioeé-D reconstruction.

The data acquisition of the fluorescence detector is regnoprated by human shifters from the central
campus of the observatory in Maldiigy who open and close telescopes according to the envirdame
conditions and monitor the data acquisition. In additiartpanatic safety protocols are implemented in the
local slow control PC of each FD building, which performsenyg shutdowns in case of power failures,
communication problems, or bad environmental conditideesrain or heavy storms.

Data is collected, if the moon fraction is smaller th#n%, which is the case in about 16 nights each
month. The data aquisition starts after and ends before lheepof astronomical twilight, yielding an
average time of 10 hours of operation. Individual telessapenain closed, if they would get direct moon
light or if they get too much reflected moon light from clouds.

On average, the FD reaches at a duty cyclé3o¥. Since the thresholds of the pixel triggers depend
on the amount of background light, its sensitivity is a fumetof time and reaches a maximum during the
darkest nights of each monthly data taking period.

4.3 Extensions and new developments

The southern Pierre Auger Observatory works efficientlyhi@ tosmic ray energy range v9'® eV to
10%° eV. Two extensions are currently being built to increase thisge down to about0'” eV. Air
showers develop higher in the atmosphere and have a snaddegllextension as their energy decreases. In
order to detect these showers efficiently, fluorescenceetizlescopes are needed, which look up higher
into the sky, and a surface detector array with a smallergjziel.

The High Elevation Auger Telescope (HEAT) extension cdasig three new telescopes, which are
located close to the FD building Coihueco [81]. They are atidentical to the standard telescopes, but
cover the required higher elevation angle frd64 to 60°.

The Auger Muon-detectors and Infill for the Ground Array (ABA) extension fills up the standard
SD array near the Coihueco FD building with additional stadito make a more dense grid [82]. The
extension is partly visible already in the top left cornerrdg. 4.1a). Through the infill, the grid size is
reduced t&r50 m in a fraction of the SD array and partly evendg8 m.

In addition, scintillation detectors are buried undergmuext to some of the SD stations in the denser
grid. The scintillation detectors are a new developmenttfeiPierre Auger Observatory. They are shielded
from electromagnetic particles by the earth and therefalhg detect the muon component of the shower.
Used in coincidence with the standard SD stations the buiéectors will help to separate the electro-
magnetic and the muonic component of the lateral shower@rofi

The area covered by the low-energy extensions HEAT and AMISAnN ideal testbed for new air
shower detectors. Air showers generate radio waves, whictiedectable in the frequency range dfiHz
to 100 MHz with suitable antennas [83]. A prototype array of about 10tbaomous radio detectors is
planned, which will be embedded in the AMIGA array, and relcir shower data alongside the established
detectors.
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Chapter

Air shower and event simulation

This chapter deals with air shower simulations and the hisithat are gained from the simulations in the
context of this study. A large library of very inclined airshers and corresponding surface detector events
was generated as a part of this work, which is described here.

The library is used to model the muon component of very iecliair showers (see also ref. [84]) and
the signal response of the surface detector to such air shawehe second part of this chapter. The
derived models are used in the reconstruction of surfacectietevents measured with the Pierre Auger
Observatory in Chapter 6.

5.1 Simulation of air showers

It was discussed in Chapter 3, that an extensive air shovitiatéd by a cosmic ray nucleon forms a
hadronic cascade, which feeds an electromagnetic compalugry the way. The hadronic cascade mostly
consists of instable mesons, which eventually decay inenafating muon component and into neutrinos.

Ground based experiments observe the cosmic ray only oiljirdarough its air shower. Therefore,
they usually rely strongly on quantitative predictions mfsower observables as a function of the proper-
ties of the primary cosmic ray.

To predict observables, two main approaches were developbé past, and one unified approach is
currently emerging.

e Cascade equationsThe development of an air shower can be treated with a cdwgaieof cascade
equations [85, 86]. These are coupled differential eqnatibat describe the change in the flux of
a particle species analytically with loss and gain terme €sg.[21]). The continuous and average
treatment of the particle flux is a good approximation aftevainteraction lengths, because of the
huge number of secondary particles. The treatment of shtmwgiower fluctuations can be included
into the approach [87].

The equations are solved numerically and the necessaryutorggime is very moderate. The so-
lutions are 1-dimensional profiles of the number densityasfous particle species in the shower as
a function of the slant deptl, which allow valuable predictions for fluorescence telgscmea-
surements. Not yet achieved is a full 3-dimensional catmreof the shower, so that the cascade
equation approach is currently unable to predict obseegdlolr surface detector arrays.

The program CONEX [87] implements the pure cascade equatiethod and has found several
applications in the Pierre Auger Collaboration.

e Monte-Carlo simulation. Another way to calculate an air shower is the full Montei@aimulation,
which explicitly follows every single particle and treat alevant microscopic processes according
to their cross-sections and probabilities. It is curremitly only way to predict the lateral shower
profile, which is the essential information for surface deiearrays.
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A full Monte-Carlo simulation of an air shower with more tha'! particles above0'® eV needs
huge amounts of computing resources. Therefore, a stalisampling algorithm is applied to cut
down the complexity to an acceptable level.

Two full Monte-Carlo simulation programs of widespread irsthe Pierre Auger Collaboration are
AIRES [88] and CORSIKA [49, 89].

e Hybrid simulation. A comparably new approach tries to combine the calculasioeed of the
cascade equation method with the full Monte-Carlo treatroéthe lateral shower profile. This is
achieved by calculating the first and last steps of the shevitérthe full Monte-Carlo simulation,
and the intermediate steps with cascade equations.

The first program which implemented this idea was SENECA,[@0iich is also used in the Pierre
Auger Collaboration. Recently, there is an effort to melge@ONEX and CORSIKA programs [91],
which will enable this feature in CORSIKA in the future.

A discussion of the air shower simulation programs and hadiateraction models can only be a snapshot
of the current situation, as there is vivid motion in the fi@#, 93]. A summary of past and recent programs
that use the Monte-Carlo simulation approach is given in[g&].

The simulation programs typically use external well-eshled codes to implement hadronic and elec-
tromagnetic interactions. The electromagnetic inteoastiare well determined at all energies by the pertu-
bative theory of quantum electrodynamics (QED). The EGS3#{65], originally developed for collider
experiments, implements most of the necessary electrogtiagnteractions in air showers and is utilized
in all modern air shower simulation programs. It is usuahyeaded by some processes, that specially
appear in the context of air shower simulations at ultrdytégergies, like the LPM-effect [89, 96, 97],
direct muon pair production in the electric field of a nuclearsd electromagnetic interactions of photons,
electrons, and muons with nuclei.

The treatment of hadronic interactions is not as straightsird, because most interactions in air show-
ers happen at low momentum transfer, where the strong cauptinstanty, is too large for the standard
pertubative approach to quantum chromodynamics (QCDndéthenological models and effective theo-
ries are used instead to calculate the interaction cragss.

The treatment of hadronic interactions is generally sptid & high energy and a low energy part, with
a threshold between the two at ab80tGeV. The low energy part is usually treated by a model, which is
based directly on collider data. The high energy models asedbon theoretically motivated extrapolations
of such low energy data.

The low energy models have a considerable impact on the sifape lateral profile of the particle
density in an air shower, but almost no impact on the longitalcprofile [98]. For the high energy interac-
tion model, it is the other way round [93]. This observatiam &e understood in context of the analytical
discussion of air showers in Chapter 3. It was shown theas athly low energy muons are able to diverge
far away from the shower axis, which in turn are generatedidnygpof low energies in the last steps of the
hadronic cascade. In contrast, the interactions releeartdvelopment of the longitudinal profile occur at
high energies.

An overview of contemporary hadronic interaction modelgiven in the following. Another important
feature of modern air shower simulations is the statistiibht-sampling. The sampling may introduce
biases to air shower observables and its impact thereferéotze analyzed. It discussed at the end of this
section.

5.1.1 Hadronic interaction models at low energies

The most commonly used hadronic interaction models at lavges are GHEISHA [99], URQMD [100,
101], and FLUKA [102, 103].

FLUKA combines an array of models for hadronic interactiémsdifferent energy ranges in itself.
The proclaimed aim of FLUKA is to rely on parametrized catlicata as little as possible. Instead, the
authors use QCD motivated models wherever possible. The aod and the theoretical framework are
continuously improved.
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URQMD is based on a QCD motivated approach called Quantuneddtd Dynamics. It allows to
compute general hadronic interactions, but the approaebiafy aims at collisions of two heavy ions.
This specialization may be disadvantageous in the treatofetime low energy hadronic cascade in air
showers, where most interactions are pion+nucleus an@oniehucleus.

GHEISHA is a well tested and mature model in the context dfaed experiments. It was the standard
for almost two decades, but is no longer actively maintaisepresent. It uses phenomenological fits to
tabulated experimental data in many cases.

Partial comparisons of predictions from these and otheratsoslith data can be found in ref. [98,104].
Data from fixed target experiments cover only a small fractd the total interaction phase space of
interest in air showers. New experiments are desirable tenexthis data. The analysis in ref. [104]
remains inconclusive, while ref. [98] favors FLUKA and UR@\ver GHEISHA.

5.1.2 Hadronic interaction models at high energies

Many high energy hadronic interaction models are on the atarkhey extrapolate hadronic interactions
over several orders of magnitude beyond the data of curodliders and their predictions for cross-sections
at ultra-high energies vary significantly. Instead of a@nigtof many similar models, a general overview of
the theoretical approaches shall be given, based in parefd1, 22, 94].

Contemporary models usually have three theoretical coeqtsn105]: (a) a component to calcu-
late the “soft” part of the interaction of individual hadsowhere the exchanged transverse momentum
pr is low, (b) a component to calculate the “hard” part of saigkiaction wherepr is high, and (c) a
component to calculate hadron+nucleus and nucleus+rmictesgs-sections from the basic hadron+hadron
cross-sections.

The idea for the splitting of the soft and hard regime is at#tdifrom the measured total inelagtjgp)
cross-section. It features some resonances up to labpratergies of about0 GeV, then a nearly flat
plateau over nearly two orders of magnitude in the energd, fanally a slow increase [23]. A similar
plateau is observed in th€p andrp cross-sections.

This gave rise to theninijet model [106, 107] for interactions above laboratory enexgi€ about
10 GeV, which splits the inelastic cross-sectiofjf of two hadrons into a “soft” and “hard” part

oot (v/5) = 0lgi(V/5) + obird ", V5), (5.1.1)

where,/s is the center-of-mass energy, afl" is a lower threshold of transverse momentum exchange.

The soft partz% is thought to be dominated by complex peripheral QCD intésas between the
hadrons, in which the constituent quarks quarks partieipatlectively. It is assumed to vary slowly with
the center-of-mass energys.

The hard part{/, then is responsible for the bulk increase of the total ceesgion with,/s, and
caused by interactions of individual partons, see Fig.)5.These multiple interactions give rise to small
hadronic jets. The hard part of the total cross-section eagatculated in pertubative QCD with the help
of the QCD factorization theorems [108] and experimentalBasured parton structure and fragmentation
functions.

Although the first ansatz of the minijet model was Eq. (5.1this picture is actually too simple and
has since evolved. The basic separation remains a guidéag ithe SIBYLL model [105, 109] is a pure
minijet model, which treats’ as a constant.

Most contemporary hadronic interaction models are basdberibov-Regge theory [110-114], for
example the QGSJet model [115-120]. Gribov-Regge theoay isffective field theory that works only
in the limit of low momentum transfer and multiple-scatbgriof partons. The hadronic interactions are
described by the exchange of hypothetical particles, ¢gdamerons, see Fig.5.1a). A pomeron can be
seen as a QCD cascade of quarks and gluons built betweentéhaciing partons. It is charge and color
neutral.

There are soft and hard pomerons, which correspond to théetwts in Eq. (5.1.1). In Gribov-Regge
models, als@s varies with the center-of-mass energy. The model QGSJet became a common choice
in the cosmic ray community because it showed good agreewigmtosmic ray data arountD'® eV,
for example in a comparative analysis of data from the KASEA&r shower experiment with several
hadronic interaction models [121,122].
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(a) Soft interaction in the picture of Gribov-Regge thecFe (b) Hard interaction in the picture of pertubative QCD with
colliding hadrons (light gray circles) participate coligely in structure and fragmentation functions (initial and finalbslp
the interaction and exchange pomerons (thick dark gray bars) The exchanged particle is a gluon.

Figure 5.1: Two diagrams show one out of many configuratitimet, contribute to a “soft” and “hard”
cross-section of two colliding protons.

The hadronic interaction models predict not only the tatalastic cross-sections, but also the dif-
ferential cross-sections. In case of the hard scatteripggubative QCD together with the factorization
theorem yields the differential cross-sections. Softre@ons need a phenomenological treatment, based
on a microscopic Monte-Carlo simulation of the interaction

A variant of the dual parton model (DPM) of QCD string prodantand fragmentation [123, 124] is
usually used. It is based on the idea, that strings of “cokdd fiines” should span between interacting
partons. The string picture is an analogy to classical figlddectromagnetism, with the difference that
the field lines of the strong force attract each other, bexthesforce mediating gluon carries color charges
itself. A string gains potential energy as the interactiag@ns move apart, and then fragments into color
neutral objects.

The final component of an interaction model is a theory towdate hadron+nucleus and nucleus+nucleus
interactions. The Gribov-Regge theory can be extendeddo sases and the interactions are treated in a
similar way as the interaction of individual hadrons. Theaiet model SIBYLL on the other hand is built
on the multiple scattering theory of Glauber [125] and anaaded superposition approach [48], which
approximates a nucleus as a superposition of free nucleons.

QGSJet has been succeeded by QGSJet-ll [126-128], whitldexinterference terms of soft and
semi-hard pomeron amplitudes. QGSJet-1l started to coenthia soft and hard treatment into a common
theoretical framework, which further improves the agreenod this model with collider data.

The latest generation of models are based on the so calléshRzased Gribov-Regge theory [129],
which removes the separation between soft and hard intenaand treats them consistently. In particular,
energy conservation is strictly assured for the first timgnaparticle production.

The EPOS model [130, 131] is a representative of the latedieigeneration. The special feature of
EPOS is its enhanced cross-section for baryon productiorpaced to other models, which the authors
derived from comparisons of EPOS predictions with data aef/iiéon collisions. As a consequence, EPOS
currently generates more muons in air showers than any otbdel.

The author hopes to point out with this overview, that theretill a lot of theoretical uncertainty
in the description of hadronic interactions at ultra-higiemgies and that even now the field is rapidly
progressing. In general, the models co-evolve with thelaivia data. Several experiments at the LHC at
CERN are dedicated to heavy ion collisions and samplingefdhwvard direction, which will greatly help
the model builders in the future.
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Figure 5.2: The graph shows the relative artificial fluctoainf the total muon numbe¥,, in CORSIKA
simulations as a function of the thinning lewgladapted from ref. [89]).
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Figure 5.3: The graphs compare biases and fluctuations itatbeal density profile of proton showers
simulated with the thinning levelsand weight limitswmax. The simulations are done with the air shower
program CORSIKA at an energy = 10'° eV and a zenith anglé = 0° (adapted from ref. [132]).
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5.1.3 Thinning

In principle, the full Monte-Carlo approach requires tddal every single particle in the air shower ex-
plicitly. This approach is not feasible even with modern poiing resources at energies abdwe® eV,
where the shower consists of more tHaA° particles.

It was demonstrated recently in the Pierre Auger Collalmmathat the full simulation of a single air
shower atl0' eV [133] takes about 1.5 years on an AMD OptefdrCPU. The required storage space
is enormous, too: a few00 GB for a single shower. On the other hand, data analyses whigtore
knowledge of the distribution of an observable need at le@stmes more simulated than real events, and
thus, huge libraries of simulated air showers are desired.

To reduce the computational complexity to a reasonabld,leveeight-sampling of the shower is
introduced, which is callethinning The thinning discards secondary particles of low energynduhe
shower development, which have a negligible impact on thbajldevelopment of the shower in the best
case [134,135]. This reduces the amount of particles taa@ttplfollow by orders of magnitude.

The actual implementation of a thinning algorithm has todkisome special cases, seg.[89], but
the basic idea is to follow all particles down to a certainrggdractione of the cosmic ray and then start
to follow only one secondary particiefrom each multiple particle production process at randoith &
probability p; equal to the fraction of the total energy carried by thbk particle after the process:

E;
P = = 5.1.2

Pes s (5.1.2)
The surviving particle gets a weight; = 1/p; to conserve the energy in the shower. The survivor may
interact again, but only weight is accumulated in the subsetshower development. The number of
actually followed particles remains constant. The energgtion e is also called thehinning levelof
the shower. The thinning is turned off for particles, whicdvé accumulated a preset maximum weight
wmax [136]. All secondaries particles are followed again in saaase.

The thinning algorithm solves the computational and stetiagues, but also introduces artificial fluc-
tuations and biases in shower observables. These need &pbatla minimum.

Firstly, the thinning may only start after the global showesshower fluctuations are established. As
discussed in Chapter 3, the first interactions are the magsbitant for the observed global shower-to-
shower fluctuations. Any thinning at this stage would inseethe natural shower-to-shower fluctuations,
which has to be avoided. The thinning leveherefore needs to be small.

Fig. 5.2 shows the effect of the thinning levebn the global fluctuation of the total number of muons
N, in the shower. Foe = 1079, the effect is negligible. With the simplified shower modelh Chapter 3
and an assumed average multiplicity of 100 in the first fewrinttions, it is possible to estimate that the
thinning starts in the third to forth generation of secogdaadrons at this thinning level, which is on the
safe side.

Secondly, the weight limitvmax may not be too large. As discussed in Chapter 3, the latestdrie-;
of a particle from the shower axis is strongly correlatechwiite particle energy;. The thinning tends to
remove low energy particles and therefore makes the laderadity profile artificially steep, as shown in
Fig.5.3. The weight limitumax helps to reduce this bias.

While an impact on global shower features can be mostly adomecareful choices and wmax,
additional the artificial fluctuations in local shower fe@tsi cannot and have to be dealt with. The effect
shall be illustrated for a simple counting observable: theber of particlesV which fall into an area on
the ground, which is small compared to the structure of tioaveh front.

If n is the number of weighted particles that arrive in this ang@ch carry individual weightsy;, then
N is the sum of the weights

N= zn:w (5.1.3)

In the limit w; — 1, the fluctuations ofV follow a Poisson distribution, so thafN] ~ v/N.
In local areas of the shower front, the individual weightsitéo be of similar size, so that it is possible
to write approximately
N = (w)n, (5.1.4)
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whereasw) ~ w; is the average weight. In this casefollows a Poisson distribution, so that the fluctua-
tion of N can be calculated as

o[N] = (w) o[n] = (w) vVn = /(w) VN. (5.1.5)

The example shows, that the thinning increases the natoiaséh fluctuations in observables like the
lateral muon density profile,, roughly by a factor equal to the square-root of the averagal lparticle
weight at a particular point on the ground.

5.2 Simulation of surface detector events

The full Monte-Carlo simulation of an air shower producegtos weighted particles on the ground level.
Each particles has a detailed space and time coordinatesy@ntum and an energy. The particles can be
analyzed directly to learn something about the global festof an air shower or they can be used to further
simulate the detector response to such an air shower. Sedutaents provide the connections between
air shower observables and detector signals. They are s¢sbta calculate the detection efficiency of the
detector, which is often difficult to obtain experimentally

The simulation of the surface detector (SD) of the Pierre e&kugbservatory is done in the software
frameworkOffline of the Pierre Auger Observatory [137]. The default is a futhie-Carlo simulation
of the SD, which shall be summarized here. The simulatioy tnelats photons, electrons, and muons
from the air shower. All heavier particles barely producesf@mkov light in an SD station [56] and are
neglected.

The site of the southern Pierre Auger Observatory is almastds shown in Chapter 4, and thus the
impact point of the simulated air shower may be placed at hitrary position in the SD array. Once the
impact point is set, the simulation of surface detector &/eray be roughly divided into three steps.

(1) Shower un-thinning. A set of unweighted particles is recovered from the weigimysled shower
around each station with a so callad-thinning algorithm Some particles out of this set hit the
station. They are picked at random with a probability givgritie effective area of the station with
respect to the shower front. Particles which hit the stadi@placed at random positions on its hull.

(2) Signal response of a SD station.The particles are individually tracked through the hull dahd
whole detector in a full Monte-Carlo simulation of all palé processes based on GEANT4 [138].
The optical photons of the generated Cherenkov-light atigithually tracked with a custom code [139],
which treats all relevant attenuation and scattering ee® The optical photons are either absorbed
or generate a photoelectron in one of the PMTs. The outpuiestation simulation is a discrete
time sequence of photoelectron counts, which is convertieda standard VEM trace with noise in
the subsequent simulation of the station electronics.

(3) Simulation of Online-triggers. The calibrated signal trace is checked against the stagiea trig-
gers T1 and T2, as discussed in Chapter 4. Finally, the T8edrigondition is checked against the
stations with a T2.

The complete event is written into the same data structwresad events, which makes them indistinguish-
able from real events in the point of view of subsequent ases\steps.

The simulation fully imitates the signal calibration of t8® stations a simulated flux of background
muons, as described in Chapter 4. This procedure makesnthased signal very robust, because small
errors in the parameters of the tank simulation, like the Ri¥fiTiencies or the liner reflectivity, are counter-
balanced. The simulation of the signal response of a SDost&ti muons is compared with experimental
data in Fig. 5.4. The agreement is very good.

5.2.1 Un-thinning

The other simulation steps are straight forward, but théhimrming of the weight-sampled air shower needs
some discussion. The full procedure is described ref. [140]
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Figure 5.4: a) The signal distribution obtained from the fhfxatmospheric muons is compared with a
simulation of this flux and the signal response. The peakedlosero is generated by noise. The peak
aroundl VEM is generated by vertically and centrally through-going maidrhe small shift of this peak is
well understood, see Chapter 4. b) Signals of selected mrmaokst from the background flux are compared
with the simulation. The tracks are selected in the expartnai@ pairs of scintillators, placed around the
station and used as triggers for the desired geometricéiiptmation. Muons produce larger signals if they
face a PMT, because a significant fraction of the Cherenlight falls directly into the PMT (plots adapted
from [67]).

The un-thinning is essential to get the correct time stmectd the signal trace and the correct signal
and time fluctuations. On way to see this is to regard the elaof@ weighted electron in the SD station,
which shall represent 100 electrons. If such a weightedreleavas directly processed, the signal in the
SD station would be the random signal of a single electronstaled by a factor of 100. In reality, the 100
electrons would arrive over some time, making a wide sigmhlle the weighted electron would generate
just a single peak. Furthermore, the start time and the k#igmuncertainties would be too large by factor
of 10.

The un-thinning method tries to avoid this effect by recowgla set of unweighted particles from the
weight-sampled ones with a minimum bias. The method is basdte observation that the shower front
is featureless and particles are uncorrelated over smalksdn good approximation. This means that
particles in a small area of the shower front may arbitrasiljtch positions without significantly affecting
the output of the event simulation, if the timing relativethe shower front is preserved.

Thus, it is possible to define a sampling arbampearound each SD station, which is larger than the
actual effective area of the statighyation by a factorw

Asample= W Astation (5.2.1)

Instead of the weighted particles which would normally titectly into the effective areadgagon Of the
station, now all weighted particles from the sampling afganpeare regarded for a possible insertion into
the station.

To conserve the energy, a particle with weightin the sampling area has to re-weighted with the
factor1/w. The re-weighted particles can be regarded as averagesespatives of identical clones. The
numberk of such clones which need to be generated from a particle wight w, /w is given by the
Poisson distribution

fk) = ekl (5.2.2)
W;
The unweighted clones are then placed randomly on the sudhthe station. The arrival time of each
clone is corrected after the spatial shift, so that the timlaydr with respect to the shower front is con-

served. Then, the time delay is artificially randomized tagtdy imitate the original time structure of the
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shower front. The randomized time delayis modeled with a log-normal distribution, which is a good
approximation of the true arrival time distribution. Therfaula used in praxis is

7 = 7exp(G) (5.2.3)

whereas’ is random number form a normal distribution with mean 0 antbwee0.1. Ideally, Asample
is large enough, so that; /w < 1 and the production of identical clones is very unlikely. Thining
effects are then essentially avoided.

On the other handAsampie Still has to remain small compared to the large scale streatfithe air
shower. The default size ofsamplein the SD simulation of the Pierre Auger Observatory is defiraative
to the distance from the shower axis:

Ar=0.1r Ay =0.15 (5.2.4)
whereasAr andy are the radial and angular size of the sampling at&apie
Asamp|e: A'IZJ ((T' + AT/2)2 - (?" - AT/2)2) (5.2.5)

in the lateral coordinate system. The achievable weigihtteton factoro depends on the radial distance
r to the shower axis and the zenith anglef the shower. The magnitude @f at the typical distance
r = 1000 m is:
3x 103, 0=0°
w(1000 m) =~ { 6 x 103, 6 = 60° (5.2.6)
7x 103, 0 =80°.

The calculation of the effective arefyation 0f @ SD station is carried out in Appendix A.3

5.3 Mass production of very inclined air showers

A library of 6480 simulated air showers was produced in these of this work [141] and an equal number
of SD events. The library contains cosmic rays with energétaeen 018V to 102°eV to cover the range
of interest of the Pierre Auger Observatory. The zenith amghge60° < 6 < 88° includes only very
inclined air showers. Many simulation options are chosesur$, that the library may be used as an
extension of the existing production LD&PF00g2fl [142] in the zenith angle rangfe< 6 < 60°.

About a quarter of the air showers were computed at the Ohpei8omputer Center [143], the re-
maining air showers were computed at the Lyon supercongagnter CC-IN2P3 [144]. The production
consumed approximately 5500 days on an AMD Opt&fo@PU with2 GHz or equivalent processor. Air
showers need31 GByte of storage. The simulation of the SD events needs only a $raation of these
resources and was performed at the local institute. The ®bhtewneed4 GByte of storage. The air
showers and the SD events are freely available for the Pderger Collaboration. Download instructions
can be found online [142].

The mass production of air showers on the computing clustassmanaged with a set of self-made
software tools. The management software [141] is baseddbierat-serverconcept. A MySQL database
as a central server stores a table with the defining propesfieach air shower in the library. A set of
identical clients, which may run independently on many nvae$y communicate with the server. Each
client independently follows a simple algorithm:

(1) Find a shower in the table that is not already processexk ke shower as being processed.
(2) Run the air shower simulation and wait for its terminatio

(3) Check the simulation output for a simulation abort. B thutput is fine, mark the shower as finished
in the table of the central database. Otherwise, mark theeshas broken.

The system is designed for minimal manual intervention eitber. The only maintenance task are periodic
checks for broken simulations and finding the cause of suchser

The setup and the features of the library are discussed ifollogving. The production was divided
in two distinct simulation runs, the technical and physiaspects of these runs will be pointed out. A
technical summary of all features can be found in Appendix B.
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5.3.1 Simulation setup

The work on the library started in the year 2005 and it wasd#tthen to use the full Monte-Carlo simula-
tion program CORSIKA for the production. The air shower dation needed to predict the lateral shower
profile, so that a cascade equation approach like CONEX amatlthe used. Other possibilities included
the hybrid air shower program SENECA and the full Monte-Gamogram AIRES. Since SENECA was

just emerging at that time, it was not considered. CORSIKAAHRES were both already well established
simulation codes, so the choice was between the two.

CORSIKA and AIRES share many similarities, but an importdifference is the treatment of low
energy interactions. AIRES employs a simplified treatméth® hadronic cascade at low energies, which
is an enhanced form of Hillas’ splitting algorithm [86, 134JORSIKA uses a range of detailed models,
which are well established in other parts of high energy jasysThe enhanced splitting algorithm in
AIRES is very fast, but it is a rough approximation to true ttuendc interactions.

It was shown in the first section of this chapter, the low epé@dronic interaction model has a strong
impact on the lateral density profile of muons. This studgigély based on this profile and thus CORSIKA
was favored.

Based on private communications that were later publisheelfi [98], FLUKA was chosen as the low
energy hadronic interaction model in CORSIKA. Because efdbnsiderable theoretical uncertainties in
the hadronic interaction models at high energies, half efdin showers were simulated with high energy
hadronic interaction model QGSJet-Il and the other halhvidaPOS. Differences between both sets are
used to estimate the current systematic uncertaintieseddithulation. The transition energy between the
low energy and high energy interaction models it the defetutice of80 GeV.

The correct simulation of very inclined showers has to bivatetd in CORSIKA by a choice of certain
code options. The options basically turn off some optiniizet intended for vertical showers. By default,
CORSIKA neglects upward going particles, as the probatihiat such particles generate downward-going
particles in following interactions is very small in mossea. This is no longer true in near horizontal air
showers, and CORSIKA can be forced to follow upward goindigas with the UPWARD option.

Also, the curvature of Earth’s atmosphere cannot be neglantvery inclined showers, as it is possible
for 6 < 60°. The CURVED option enables a curved atmospheric model in SIGR.

Finally, the calculation of the longitudinal shower profileeds special care. By default, CORSIKA
calculates the longitudinal shower profil&dd X, as a function of the vertical slant depfi.r instead
of the slant depth along the shower aXis This is sufficient, as long as the curvature of the Earth @an b
neglected, because théfye;r =~ X cos 6. With the SLANT option, CORSIKA can be convinced to bin the
longitudinal profiles correctly irX .

Unfortunately, it was not possible to use the last optioretbgr with the other two when the production
of the library started: this feature was added to CORSIKArlafhus, the first production run is barely
usable for FD simulations and other analyses that rely ordihgitudinal shower profile. However, all
simulated showers are suitable for SD simulations and esunfithe lateral profile on the ground.

Parameter distribution

A central features of a library of air showers is the distiitnu of the continuous cosmic ray parameters
(E, 0, ¢) within the range of the library. There are two possible casic

(A) The parameter spadé, 0, ¢) is divided into a regular grid and air showers are simulatetiszrete
points(E;, 6;, ¢;) in this grid.

(B) Some distribution function is chosen for the paramepace(E, 6, ¢) and air shower parameters are
picked at random from the distribution function.

The discrete case (A) is optimal, if the library is primarnilged to parameterize air shower observables.
The continuous case (B) is optimal, if the library is prinhatised to compare the distribution of air shower
observables with the according distribution in real data.

For example, it is simpler to parameterize the defith,x of the electromagnetic shower maximum
as a function of the cosmic ray enerd@y with discrete library, because theXi,x can be averaged at
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Figure 5.5: The plots illustrate the distribution of the slated air showers. The scatter plot on the left
shows the distribution of the zenith andgleand cosmic ray energ¥, the custom plot on the right the
distribution of the azimuth angleé. The radius of each point in the right plot is chosen at rancoih
the polar angle according to the azimuth The first 1800 showers followed a different azimuth angle
convention and are shifted with respect of the others shgvemlazimuth angle of.2°.

discrete points ir?. To compare the distribution of the measufeg,x with the expected distribution from
simulations, it is necessary to use a continuous librarg ddntinuous library can be re-weighted to reflect
the distribution of( £, 8, ¢) in real events, which is not possible as such with a disciietarl.

When the library was planned, it was tried to comply with bafuirements to get a general purpose
library. The showers are randomly distributed in small &fins in the E, 6, ¢) space and therefore some
areas are covered with a dense continuous distributiotewthiers are left empty. This compromise allows
a future extension of the library into a fully continuousrfor Still, studies of shower properties in local
regions inth€ £, 0, ¢) space are possible with reasonable statistic. The paradistebution is illustrated
in Fig. 5.5, the technical details can be found in Appendix B.

Thinning and energy thresholds

For the air shower thinning in the simulation, it was decidedise a thinning levet = 10-% and the
weight limits

E

E
wmax(€,7) = 1515 v (5.3.2)

which are a compromise between the computational requitesmaand the statistical quality of the lateral
profile, with E being the cosmic ray energy. The latter limit is for electagmetic particles, which are
more numerous and therefore allowed to accumulate largigihige

The maximum weightvmax is made proportional to the cosmic ray energy to keep the eumiactu-
ally followed particles in the air shower simulation roughkbnstant as the cosmic ray enetgyncreases.
The computing time is proportional to the number of secopgarticles in the shower, which in turn is
roughly proportional to the cosmic ray energy If the maximum weightumax is also proportional to the
cosmic ray energy, the increase is effectively suppressed and showers ofi@ibees take similar times
to compute.

In addition to the basic thinning, CORSIKA also has a radining algorithm. The radial thin-
ning is applied when the simulated particles are writterhtodisk and therefore does not influence the
shower development. It allows to reduce the size of the ddifeby removing particles near the shower
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axis and re-weighting the remaining ones. Particles ar@vethwith a probability following drin/r)*
distribution, whereasy,, is a maximum radius to be defined by the user.

The radial thinning is supposed to reduce the statisticalityiwhere detectors saturate anyway because
of the huge number of particles. However, it turned out indbierse of this analysis that there is not much
to gain from the radial thinning in very inclined showerscaese the number of particles close to the axis
is already reduced through the atmospheric attenuatios.rddtial thinning was turned off in the second
production run to avoid the unnecessarily large artificiattilations near the shower axis.

CORSIKA follows particles down to certain minimum momentuithe momentum thresholds also
significantly affect the computing time. For photons, a motam threshold is strictly necessary, because
the differential cross-section for ionization energy lbss an infrared divergence. Other particles below
a certain momentum may not be of interest, because theydhiwba detection threshold. The following
thresholds are chosen:

pir(hadronsy) = 0.1 GeV (5.3.3)
pinr(€,7) = 250 keV. (5.3.4)

The thresholdvr(hadronsy) is used for the electromagnetic particles and approximaglal to the
threshold of Cherenkov light production in water for eleas. Similarly, the thresholg(hadronsu)

is the effective energy threshold for muons in water [16jedBlomagnetic particles which fall below the
threshold are added to the profile of the longitudinal endogg of the shower. Hadrons and muons are
dropped from the simulation.

Ground altitude, geomagnetic field, atmosphere

The development of an air shower depends on the local conditif the observation site: the altitude of
the ground, the profile of the atmospheric density, and tbal lgpeomagnetic field.

The geography of the southern observatory was shown in €ndpiThe site is very flat. The altitude
varies only by less thaB00 m over a distance of abodt) km. The corresponding maximum difference
in slant depth is negligible, less thangcm =2 at® = 60°, for example. The ground plane altitude in
CORSIKA is set tol425 m.

Values for the geomagnetic fiel can be obtained from the IGRF-10 model [145]. The geomagneti
field varies slowly with time and the position of the obserwehnich is shown in Fig. 5.6. CORSIKA uses
a fixed geomagnetic field. The geomagnetic declinadigtas no influence on the air shower simulation,
as the internal coordinate system of CORSIKA is always ¢ei@so, that the geomagnetic field is parallel
to thex — z-plane. The following values are used for the remaining p@taers, the field strengtB and
the inclinationd:

B=246uT 6= —35.2°.

The geomagnetic declinatiafp comes into to play, when CORSIKA's coordinate system isgran
formed back into the site coordinate system. This transiion is done as part of the SD simulation by
the AugerOffline framework. A constant value of

§p =4.2°

is used here. This value is apparently not in best agreemiéimttive IGRF-10 prediction and should be
made time dependent in a future update of the analysis s@&ftwa

So far, the time dependency of the geomagnetic field can Hected. Fig. 5.6 shows, that the variation
of the magnitude between 2005 and 2010 is at the levél%f the variation of the inclination less than
0.5°, and the variation of the declination less tlta8°. The long-term evolution of Earth’s magnetic field
cannot be predicted. Over the life-time of the experimer&®fears, the changes may become relevant.

CORSIKA uses a homogeneous geomagnetic field, althoughrubdield shows a spatial variation.
The muons in near horizontal showers travel upl@6 km through the atmosphere until they reach the
ground, which is a significant distance compared to the tiarizscale of the geomagnetic field. Fig.5.6
shows, how the geomagnetic field changes in the vicinity @ftirface detector array. The effects turn out
to be of the same order as the time evolution effects for srowih zenith angled < 85°.
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Figure 5.6: The graphs show the evolution of the geomagfietecfrom 2000 to 2010 at the center of the
surface detector at the Southern Pierre Auger Observa®predicted by the IGRF model [145]. Depicted
from left to right is the total magnitude of the geomagnettdi the inclination, and declination. The solid
line shows the geomagnetic field at the center of the SoutBBrnat a ground altitude af400 m. The
dashed line shows the field in an altitudel6fkm above sea level. The other lines show how the field
varies, if the longitude and latitude of the latter pointligoged byt-1°, which is equivalent to moving the
observation point by aboud0 km to the north, south, east, and west. The large black dotsepts the
fixed geomagnetic field in the simulation.

The atmospheric density profiles over Maldeg41-43] differ slightly from the global reference model,
the US standard atmosphere [146], as shown in Fig. 5.7. &untbre, the density profiles show variations
on the scale of months and days.

The total atmospheric deptki,m shows negligible variation, but a considerable differetacthe stan-
dard model ofi0 % with a variation of abou$ % is observed in the air densipg;; at an altitude ofl 7 km.
These differences should have an effect on the produced euafimuonsh,,, if the altitudeh,,, of the
maximum of the hadronic shower cascade is close to this@#itThe simplified air shower model derived
in Chapter 5 predictd/,, o pair(~fay)-

For zenith angles smaller thal°, the hadronic shower maximum is below the critical altitnalege
and the differences to the U.S. standard atmosphere cargleetesl. At larger zenith angles, simulations
with the correct atmosphere could show up®§ more muons on average and a seasonal variation of up to
5 %. The systematic shift is small compared to other theoraticeertainties in the total number of muons
N,, and therefore not critical for this study. The seasonalatim of up to5 % leads to a corresponding
variation in the SD energy scale, since the total number afmaty,, on the ground is to derive the cosmic
ray energy. This energy variation could distort the meabamesmic ray flux in Chapter 8, but the impact
evaluated with real data turns out to be negligible.

The first production run used the U.S. standard atmosphéeesdcond production run used the spring
atmosphere shown in Fig. 5.7, which is close to an averagesgineric profile over Malaige.

Event simulation

The simulation of surface detector events was done witfOffine-framework [137], using a developer
version of 2.5-Godot with the internal revision number 7.732

The SD array in the simulation emulates the completely coottd detector, without holes or gaps.
Every air shower was used to produce one simulated surfaeetdeevent. The core position is randomly
setin a square df km x 2 km in the approximate center of the array.
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Figure 5.7: The graphs show the difference between montbiyets of the Malarge atmosphere and the
US standard atmosphere [146] (from [43]).
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5.3.2 Comparison with older productions

Large libraries of air showers exist which were generatetth farmer versions of CORSIKA and other
hadronic interaction models. It is worthwhile to compatris thbrary with the former productions in order
to estimate the impact of the changes.

Fig. 5.8 shows a comparison of the combinations

e CORSIKA-6.0 + QGSJet01c + GHEISHA2002d (configuration Ajd a
e CORSIKA-6.5 + QGSJet-II-3 + FLUKA2006 (configuration B, shivork),

for an example shower close to a zenith anglé@f. Configuration A was a common choice before
QGSJet-ll succeeded QGSJet and FLUKA succeeded GHEISHA.

The electron density profiles in both configurations seengtee, but the large fluctuations do not allow
any quantitative conclusions. The muon density profilg®n the other hand show significant deviations.
The total number of muong,, in configuration B is about0 % lower than in configuration A and the
muon density profile:,, is significantly steeper at radial distanees 2000 m.

The differences of the muon component are analyzed furttiheugih individual variations of the COR-
SIKA version and the hadronic interaction models. The cbarfghe CORSIKA version has no apparent
effect. The global offset of abou® % turns out to be caused by the change of the high energy hadreni
teraction model, while the steeper decline of the laterabmuensityr, is due to the change from the low
energy hadronic interaction model. The latter effect isficored by another analysis [98]. The sensitivity
of n,, at large radii to the low energy hadronic model is apparent.

It may surprise that the decrease in the number of muons igaummpanied by an according increase
in the number of electrons due to energy conservation. Tik@@responding increase, but it is smaller by
an order of magnitude because the muons carry only a tenkieabtal cosmic ray energy, as explained in
Chapter 3.

The comparison allows to conclude that the choice of botlhitie and the low energy hadronic inter-
action model significantly affects the muon profilg on the ground. Comparisons of low energy hadronic
interaction models favor FLUKA over GHEISHA [98], so thaethewer simulations made with FLUKA
should be preferred in analyses of very inclined air showers
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Figure 5.8: The plots show the average lateral density ofnmawmd electrons of an example shower at
0 ~ 60° andE ~ 2 x 10! eV for the two combinations CORSIKA-6.0 + QGSJet01c + GHEISHA2d
(configuration A) and CORSIKA-6.5 + QGSJet-1I-3 + FLUKA20Q6onfiguration B, this work). The
averages are built from 10 showers each, the altitude ofristariteraction is fixed in all showers 83 km.
The colored bands indicate the variation of the densitighénindividual showers. All other settings are
the same as for the showers with the run IDs 4681-6480 in EaBle

5.4 Modeling very inclined air showers

It was argued in Chapter 3, that the lateral density profilthefmuons.,, in very inclined air showers
should factorize into three parts: the total number of poedumuonsV?, the attenuation factar, and the
normalized density profilg,,:

”u(Tﬂ/); Ea Av 97 ¢) = NH(EvAa 9) p#(rad); 93 ¢)7 (541)

whereasV,, depends on the enerdy, atomic massi, and zenith anglé of the cosmic ray ang,, on the
coordinategr, 1) in the lateral coordinate system and the orientaftyr) of the shower axis relative to
the geomagnetic field vector (compare with Eqg. (3.3.9)).

It was further argued that the total number of muad¥s on the ground is related to the cosmic ray
energy via a power law:

N,(E,A) ~ a(h) C(A) EY7, (5.4.2)

whereas:(0) describes the muon attenuation in the atmosphere’qry is a factor that depends on the
atomic massA and~ is a constant (compare Eq. (3.2.21)).

Eqg.(5.4.1) and Eg. (5.4.2) are approximations, which nedzktconfirmed over the energy range ob-
served at the Pierre Auger Observatoryl6t® eV to 1020 eV with full air shower simulations. This will
be done in the following with the help of the air shower lilyrémom the previous section. Similar analy-
ses have been done before [11, 13, 54], based on simulatitm$he air shower program AIRES and the
hadronic interaction model SIBYLL. They are confirmed irsttudy on the basis of another simulation
program and other hadronic interaction models.

In a second step, a full parameterization of the muon dengityn the ground will derived from the air
shower library on the basis of Eq. (5.4.1) and Eq. (5.4.2F parameterization of,, will be an important
input for the event reconstruction in Chapter 6.
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5.4.1 Number of muons on the ground

The total number of muong/, on the ground is regarded first. Integrating Eq. (5.4.1) ekerground
surface and inserting Eq. (5.4.2) yields

N.(E,A,0) ~ a(0) N)(E, A) ~ a(0) C(A) E*/. (5.4.3)

The factorization in Eq. (5.4.1) and the validity of Eq. (24are confirmed by fitting Eq. (5.4.3) to simu-
lated showers. An analysis of the bias of the fit shows theityuzf the approximations. The fits are done
separately for the hadronic interaction models QGSJetdIEPOS.

In order to perform the fit, functional forms fdr(A) anda(#) need to be found. As the air shower
library only contains two types of cosmic rays, protons and nuclei, the functional form af’(A) cannot
be derived. The fit is done separately for proton and iron gnsywwhich reduce€’'(A) to a constant in
each fit. The factorization @f'(A) is confirmed by showing that the independent parametesizaitiivided
by C'(A) approximately agree for both nuclei.

The parameterization of the attenuation functigfi) turns out to be surprisingly simple. It is fitted
very well by a power law of the distanceg,.x between the electromagnetic shower maximum and the
shower impact point on the ground along the shower axis,@srsin Chapter 3:

a(8) o dmax(6)”, (5.4.4)

whereass is a constant.

There are two points about this equation, which need sonwsifon. The first is, that the muon
attenuation should in general depend on the distance ofathe@hic shower maximum to the impact point
on the ground, not odyax, Which is the distance of thelectromagneticshower maximum to the impact
point on the ground.

At 6 > 60°, however, the difference between the two distances is soalpared talnax, as explained
in Chapter 3. The use af,ax then is just more convenient, as it can be calculated nualBrigithout any
simulation input. The derivation is described in Appendid AThe fit uses thémax(#) curve for a cosmic
ray energy ofl0'° eV.

The second point is the functional form of a power law. Irivel, one might expect an exponential
form

a(9) o e~ dmax(0)/(ver) (5.4.5)

where~y is an average Lorentz factor of the muons in the showercand their decay constant. On the
other hand, the energy distribution of muons is wide andg@nleiss processes also play a role. Together,
these effects apparently turn into an effective power lathéconsidered zenith angle range.

The number of muong/,, on the ground is now a function of independent power lawsseiffa fit the
model to the simulated data, it is convenient to rewrite &d.8) as

N, = 10% [dmax(0) /km]® [E/EeV]'/Y

1 (5.4.6)
& 1gN, = a+ B 1g[dmax(0)/km] + 5 lg|F/EeV,

whereasy, 3, andy are the free parameters in the fit.

The fit of Eq. (5.4.6) turns out to be non-trivial. The usualdesquares fit expects Gaussian fluctuations
around the mean, seeg.ref. [147]. The data shows asymmetric fluctuations and fbex¢he least-squares
fit yields biased results. The bias refers to the mean of tteilolition of the residual&V,, — (N,.))/(N,),
whereag N,,) is calculated by the fit and/,, the random data.

The general procedure in case of non-Gaussian fluctuasdosnodel the probability density function
of the fluctuations and use the likelihood method to obtaintibst parameter estimates. It turns out, that
the fluctuations are not described well by standard dididha. A special distribution, which shall be
namedexp-normaldistribution, yields a good description, but is mathenadlyctoo complex to be of any
use. The exp-normal distribution is derived and discusséppendix A.2.
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Therefore, another approach is used, based on a modificattithe standard least-squared method.
The unmodified least-squares method is based on the nuinmiitianization of the sum of the squared

residuals around a fit )
N, —(N,)
2 13 12
_ 4.7
X E ( o ) ) (5.4.7)

whereas(N,,) is calculated with the model ang; is the expected uncertainty of data pomﬁ. The
uncertaintiess; are not knownra priori, but it turns out that the relative fluctuations are appratity
constant, so that it is possible to use a constegt= o[N,|/N, ~ o;/N}, in the fit. The sum of the
residuals can be rewritten as

NiJ(N) —1)°
2 wl Nl
= - 5.4.8
vy (M) 549
To enforce unbiasedness, a penalty term is added to the sum:
. 2
- N!/(N,)—1
2=y +)\(Z “aﬂ.> : (5.4.9)
. re

The new term is the squared average of the residual digoibuthe penalty factok can be used to tune
the importance of the penalty term for the minimization. HBimple choice\ = 1 is used here. The
numerical minimization of? is done with the MINUIT package [148].

The best estimate af¢ is obtaineda posteriorifrom the width of the distribution of the residuals
(N,—(N,))/(N,). The size ofr does not affect the position of the minimumygfand may therefore be
setto 1in afirstiteration of the fit. The firstiteration isthesed to derive,e from the residual distribution.
The second iteration of the fit then uses the best estimatg @b obtain meaningful uncertainty estimates
for the parameters, 3, and~y.

The parameter uncertainties derived from the modified finakertheless only approximate. MINUIT
calculates the parameter uncertainties based on the assortipat the squares of the residudls, —
(N,))/(N,) follows a x? distribution. The fluctuations of the residudy’, — (N,))/(NN,) are only
approximately Gaussian and thus the sum in Eq. (5.4.8)visllonly approximately the? distribution.
Adding a penalty term like in Eq. (5.4.9) also biases the ttagety estimates. The impact of the penalty
term on the uncertainties can be analyzed by varying thelfydaator A. It turns out that the impact of the
penalty term is negligible in this case.

The fits and the analyses of the distribution of the residuss—(V,,)) /(IN,,) for the different hadronic
interaction models and cosmic ray masses are shown in BigT&e residual distribution has mean at zero
as guaranteed by the fit. The distribution is compared witreasSian and the exp-normal distribution.
Both models work well in case of iron showers, but proton streshave a tail towards low number of
muons and are better described by the exp-normal distitbutA possible explanation for this tail was
given in Chapter 3.

Fig.5.10 and Fig.5.11 show detailed analyses of the mods! &nd ofrre as a function the cosmic
ray energy and direction. The model bias turns out to be smdan2 %, which is an excellent result.
The relative sizer of shower-to-shower fluctuations is a constant in very goggr@imation. The
uncertainty ofr is calculated according to ref. [149]:

. 1 N -3
o?l6% = N <u4 - 104> , (5.4.10)

whereasV is the number ang, the forth central moment of the measurements.

The fits already confirmed the basic structure of Eq. (5./h#l)Eqg. (5.4.2). It is still necessary to show
that the cosmic ray mas$only scalesV,,, but leaves the other dependenciedvpfunaffected. This is the
case, if the fit parameter$ and~ are approximately independent df Fig.5.12 shows the comparison.
The parameteg varies at the level o2 %, ~ at the level ofl %. Propagated t@V, this corresponds to a
bias of up tol0 % in the rangel0'8 eV < E < 10%° eV and60° < 6 < 88°.

Table 5.1 summarizes the final results. The following cosiolus are derived for cosmic rays in the
rangel0'® eV < E < 10%° eV and60° < 6 < 88°.
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Figure 5.9: Left: The points show the simulated muon nunigron the ground as function @fyax(6)

for proton and iron showers, simulated with QGSJet-Il andDEPThe five different energy intervals
from Fig. 5.5 are indicated by different markers and coldrke solid lines are energy slices of the two-
dimensional modelN,,(E, 8). Right: The histograms show the distribution of the residwaund the fit
shown on the left side. The normal and the exp-normal didiohs are shown in comparison. The reduced
x?2 values quantify the agreement of these fluctuation modétstivé observed distribution.
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Figure 5.10: The plots show the bi&sV,, — (N,,))/(V,)) of the N, model as a function of the cosmic
ray energyF, the zenith anglé, and the azimuth anglke for all combinations of cosmic ray masses and
hadronic interaction models. The reduggdvalues quantify the agreement with the zero expectation.
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Figure 5.11: The plots show the widthe of the residual distribution around tté, model as a function
of the cosmic ray energ¥, the zenith anglé, and the azimuth angléfor all combinations of cosmic ray
masses and hadronic interaction models. The redyéaglues quantify the agreement with a constant.
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Figure 5.12: The plots show the variation of the parametdisft) and~ (right) from Eq. (5.4.6) with the
cosmic ray mass and the hadronic interaction model. Thedtal lines show the average valuessof
and~ for each hadronic interaction model, the gray bands estitiat systematic uncertainties.

Table 5.1: The table shows the fitted parameters, andy of Eq. (5.4.6). The rati(N#/n;ff shows the total
number of muons on the ground relative to proton showerslabea with QGSJet-1l. The ratio depends
weakly on the zenith angl¢ and the cosmic ray energy. The given value is derived & = 10! eV
andé = 70°, the systematic uncertainty due to this dependency in thgert)'® eV < E < 10%° eV and
60° < 6 < 88° is shown in braces. The last column shows the relative shtaveihower fluctuatiomr e

of the total number of muon®’,, on the ground. The systematic uncertainty shown in bracestisiated
from Fig.5.11.

Hadronic model QGSJet-ll EPOS
Cosmic ray proton iron proton iron
! 7.300 £ 0.003 7.403 £ 0.002 7.468 £ 0.006 7.546 £ 0.003
I} —0.820 £ 0.002 —0.795 + 0.001 —0.854 +0.003 —0.823 £ 0.002
ol 1.070 + 0.001 1.093 £+ 0.001 1.084 + 0.002 1.077 + 0.001
N“/NLEf 1.000 £ 0.010 1.314 + 0.007 1.281 + 0.018 1.718 £ 0.008
(—0.082+40.120) (—0.103+40.069) ( — 0.034 + 0.030)
o[N,]/N, 0.135 £ 0.002 0.034 £ 0.001 0.214 £ 0.003 0.038 £ 0.001
(4 0.020) (4 0.005) (4 0.020) (4 0.005)
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e Eq.(5.4.1) and Eq. (5.4.2) are valid at the levell6f%. This is sufficiently small to model the
total number of muonsV,, on the ground with these approximations in the event recoctsn
of Chapter 6. Th&-dependency ofV,, has the largest systematic uncertainty and may impose a
systematic bias in the reconstruction of the endigyf air showers from SD data. It will be shown
in Chapter 6 with an analysis of real events that there is goifstant bias introduced by th#&
dependency olN,,.

e The relative sizer, of the shower-to-shower fluctuations &, is constant for cosmic rays with a
given massA in very good approximation. The relative fluctuatiog, is sensitive to the cosmic ray
massA and sensitive to hadronic interaction modelgl ifs small.

The predicted shower-to-shower fluctuations\affor proton showers range betweet and21%.
The fluctuations depend mostly on the first hadronic intéastof the cosmic ray in the atmosphere,
as discussed in Chapter 3. The hadronic interaction modeksdrapolated to their extreme in these
interactions, which may explain the large systematic viarian o).

The shower-to-shower fluctuations of iron showers do notvstinis sensitivity. The details of the
first hadronic interactions average out to some degree imtheactions of many nucleons.

e The absolute scale d¥, is sensitive to the cosmic ray madsand the hadronic interaction models.
The disagreement between the models of al3suUi; is of the same magnitude as the difference
between proton and iron showers. Other comparisons finerdiftes up t60 % [11, 13, 131].

5.4.2 Universality of the normalized muon density profile

The first part of Eq. (5.4.1) is already confirmed. The nexp s€o show, thap,, is approximately inde-
pendent of the cosmic ray ener@yand massA. This feature is often calledniversalityin the context of
extensive air showers.

In order to show the universality, simulated showers in allsiifg, 0, ¢) region are averaged, which
yields an average profilg, and a variance. The profiles of showers arriving from the @adtwest can be
merged, since they show a basic mirror symmetry. This yialdtatistic of ten showers per zenith angle
and energy interval.

Fig. 5.13 shows the variation pf, with the cosmic ray energ for proton showers. Within a radius of
4 km, variations up td0 % are found betweeh0'® eV and10?° eV. The observed variation @f, within
a single energy interval seems to be dominated by showsidarer fluctuations.

Fig. 5.14 shows the variation @f, with the atomic massl. It was argued in Chapter 3, that an insen-
sitivity of a shower observable to the cosmic ray enefiig connected with an insensitivity to the cosmic
ray massA. The principle is confirmed here. The variation of the noieeal profilep,, with the atomic
massA is again at the level of0 %.

The universality ofp,, can be confirmed at a level ab %. This is the same level of systematic
uncertainty as in the first part of Eq. (5.4.1). The impacthef approximations in Eqg. (5.4.1) on the event
reconstruction will be derived in Chapter 6 and turn out tetmller thanl0 %.

It is possible to conclude from the universality;gf that the lateral profile of the muon energy, is
also universal to a similar degree. This is because thersti®ag correlation between the radial distance
r,, of a muon from the shower axis and the enefjyof the muon, as discussed in Chapter 3. This will be
used in the next step.

The results confirm an earlier analysis, performed with lagoair shower simulation program and
other hadronic interaction models [13].

5.4.3 Parameterisation of the muon density profile

The total number of muon¥,, was already parameterized at the beginning of this sectibe.normalized
lateral profile of the muon densijy, is parameterized in the following to obtain a full model of tmuon
densityn,, on the ground with Eqg. (5.4.1).

The parameterization [14, 84] used in this study is entigflgnomenological. The approach differs
from the one presented in ref. [11, 54]. In the other apprpaamodel ofp,, is derived by applying an
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Figure 5.13: The plots show the variation of the normalizzerial density profile of muons, on the
ground as a function of the cosmic ray enefgyn proton showers. The plots in the top row show simu-
lations done with QGSJet-1l, the bottom row those with EPT® left and right sides show the result at
different zenith angles. The profiles are obtained from sfrewarriving from the eastern and western direc-
tion, so that the geomagnetic field effect is at its maximuime @olored bands show the shower-to-shower
fluctuation. The graph at < 0 (r > 0) shows the variation parallel (perpendicular) to the gegme#ic
field componentBr, which is oriented perpendicular to the shower axis. Allfige are normalized to
one atr = 1000 m.
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Figure 5.14: A similar analysis is shown as in Fig. 5.13, big time the cosmic ray energy is kept at
102 eV and the cosmic ray massis varied.
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Figure 5.15: The plots show the normalized muon density) (ffd the average muon energy (right) as
a function of the square root of the radial distamd® the shower axis for two example proton showers
simulated with QGSJet-Il from Table B.1.

analytical model of the geomagnetic deflection to averagadlated lateral profiles without geomagnetic
deflections. The result is tabulated and interpolated tainlat continuous model.

The approach presented here is not based on an analytical wfqg,. Instead, it is general parame-
terization of the simulation output that relies only on vganeral properties of the lateral profile, mainly
thatp,, is a smooth function with a negligible small scale structdriee parameters are derived from a fit
which makes no special restrictions to the distributionhef shower paramete(#, 0, ¢) as long as they
sufficiently cover the range of interest. Thus, the pararizstéon may be applied to any kind of general
purpose air shower library.

The parameterization ¢f, is done in two steps. In the first step, a parameterizatioacan a poly-
nomial expansion ir/r and a Fourier expansion if is fitted tolg p,-profile of each individual shower,
whereaq(r, 1) are the polar coordinates in the lateral coordinate systetarns out, that,/r is an ideal
variable for the expansion, since the approximatiom, ~ « \/r + const. is already very good, as shown
in Fig. 5.15. The first step leads to a setgfarametergc;, } for every shower.

These parametefs;, } obtained from each shower turn out to be smooth functionbefitrection of
the shower, = ¢ (0, ¢). Thus, in the second step, a parameterization based on aguoigl expansion
in dmax(#) and a Fourier expansion ihis fitted to every parametey,, which leads td coefficients. It will
turn out, that the distancé,x between the shower maximum and the impact point of the showdne
ground is an ideal variable for this kind of expansion.

The final result is & x [ matrix of coefficients, which gives an average continuouscdption of
pu(r, 130, ¢). The full procedure will be discussed in the following.

With only slight modifications, this procedure can also beduto obtain a parameterization of the
average muon energg, (r,1;0,¢). The lateral profile of the muon energy, is interesting, because
the signalS,, generated by a muon in a Water Cherenkov-detector has a weaffyedependency. This
dependency is neglected in this study, but may be includea future update. The discussion of the
parameterization will focus on a obtaining a high-qualitpdal of p,,. The parameterization of,, is
discussed alongside to illustrate how the procedure careberglized.

First step: Local parameterization

The first step describes the parameterization on the levekaigle simulated air shower. The simulation
provides weighted particles in the ground plane. Each wedymuon carries a position and momentum
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vector among other things. The algorithm is applied to eadwsr in the set.

The ground position of the muons are projected into the shéwat plane. This plane is divided in
30 cells iny, and 30 cells in/r, ranging from0 to 1/4000 m. The normalized density in each cél] j) is
calculated by adding the muon weight and dividing the sunhycbrresponding ground area

Acellij = 2c059 (ig1 — i) (\/Tj+14 - \/ELL), (5.4.11)

and the total number of muons on the grouvgl
The logarithm of the raw data can now be parameterized wétidtiowing expansion iR/r and:

3 3 3
lgp, = ka X (Z cij cos(jv) + Z Chj sin(j¢)) (5.4.12)
k=0 §=0 j=1
with # = 2/r/4000 m — 1.

The use of the reduced variabi®ptimizes the accuracy of the numerical computation of thefiich is
done with the linear least-squares methaee.g.[147]. The fit leads to 28 parameters per shower.

The use of the linear least-squares method is a key ingreafiime approach, since so many parameters
need to be estimated from the data unambiguously and altadhator each shower. It shall be noted,
that fitting the logarithm of a random variable instead of ¥heable itself introduces a bias to the fitted
parameters, in analogy to the discussion in Section 5.4He @ias will be analyzed after the fit and
eventually corrected.

The early-late asymmetry described in Chapter 3 is cordawmi¢hin the dipole { = 1) terms of
the Fourier expansion, the geomagnetic deflections in taempole termsj( = 2). Both asymmetries
contribute to the octopole terms £ 3).

The choice of the upper limitsax = 3 andjmax = 3 of the expansions are based on the accuracy of
the raw simulated data. Lower orders of the expansions deepobduce the structure of the lateral profile
with sufficient accuracy, but higher orders which corregptinshort scale structures start to be dominated
by statistical and artificial fluctuations of the raw data.

To obtain a parameterization of the profile of the muon endigy same procedure is followed, but
starting from a grid of average muon energies in the shoveert folane. The muon energy in each cell of
the grid is calculated from its content under regard of thrtigia weights. The logarithms of the energies
are then fitted with the same parameterization.

Second step: Global parameterization

Each parameterﬁ’j" of the first step is now regarded as a functior{@fe). Again, it is assumed that this
dependency is slowly varying. The parameterizatiow iils done again with the first terms of a Fourier
expansion. The parameterizationdnis a polynomial expansion idnax(6), the distance between the
shower maximum and the shower impact point on the groundyatmsshower axis.

The distancelmax is roughly the scale on which the geomagnetic deformatitives divergence and
attenuation in the shower grow, as discussed in Chapteis3thiérefore the ideal variable for an expansion

of p,.

5
9 _
Cpj = E < E CkiméCOb (Lo) + E c,wmesm
w o 'rrL
Chj = ( E ckjmgcos (o) + E Chejme S (£
=0

with d = 2[dmax(0) — dmax(ao ] /[dmax(90°) — dmax(60°)] —

(5.4.13)

S

INumerically more efficient and more accurate methods exist tafameterizations, which consist entirely of orthogonaktfun
tions. However, it turns out that the chosen form is fitted/weell with standard methods, and further optimization is rexaed.
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Figure 5.16: The plots show example profiles of the normdlizeion density, obtained from simulated
proton showers arounth'® eV. The left side shows the raw profile from the simulation, whhe right
side shows the final parameterization. The geomagneticdféddt is at its maximum in both examples.
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Figure 5.17: The plots show example profiles of the averagannenergy, obtained from simulated proton
showers aroundi0!? eV. The left side shows the raw profile from the simulation, eftifile right side shows
the final parameterization. The geomagnetic field effect isanaximum in both examples.
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whereasd is the reduced variable. The fit is again done with a lineastleguares method, for the same
reasons as in the first step.

The second parameterization of the lateral profile of themareergy is done in the same way, but the
reduced variabld is exchanged with

0 = 2(6 — 60°)/(90° — 60°) — 1. (5.4.14)

It turns out empirically that the parameterization of thergyy profile works better in this variable.
The two sets 0P8 x 66 = 1848 coefficients

~99 ~gu ~ug ~UU
Ckime> Ckjme> Crkjme> Ckjme

are the final result of the parameterizations. They proviildl description of the normalized lateral profile
of the muon density,,, and the muon energy,,.

Some example profiles are shown in Fig.5.16 and Fig. 5.17.p] h@ofile examples show the dipole
from the early-late asymmetries with a maximum at abput —20° well in the example af ~ 60°,
while the quadrupole from the geomagnetic deflections hdesaa signature in the exampleéts 82°.

The dipole from the early-late asymmetries is much weakéver,, profile, but it can be also spotted
there: TheE, profile has a minimum where the, profile shows a maximum, as some low energy muons
decay before reaching the ground in the late part of the sheviéch in turn slightly increases the average
muon energy in the late part.

The parameterization @, is more precise than the parameterizatiod’pf Both are affected to some
degree by large artificial fluctuations in the simulated pesfat small radial distances< 250 m. These
fluctuations are a consequence of the radial thinning nesstibwer axis, which was turned on in the first
production run. While the fit of thg,,-parameterization is quite robust against these fluctostiout they
distort the F,,-parameterization, as can be seen in Fig.5.17 for the shoaan60°. The radial thinning
should be avoided in very inclined air showers.

Bias and distortion

The parameterization procedure is applied to proton stosierulated with QGSJet-Il in the range°® <
088°. The result needs to be quantitatively checked againshiid for possible biases, since the fit itself
is not unbiased. This is done by analyzing the distributibthe residual{p,, — (p..))/(p.) of the data
p, around the parameterizatidp,,). The average of this distribution estimates the bias, tfthwof the
distribution the precision of the parameterization.

Getting a meaningful residual distribution is not triviiihe simulated profiles have shower-to-shower,
statistical, and artificial fluctuations, which should todsparated from the distortion introduced through
the parameterization. Shower-to-shower fluctuations anekated variations over the full shower, statisti-
cal and artificial fluctuations are uncorrelated fluctuatirom the counting of particles in a certain region.
The artificial fluctuations are a consequence of the shovirenitig during the simulation.

Multiple showers with a varying cosmic ray enerBy zenith angle) and azimuth angle shall not av-
eraged for the residual analysis. In this case, it is onlyptissible to reduce the statistical and artificial fluc-
tuations in every individual lateral profiles. The width bétdistribution of the residualg,, — (p..))/(p.)
will include the shower-to-shower fluctuations and the affef the parameterization. If the combined re-
sult is not much larger than the observed shower-to-showetufitions of the normalized profilg, in
Fig. 5.13, the parameterization is acceptable.

The following algorithm is used to reduce the statisticadl amtificial fluctuations in the simulated
pu-profiles.

(1) Parts of the first step of the parameterization are repeathe particles in the shower front plane
are sorted into 30 cells it and 30 cells iny/r, ranging from0 to +/4000 m, and thep,,-profile is
calculated. Instead of a fit, a second grid of the same formllésl fivith the prediction from the
parameterization (it is evaluated at the bin centers).

(2) Pairs of adjacent cells int are averaged once, reducing the number of cellg to 15. Then, for
each direction iny, adjacent cells in/r are merged and the contents averaged, until the merged cell
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Figure 5.18: The left plot shows the residual distributidrtte normalized lateral profile of the muon
densityp,, from proton showers simulated with QGSJet-Il around theupaterization. The right plot
shows the same for the lateral profile of the muon endigyrespectively. The parameterization of the
latter was multiplied with the factar.08 to compensate its bias. Residuals from cells closer 1h&m to
the shower axis are dominated by large artificial fluctuatiand are thus excluded from the analysis.

contains more that00 weighted particles. This is done starting frem= 0 and working outwards.
After this procedure, most remaining cells contain arodd@ weighted particles, except for a few
left-over cells at large,, which could not grow enough. The latter are not used for treparison
between the simulated showers and the parameterization.

(3) The second grid that holds the parameterization is ndeirgthe exact same way as the first one, so
that the grids have pairs of cells of equal extensions. Findle residual is calculated for each pair
of corresponding cells, and saved together the radatshe center of the cell.

The algorithm assures that the statistical and artificiat@lations are reduced to a level of ab6dt. The
application to the profile of the muon energy, is analogue.

Fig. 5.18 shows the results of this analysis, after its @pfitbn to the full input set of proton showers
simulated with QGSJet-1l. The residuals obtained fromsodbser and farther thars0 m from the shower
axis are separated. Only the latter are meaningful, sinedattmer are dominated by the large artificial
fluctuations through the radial thinning in most showerdefinput set.

The analysis shows, that the parameterizatigyn,afhows a negligible bias smaller thaf, which is an
excellent result. The parameterization/f on the hand is biased: the average of the residual distibuti
is off by about8 %, if the parameterization is not modified. Fig.5.18 showsr#sdual distribution with
respect to the scaled parameterizationtyf, where the energies are multiplied by a factorldi8 to
compensate the overall bias.

The residual distributions are not a Gaussian. Most reldiw a small variance, but there are also
rare large deviations. The width of the distribution is mstied by he square root of the variance. In case
of thep,-parameterization, one obtains a width&df;, which is at the level of universality ¢f,. This is
an optimal result and shows that the parameterization apprimtroduces only negligible distortions.

In case of the&,,-profile, the square root of the variancd #%. This is not optimal, but still satisfactory
for a side product.

5.4.4 Comparison with another model

The model of the lateral profile of the muon density developed in this work is based on a phenomeno-
logical parameterization of fully simulated profiles. Thiedel, called moddB, shall be compared with a
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semi-analytical approach [10, 13, 54] from the literatwadled modelA.

Model A is based partially on air shower simulations andipbyton an analytical model of the lateral
muon profile. The analytical approach allows to understandstructure of the geomagnetic deformations
of the profile and a part of the derivation of model A is repdateChapter 3. Model A reproduces most
of the structure found in full air shower simulations renably well.

On the other hand, model A does not include some effects amiddytic approach that are present in
the full simulation:

e The early-late asymmetries in the profile of the muon dermsigyneglected.

e The muons are formed in two body decays of mesons. The destzrthe mesons to the shower axis
of somel00 m is neglected, instead the muons are assumed to originaesfiwoint on the shower
axis.

e The decay angle between the direction of the parent mesothargknerated muon is neglected.

These effects were already discussed in Chapter 3. Modelt@ratically includes these effects and
reproduces the full simulation to a level tf %. Model A does not achieves this level of agreement with
the simulation input everywhere [10], because of thesecntef effects.

Model A also uses another simulation setup than model B. Madgbased on the AIRES air shower
program. QGSJet01 is used for hadronic interactions at égingy and the enhanced splitting algorithm
of AIRES for low energies, which is tuned to GHEISHA. The slation setups of model A and B are not
too far from the two configurations A and B in the comparisoséttion 5.3.2 and similar differences in
the profiles of the muon density, can be expected.

Fig.5.19 to Fig.5.22 compare the two models. The globaletfis the produced number of muons
between QGSJet01 and QGSJet-ll is of no interest for command compensated by scaling model A
down by a factor of 0.9. The profiles in a) and b) show the exgteoumber of muons in a station of the
surface detector as predicted by the models in the latecatiotate system. The solid, dashed, and dotted
contour lines represent density contours representing 1@0and 1 muon per surface station. Model A
has a left-right symmetry in contrast to model B, because#nly-late asymmetries are not included.

Shown in c) is the relative difference of the model preditsioin d) this difference is compared with
the Poisson uncertainty expected for the average model.diffieeence in units of the expected Poisson
uncertainty allows to estimate the severity of the diffeeem a fit of the profile to experimental data. For
example, a relative difference of a factor of two is very #figant if the average number of muons per
station is 100, but not if the average number of muons is OelatiRe differences close to the shower axis
are more emphasized in d) than in c¢), because of the smadititalt uncertainties in this region.

Overall, differences up ta-50 % and down to more thanr 100 % are observed. In terms of the Poisson
statistic, the differences are larger thaho in some places. Model A shows a steeper decline at a function
of the radial distance from the shower axis than model B, lisccaused by the different low energy
hadronic interaction models used for the simulation inmitboth models. Model B has a dipole which
is missing in model A and caused by the early-late asymnsetriglight differences in the quadrupole
structure of model A and B are visible &t° and probably due to neglected effects in the modeling of the
geomagnetic deflections in model A.

In conclusion, the differences of up 160 % between model A and B are significant and will affect the
event reconstruction of very inclined air showers in Cheftdl he differences between model A and B are
much larger than the differences between model B and thanitdation input. The differences caused by
the different approaches used to derive model A and B seerpa@le to those caused by the differences
in the simulation input.

A direct comparison of the models gives a first impressiomefrhagnitude of the differences, but most
meaningful is a comparison of the performance of both madelse reconstruction of simulated and real
events. This comparison is done in Chapter 6.
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Figure 5.19: The profiles show the muon density predictedsapbdel A [10, 13, 54] and b) by model B
(this work) at10'? eV, # = 60°, and$ = 0°. The profiles in c) and d) show the relative difference (see
text). Model B is scaled down by a factor of 0.9.
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Figure 5.20: The profiles show the muon density predictedsapbdel A [10,13,54] and b) by model B

(this work) at10'? eV, § = 60°, and¢ = 90°. The profiles in ¢) and d) show the relative difference (see
text). Model B is scaled down by a factor of 0.9.

79



5.4. MODELING VERY INCLINED AIR SHOWERS

-4 -3 -2 -10 1 2 3 4
x / km

E4Ta

-4 -3 -2 -10 1 2 3 4 -4 -3 -2 -10 1 2 3 4
x/ km x/ km

Figure 5.21: The profiles show the muon density predictedsapbdel A [10, 13, 54] and b) by model B
(this work) at10'? eV, § = 84°, and¢ = 0°. The profiles in c) and d) show the relative difference (see

text). Model B is scaled down by a factor of 0.9.
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Figure 5.22: The profiles show the muon density predictedsapbdel A [10,13,54] and b) by model B
(this work) at10'? eV, § = 84°, and¢ = 90°. The profiles in ¢) and d) show the relative difference (see

text). Model B is scaled down by a factor of 0.9.
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5.5 Surface detector response to very inclined air showers

The surface detector samples the front of an air shower aralepoints on the ground. The SD signals
in very inclined air shower are dominated by the contributad muons. Therefore, the SD basically
measures the lateral profile of the muon densaifyon several spots on the ground. With the model of the
muon densityh,, on the ground from the previous section, it is possible tomstruct the total number of
muonsN,, on the ground from these measurements. The total numberarfisi, is used as an estimator
of the cosmic ray energk in Chapter 6.

In order to reconstruct the total number of mudvis on the ground with this approach, it is necessary
to understand and model the SD signal response to the partiglin the front of a very inclined air shower.
The model has to relate the measured sighad a station with the number of muon hitsand regard the
residual contributions of electrons and photons to theadighhe basic advantage in the reconstruction of
very inclined air showers is the fact that the contributimsn electromagnetic particles are small and can
be treated approximately, while the main contribution ®itieasured signals stems from the muons. The
signal response of the Auger Water-Cherenkov detectorsitmeican be modeled very well.

In the following, a signal response model is derived fromliti@ry of simulated SD events which was
presented earlier in this chapter. The derivation of theehfuflows the work of ref. [11,13,15-17] closely.
A slight modification of the standard ansatz will improve #ueuracy of the model in its application to the
reconstruction of events in Chapter 6.

5.5.1 Properties of the Auger Water-Cherenkov detector

The signal response of a Water-Cherenkov detector to afagjed particle is a function of the track length
[ that the particle travels in the water volume with a veloditiger than the speed of light in water. The
track lengthg and therefore the generated signal varies from particlattigte, partly due to the geometry
of the detection volume and partly due to the de-accelaratigarticles in water.

The signals generated by two or more simultaneous partittes detector add up. Cherenkov photons
from different particles have a random phase relation amsvsio interference. The SD stations of the
Pierre Auger Observatory have a linear response to Chevdigiku over a large dynamic range.

The signals generated in the surface detector by very eatlair showers are dominated by the contri-
butions of muons, but also the response to electrons andmhoteds to be regarded. The contribution of
hadrons can be neglected [56].

e Muons. The muons arrive in parallel over the extension of a statibime average muon signal is
proportional to the geometrical track lendghof the muon in the detector in very good approxima-
tion. Muons in the energy rande GeV < E,, < 500 GeV [16] fully penetrate the SD station and
maintain100 % production efficiency for Cherenkov light, but do not getersecondary particles
via bremsstrahlung or direet™ e~ pair production in the water. The average muon energy on the
ground in very inclined air showers ranges betwédmneV and100 GeV, depending on the zenith

angled of the shower.

e Electrons. The average energy of electrons on the ground is at least dytders of magnitude
smaller than the muon energy. The production threshold fogrénkov light is0.8 MeV. The
ionization energy loss in the water of ab@uMeVcem ™! stops electrons up to an energy of about
0.1 GeV. Cherenkov light is generated witld0 % efficiency over the full track in good approx-
imation. Therefore, electrons up to abdut GeV generate a signal proportional to their energy
in good approximation. Electrons with energies larger tti@ncritical energy in water of about
0.08 GeV [23] produce small sub-showers in the water and the relétgween electron energy and
signal becomes more complex, but in first approximationstilsa proportionality.

e Photons. A photons needs to be converted into an electron/positrorigpgenerate any Cherenkov
light. The radiation length in water 36 m [23] and a conversion therefore likely. The Cherenkov
production threshold for photons is abdwt MeV [16], which is equal to the sum of the rest masses
of two electrons and the kinetic energy for at least one eadb be above the Cherenkov threshold.
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Figure 5.23: The left plot shows the frequency of masked PMTeal events. A masked PMT is a faulty
PMT. Its signal is not used for the station level triggersrothie event reconstruction.

The signal response of the Auger Water-Cherenkov is indégrdrof the azimuth anglgof the incident
particle in good approximation. The station design assuheg most Cherenkov photons suffer several
reflections before hitting a PMT, so that the information whtbe initial direction of the photons is lost.
This randomization is very efficient if the particles have @d@rate inclination.

In very inclined air showers, a particle generated Chererdame can touch a PMT directly, which
amplifies the measured signal and introduces a dependeribg @zimuthy of the particle on the level of
a single PMT in the station. &-variationa ~ 15 % in the average signal response to muons is observed
in simulations [15]. The total signal response of a statiothe average of the its three individual PMTs.
The ¢-variation on the PMT level is well described by a cosine hahich cancels in the calculation of the
average

Sy = = (Supmr1+ Supur2 + Sy pvr-3)

(1 + acos(,)Su + (1 + accos(¢y + 120°))S, + (1 + arcos(¢,, + 240°))S,) = S,

W = Wl =

If one of three PMTs is not operational, thevariation of the signal response is still smaller tHaft.
Fig. 5.23 shows that most stations have all three PMTSs inatioer.

5.5.2 Modeling the signal response

The signal generated by the front of a very inclined air shrawean SD station now is modeled quanti-
tatively, based on the previous discussion of the proedfdhe Auger Water-Cherenkov detector. The
event reconstruction in Chapter 6 needs the full probgldknsity function (p.d.f.) of the signal response

to kK muons.
In general, the signab in an SD station is the sum of a muon contributisp and two kinds of

contributions from electromagnetic particles
S =8, + Sem~+ Semro, (5.5.1)

whereasSen is the contribution from electromagnetic particles geteztén earlier muon decays asghy.o
the contribution from electromagnetic particles whictgorate from the hadronic cascade.

The muon-generated electromagnetic particles make thedingribution. They are called halo parti-
cles and were already discussed in Chapter 3. The energirspeaf the halo particles and their density
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relative to the muons are almost constant. Therefore, ihene almost fixed relation between the average
muon signakS,,) and the average halo sign@em)

(Sem)
(Su)

On average, the halo particles form a constant signal baaokgirfor the muons.

While the initial energy of a halo particle is of the order oétanergy of its parent, its energy is
lost quickly in a small electromagnetic sub-shower. Thenefthe average energy of the halo particles is
orders of magnitude lower than the average muon energy. Uimber of halo electrons is comparable to
the number of muons. The number of photons above one MeV isa@averder of magnitude larger. The
signal ratio(Sem) /(S,.) is still small, because the muons with their larger energyegate Cherenkov light
over their full geometrical track length in the detectorurak, while the less energetic halo particles have
shorter tracks.

The remaining electromagnetic particles from the hadroagcade are not closely related to the muon
density. Ideally, their contributioSem-0 to the total signalS is zero, which is the case at zenith angles
0 2 65°. At 60° < 6 < 65°, the contribution is already small. The signal responseehisdbased on the
requirement, thab,..o makes only a small contribution to the signal so that it ismestessary to treat this
contribution in detail.

The signal components are random variables. Each has asponding p.d.f., which can be parame-
terized in general as

~ 0.2 (5.5.2)

Ju(Sul0; b, By k) (5.5.3)
fem(Sem| By, 0,0,m,,) (5.5.4)
fem-n“ (Semﬂr0|7"77/)797¢aEaA)a (555)

wheread,, ¢,,, I, are the average direction and energy of zh@uons hitting the statior(, ) is the
position of the station relative to the shower axis in thenal coordinate systenip, ¢), E, A are the
direction, energy and mass of the cosmic ray.

Only S,, depends directly on the number of muon Hits The electromagnetic signakn is tightly
correlated td, but actually a function of,,. BothS,, andSen are completely determined by the properties
of the muon front close to the ground, but the dependendgf.o needs to be traced back to the primary
properties of the cosmic ray.

The general p.d.f. of the total signal responsé tauons is the convolution of these p.d.f.s:

f(S) = f(S|9M7 ¢u7 E/,u k7 r, 1/% 9) ¢7 Ea A)
- / dSem/ dSemqro f,u(S - S'em) fem(gem - Sem-aro) fem-;ro (Semqro) (5-5-6)
0 0

Modeling the complete p.d.f. is a complex task and has sodabeen done. Instead, several approxima-
tions are used to reduce the general model to practical piops.

The p.d.f. f, of the muon signal is reduced to a function&f and the number of muons hits
The dependency og,, cancels in very good approximation and the dependenck,pis very weak, as
discussed earlier. A study of simulated SD events findg-alependency of the muon signs)| at the level
of about5 % [150] in zenith angle rangé0° < 6 < 80°, which is neglected in this study.

The remaining p.d.ff,(S5,|0,, k) of kK muon hits follows from the p.d.iy(S,|0,,) = f(S.[0,,1) of a
single muon hit via auto-convolution:

k=8 4SS+ Sk
= fﬂ S |9#,]€ /dsk 1 /dsk 92 /dSQ/d.SlX
9(Su — sk=110,) 9(Sk—1 — sk—216,) - -~ g(s2 — s116,) g(s5110,)- (5.5.7)

Thus, it is sufficient to mode}(.S,16,.).
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The approximations towardénm, and fo_em are radical in the standard approach. They are replaced by
delta-functions

f(S) = /0 ds'em/o dSem—n“ fu(S - gem) 5(Sem - Sem—n"a <Sem>) 5(Sem-7r07 <Sem-7r0>)

1 S
= (S = (Sem+ Semno)) = 1 o fu (1 - <€>) : (5.5.8)

whereas(e) = (Sem + Sem«0)/(S,) is the average contribution from electromagnetic pasicl@he
following approximation is used:

Sy~ S — (Sem+ Semmo) ~ S/(1 + (€)). (5.5.9)

The factorl /(1 + (¢)) needs to be introduced to preserves the normalizatigi{. 8f after the approxima-
tion.
The correct average value 6{.5) is obtained with this approach

(9) —/()oodSSf(S) - 1+1<e> /Ooodssf“ <1+S<e>>

=(1+ <€>)/OOO ds’ S’ f,.(S")
= (1+{e))(Su) = (5), (5.5.10)

but fluctuations off (S) will be too small. The discussion will return to this issutela
The ansatz of using:) implies a scaling of botliSem) and(Semo) With the number of muon hits:

_ <S§m+S§m-ﬂ'U> _ <S§m> <S§m-’ﬂ'0> _ k<5ém> <S§m-‘ﬂ'0>
=75 T TSk T RS T OR(sh)
L (Sem) , (Seman) (SE o)Lk (SL L) (5.5.11)

(Sp (S

This feature was already justified fo6er), but it is not apparent fotSem0). Very roughly, one may
argue that the number of muon hitsn a station is almost proportional the cosmic ray endigwhile the
same is true fofSem):

koxn, xE, (Semxo)xE = (Semao)x k.

This approximation is very rough for several reasons. Neittie muon component nor the electromagnetic
component of an air shower scale exactly with Furthermore, the depti,« of the electromagnetic
shower maximum increases with £ as shown in Chapter 3, so that the electromagnetic compament
slight less attenuated at higher energies.

The signal ratio(e) is only a function of the cosmic ray enerdyand massA because of the contri-
bution of (Sem,0). Neglecting these dependencies is part of the ansatz agdaaggbod approximation
becaus€Sem.-0) has a small impact in the reconstruction of very inclinedshowers. The impact of these
approximations will be evaluated later.

The remaining dependencies of the signal ratiocan be reduced to the positign, ) of the SD
station in the lateral coordinate system and the direc#ior) of the shower

(€) = (e)(r,1;0,9). (5.5.12)

The dependencies ¢f) on E,, andd,, are implicitly regarded. Botl¥,, andd,, are approximately universal
and therefore only functions of the remaining parameters; 0, ¢).

This is the approach developed successively in ref. [1118-317]. The approximations may seem
rough, but the reconstruction of simulated events in Chigptgill show, that they work out surprisingly
well in practice.
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Figure 5.24: a) The histograms compare the simulated biigtoin of the signal responsg! /(1 + (¢))

to single muons with the distribution of the muon sigﬂél alone. Cuts on the zenith angle assure, that
the contribution ofS.,.0 is negligible. b) The histograms compare the simulatedidigton of the signal
responseS/(1+ (e)) to any number of muons with the muon sigisalalone. Cuts on the parameter region
assure, that the total signéllis dominated by5,, andSemo.

Fluctuations of the electromagnetic signal components

The discussion shall now return to the neglected fluctuatiorEg. (5.5.8). Approximatingem and fo.em
by delta-functions neglects fluctuations of the total sighaaused by the electromagnetic signéls and
Sem-0. These are good approximations only{fS,,] > o[Sem| ando[S,] > o[Semo].

The surface detector simulation in the Augeffline-framework keeps separate records for FADC
counts generated by different particle species. The tigalatS, as well as the components made by
electrons, muons, and photons may be analyzed separatatyistused in Fig.5.24 to compare the dis-
tribution of the muon signab,, alone with the distribution of the total signélcorrected by the average
electromagnetic compone(it + (€)) in simulated events. Both distributions have the same nimarihe
distribution of S/(1 + (€)) also includes the fluctuations caused by the signal corititis from electro-
magnetic particles. Some cuts on the simulated data all@srpare two regimes. In Fig. 5.24&),m.0
is negligible and the additional fluctuations are causeg bylSem. In Fig. 5.24b), the contribution from
Sem-o 1S relevant or even dominant, as will be shown later.

The analysis shows that the fluctuation of the total signsideed dominated by the fluctuation of the
muon signal, but it is also apparent that the other conidbstare not negligible. The fluctuations .&fy,
and Sem0 are neglected in the standard approach. It is proposed naivapproximately include these
fluctuations by re-interpreting Eq. (5.5.8) as the definitad how to constructf,,(S,). By definingthe
muon signal as

S

1+ {e)’

and building f,, from the distribution of this random variable, the fluctoas of the total signal due to
the electromagnetic background are included into the.pf.f This ansatz also has the advantage, that
a possible bias in thé:)-model is partly absorbed intf,(S,|6,,, k), so that it effectively cancels in the
application off,, in the reconstruction. It will be shown in Chapter 6, thasthiep indeed improves the
precision event reconstruction.

The technical derivation and implementationfpfis discussed in Appendix C.

S, (5.5.13)
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5.5.3 Analysis of the electromagnetic signal component

A detailed analysis of the signal rat{e) = (Sem + Sem«0)/(S,) based on simulations is performed in
ref. [16], which also yields a model gk). This model is also used in this study. The predictions of
the model are compared with data obtained from the simula2events produced for this study in the
following.

The analysis exploits again that the simulation separéesontributions of muons, electrons, and
photons to the total signal. Lateral profiles of the averagemsignalS,,) and the average electromagnetic
signal (Sem + Sem~0) are generated first. Stations with a total sigasmaller than the lowest trigger
thresholdSt; = 1.75 VEM are not used in order to emulate realistic data taking cimmdit

Then, the ratide) is calculated from these lateral profiles. The uncertaifitipis approximately

 {Sem) (@*[Sen] | 0[S\
=5 (Bt o) (5519

under the restrictions[Sem] < (Sem) ando[S,] < (S,). Fig.5.25 and Fig. 5.26 show the results together
with the expectation from th&)-model. In order to get a reasonable uncertainty estimate Eg. (5.5.14)
the ratio(e) is only shown in these figures wheréSer| < 0.5 (Sem) ando[S,] < 0.5 (S,,).

The signal ratio(e) shows the previously discussed features. At zenith argles 62° and radial
distances 2 1 km from the shower axis, the signal ratje) is small and almost constant. In this range,
the signal contributiorSe,.0 of electromagnetic particles from the hadronic cascadegdigible and(e)
is independent of the cosmic ray enetgyand massA.

In the zenith angle rang&)°® < 6 < 66°, a signal contributiorbe,..0 is present, but it mostly affects
stations at- < 1 km. This contribution depends on the cosmic ray enefgand mass4 and is not
universal, as discussed previously. Proton showers yie&dia which is up ta0.1 (S,,) larger than iron
showers. An effect of the same order is observed as a funatithre cosmic ray energ¥.

Both effects are well known [151]. The presént-model neglects them and is derived from proton
showers atF = 10'? eV. The reconstructed energysp of showers close t6 ~ 60° will be slightly
biased because of this in Chapter 6. The size of this biassisdstimated directly by applying the event
reconstruction to simulated SD events. The analysis iopadd in Chapter 6 and the bias will turn out to
be acceptably small.

Another increase iffe) is observed close to the shower axis very large zenith afigkes0°, which is
not related to a contribution &em.0. At such large zenith angles the average muon energy on tuedr
close to the shower axis becomes so high that additionatreteagnetic particles are generated by muons
through bremsstrahlung and directe~-production in the field of nuclei, as discussed in Chaptert8s
Sem-contribution is still universal in good approximation.

There are unexpected features as well. The analysis showseaall discrepancy of up 0.2 (S,,)
between the model from ref. [16] and this analysis. Gengréile model is in better agreement at a small
radial distances < 2 km, where the discrepancy is at the level(5 (S,,) to 0.1 (S,). Far from the
shower axis, the simulated data shows a different behakiemn the model. The model tends towards
(e) ~ 0.2, while the analysis indicates a drift towards zero. Thetdifirts closer to the shower axis at
lower energies.

Most of the discrepancy between tf¥-model and this analysis is understood and is related to the
rejection of stations with signals below the T1 threshgjd = 1.75 VEM in this analysis.

Fig.5.27 shows the effect of a signal threshold on the sigolposition in a station. Without a signal
threshold, the muon component is very often zero. A lot oflsignals are generated by photons, which
are numerous. This fraction is strongly suppressed, if @asigpreshold is introduced.

This allows to understand the effect on the signal rétjo The trigger effectively suppresses signals
with no muon contribution if the muon density is very low. Télectromagnetic particles make smaller
signals on average than muons and are often not able torttlggetation without a simultaneous muon hit.
The opposite is not true. Even a single isolated muon is alilégger the station under optimal conditions
at such large inclination angles.

The suppression effect vanishes, if the local muon densitgrge and the station is triggered in any
case. Therefore, the average signal contributi®s,) from halo particles has a slight non-linear depen-
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Figure 5.25: The points show the simulated signal ratjoas a function of the radial distaneeto the
shower axis, the zenith angleand the cosmic ray enerdgy and mass, as well as the hadronic interaction
model. The curve is the model prediction from ref. [16].
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Figure 5.26: The plots are a continuation of Fig. 5.26.
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Figure 5.27: The plot shows the simulated ra$ip/.S of the muon generated signal to the total signal
in a station. Only stations witly < 10 VEM are included in the analysis to avoid signal contributions
from 7°-generated electromagnetic particles. The peak a5 = 0 represents signals generated solely by
electromagnetic particles. It is actually an isolated peadk only has a finite width due to the resolution of
the histogram. The peak is suppressed, if stations withgaals below a certain threshold are rejected.

dency onk, the number of muon hits in the station. The average sigtial ¢g effectively depends on the
muon densityr,, at the position of the station in turn and thus on the enéf@f the cosmic ray.

If stations with signals below the trigger threshold arduded into the analysis, a very good agreement
with the functional form of thée)-model is found. However, a small and almost constant oftsag@ins.
The model prediction ofe) stays abou®.05 (S,,) above the results of this study.

The available data is not detailed enough to derive a (ewnodel despite these findings. Building a
model of the signal ratide) requires dedicated simulations. The already discussewagip to derive the
signal response modg], absorbs most of the bias found here. A small energy depehiipresent at
all zenith angles nevertheless remains, which will be adectempirically in Chapter 6.

5.5.4 Comparison with another model

The model derived in this study is compared with the modeivddrin ref. [15]. To ease the discussion,
the following naming convention is used:

e The model from ref. [15] is called model A.
e The model derived in this study is called model B.

It is sufficient to compare the signal response to single mhithm Fig.5.28 shows the result. The
shapes of the p.d.f.s are similar. There is an almost consitéfhin the average muon responsg,). The
predictions of model B are lower ki) % to 20 % than those of model A.

This shift is the one generated by the bias of{)emodel from ref. [16], which causes an opposite bias
in model B. The combination of model B and tt#-model will nevertheless be unbiased by construction.
The signal variance[S,] in model A and B is comparable. This is a coincidence. Expkisthe same

bias which is already observed {§,,). Model B should therefore have a smaller variance than madel
It is still comparable, because model B includes fluctuatifsam the electromagnetic halo particles that
make the variance larger.

The model comparison only shows differences which are éggdeoom the earlier analysis of tHe)-
model or put in by construction. To properly compare the ngdbeir performance in the reconstruction
of simulated and real events needs to assessed. This camparidone in Chapter 6.
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Figure 5.28: The plots compares two models of the signaloresp of to a single muon hit. Model A is
taken from ref. [15], model B from this study.
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Chapter

Reconstruction of cosmic ray properties

The Pierre Auger Observatory reconstructs the properfiessmic rays by detecting the initiated exten-
sive air showers as shown in Fig. 6.1. In the view of the plarpbysicist, the atmosphere forms a hadronic
and electromagnetic calorimeter, which is instrumentetraad out by the observatory.

The surface detector{SD) instruments a single slice of this calorimeter withtjgde detector stations, and
samples the particle flux and arrival time structure of threshower in the slice. It is therefore not able
to measure the energy of the cosmic ray in a calorimetric Wwagause that would require to sample the
deposited energy in the whole volume of the “calorimeter”.

Still, the surface detector is able to get the direction ef¢bsmic ray from the sampled arrival times,
and an energy estimator from the sampled profile of the paufticx. This energy estimator is proportional
to the particle flux through the slice, and almost proporlda the cosmic ray energy.

The energy estimator depends also strongly on the atomis rhasd arrival directiond, ¢) of the
cosmic ray. It depends also weakly on the current conditfah@ atmosphere itself, which shows slight
seasonal and daily variations. The arrival directiény) can be measured unambiguously and the condi-
tion of the atmosphere can be monitored, but the dependdrihg energy estimator af and A remains
entangled.

Thus, if the cosmic ray mas4 is not known, the systematic uncertainty of the cosmic rargnt
derived from the energy estimator is large. Because the¢lieal knowledge about soft hadronic interac-
tions in general and at ultra-high energies in particuléimged, these systematic uncertainties are further
increased. More details about this topic can be found in &ndp

The fluorescence detecto(FD) of the Pierre Auger Observatory does not suffer fronséHamitations. In
some sense, this detector “instruments” the whole volunbeatmospheric calorimeter, and therefore is
able to measure the energy of the cosmic ray by integratiegtte energy loss along the shower path.

The fluorescence detector does so by collecting fluoresdigyiteyenerated by collisions of electrons
in the shower with nitrogen molecules. The collected ligint ik sampled with a pixel camera with a high
time resolution. With the orientation of the pixel trace lnetcamera, the arrival times of the light in the
triggered pixels, and the arrival time of the shower fronaaingle surface tank, it is possible to get an
accurate reconstruction of the shower geometry.

The knowledge of the position and orientation of the showes eelative to the fluorescence detector
together with the current state of the atmosphere allowaltutate the total amount of light emitted along
the shower axis from the detected light. The total amounigbit lalong the shower axis is a calorimetric
measure of the total energy deposited by the electrons iaitlsower. The conversion factor is called the
fluorescence yieldnd can be measured in laboratory experiments.

The fluorescence detector can only detect the fraction ottisenic ray energy, which is converted
into electromagnetic particles and consequently depbgiteahe atmosphere. Fortunately, this is about
90 % at ultra-high energies, as discussed in Chapter 3. The &eation depends weakly on the cosmic
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Figure 6.1: The drawing summarises the basic ideas behénmbgmic ray measurement at the Pierre Auger
Observatory, and distinguishes between the so cabetical showerg0° < 6 < 60°) andvery inclined

air showers(60° < 6 < 90°). Vertical showers reach the surface detector with photelestrons (yellow
dotted cloud), and muons (green solid lines). In very iredinir showers, the electromagnetic component is
(almost) extinct at ground level, and the surface detedisenses mainly a muon shower. The fluorescence
detector measures the fluorescence light (violet dashesl)lgenerated by the electromagnetic component
of the shower in both cases.

ray energyE, the mass4, and on the theoretical modeling of the shower. The sysiematertainty of
the reconstructed energy due to this effect is addit[47], which is even smaller than the precision of
the absolute calibration of the FD. It is therefore well ifistl to call the FD measurement a calorimetric
energy measurement. A downside of the fluorescence detsd¢hat it can only operate in clear moonless
nights, which limits its duty cycle to abou8 %.

The combined use of the fluorescence and surface detectoancels their respective weaknesses. Air
showers measured in both detectors can be used to calibes¢mérgy estimator of the surface detector. If
the calibration is done with an unbiased sample of the maspaosition of cosmic rays, the FD-calibrated
surface detector measures the cosmic ray energy with cafplgyamall systematic uncertainties and a duty
cycle of almostl00 %. This approach is followed here.

6.1 \ertical and very inclined showers

Important features of the lateral profile of an air shower sneed at the Auger South ground altitude
depend on the zenith angle, which change the signal patiecosded in the SD. Two regimes form, which
need to be treated by different SD reconstruction methdus:so-calledvertical showers in the zenith
angle rang®° < 6 < 60°, andvery inclined air showerat60° < 6 < 90°, see Fig.6.1 and Chapter 3.
These differences are only important for the reconstrnaifdSD events. The reconstruction of FD events
is unaffected.

The SD reconstruction methods for both zenith angle reganebased on different approximations to
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the lateral shower profile, and in consequence yield diffeemergy estimators. In vertical showers, the
primary electromagnetic component of the shower is actitieeaground level, and the signal measured in
the Water-Cherenkov-Detector stations is dominated biatige number of electromagnetic particles. The
typical path lengths are small enough, so that the influefitieeogeomagnetic field on the lateral profile
of the shower can be neglected.

The energy estimata$;qg of vertical showers is obtained by fitting a modified Nishiaxtamata-
Greisen function [152—-154] to the recorded spatial patégignals in the SD

B(0) B(0)+~
S(r) = Siooo(E, A, 0) (’“) (””) : (6.1.1)

r1 ro 411

with ; = 1000 m andry, = 700 m. The radial symmetric Nishimura-Kamata-Greisen funct@s orig-
inally derived for pure electromagnetic cascades. dHdependency of and S1p00 can be parameterised
from data [155-157]. The constamtis zero in small showers and a free parameter in events witgha h
station multiplicity.

In very inclined air showers, the primary electromagnetimponent is (almost) extinct, and the signal
measured in the Water-Cherenkov-Detector stations is e by muons. The flux of low energy elec-
tromagnetic particles into the detectors is still largaenrtithe flux of muons, but this is overcompensated
by the better signal conversion properties of muons, as stw@hapter 5.

The energy estimatbiz,, of very inclined showers is obtained by fitting a referenasfife of the muon
densitynLef to the recorded spatial pattern of SD signals [10-17]

S(r,9) = (S)(6) (L+(e)(r, 4360, 9)) X Astation0,:) Ryu(E, A) ni5(r, 436, 6) . (6.1.2)

muon signal + em-background per muon no. of muons per SD station

This approximate signal model is build from several compos&vhich were previously discussed along
with their systematic uncertainties in Chapter 5:

. <S}L>(6H) is the average signal generated by a single, isolated muaittothe inclinationd,,.

o (€) = (Sem+Sem«0)/(S,) is the average contribution of electromagnetic particdahe total signal,
which arrive together with the muon. Itis a function of theedtion of the air showe(®, ¢) and the
position of the statioiir, ¢») in the lateral coordinate system of the shower.

e Agationis the area of a surface detector station projected ontorthend as seen by a muon with the
inclinationd,,. The calculation is discussed in Appendix A.3.

e R,(E,A) n;ff(r, 13 6, ¢) is the number density of muons on the ground. The first By, A) =
N, (E, A, 9)/N[ff(E, A, 9) is the ratio between the total number of muons on the groutitkievent
and a reference shower. The second term is the lateral pobttie reference, which is obtained from
air shower simulations. The reference model representgexrage air shower at a given fixed mass
and fixed energy. The standard choice i9& eV proton shower.

The zenith angle dependenciesVNp (E, A, 6) andN[ff(E7 A, 9) cancel in good approximation, so that the
energy estimatoR,, of very inclined air showers i&-independent.

An in-depth discussion of the reconstruction of verticahgérs is given in ref. [158]. The study focuses
on the reconstruction of very inclined showers.

6.2 SD event reconstruction of very inclined showers

The current reconstruction procedure for very inclinedshiowers is based on a long line of achieve-
ments [10-17,84,159-166]. In the past, some developmesresdone in parallel, which formerly lead to
two separate reconstruction prograrSstHorRec [14] andefit [17, 161-165].

1The energy estimator is also called N19 in other referenBgs= N19.

93



6.2. SD EVENT RECONSTRUCTION OF VERY INCLINED SHOWERS

dN

Rsh-sh

RSD
u u
Figure 6.2: The figure illustrates, how the fluctuation of teeonstructed energy estimatBﬁD (right
graph) is composed of natural shower-to-shower fluctuatiorthe shower development (left graph) and
the fluctuations due to the sampling of the detector (cedtgraph). In this definitionf,, is the ideal
average of the physically realised energy estimaRﬂTSh. The latter may be measured with a perfect

detector, while the former only exists on a statistical ®aéinly R, is directly related to the cosmic ray
energyE.

Both are very sophisticated stand alone programs, but sihégrare not implemented in the official
analysis frameworlOffline of the Pierre Auger Collaboration. Their approaches anadepis were re-
cently merged into a new reconstruction module calidiiorizontalReconstruction [166], which is how
part of in theOffline analysis framework. Large parts of this module were coutet) in the course of this
work. The source code of the module can be obtained onling[16

The new module implements two coupled fits, one to reconistinecenergy estimatak,, and another
one to reconstructed the shower arrival directf@ng). The energy estimator reconstruction is strongly
based on the structure and the established concepts efitherogram, but was rewritten from scratch
to make use of the software facilities of ti@fline framework. The directional reconstruction on the
other hand was copied from the standard reconstruction ladduvertical showers [158,168,169] and is
therefore identical in vertical and inclined showers.

The Offline framework aims to be a comprehensive modular framework lnvisi@asy to understand,
extend and modify. It is distributed with a set of standardigsis modules which can be freely combined
to execute a certain analysis task. The module concept g bnithe idea, that analysis tasks like the
reconstruction of very inclined SD events can be divided amsequence of independent steps. Each step
is realised with its own software module.

The standard modules also serve as templates, which otrenmiprove with their own ideas and return
these improvements into the standard mod@eHorizontalReconstruction was written in this spirit in
a collaborative effort [166].

The reconstruction is discussed in detail in the followingys an introduction, a simplified recon-
struction procedure for an air shower measured with anigkghISD measurement is regarded first. The
simplified reconstruction is then expanded into a full restouction for real data.

Each reconstruction yields an energy estimator, among otieervables. For the following discussion
in this and the next chapter, it will be sometimes necessagxplicitly distinguish between different kinds
of energy estimators:

e Theideal energy estimatoR?,, FE'/7 is proportional to the average number of muons generated
by a cosmic ray with the energy. The real number of muons fluctuates from shower-to-shaager,
discussed in Chapter 3 and Chapter 5.

e Thetrue energy estimatoth‘Shis proportional to the real number of muons in a shower. The tr

"

energy estimatoRfL“'Shfluctuates from shower-to-shower with respecip. For identical cosmic
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rays that hit the atmospheré&?, = (RS""). In contrast toR,,, R5"*"could actually be measured
with a perfect detector, that counts every muon that arilresgground. The true energy estimator
RShis available in simulated air showers.

e Thereconstructednergy estimatoRﬁD is the result of the measurementlbjl;h's"with a non-perfect

detector. Sampling fluctuations additionally randorrﬂi@ with respect tcRZh'Sh, because not every
muon is counted.

The variables are further illustrated in Fig.6.2. The &dpﬁariablesRZh'Sh and Rf‘f’ will be used, where
the distinction is important. Where the distinction is noporntant, the energy estimator is simply called
R, as before.

6.2.1 Idealised reconstruction

The surface detector consists of an array of identical \A@tearenkov detector stations, which are excellent
muon counters. In first approximation, the SD shall be regges a perfect muon counter and an SD event
as a spatial configuration of muon counts. The shower dine¢#l, ¢) and the local muon arrival direction
(0,.,:, o) at the position of each station shall also be perfectly known

In this case, the average number of muon coiMs;) in a station; can be calculated by multiplying
the effective area of the statiofyaion(6,,,:) With the muon density,,,. The effective area depends on the
muon inclinatiord,, ; at the position of the station and is discussed in Appends With the factorisation
approach from Eq. (5.4.1), this can be formulated as thenskpart of Eq. (6.1.2):

<NH7i>(Fi; Ru7 Te, 97 ¢) = Astation(eu,i) Ry, n;ff(Fz — T 97 ¢), (621)

whereag; is the position of stationin ground plane coordinates andis the point where the shower axis
intersects with the ground. The latter position is alsoschtheshower core

Since the shower direction and thg ; are fixed, the equation has only three free parameters: the
energy estimatof?,, and the two coordinates of the shower copeon the ground surface. By expanding
Eq. (6.2.1) into a statistical model of the sampled muon o ;, the equation can be used to determine
the free parameters from the sampled muon counts.

The reference profilmff is only defined in a tangential ground plane, while the SDictathave
vertical offsets with respect to this ideal plane due to Esiturvature and local altitude changes, as shown
in Chapter 4. The true station positief) therefore needs to be projected into the ground plane of the
model, which has the shower core poitas its origin:

r 2 F with (7 — 1) e, =0, (6.2.2)
wherease, is the local vertical direction at the position of the showere.

The solution with negligible bias at all zenith angles is finejection along the average muon arrival
direction (6,,;, ¢,,,;) at the position of the station. The muon arrival directiomipriori known in the
idealised case and can be modeled well in the realistic €&ifferent projection approaches are compared
in Appendix A.4.

A good statistical model for the muon counts is the Poissetridution. The model holds if the muon
positions on the ground are uncorrelated over small sc@las.is a good approximation, because muons
are generated far from the ground with individual randonections. When they reach the ground, their
positions are sufficiently randomised. This leads to thifahg likelihood function

1 (N
L{Nui} Ry, re) = H ﬁ<Nu,i>N“J e~ Nuwi) (6.2.3)
i 2200

with (N, ;) calculated by Eq. (6.2.1). Stations not hit by a muon areedailent stations They have
N,; = 0, but provide valid information to the likelihood functiotgo. The probability to get a silent
station can be calculated from the Poisson distributionthad silent stations help to constrain the model
parameters, in particular the shower core position.
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6.2. SD EVENT RECONSTRUCTION OF VERY INCLINED SHOWERS

Optimal estimates for the free parameters are obtained &anmerical minimisation of In L with
the MINUIT package [148]. Minimising- In L is equivalent to maximisind., but can be better handled
numerically. The numerical minimisation needs start velwehich are as close to the final solution as
possible. The barycentey, of the muon counts yields a good initial estimate for the stravore:

Zi riNu,i/O'[Nlh’i] _ Zl rim (6.2.4)
2 1/0[Npl > Um

An initial estimate ofR,, is obtained by fixing the shower core to the barycenter andrspl

Te Ty =

O L({N, i }| Ry ms)

!
L 6.2.5
R, 0 (6.25)

analytically, which leads to

SN Ny Astation O,i) W (7 — 030, 6)
Zle Astation(gu,i) n;ff(ﬁi — 70, ¢)

with &k as the total number of regarded stations, including silietioss.

R, (6.2.6)

Analysis of resolution and bias

In the simplified reconstruction, the resolution and biathefreconstructed energy estimaRf[D isonly a
function of the data statistic and thg-model from Chapter 5. Itis worthwhile to evaluate the parfance
of the model by applying the simplified reconstruction to 880 simulated SD events from Chapter 5.

The full information of particle hits in each station is dafle in the simulated SD events, so that
the ideal muon countv,,; and the mean muon arrival directi@f,, ;, ¢,.;) can be calculated for each
station. The reconstruction uses themodel derived from proton showers simulated with QGSJetHe
reconstruction efficiency over the whole libraryi&9 %.

The resolution and bias of the fit are derived by comparingnetucted parameters with the input
values of the simulation. The reconstructed energy esmim%jD has to be compared with the true energy
estimatorRS"in this case, not the ideal estimatB), o« £'/7, because only the resolution of the detector
and the reconstruction is of interest.

The true energy estimatcRZh'Sh can be calculated in simulated showers by counting the totaber
of muons on the ground/,, and dividing the number by the value obtained from the refmenodell\f[ff

R™"= N, /N (6.2.7)

For the reconstructed shower core positigh, two kinds of residuals are regarded. The shower core
resolution is obtained from the deviation distance of tleenstructed and true shower core positions
SO (6.2.8)

re = |73

The core resolutioa|[r,.] is taken as thé8 % quantile of the distribution of..

The variable. cannot be used to detect a systematic bias in the core offsetriable better suited for
a bias analysis is the component of the core offset alongtainetirection. Out of all possible directions,
the projected arrival direction of the shower is a partidylanteresting, the corresponding shift

Te = (rfD — 1) (ezcosd+ e, sing), (6.2.9)

is called the early-late component of the shower core ofisét positive (negative), if the shower core is
shifted towards the early (late) arriving part of the showebias in this direction has the largest impact on
the reconstructed zenith andles of the shower, as will become apparent in the full reconsindater.

Fig. 6.3 to Fig. 6.5 show the results of the analysis. Theibigion of R,ij around the true value is a
Gaussian. This is in exact agreement with the expectation.
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Figure 6.3: The plots show example distributions of R@’—residual and the shower core offset as
obtained from the reconstruction of simulated ideal SD &szeDnly events in the energy rangeldf® eV

to 10191 eV are regarded. Events from proton and iron cosmic rays, sit@tiwith QGSJet-1l and EPOS,
are combined. The red curve in the left plot is a fit of a Gaussi&e red arrows in the right plot show the
68 % and95 % quantiles.

The bias analysis oRﬁD shows a systematic uncertainty smaller th&h, which is an excellent result.
The systematic uncertainty is small compared to the estidnsytstematic uncertainty &6 % of the refer-
ence model derived in Chapter 5. Some systematics in thelrapdarently cancel in its application to the
reconstruction of SD events.

The resolutions[R5P]/ R;:P of the energy estimator depends strongly on the cosmic resggrand to
a lesser degree on the zenith angle. The average resoltitiof’ &V is aboutl0 %.

The core resolutiom[rSP] shows a dramatic decreasegat- 84° with a corresponding increase in
the core bias.. The increase is expected to some degree, since the lateféé pf the muon density
becomes flatter with rising zenith angle, so that the cestérss pronounced. The magnitude, however,
is surprising. Events at these large zenith angles are @xdlin some resolution and bias analyses where
they would otherwise totally dominate the result, see faneple the left plot in Fig. 6.5b).

Overall, the core shows a small shift of ab60tm towards the early arriving shower part. This shift is
a function of the azimuth. It is larger if the deflections tgh the geomagnetic field are small. The shift
is small enough to be acceptable, but further improvemearhsdo be possible here in the future.

The average estimated resolutionsRiP andrSP from the reconstruction are in good agreement with
the respective true resolutions, especially in the cas@fﬁf This indicates that the statistical model of
the measurement covers the dominating effects and thaetiomstruction bias is small compared to the
reconstruction resolution.

Proton induced showers are measured with a slightly lovgeiugion than iron showers. The resolution
in proton showers simulated with QGSJet-ll is particulddw. The effect is explained by the varying
number of muonsgV,, produced in the showers at the same cosmic ray engrgs shown in Table 5.1 in
Chapter 5. Proton showers simulated with QGSJet-1l havéothest number of muons.

The idealised reconstruction avoids some additional daiceies, which are present in the reconstruc-
tion of realistic SD events. In this sense, the resolutidstaioed here are an upper limit for the attainable
resolution in a realistic reconstruction. The steps of &st@reconstruction are discussed in the following.
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Figure 6.4: The points show biases of the energy estim’%ﬁ&rand the shower core. as a function of
the cosmic ray energi and direction(d, ¢). The biases are derived from the simplified reconstructfon o
simulated ideal SD events. The core biaat87° is outside of the scale, it is aroufd’ km. The cosmic
ray nuclei and hadronic interaction models used in the sitian are distinguished with different markers

and colors.
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Figure 6.5: The points show the resolution of the reconstdienergy estimatoRﬁD and shower core
r. as a function of the cosmic ray energyand direction(, ¢). The resolution is obtained from the
simplified reconstruction of simulated ideal SD events. Tbe core resolution[rSP] at87° is poor and
outside of the scale, it is arourxd km. The cosmic ray nuclei and hadronic interaction models used
the simulation are distinguished with different markers aolors. The reconstruction estimates of the
respective resolutions are shown with a solid gray line.
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6.2.2 Realistic SD reconstruction

The treatment of real SD events adds more complexity to tbensgruction. The full SD reconstruction
has to deal with signal backgrounds, an estimation of thevehdirection from data, and the ambiguous
relation between signals measured in SD stations and the&sponding muon counts.

The full reconstruction procedure follows a sequence ofsdh\steps:

(1) Background rejection. Real SD events contain various background signals, whied teebe sub-
tracted.

(2) Preliminary reconstruction of the shower direction. A preliminary estimate of the shower direc-
tion can be obtained by fitting a flat shower front model to figaal start times of at least three SD
stations.

(3) Reconstruction of the energy estimator and shower coreWith an established shower direction,
the reconstruction of the shower cargand the energy estimatdét, may be started.

(4) Improved reconstruction of the shower direction. The reconstruction of the shower direction is
improved by a fit of a more realistic curved shower front mddethe signal start times of at least
four stations, which depends weakly on the reconstructedshcore position. Step (3) and (4) are
iterated at least once. The iteration is stopped if the tégd converged, which usually takes only
one cycle.

(5) Acceptance selectionA selection is applied to the reconstructed event to ensuremal systematic
uncertainties in the reconstructed parameters. Esdgntied selection assures that the shower is well
contained in the SD array. The selection also assures a @filled] exposure of the surface detector.

The individual steps are discussed in the next sections.
Technical details about the reconstruction in the Aufline-framework can be found in Appendix D.

Background rejection

The event trigger of the surface detector of the Pierre A@jeervatory is permissive. Only abdiit% of

all triggered very inclined air showers are real air shov@8$. The main background is generated by the
background flux of atmospheric muons, which is constanthegated by low energy cosmic rays. Another
source of background are lightning strikes in the SD array.

The latter are a rare but spectacular background. Lightgpémgrates an electromagnetic pulse, which
causes oscillating signals in the SD stations. The pulsegy enters the station DAQ via the grounding
of the electronics. Signals generated in this way can ftitfdlSD trigger condition and produce events with
strange shapes. An example as shown in Fig.6.6. The oimikaih the signal trace are used to rejected
lightning events. If a single station in an event shows tlossdlations, the whole event is rejected. Since
this is a rare phenomenon, the influence on the SD acceptanegligible.

Atmospheric muons are the main background, which hit eaclstafion with a rateVaee ~ 2.5 kHz.
The rateNt; = 100 Hz of first level triggers in each SD station is dominated by ¢rescidentalmuons.
Accidental muons can both generate fake events and cordtemnigal air showers.

The average number of accidentally triggered stationsyertean be estimated by multiplying the T3
time windowAtt3 = 60 us with the T1 rateNT, and the number of read out statiaNg, ~ 300

At'rg NT]_ Ntot ~ 2. (6210)

The actual number of stations that are read out as part ofert earies, as described in Chapter 4. Only a
rough estimate is used here.

The probability for a station to be contaminated with andental muon is obtained by multiplying the
time windowtace = 768 x 25 ns = 19.2 us of a signal trace with the rate of accidental mudvg

ttraceNacc ~5%. (6.2.11)
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Figure 6.6: This top view on the SD array shows a spectaciglaimiing event (event 1332966). Colored
circles represent triggered stations. The color indicdtesrrival time of the signal, blue are early signals,
red late signals. Full and open circles represent statiatis necorded signals. The radii of the circles
are proportional to the logarithm of the recorded signaltkBanall gray circles represent represent active
un-triggered stations, light small gray circles represtations that are inactive at the time of the event or
not yet deployed in the field. The event formed like a douglofitriggered stations impossible to get from
a real air shower. Other signatures of lightning events aserbed in the text (plot adapted from [170]).

A contamination is therefore likely. Nevertheless, the attpof these additional signals on the recon-
structed energy estimatdt, is usually negligible. The contamination probability islueed to about %
by finding the start of the trace and regarding only signat&e window of5 us from there.

The situation is more severe for the SD reconstruction okttever direction, which is based on the
start time of the signal trace. If the accidental muon hitusscshortly before the actual real signal, the
shower direction may be wrongly reconstructed. A time wimad ¢, = 2.5 us is read out before the time
of the station trigger. The probability for an accidentalanthnit is

tore Nace ~ 0.6 %. (6.2.12)

Two strategies are applied to reject the accidental muohe.tréice cleaningalgorithm is applied to
every station signal. It is designed to remove accidengalads before the actual start of the real signal and
reduce the signal contamination.

The T4 algorithn? works on the level of a whole event. It rejects the accidéntalggered stations
from the event based on a number of heuristics. It the evertdtiseconstructable afterwards, it is rejected
altogether.

Trace cleaning

The trace cleaning algorithm is applied to the calibratedMMEace of each station independently. It does
not take the global event structure into account. The ctyreised algorithm is based on ref. [171]. The
algorithm separates the signal trace into a set of sepatiatedsegments which contain a part of the total
signal. A main segment is reconstructed, which was moslyligenerated by the passing shower front.
Small separated peaks before the main segment are rejected.

Fig. 6.7 shows an example result of the algorithm. The teciminplementation of the algorithm can
be found in Appendix E.

2The name T4 implies an online event trigger, like the T1 - T3yeig from Chapter 4. Instead, it is an algorithmdtitine event
selection, applied after the data taking. Nethertheless,aften called “physics trigger” and regarded as as a naation of the
online trigger hierarchy, because it distinguishes betwsckground and signal events.
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Figure 6.7: An example of a station with a good start time. Plugs show the peak-calibrated signal in
three PMTs of a single station, the start time found by theetideaning algorithm is the dashed line. The
small peak before the main signal is correctly included @sgoa part of the shower front in this case.

T4 selection

The T4 selection algorithm finds and marks accidentallyggigd stations in the event. These stations are
not used in subsequent reconstruction steps. The remdnigggred stations are required to fulfill the T3
condition of the SD event trigger. Otherwise, the whole ¢ierejected.

Several heuristics are applied to separate accidentallyetred stations from real stations. The main
criteria are that a station triggered by an air shower shbale a compact spatial configuration and their
signal start times should be compatible with a shower fromtimg with the speed of light. Thus, stations
without close neighbors are rejected and those with large tiffsets from a preliminary reconstructed
shower front.

Currently, separate T4 selections are for vertical and évy ¥nclined air showers. The T4 selection
for vertical showers [172] uses a bottom-up approach, wkiahts with a minimal seed of good stations
which define a preliminary shower front. The other statiorestaen accepted or rejected based on the
compatibility with this seed.

The T4 selection for very inclined showers [173] is based dopadown approach. The top-down
approach first regards all stations as part of the event. ds tisese stations to perform a preliminary
reconstruction of the shower front. If this fit does not pasgain quality criteria, it is repeated after
subsequently rejecting stations, until an acceptable gorstion is found. The algorithm first tries all
possible combinations where one station is rejected, theombinations where two stations are rejected,
and so on.

It was shown in ref. [174] that the top-down approach has amalvhigher efficiency at zenith angles
larger thar60°. Fig. 6.8 shows an example result of the T4 selection. THanieal implementation of the
algorithm can be found in Appendix E.

Preliminary reconstruction of the shower direction

An early reconstruction of the shower front is already danthe T4 algorithm, but the reconstructed axis
is only used internally. A better but still preliminary rexruction of the shower direction is done in the
current reconstruction step.

The preliminary shower direction is obtained by a fitting & flaower front to the signal start times
in the triggered stations of the event. The full procedurdoisumented in ref. [168]. The model of a flat
shower front is already a good approximation, if the evestdray a few stations.
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Figure 6.8: The top view on the SD array shows the result offdheselection on event 1904422. The
coding is the same as in Fig.6.6. Stations rejected by thelJatithm are additionally marked with a
cross. The rejected station directly above the shower fopt pas an incompatible timing, the others lack
close neighbors.

origin origin

(a) Flat shower front (b) Spherical shower front

Figure 6.9: The drawings shows an arriving shower frontesponding to a normalised incoming direction
vectora, in the picture of the flat and the spherical shower front agipnation. The vector; points to the
stationi, . points to the shower core, whit€ is the relative vector. The distandgax is the radius of the
spherical shower front at the position of the shower core fight drawing also illustrates the local muon
inclinationd,, ; at the position of statiori, with the local vertical directior, ;. The drawings are not to
scale.
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The algorithm starts by calculating the barycentgof the event as a reference point

n—k 1/2
S lest

n—k 1/2
Zi:l Si

1/2

ry = (6.2.13)

with ; and.S; as defined before. The pow8y'/“ is motivated by assuming Poisson statistics§pand
considering a weighty; = S;/o[S;] =~ S;/+/S;, analogue to Eq. (6.2.4). The reference point in the flat
shower front approximation is arbitrary, but the barycerge convenient choice.

The model of a flat shower front moving with the speed of ligtetdicts the average signal start time in
a station as:

1 1
c((t;) —to) = fga(ri —rp) & () =to— E(ux; +oyl + V1 —u? — 022, (6.2.14)

with v} = r; —ry, = (2}, 9}, 2/)T, andty, u, andv as free parameters. The full model is not lineax iand
v, SO that the general least-squares method is applied tlndb&abest parameter estimates.
The MINUIT package [148] is used to minimise tié-function

t; — (t:))?

X2 ({ti}Hto, u,v) = Z (02[2_», (6.2.15)

whereasr?[t;] is a model of the time uncertainty of the measured signal ttae.
The standard model [175] of the time variancét;] is

2ls0 )2 (5, 0) ~ 1 (6.2.16)

211)(S, 0, t50) = 212 ns + 0.
o [t](S, 0, t50) ns” 4036 (n(5;9u> n(S,0,) + 1’

whereags is the time interval between the start of the VEM trace andotbiat, where50 % of the total
signal is accumulated andS, §,,) is an equivalent number of muon hits with an inclinat#n which
would generate the same sigrtain the station.

The first term in this equation is given by the jitter of the Gét&k and the FADC bin resolution of
25 ns. The second term models the variance due to the statisaoapling of the true start time of the
shower front. The term depends on the thickness of the shivarrwhich is proportional t@s, and the
number of trialsn.

The number of trials: is very roughly approximated by the average equivalent rarmbmuon hits
that would generate the measured sigsal

n(S,6,) ~ S/(Si)(@u), (6.2.17)

whereash andr are height and radius of the water volume of the SD statiore fomula for(S},) is
derived in Appendix A.3.

The numerical parameters of this time variance model ar@immdd from a fit to real data. An overview
and comparison with other time variance models is givenfi{169].

The muon inclination in Eq. (6.2.16) is approximated by thevger inclinationd,, ~ 6. Through
n(S,6,), the time variance modef*[t] becomes a function of the shower inclinatiditself, which intro-
duces another kind of non-linear dependency on the parasnetsadv in Eq. (6.2.15).

The numerical minimisation of Eq. (6.2.15) needs goodahialues foru, v, andty. With the ap-
proximationsz! ~ 0 ando?[t;] ~ const., Eq. (6.2.16) becomes a linear function of the patemmand its
minimisation can be done analytically.

Reconstruction of the energy estimator and shower core

With a preliminary shower axis, it is possible to run the maoonstruction of the energy estimaigy,
and the shower core.. The general concept at this point is the same as in the ideahstruction, but this
time the signal response of the SD station to a muon hit has taken into account. The electromagnetic
particles which arrive together with the muons also neecetregarded.
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In analogy to the discussion of the reconstruction of idéakeS8ents, a model of the average values is
regarded first. It is then expanded into a full statisticabielpthat also describes the signal fluctuations.

The following model is used to describe the average signal3bD station

(S)(Fi; Ry me, 0,0) = (S5)(0,,0) (1 + (€)(Fi — 1360, 9))
X Astation(eu,i) R/J. nff("‘;i —Te; 9; Cb), (6218)

whereagS),) is the signal generated by an isolated single myen= (Sem)/(S,.) is the average ratio of
signals generated by electromagnetic particles and maong,, ; is the average direction of the incident
muons. This model of the signal includes several approxanst which are described and quantised in
Chapter 5.

The second part of the equation is the same as in Eq. (6.2dEgéribes the expected number of muons
in the station. The positiofi; is theprojectedstation position into the ground plane defined at the shower
core positiornr., with the same projection applied as described in Sectipi 6.

The model has three free parametel; and the two coordinates ef.. The shower directiod, ¢)
can be obtained independently from the measured arrivaktimfithe shower front and is considered fixed.

The muon inclinatiord,, ; at the statiori can be derived from the spherical shower front model, which
assumes a common origin for all muons in a dista#igg to the shower core along the shower axis, as
indicated in Fig. 6.9b). The model predicts the muon in¢ioraas

cosl,; = (dmaxa — 7)€, ,; = (dmaxa —(r; — rc))ezli. (6.2.19)

Over the collection area of a SD station, the muons arrivaialfel in excellent approximation, so that
essential has no spread.

The sphere radiug,ax depends only on the zenith anglen good approximation fof > 60°, as shown
in Chapter 3. An initial value is derived from an approximatelytical calculation in Appendix A.1, a final
value is obtained from the fit of the spherical shower frorthtsignal start times in the next reconstruction
step.

In order to estimate the free parameters from the signal meitle a maximum likelihood method,
also the fluctuations of the signal need to be consideredteTdre three fluctuating quantities: the signal
responsé‘,ﬁ to an isolated muon, the electromagnetic signal backgreuadd the number of muon hits
per SD statioMstation R, n;ff. The Poisson distribution is a reasonable probability iefignction (p.d.f.)
for the latter, as already discussed in Section 6.2.1.

The p.d.f. f, of the signal responssl{ of the SD station to a single muon can be obtained from
simulations, as shown in Chapter 5. A p.d.f. of the electrgmesic background could be derived from
simulations as well, but is not considered in the standapiageh. In this study, the fluctuations oére
approximately included into the p.d.f,, as described in Chapter 5.

The probability to observe a sign$§| is the convolution of the p.d.f. to obser$ewith a given number
of muon hitsk and the p.d.f. of getting muon hits in case of a given local muon densifyat the position
of station:. Saturatedstations only measure a lower limit for the true signal, elsilent stations only
provide an upper limit due to the T2 threshdg = 3.2 VEM for the true signal. The probability to get
a saturated or silent station can be calculated in this @gprby integrating over all possibilities for the
signal, if these limits are given.
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The likelihood functionL is the product of all these probabilities:

({S'HR#, 7¢; dmax, 0 (b) = LsaturatedX Ltriggeredx Lsilent (6.2.20)
1 )
A / 8 ol ) g e (6.2.21)
i k=0 Si/(1+(e < u,i>
. 1
I — j ’9 k —k/(Nu.j) 6.2.22
triggered Hqu<1+ e JVE) ) <Nu,j> € ( )
Sin/(14(€ 1 /(N >
L = ds (80,0, - 1t 6.2.23
silent = E[k 0/ f/( | |4 )<NM,Z> ( )

with
() ={e)(Ti —7c;0,0)
(Ny,i) = Astation(fu,i) Ry nff(’f’i — 73 0,0)
0,.,; = arccos ((dmaxa — (7 — rc))ezyi).

A maximisation ofL yields best estimates for the free paramefegsandr.. A minimisation of—1In L is
equivalent and done numerically with the MINUIT packagedlL4To speed up the calculation &f only
silent stations within a fixed radius 6fkm around the shower axis are included.

The sum over the number of muon hitshas to be carried out numerically. Up to 100 terms are
calculated, starting at the integly closest to(V,, ;) and stepping upward and downward by one subse-
quently. The summation is stopped earlier if the so far aedatad result is not zero and the next term
only contributes a fraction smaller thag—3.

The numerical minimisation of In L. needs initial values for the free parameters, which areadire
close to the final result. The barycentgrfrom Eq. (6.2.13) serves again as a starting point for theveho
corere.

An initial value for R, is obtained by fixing the shower core in Eq. (6.2.20Ftand solving

Ox*({S;}1Ry)

!
= .2.24
o7, 0 (6.2.24)

analytically, with

(s = 3 B0 () ()

= (6.2.25)

(ej) =(e)(Fj —7e;0,9)
(Npj) = Astation0p1,5) Ry ”ref( —7c;0,0)

(81,0 = [ dss 6165,

o?18)] = (N 0*[h5] = (M) ( [ass sttt - ([ dSSf(SIQM,jal))Z))-

This leads to

B Z S; /(Nref [ D 1/2
R, = (Z ((Sl )2 Nref)/g2[ /1A7j]> (6.2.26)

with N{f‘f Astation(0,4,) ref( —r.;0,¢). Only normal stations can be included into this calculgtion

saturated and silent stations cannot be treated.
The reconstruction of an example event is shown in Fig. 6.10.
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Reconstruction of the shower direction

With an estimated shower core positienfrom the previous step, it is possible to get a final estimathe
shower axis. The shower front is now treated as the surfaaesphere, expanding with the speed of light,
as indicated in Fig. 6.9b). The approach used here is idgntiche standard one used in vertical showers,
as described in ref. [168]. An alternative Monte-Carlo lobbseconstruction of the shower direction is
developed in ref. [57].

In principle, the predefined shower core positignis not needed for this reconstruction step. The
arrival time of the shower front at statienvith the positionr; in this model is already fully determined by
the originr, of the shower front sphere and the common start tignef all particles at the origin:

c(to — () = |ri — rol. (6.2.27)

The four free parametetg andr, of this model can be fitted in a completely independent wasnftbe
previous reconstruction step. The reconstruction of tlegveh front sphere is decoupled.

However, the reconstructed shower originalone does not define the shower axis. The shower core
positionr,. is needed as a second reference point. In order to directhjrothe shower axis from the fit,
the model is expressed in a different but equivalent wayFggpe.9b):

c(to — (t)) = |7} —dmaxa| & () =to+~ |7°Z (re + dmaxa)|, (6.2.28)

whereasimax = |ro — 7| is the length of the normalised arrival vectoe= (u, v, 1 — u? — v2)7.

This introduces a weak coupling between the last two stegheofeconstruction, since the recon-
struction of the shower core. relies on the shower axis and vice versa. Both reconstruction steps are
therefore iterated until the results converge. One itenas usually sufficient.

The iteration neglects correlations between the energyasir k,, and the shower core. on the one
side and the parameteis dmax, 0, ande on the other side. The correlations are expected to be ssiralg
the uncertainty of the shower core position is small comgppéwehe length of the shower axis

olre] < dmaxs

and therefore shifts in the core position affect the recotibn of the shower direction only weakly.
The dependency of the spherical shower front model on its fiie|@ameters is non-linear. They are
obtained with the least-squares method, by minimising

x> ({ti}|to, dmax, u,v) = (t — [im) : (6.2.29)

numerically with the MINUIT package [148]. The time variane[t;] is again given by Eq. (6.2.16). The
time variance model produces a minor dependency on thesigtzls{S;} in the event, but otherwise the
input data for the fit of the energy estimat®y, and this fit are independent. Initial values for the numérica
minimisation are adopted from the preliminary reconstacof the shower axis.

The reconstruction of an example event up to this point isvehia Fig. 6.10.

Acceptance and quality selection

Very inclined air showers can have very elongated pattertisei SD array. Events like in those in Fig. 6.11
are recorded and reconstructed, which have core positadrigmot well constrained by actual measure-
ments around it. The shower core uncertainty and the uniegriat the energy estimatdg,, are correlated.
The uncertainty of?,, may become large in such cases.

The reconstruction may also be biased in such a scenaridorl&xample, the profile of the muon
densityn, was steeper in the model than in reality, then this systenvatuld be counter-balanced to
some degree by measurements close and far to the showemabes normal circumstances. But if only
measurements far from the shower axis are available, tharessmodel bias has a direct impact on the
energy estimatoR,,.
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Figure 6.10: The plots show the surface detector event 28{48hich is reconstructed with' ~ 7 x
1019 eV, § ~ 76°, and¢ ~ 224°. This spectacular event triggered 48 stations. Top: Sheventop view
on the surface detector, the symbols have the same mearim§igs6.6. Bottom left: The points show the
residuals of the signalS with respect to the model over the radial distande the shower axis. Bottom
right: The points shows the time residual with respect toam@lshower front moving with the speed of
light (blue dashed line) over the radial distance. The pteui of the spherical shower front model is
represented with a green dashed line.
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(a) Event 1868111E ~ 2 x 109 eV, § = 83°, ¢ ~ 141° (b) Event 1222531F ~ 6.4 x 1012 eV, 0 ~ 72°, ¢ ~ 215°

Figure 6.11: The top views on the SD array show example evemise core positions are not well con-
strained by measurements. The symbols have the same meanimgrig. 6.6. A big black dot marks the
station with the largest signal in the event.

Because of these reasons, the acceptance of the SD array &rowers is artificially reduced by
rejecting events whose shower core is well confined in theyaiThis artificial reduction can be perform
in such a way that the remaining acceptance of the SD arrapeaalculated very precisely.

The event rejection is based on a class of conditions [17,&8,176-178], thd@5 criteria®. They
require that the station closest to the shower core is sndedi by other active stations. Active means that
the station is ready to measure signals, but not necesbasly triggered signal.

e T5-Prior. The station with the largest signal in the event has to beanded by six active stations.

e T5-Posterior. The T5-Posterior is a relaxed T5-Prior. The station withllrgest signal in the event
has to be surrounded by at least five active stations. Iniaddthe reconstructed shower core has to
be located in a triangle of active stations.

e Strict T5-Posterior. The strict T5-Posterior is a strict version of the T5-Padete The station
with the largest signal in the event has to be surrounded bydive stations. In addition, the
reconstructed shower core has to be located in a triangletiwbastations. It can also be regarded as
a stricter version of the T5-Prior, in the sense, that eveentaccepted by the strict T5-Posterior is
also accepted by the T5-Prior but not vice versa.

e T5-Core. The station closest to the reconstructed shower coretisigudted by six active stations.

The names “prior” and “posterior” refer to whether the aidéa can be applied before or after the recon-
struction. The working of the T4-Prior, the T5-Core, anddtréct T5-Posterior are illustrated in Fig. 6.12.

The T5 criteria are devised as such that it is possible déterevery second, whether a particular
station in the array would be able to fulfill the criteriontlie shower would fall next to it. Only if this is
the case, the elementary cell area attributed to the statiotnibute to the acceptance of the SD array. For a
vertical shower, the elementary cell is a hexdgasindicated in Fig. 6.12a). The details of this calculation
are covered in Chapter 8.

SLike the T4, the T5 in an offline event selection criteriont aa online trigger. Nethertheless, it is often called “qtaace
trigger” or “quality trigger”, in continuation of the onlatrigger hierarchy T1 - T3.

4In general, the elementary cell of the SD array is the firsid@rih zone of the array projected into the lateral coordirststem,
which has a varying shape with the direction of the showe®]1Using the instructive picture of the hexagon cell netheless is
sufficient. Only the shape of the cell changes, but not ita.are
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Figure 6.12: The drawings illustrate different SD eventfiurations, which pass different T5 variants.
All configurations are meant to be embedded in an otherwigalae SD array. The valid exposure cells
are only drawn around the station that is relevant for thpeetve T5 variant. Invalid exposure cells are
only drawn around the stations in the plane.
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The T5-Prior and T5-Posterior were developed for vertibalgers. They exploit that the lateral density
profile of an air shower has a monotonic and steep declinelastidn of the radial distanaeeto the shower
axis. The station with the largest signal is most certaihtytation closest to the true impact point of the
shower. The T5-Prior has the advantage that its outcomenipletely independent of the reconstruction
and hence unaffected by possible biases in the reconstnumitihe shower core position.

The T5-Prior cannot be used in very inclined air showers. sszenith anglé increases, the lateral
shower profile comes flatter, distorted by geomagnetic defles; and weaker. The core position is not as
well pronounced and the station with the largest signal ievamnt is not necessarily the one closest to the
true shower core. The examples in Fig. 6.11 illustrate thise station with the largest signal fulfills the
T5-Prior condition, but the shower core is still not well strained.

The reconstructed core position needs to be included irtatiterion, even though this requires to
make the criterion more susceptible to possible recortstrubiases. The T5-Core completely relies on
the reconstructed core for the decision. The strict T5-dtmsttries to extend the T5-Prior to rejected the
cases in Fig.6.11. It should be less dependent on possitdastuction biases of the shower core. This
study is based on the strict T5-Posterior.

In fact, Fig. 6.13 shows that both T5-Core and the strict ©5terior yield the same acceptance, which
is encouraging. The impact of the strict T5-Posterior camgao the T5-Prior is significant at cosmic ray
energies larger thar0'®-> eV, where the strict T5-Posterior selects ut less events than the T5-Prior.

6.2.3 Reconstruction resolution and bias

Possible biases of the reconstruction and its resolutieraasessed in the following with an analysis of
simulated SD events. The analysis is performed on the jibtwd6480 SD events from Chapter 5. The
reconstruction uses the parameters summarised in Tabl&&ch event of the library is a full end-to-end
simulation of an air shower. The only differences betweerutited and real events are:

¢ the simulation uses a perfectly regular and fully developBdarray without holes or gaps,
e events always fall approximately in the center of the SDyaaad
e accidental muons are not simulated.

Fig. 6.14 shows an example event of the library. The recoastm efficiency of simulated events that pass
the T4 selection i99.8 %.

The signal model of the SD station is built from the same dhtareconstruction of the simulation input
therefore is as an end-to-end cross-check of the involvedieteo The comparisons of the reconstructed
energy estimrcltoRIS,,D and the shower core positiony are done in the same way as in Section 6.2.1. New
is the analysis of the space angldetween the true and the reconstructed shower directios.dfined
as

COS (¢ = Asim @, (6.2.30)

Table 6.1: Settings for th8dHorizontalReconstruction module, which was used to produce the events
in this note.

Parameter Value

Model of the muon density at ground this study

Model of the tank response this study

Model of the electromagnetic signal component ref. [16]
Signal threshold of silent stations 3.2 VEM
Maximum distance of silent stations included in the fit 5 km

Minimum number of triggered stations per event 4

T4 selection ref. [173]

T5 criterion strict T5-Posterior
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Figure 6.13: The points show the relative efficiency of thevaBiants described in the text, if they are
applied to real SD events. The red lines are fits. The analggs all events from 01/2004 to 12/2008,
which pass the T4 selection, have at least a reconstructdyeand fall in the zenith angle range° <

6 < 90°. The shower energy scale corresponding tolth&,,-scale is an anticipation of the energy
calibration in Chapter 7. The last data point in the top It 5 a statistical fluctuation.
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Figure 6.14: The plots show an example of a simulated sudatector event. The event is generated by
a proton withE =~ 1.25 x 1020 eV, § ~ 87°, and¢ ~ 70°. The high energy interaction model in the
air shower simulation is EPOS. This particular cosmic raygired more than 120 stations. The upper
plot shows the a top view of the surface detector, the syniele the same meaning as in Fig. 6.6. The
bottom left plot shows the residual of station signal an@nstruction model over the radial distance to the
shower axis. The bottom right plot shows the time residual ptane shower front moving with the speed
of light (blue dashed line) over the radial distance. Thaljgtéon of the spherical shower front model is
represented with a green dashed line.
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whereasusimy is the true arrival direction of the shower in the simulation

Fig. 6.15 shows examples of the residual distribution ofthergy estimatoRﬁD, and the distributions
of r. anda. The distribution of the energy estimatBﬁD around its true value arouri®'’eV is a Gaussian
in very good approximation. The resolution of the core diéwier. and the space angteare taken as the
68 % quantiles of their respective distributions.

Fig.6.16 and Fig. 6.17 show the reconstruction biases asadution as a function of the input param-
eters of the shower. In some cases, the analyses shown @éfipees are restricted to a certain energy or
zenith angle range, because they would otherwise be coshptaminated by large biases or low resolu-
tions at energies belon0!8- eV or zenith angles larger tha°. Why this happens is discussed in more
detail below. Possible restrictions are shown in the legdérehch figure.

Analysis of bias

Fig. 6.16a) shows the bias of the reconstructed energymﬁﬁﬁt’. The most apparent features is a large
overestimation arountD'® eV and a beginning underestimation abéve 80°.

The bias at the lowest energies is mainly caused by a thiésffdct of the SD. If an air shower
is barely able to trigger the minimum of four SD stations,sitmore likely for events to be above the
reconstruction threshold, if the sampling of the muon dgrisi one or more SD stations shows random
upward fluctuations.

Close to the threshold, wheféED is reconstructed from very few sampled muons, these upwacd fl
tuations are propagated to a large degree into the recotedrenergy estimathﬁD. This is a selection
bias but has nothing to do with the precision of the recortityo.

The other bias oRﬁD at large zenith angles is a real reconstruction bias. B8lifwthe bias is smaller
than5 %. This is only slightly worse than the bias observed in thepdified reconstruction of ideal SD
events from Section 6.2.1. This is a very good result, canagrthat much more approximate model input
is necessary to reconstruct real events.

Another encouraging result is that the reconstruction shroevsignificant bias QRﬁD aroundd = 60°
as a function of the cosmic ray madsor the hadronic interaction model used in the simulatiom&bias
is expected at these zenith angles due to the contributi@hecfromagnetic particles from the hadronic
cascade to the signal, as pointed out in Chapter 5. Appsyéimél reconstruction is dominated by stations
farther away from the shower axis, where the contributiothefe electromagnetic particles is negligible.

Fig. 6.16b) shows the core shift along the arrival directiérihe shower. A positive bias is a shift
towards the early arriving shower part, a negative bias fatehihe late arriving shower part. The shift is
negligible in the rangé0° < 6 < 70° and smaller thag00 m up to# = 80°. A dramatic increase in the
shift towards the late arriving shower part is observed ahdarger zenith angles.

A core shift7. has an influence on the reconstructed zenith afiglEhe impact orf can be approxi-
mated as

Abeore ~ 7;’—6 cos (6.2.31)

max
for small core shifts. With the approximate calculationlgfx from Chapter 3 and the observed core shift,
it is possible to estimate a bidsf.ore < 0.04° in the zenith angle rang&)° < 6 < 80°. Below80°, the
effect on the zenith angkis negligible.

Still, an energy-dependent bias in the zenith argtd about+0.1° is observed in Fig.6.16¢). The
bias is too large to be explained with the core biaand therefore appears to be generated by the fit of the
spherical shower front itself.

While anisotropy studies need to be aware of a bias of thisrotige effect has only a mild effect on
the reconstructed energy estimatbjD. The effect of the zenith angle bias QED can be estimated with
the model reference of the total number of muons on the gr@i[ﬁfdoc RﬁD

AR 1 ONF(0)
RSO~ NEl(0) 00

A6 (6.2.32)

The calculation shows, that the zenith angle bias o changesk3° by about).5% (1%, 2%) at60° (80°,
88°). The zenith angle bias is not able to explain the observasl ini the reconstructed energy estimator
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Figure 6.15: The plots show example distributions of theonstructed energy estimat(BISND, shower
core deviatiornr., and the angular deviatiom of the shower axis; as obtained from the reconstruction of
simulated SD events. Only events in the energy rand@®@6feV to 10191 eV are included in the analysis.
Events from proton and iron cosmic rays, simulated with Q&$Jand EPOS, are combined. The red
curve in the upper plot is the fit of a Gaussian. The red arrovike lower plots indicaté8 % and95 %
guantiles.
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Figure 6.16: The plots show biases of some reconstructedrgders over the cosmic ray energy, zenith,
and azimuth angle; as obtained from the reconstructionmtilsited SD events. The core-bias’at is
outside of the scale, it is arourdd5 km. The cosmic ray nuclei and hadronic interaction models used

the simulation are distinguished with different markerd aalors.
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Rf;D, which is apparently produced by yet another effect.

Analysis of resolution

Fig.6.17 shows the obtained parameter resolution. Thesggineral trend towards better resolutions at
high energies, as the sampling of the SD becomes more prefiggher general observation is, that the
reconstruction overestimates the true resolution.

The resolution of the energy estimatBED is shown in Fig.6.17a). It increases almost with the loga-
rithm of the primary energy, while is stays rather constarihe range&0° < 6§ < 80°. A typical value at
10*? eV is 16 %. This is nearly a factor of two worse than the typical resolubbtained in the reconstruc-
tion of vertical showers [158]. The lower resolution in tieeonstruction of very inclined showers is mostly
an effect of the worse sampling of very inclined showers;ssitihhe primary electromagnetic component is
missing as an additional signal source. As already notectatiéh 6.2.1, thditf;D-resolution is lower for
proton than for iron showers, because proton showers pedéss muons.

The RﬁD-resqution estimate from the maximum likelihood methodas far from the true resolution.
This is a good indicator, as the true resolution includessitzal uncertainties and systematic biases. If the
resolution estimate nearly agrees with the true resolutien the systematic biases are small compared to
the statistical resolution of the measurement.

The resolution of the shower core positionis shown in Fig. 6.17b). It is again weakly affected by the
cosmic ray energy, but strongly so by the zenith angle. Acgigiesolution at0'® eV is 250 m, which is
also by about a factor of two worse than the resolution obthin analyses of vertical showers [158].

The estimated-.-resolution does not agree well with the true resolutionhaf shower core above
10'? eV. This is an indicator for remaining systematic effects,shhieduce the core resolution.

At zenith angles larger tha®D°, the core resolution becomes very bad. A proper calculaifahe
exposure of the SD array for showers with very large core tiaitgies cannot be guaranteed by the usual
T5 criteria anymore, and therefore they need to be excludedéalyses that are sensitive to the exposure.

The angular resolution is shown in Fig. 6.17c). It incredsath with the energy and the zenith angle.
The increase with the cosmic ray energy is particularly fiestveen 08 eV and10'° eV: the resolution
improves from about.2° to 0.4°. The typical resolution at0'® eV of 0.4° is by about a factor of two
better than the typical resolution found in vertical shaM@’s8]. The angular resolution benefits from the
compact time structure of of the muon dominated shower faoiat the larger station multiplicity in very
inclined showers.

The resolution of the energy estimatBﬁD is affected by the angular resolution. The correlations
between the reconstructed shower direction and the enetiyagor are currently neglected, as explained
in Section 6.2.2. The impact of the observed angular resolus approximated by assuming a zenith
angle resolution equal to angular resolution and using &8.32). The propagation yields a neglected
contribution to theR:P-uncertainty estimate of % (2 %, 1 %) at 10'85 eV (10'? eV, 10%° eV). The
contribution may therefore be neglected.

In a similar way, the angular resolution is affected by theegesolution. The correlations are neglected
here as well. The impact on the observed angular resoligiapproximated by assuming a early-late shift
equal to the core resolution and using Eq. (6.2.31). Theggation yields a neglected contribution to the
a-uncertainty estimate d@f.4° (0.07°, 0.03°) at60° (80°, 88°). This shows, that the core resolution is an
important factor for the angular resolution, it is even tleenihant effect a60°. A future revision of the
reconstruction should therefore respect all correlatim®is/een the fits of the lateral signal profile and the
shower axis.

The resolutions obtained from this analysis may be highatrttitose obtained from real events, where
the array is not perfectly regular and fake signals genedayeaccidental muon hits are present.

6.2.4 Comparison with references

The software modul8dHorizontalReconstruction, which implements the reconstruction of very inclined
air showers in th©ffline framework, was designed to allow an easy exchange of the lsiofle

o the lateral profile of the muon densi;b;yff,
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Figure 6.17: The plots show the resolution of the main rettanged parameters over the cosmic ray energy,
zenith, and azimuth angle; as obtained from the recongtrucf simulated ideal SD events. The core-

resolution aB7° is outside of the scale, it is arousdkm. The cosmic ray nuclei and hadronic interaction

models used in the simulation are distinguished with diffiérmarkers and colors. The reconstruction

estimate of the resolution of theses parameters is regesbeiith a solid gray line.
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e the signal responsg(S,,) of a station to muon hits, and
e the electromagnetic signal backgroufatl

in the reconstruction analysis. Models can be exchangadatme with simple change in the setup of the
module. This allows an easy comparison of models in a c@misihalysis framework.

This feature is used to compare the modelsnfjf and f(S,,) derived in this study with the stan-
dard models [10, 11,15, 17] in the reconstruction softveditethat were included into th8dHorizontal-
Reconstruction module. The model of the electromagnetic backgrof¢hds the same in both reconstruc-
tion programs.

To ease the discussion, the following naming conventionhfercomparison is used:

e The standard model is called A.
e The corresponding model from this study is called B.

e There are four possible combinations of the lateral profilthe muon densityz;ff and the signal
responsef (S,,) with two models for each type. All combinations are testbdytare distinguished

with this key:

— AA = both models are taken from the references,
— AB= nff is taken from the referenceg(.S,,) from this study,

- BA= n[f’f is taken from this studyf(S,,) from the references,
— BB = both models are taken from this study.

There are two remarks concerning the comparisons. Thelsigsigonse modef(S,,) used inefit is
a function of the muon energ§,, at the position of each station. This dependency is not impteed
in SdHorizontalReconstruction and thus neglected ifi(S,,)-A and f(S,,)-B. An extrapolation approach
for the model of the muon densit;/ff towards arbitrary large radial distance$rom the shower axis is
discussed in Chapter 5. This extrapolation is used for mo’géA andn[ff-B.

The models are compared according to the bias and resothtébnhey show in the reconstruction of
simulated SD events. Another comparison is performed drS@avents, which uses a statistical test to
rank the models according their agreement with the data.

Simulated events

The model combinations are compared with the set of 6480lateui SD events from Chapter 5. The
standard models are not able to reproduce the true eneﬂg}amRih'Shin these events very well. An
overestimation of up t80 % is observed, depending on the model combination. This biagpected and
its sources were already discussed in Chapter 5.

An overall bias is not of interest for the comparison. Suchias bvould be absorbed in the energy
calibration with FD events, which is described in the nexaptler. Correction factors are introduced to
make the models comparable. They are summarised in Tablelh2 factors are chosen so that the
average bias in the zenith angle ra6§é < § < 70° vanishes for cosmic ray energies abagé® 5 eV.

The results of the comparison are shown in Fig.6.18 and Fi§.6The overall performance of all
model combinations is similar. Thg(S,,)-models have little effect on the reconstruction. Most @& th
differences are caused by thgf-models.

Itis interesting to view these results in the light of theedircomparison of the;ff—models in Chapter 5.
The standard mod@l[f‘f—A neglects early-late asymmetries, which are presen;ffFB. It appears that this
explains a core shift towards the early arriving part of theveer caused by[ff-A in the ranges0° < 6 <
75°.

This core bias seems to counter-balance an intrinsic biseineconstruction of the zenith angléy
coincidence. In consequenatgff-A shows a slightly smaller zenith angle bias th&}f‘f—B.
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The bias of the energy estimataf® is the same fon/®-A andn!*"-B in the zenith angle rang#° <
6 < 80°. Differences in the resolution d5° are caused by the!®-models a® > 70°, whereas/*'-B
yields a better resolution.

Considering the large differences of upla % found in the direct comparison mfjf-A andn;ff-B in
Chapter 5, this result is quite surprising and shows thatdbenstruction is rather insensitive to the shape
of nf‘f. The situation might be different, if only a part of the |atigprofile is sampled, for example, when
the shower falls close to the border of the SD array.

Differences between the[ff-models also show up in the reconstruction of the shower poséion. In
the zenith angle rangéd° < 6 < 80°, n;ff-B yields a smaller bias and a better shower core resolution
thann/-A. However, at larger zenith anglesj,ff-A shows a smaller core bias thaﬁ"f-B. This should be
investigated further in the future.

In conclusion, the models of the lateral profile of the muonsity n;ff and the signal respong&s,,)
roughly show the same performance. The models derived snsthidy show some improvements with
respect to the standard ones. Improvements im;ﬂemodel are responsible for the gains.

Real events

Simulated SD events have the advantage that the true vdities energy estimatoRﬁD, the shower core
positionr. and the shower axig are known. With this information, the models used in the nstauction
can be directly compared with respect to the bias and théutégsothat they achieve.

The same analysis is not possible with real SD events, bedhestrue values are not known. It is
nevertheless important to compare models with real evsintse simulated SD events may not describe all
aspects of real events adequately.

There are other possibilities to compare reconstructiodatsoon the basis of real events. One way is
to compare the goodness-of-fit (GOF) of the model to the dates® the framework of hypothesis testing
to decide between models, seg.ref. [147].

A GOF test well known to physicists is based on fffestatistic

defined as the sum of the quadratic residyals- (z;))/c[x;] over many events. Asymptotically, the ratio
X2 /ndot approaches one for a model that describes the data correhtlyeas:qo is the sum of the degrees
of freedom per event.

Unfortunately, they? statistic cannot include the information obtained frorarsilor saturated stations
as both yield only a limit forz;. The likelihoodL is another statistic which does not have this limitation.
Thelikelihood ratio test(LR test) allows to decide between different models (hypsés) based oh. It
is not necessarily the most powerful test, but it is very $&np calculate.

The LR test shall be summarised in the following. Détbe a vector of data, and let

f[(X1€),  9(XIC)

be the probability density functions (p.d.f.s) of two maxief the data. The vectog&sand( shall be the free

Table 6.2: The table summarises the correction factors;iwtrrect the overall bias in the reconstructed
energy estimatoRjD in the compared model combinations.

model combination AA AB BA BB
RﬁD-factor 1.21 1.00 1.17 0.97
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Figure 6.18: The plots compare the biases obtained frorardift reconstruction models over the cosmic
ray energy, zenith, and azimuth angle; as obtained fromabenstruction of simulated SD events. The
reconstruction models are distinguished by different rerland colors. The abbreviations “model AA”,

“model AB”, and so on are explained in the text.
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Figure 6.19: The plots compare the resolution obtained ffiff@rent reconstructed models over the cosmic
ray energy, zenith, and azimuth angle; as obtained frometbenstruction of simulated ideal SD events.
The reconstruction models are distinguished by differeatkers and colors. The abbreviations “model
AA”, “model AB”, and so on are explained in the text.
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parameters of the models. The parameters may be fitted indepty to the datd X; }, by maximising
Ly(¢) = [[ f(Xil¢), and
Ly(¢) = [Ta(xil¢)

respectively. The solutions of this maximisation are cbfleand¢’.
Now, it is always possible to define a composite p.bl.&s

h(X|n,&,¢) = (1 =) f(X[|€) +ng(X]C), (6.2.33)

with 0 < n < 1. The question of choosingover f, given the dataX, can be reformulated as testing the
hypothesis
Hy: n=0, &, ¢ unspecified

against the hypothesis
H,: n#0, &, ¢unspecified

If Hy can be rejected with a high confidence, thfeis disfavored compared ip
The parameters of modglshall be fitted with a maximum likelihood method as well:

Li(n,€,¢) = [[ n(Xiln. €. €),
yielding the solutiong”, £”, and¢”. The statistic of the LR test is

Ls(¢
—2InA=—-2In (W) =—2InL;(¢)+2InLy(n",&",¢"). (6.2.34)
It is possible to show, that the test statistie In A under the hypothesi&, is asymptotically distributed
like the x2-distribution with one degree of freedom. This allows taccédte the probability? for observing
—21n A under the hypothesiF,. The value(1 — P) is then the confidence of disfavorirfgover g, given
the data.

This is the full LR test. With a loss of some precision it is gibte to avoid the implementation af
and its numerical parameter optimisation, which makesdahkevery simple to apply. The simplification is
based on the inequality

Lu(n",8",¢") > Ly(¢), (6.2.35)

which says thak can only fit equally well or better to the data thaalone. This is apparently so, because
h includesg, but has more degrees of freedom to adapt to the data.
Finally, if the likelihood ratio¢ of the independently optimised modeland f is considered

L&)
0= 2is) 6.2.36
Z,(¢) (6.2:30)

and combined with Eq. (6.2.35), the following inequalitylstained

—2Inl=2InL,(¢") —2InLs(¢")
<2InLy(n",&",¢")—2InLs(¢") = —2InA. (6.2.37)

A sufficiently large value of-21n ¢ guarantees thal, is rejected, because2In/ < —2In A. If for
example—21In¢ > 9, the modelf is disfavored compared tg with a confidence greater th&®9.8 %.
These numbers are obtained from fftedistribution with one degree of freedom, as discussedrbefthe
simplified version of the LR test is very handy, because iy alies on information, which is calculated
during the reconstruction anyway: the logarithms of the imaxn likelihood values.

The simple LR test is performed over the subset of all real @his from 01/2004 to 01/2009 that
pass the following requirements with each model combinatio
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¢ the event is accepted by the T4 selection,

¢ the reconstruction of the energy estimator was successful,
e the event is accepted by the strict T5-Posterior, and

e the zenith angle is in the range° < 6 < 82°.

Fig. 6.20a) shows the-21n ¢ value of the test. All other model combinations are compaeethe
combinationn;ff-B and f,,-B. The model of the signal respongésS,,)-B derived in this study fits better
to the data than the standard mogéb,,)-A. On first sight, the muon density model of this studyf-B
only yields better results if the events have more than setations, but appears to be worse th@?‘n—A
otherwise.

This lack of performance is traced back to a class of 29 out5®08 events. Fig.6.21 shows an
example out of this class. The events have a saturatedrstatimse signal is greatly underestimated by
n;ff-B, while the same station fits well with modéff-A in most cases. This produces a huge drop in the
overall likelihood of modeh!e"-B.

The modeln[ff-A fits better in this case, because it predicts a much highemmadensity close to the
shower core than;ff-B, as shown in Chapter 5. Both models yield about the recocistd values despite
the bad fits in this class of events. The difference in themsitacted energy estimato@D is larger than
1 o in only three events. Modeﬂff—B outperformSn[ff—A if these 29 events are excluded, as shown in
Fig. 6.20b).

In conclusion, the signal response modgiB derived in this study agrees better with the data than
the standard modef,-A. The gain is achieved by including some signal fluctuationf,-B which are
neglected inf,-A. The model of the muon densit){ff—B derived in this study agrees better with the data
in most cases, but very badly in a rare class of 29 out of 450660ts. These events are fitted well with
n;ff—A, which points to an underestimation of the muon densjtwery close to the shower core in model
n;ff—B. The bad fit has no significant impact on the reconstructiash thus moderlz[f‘f—B is still slightly in
favor due to its better overall performance.

6.2.5 Constant intensity analysis

The reconstruction of simulated SD events shows, that teeggrestimator?,, does not depend on the
zenith angled within certain limits. This result can be cross-checkechwéal SD events under certain
conditions, based on the principle that the arrival digeti of cosmic rays are isotropic in very good
approximation. An analysis of this kind is often called noethof the constant intensity cutseee.g.
ref. [155, 156, 158].

The basic idea is that the expectgdistribution in a flat detector that measures an isotropix i a
well known distribution. It is obtained by projecting thenith angle distribution of an isotropic source
onto a plane:

f(f) xsinfcosf < f( sin® ) o< 1. (6.2.38)

The measuredin? §-distribution therefore should be flat, if the SD recondiiarc probability’ for
cosmic rays is about00 % over the regarded zenith angle range. This is not true at h@fgges, but it can
be assured by regarding only events above an energy estithegsholdR,, > R,, .

The cut introduces a dependency of the distributiorRan which is the key point of the analysis. By
design,R,, should be independent 6f If this not the case, then thén? 9-distribution will not be flat for
any thresholdR,, . The implicit assumption in this argument is, that the restarcted zenith anglé is
not significantly biased, too. A bias of abdut® is expected, its influence can be checked by vargiag
the level of the bias.

The analysis is very sensitive to a possible biagjn which is a consequence of the steeply falling
energy spectrum of cosmic rays. If a power law spectduBT ¢ is assumed, then the number of events

SIncluding the trigger probability.
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no.of events |10012 10017 13276 7583 4145 619 |45652 no.of events | 10008 10010 13266 7579 4143 617 |45623
model AA | 3763 -468 6011 11431 9823 4421 . model AA | 8006 9430 .15667 12642 5872
model AB | -2776 -6588 -7725 1802 3102 1815 [-10370 model AB | 2884 3314 6388 7452 5920 3279
model BA | 1420 4630 2856 8926 5563 1645 model BA | 4249 8870 12755 11754 6971 1689

475 64, a,o‘lozz,glgb%lzny 45 6, ezo‘lozztglgb%z‘;ny

number of stations / event number of stations / event

(a) Likelihood ratio test with standard event sample (b) Likelihood ratio test after additionally excluding aesyal
class of 29 events

Figure 6.20: The plots shows the criteries2 In ¢ of the likelihood ratio test described in the text. The test
statistic—2 In / is calculated against the model combination BB. The totievaf the test statistie-2 In ¢

is shown as well as the contributions from events with cerséation multiplicities. I=21n ¢ > 9, the test
favors the model combination BB. #21n ¢ < —9, the test favors compared model combination.

above a threshold enerdyy, is

N(E> Eg) = | dBAE—— 2

— EthriaJrl (6.2.39)
En -

An energy-biasA E is equivalent to a changeA Ey,, in the threshold, which can be propagated into the
event numberV:
AN AE{hr
—~(1-«a
N ( ) Ethr
AR® AFE 1

~ 7N—1/2
rRP® T E T20

=(a— 1)% (6.2.40)

whereas a power law index =~ 3 and Poisson statistics fdv are assumed in the last step. Thus, 100
events pesin? #-bin are already sufficient to detecb&-bias inR3P.

The analysis is performed with the settings in Table6.1 onesBnts from 01/2004 to 01/2009.
Fig. 6.22 shows the resulting distributions above severaigy estimator thresholds.

A flat sin? §-distribution is indeed observed above a threshold of abuk: ~ 1. The value fits well
to the point of100 % reconstruction efficiency obtained in the trigger thredhahalysis in Chapter 7. A
flat plateau is observed in the zenith angle ra6gfe < 6 < 82°. The deviation abov82° is expected
partly because of the reconstruction bias at these in@imsiand partly because of the trigger saturation
threshold which increases rapidly at these large inclmsti Below60°, the event number drops down due
to a zenith angle cut which is implemented in the T4 seleatiorery inclined air showers.

There may be a small lack of events betwéehand62°. Statistically, the lack is not significant, but it
is apparent by eye. It turns out that the flatness can be &tfificestored by adding% to the reconstructed
energy estimator in this zenith angle region. A possibls biaat level is acceptable and smaller than the
expected systematic uncertainty®f, of the order of %. As a final cross-check, the analysis is repeated
with all zenith angles shifted by-0.1° according to the expected bias in the reconstructed zenglea
The result remains unchanged.

In conclusion, the analysis indicates a safe range of zenighes60° < 6 < 82°, in which the energy
estimatorR,, is independent of to a level of2 %. The trigger saturation of the SD is reached at about
R, ~ 1. By rejecting the largest zenith anglg2° < 6 < 90°, 8 % of the theoretical acceptance above
60° is lost. In practice it is much less due to the increased SJgéri threshold at the largest zenith angles.
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(b) Reconstruction of event 3693496 with mod@f—B (this study)

Figure 6.21: The plots show one of 29 events with saturatibas, which are significantly better fitted
with modeln;ff-A than withn;ff—B. The event has the reconstructed paramefers9 x 10'%eV, § ~ 75°,
and¢ ~ 54°. The left side shows a top view on the SD array, the symbols iz same meaning as in
Fig.6.6. The right side shows the residuals of the statignads with respect to the fitted reconstruction
model. The station closest to the shower core is a saturtdgdrs
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Figure 6.22: The plot shows te&? #-distribution of real SD events above several energy estinaresh-
olds. The hatched areas represent excluded zenith angbmsedrhe horizontal lines are fits to the dis-
tributions. The hypothesis that the distributions are iaested with thec?-method. The probability?,
that the observed fluctuations are by chance, is given irethenid. The lighter colored symbols show the
distributions after applying the correction explainedhe text. The probability in braces is the result of
the y2-test after the correction.

The constant intensity analysis does not exclude the useeatgwithR,, < 1, but the limited detector
efficiency at these energies needs to be properly modelesl wilhdone in Chapter 7.

6.2.6 Bias correction of the energy estimator

The previous analysis showed no indication of a significaas of the reconstructed energy estimator
RﬁD as a function of the zenith anglein the regarded range, but the energy-dependent bias @uosierv
simulated events remains. Fig. 6.23a) shows the bias asadnrmf the true energy estimat@h'sﬁ

As discussed before, the biaslgtk,, < 0 can be attributed to a selection effect generated by the
SD trigger, the shower-to-shower fluctuations and the SDpSiamfluctuations. This apparent bias is a
selection effect and cannot be corrected through the erestimator. It will be corrected by properly
regarding the limited detection efficiency in the followiclgapters.

The smaller bias alig R, > 0 is a reconstruction bias and therefore correctable. Ifbras is not
corrected, it will be absorbed into the energy calibratianction in Chapter 7

E=FEaxR,. (6.2.41)
The calibrated SD-energlisp would be almost bias free in any case. However, the fittethicdlon con-

stants would be biased in turn and not directly comparabile priedictions from simulations. Therefore,
the bias is corrected directly in the reconstructed enesg'ynatorRﬁD.

The bias grows almost linearly witly RS"". It is fitted in the range-0.2 < 1g RS™" < 1.2 with a
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Figure 6.23: The plots show the energy-dependent bias okttenstructed energy estimatBﬁD in sim-
ulated events. The bias is shown as a function of the trueggrmtimatorRﬁh'S“in a) for different cosmic
ray particles and hadronic interaction models. The hattfaedls indicate the statistical uncertainty in the
simulation. All simulated data is combined in b), which asdwmws the fitted correction function, and the
event-by-event corrected data for comparison.

polynomial of first order
SD h-sh
R:° — R3S
th—sh
with a = 0.0038 + 0.0035, b = 0.0372 + 0.0041.

=a+blg RS (6.2.42)

The fitted correction can be applied event-by-event by apprately replacingRZh'Shwith Rf;D. This is
possible, because the correction is at the level(of? and depends only on the logarithm of the energy
estimator.

Fig. 6.23b) shows the uncorrected data, the fit, and the dwertent corrected data, which is now
unbiased abov&,, ~ 1. This bias correction will be applied consistently in albrses in the following
chapters to real SD events and simulated SD events.

The constant intensity analysis showed that the recoristitenergy estimatdt%ﬁD is not biased as a
function of the zenith anglé in the range0° < 0 < 82°. The bias ofRﬁD as a function of the cosmic ray
energyFE is corrected here. The remaining systematic uncertain@f;&fis estimated to be smaller than
3 %, which is negligible. The reconstructed energy estimﬁiﬁm‘? will therefore be regarded as un-biased
in the following chapters in the zenith angle rari@ < 0 < 82°.

6.2.7 Summary

The section discussed the complete reconstruction of theggrestimator?,, and the shower direction
(8, ¢) of very inclined air showers from events recorded with théemie detector. The energy estimait)r
is almost proportional to the shower enetigyand will be calibrated td& in Chapter 7. The performance of
the reconstruction was evaluated with simulated SD evais.reconstruction efficiency for events which
pass the T4 selection #9.8 %.

The resolution of the energy estimatiy, and the shower directio®, ¢) depend on the cosmic ray
energyE, its massA, and the zenith anglé. For a10'® eV shower with an inclinatio® = 70°, the
resolution of the energy estimatorli§ % and the angular resolutidn4®.
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Based on bias-analyses of reconstructed cosmic ray pagesntie reconstruction is restricted to the
zenith angle rangé0° < 6 < 82°. The restriction is mainly based on a rapidly increase irbilas of the
shower core position. atd > 80°. The shower core resolution also degrades fast aBoveResolution
and bias eventually become larger than the station-tgstdistance ofl.5 km.

The adopted T5 selection depends on the reconstructed shoveeposition. The T5 selection rejects
poorly reconstructed air showers and defines the effegtesxgdosed area of the SD. An error in calculation
of the exposed area directly propagates into reconstructsaiic ray flux, as will be shown in Chapter 8.
In order to avoid this the shower core bias should be smalbewed to the grid size of the SD array.

In the restricted zenith angle range, the reconstructiowstsmall or negligible systematic biases. The
shower core position is biased by less t120 m and the zenith angle by less thari°. The energy
estimatorR,, shows a relative bias as a function of the cosmic ray energydb 3 % between10'® eV
and10?° eV. This bias was corrected event-by-event with an empiriagdmeterisation. Any relative bias
on R,, as a function of the zenith angleis smaller thar2 %. The analyses of simulated events indicates
that the energy estimatdt,, reconstructs the true number of muaNs on the ground with a systematic
uncertainty of3 %.

The reconstruction of the energy estimaf®y is based on a model of the muon density on the
ground and a model of the signal resporfsesS,,) of a SD station to muon hits. The models developed
and used in this study are compared with other models [1Q5,1,7]. The compared models show an
overall bias 0f20 % in the reconstructed energy estimaf®y. The overall bias is generated by the model
of electromagnetic signal component from ref. [16], aswlsed in Chapter 5. The signal response model
f.(S,,) derived in this study absorbs this bias by constructionus tiot affected.

If the overall bias is corrected, the performance of the cameg models similar to those derived in this
study in the restricted zenith rangé° < 6 < 82°. Still, the models of this study achieve slightly better
resolutions and fit better to real events in most cases.

Finally, an apparent bias in the reconstructed energy estin®,, is observed below0'®-> eV which
is not caused by the event reconstruction. The apparentsiiae consequence of random fluctuations of
R,, and a selection effect of the detector which causes only phetd fluctuations to trigger. The effect
will be analysed further and modeled in Chapter 7.

6.3 FD event reconstruction

The reconstruction of FD events is documented in ref. [180] &nd the references therein. An overview
is presented in the following. Technical details about ther€construction can be found in Appendix D.
The reconstruction follows three steps. The signal pulsesxztracted from the raw signal traces in
every pixel and noise pixels are rejected. Then, the showisrigreconstructed, which uses the signal
arrival times in the pixels and a single SD station. Finahg total shower energy is reconstructed from the
detected light at the aperture based on the shower axis ggoamel the current Mie scattering properties.

6.3.1 Pulse finding and rejection of random pixels

The reconstruction starts with a set of triggered camemqiEach pixel covers a small solid angle of the
sky with a pointing directiomp,. The pixel has an ADC-trace of counts above a baseline withtérvals
of 100 ns, as discussed in Chapter 4.
The first task is to locate the signal pulse generated by thehaiver in each trace, which is done with

a window search. The pulse is located by optimising the $ignaoise ratioS/N within an adjustable
time windowA¢

S(At)
\/Kt X O’b’

whereasS(At) is the integrated signal in the time intervat above the baseline and is the fluctuation
of baseline. Only pulses with a signal to noise ratjav > 5 after the optimisation are accepted. After the
pulse finding, each accepted pixel has a defined signalsize S; (At) and a signal arrival time;, which

is the barycenter of the pulse in the time domain.

S/N = (6.3.1)
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Figure 6.24: The drawing illustrates the shower axis rettan8on. The shower axis and the telescope
position define the shower detector plane. The position afghtation of the axis inside the plane is
defined by the shortest distan®g to the telescope and its anglg to the ground plane. Light emitted at a
certain elevatiory; above the horizon at the shower axis arrives in the telesabtte timet;. The arrival
time ¢, corresponds to the point with the shortest distance to thedepe. The shower front arrives at the
time tgrg at positionRgq.

The so far accepted pixels still contain a lot of accidentedls, which are not part of the air shower.
These are rejected in subsequent steps. Isolated pixefejaoted first. A pixel is isolated, if the angle
between its own direction and that of every other signallpsxarger tharb°.

To reject more accidentals, the shower detector plane (8fxR¢ event is estimated. The SDP contains
the shower axis and the fluorescence telescope, as showq. .. It is fully defined by the position of
the fluorescence telescope and the normal veetoirthe plane.

A preliminary SDP is obtained by calculating all possiblemal vectorsn;; from all pairs of pixel
directions(p;, p,)

The normal vectors;; together with the telescope position define candidate SDDRe.best estimate is
the candidate SDP, which has the largest number of compatikels. A pixel is compatible, if its direction
p;, diverges less tha2f from the candidate SDP. Finally, all pixels farther awaynthafrom the estimated
SDP are rejected.

This is the basic noise rejection. More heuristics are agptiuring the rest of the reconstruction to
either further reject or re-include pixels, which are novered here. The rejection up to this point is
quite strict and optimal for showers which are distant s they appear as a one-dimensional line in the
telescope camera. If the shower is very close, the pixekthas a lateral extension and pixels may be
rejected which are actually part of the event. Once the lzgimetry of the shower axis is established, the
reconstruction tries to recover such pixels based on thgathility with the time structure of a developing
shower.

6.3.2 Reconstruction of the shower axis

A precise reconstruction of the shower detector plane i®paed with the cleaned set of pixels from the
previous step. The SDP has only two degrees of freedom, thedmponents andv of its normal vector
n = (u,v,v/1—u2—v2)T. Best estimates of andv are obtained by minimising the su@? of the
guadratic deviations from the SDP weighted with the sigiza ®;

ot — 1w. sz <arccos(pia' n)— 7T/2)27 (6.3.3)

Zz p
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whereasr, = 0.35° is a pointing uncertainty derived from an analysis of lagets [182].

The position and orientation of the shower axis inside trmvehn detector plane is reconstructed next
by fitting a model of the time-development of the light spothie camera to the observed signal arrival
times. The shower is modeled as a light source moving wittsgieed of light along the shower axis. A
geometrical analysis yields

(ti) =to + % tan (;(Xo - Xz)> , (6.3.4)
see Fig. 6.24, which also explains the meaning of the vasah) R,, xo, andy;. In principle, the arrival
timest; measured in the pixels are enough to constrain the free jpaeasrof the model), R, andy,, but
the precision is limited. In the worst case, the track is shnd the measured elevations are closggtoso
that the model degenerates to a line fit:

R, 1
Xi—XxXo~0 = (t) ~=to+ 717 5()(0 - Xi)- (6.3.5)
The parameter), R, andy, become strongly correlated and the shower axis is not wetielanymore.

In order to avoid this situation, the signal arrival time aiggle SD station is included into the recon-
struction. If the shower front curvature is neglected, thival time ¢g,q in the SD station can be modeled
as

1 R
(tera) = to + ~Rora- S, (6.3.6)

the variables are again explained in Fig. 6.24.
The least-squares method is used to derive the free pamnantdtthe model. The following sum is

minimised:
5 ti— )\ | (tord— (tord)
X —XL:< olti] ) +< oltcrd| ) 7 (63.7)

whereasr[t;] ando|trd] are the respective uncertainties of the arrival time messants in the pixels and
the SD station.

The SD station used in the fit is selected out of those, whigk hanaximum distance from the shower
detector plane of km. The station with the largest signal is tried first. If thiatgin does not lead to an
acceptable fit, the station with the next to largest signasid and so on.

This is the basic reconstruction concept. Some additiomalistics are applied to get a good SD station
for the fit, which are not covered here. The effect of the shidvomt curvature on the arrival timgsq is
also treated in an approximate way, which is not describeel. he

The typical angular resolution of the axis reconstructeabout).5° [183].

6.3.3 Reconstruction of the shower energy

The energy reconstruction of the Pierre Auger Observateeg fluorescence and Cherenkov light emitted
by an air shower to reconstruct the energy of the cosmic réng Scattering and attenuation of the light
in the atmosphere needs to be modeled. Both Rayleigh andddit=sing processes are considered. The
former describes scattering at air molecules, the latt#texing at aerosols and water vapor.

The reconstruction neglects the lateral extension of aiwsis. They are treated as one-dimensional
objects. Fig. 6.25 illustrates the contributions of fluoewce light as well as direct and scattered Cherenkov
light to the observed number of photons at the aperture ditllescope.

Electrons are the second most abundant particle species air shower after photons. They loose
energy in the atmosphere rapidly, partly by colliding wittragen molecules. The molecules are excited in
the process and partly de-excite by emitting fluorescenotopls. The number of fluorescence pho
emitted in a slant depth intervAl X; is proportional to the average energy loss in that intefdal/d.X );
and the fluorescence yiequ at that point in the atmosphere

NI (X)) =Y/ (dE/dX); AX;, (6.3.8)
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(a) contribution of direct light (b) contribution of scattered light

Figure 6.25: lllustrated are the contributions of direal anattered light to the amount of photons detected
at the aperture. The thick solid lines represent fluoresedigbt, which is emitted isotropically. The
dashed lines represent direct Cherenkov light. The doitedrepresents scattered Cherenkov light. In
a), fluorescence light and Cherenkov light are emitted at The fluorescence yiellzrif at the emission
point has to be regarded for the former, the emission afigle the shower axis for the latter. The mixed
light travels the distance, to the telescope and is attenuated by the fattam its way. In b), the shower
development has progressed further. A concentrated be@ines&nkov light has formed along the shower
axis. Direct fluorescence light from poitf; mixes with scattered Cherenkov light, which was initially
emitted atX; and attenuated betweéfy and.X; by the factorl};.

The fluorescence yielﬁ’if is not constant during the shower development. It dependbeair density,
temperature, and humidity, as discussed in Chapter 4.

Fluorescence light is emitted isotropically. The numbefflobrescence photor‘g{ registered in a
telescope with aperturé and light detection efficiencyis

f _ AETL'

Y Y/ (dE/dX); AX;, (6.3.9)
4mr;

wheread/; is the Rayleigh and Mie attenuation factor along the lighhpeith the lengthr;.

Most electrons in the shower are highly relativistic andr¢fiere emit Cherenkov light in air. The
Cherenkov light forms a concentrated beam along the showier &he number of Cherenkov photons
in the frequency range of the FD telescopes is comparableetoumber of fluorescence photons. Still
in most cases the shower is observed from the side and onhak@mount of scattered Cherenkov light
reaches the telescope. If the shower faces the telesc@pgetbcted signal may be completely dominated
by Cherenkov light.

The number of Cherenkov photon§ in emitted in the frequency interval of the telescopes ippro
tional to the number of electrors, (X;) above the Cherenkov production threshold at a given slgthde
X;. The conversion factor can be modeled and is called Cheveyiktd Y;“ in analogy to the previous
case

NS =Y,E N (X,). (6.3.10)

The contributions of other fast charged particles, mosallgtthe muons, can be neglected.
The number of direct Cherenkov photayfs? registered in the telescope is

cd _ AGTZ‘

)

fo(B) Y€ No(X5), (6.3.11)

47r7‘i2

whereasfc(3;) is the fraction of Cherenkov photons emitted at an arjlérom the shower axis. The
Cherenkov light cone of each individual electron is narrdive total divergence of the beam is consider-
ably larger due to multiple scattering of the electrons.
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Finally, there is an indirect contribution from scatterelde@nkov light. The direct Cherenkov light
emitted at earlier points of the shower development form$iarénkov beam along the shower axis, as
indicated in Fig.6.25b). The number of beam photd«‘&“"’ ) at a certain slant deptl; of the
shower development is the sum of all these earlier contdbst

Nbeam (X Z Ty Y Ne(X;), (6.3.12)

whereadl’; is the attenuation factor for light traveling from; to X;.
The number of scattered Cherenkov photgfis registered in the telescope is

AeT;
vt = 7 J<(B) ZTﬂY Ne(X;), (6.3.13)

whereasf,(3;) is the fraction of Cherenkov photons emitted at an agglieom the shower axis.
The total light received at the detector in a given pixelhich has the intervah X; of the air shower
development in its field of view, is the sum of the three lighhtibutions

yi =yl +yfh+yfe. (6.3.14)

The fluorescence light contribution is directly relatedhe energy loss profiléldE /dX); of the shower.
The Cherenkov light contributions depend on the electranbrer profileN, (X;), but can be related to the
energy loss, too:

(dE/dX); = a; N.(X5), (6.3.15)

whereasy; is a universal conversion factor that depends only on thesshages; = 3/(1 4 2Xmax/X;) in
good approximation, wherea§,axis the depth of the electromagnetic shower maximum. Thestergy
loss profile(dE /dX); can be reconstructed from the detected lightThe contributiony¢'* from scattered
Cherenkov light couples different shower intervAl(; with a single poin{dE/dX); in the energy loss
profile. The relation betwees and(dE/dX); therefore is a matrix equation.

In general, the telescope is not able to observe the fulllprbéicause of its limited field of view. The
extrapolation to depths outside the field of view is done with Gaisser-Hillas function [184]

X _ XO )(Xmax—XO)/A

fGH(X) = (dE/dX)max (Xmax—XO

exp ((Xmax— X)/A), (6.3.16)

whereaddE /dX )max, Xmax A, andX, are free parameters. The full profile is also necessary tulzdé
the correct amount of scattered Cherenkov light in the aleskiraction of the profile.

The Gaisser-Hillas function completes the data model. fittesd to the available data with the least-
squares method. The energy depdsit, of the cosmic ray in the atmosphere is the integral of thedfitte
Gaisser-Hillas functiorfgu(X)

Eem = /OO dX fon(X). (6.3.17)
0

It was already discussed in Chapter 3, that, is smaller than the total enerdy of the cosmic ray.
About 10 % to 15 % is dumped into the ground by muons or carried away by nelgif#hd]. It is possible
to model the average amount of this invisible energy and deficorrection factof;,,, which accounts for
it. The final correction

E = ﬁnv Eem (6.3.18)

completes the energy reconstruction.

The statistical uncertainty[E] of the reconstructed energy is derived from a full propagmadf all
event-by-event uncertainties. The uncertainty in thetlfgix at the aperturerqyx|Eem] can be calculated
from the uncertainty of the fitted Gaisser-Hillas functidmother contributionrgeon Eem iS generated by
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the uncertainty in the reconstructed shower axis whictkctdfthe reconstructed energy. The last contribu-
tion is the event-by-event uncertaintyfi,,] of the correction factofin,, which shows shower-to-shower
fluctuations. The total statistical uncertainty of the restoucted energy is

dfinv
dEem

2
0%l E] = B 0* (finy) + ( Eem+ f) (05eond Eem] + Ofye[ Een). (6.3.19)
The energy resolution is better théh% [181]. A detailed analysis of the FD energy resolution ofyver
inclined air showers is shown in Chapter 7. Fig.6.26 showsxample of a reconstructed fluorescence
detector event.

6.3.4 Systematic uncertainty of the energy

In Chapter 7, the energy estimator of the surface detectmalisrated to the energy measurement of the
fluorescence detector. The SD enefgyp obtained in this way inherits the systematic uncertainthef
FD energyErp. The contributions to this systematic uncertainty wereftdly estimated in ref. [185]. A
listing of the uncertainties is shown in Table 6.3. The dbutions can be divided into four large groups
that concern the fluorescence yield, the signal calibraifdahe telescopes, the atmospheric model, and the
reconstruction procedure.

The fluorescence yield is measured in the laboratory. ThedPfuger Observatory uses the abso-
lute value from Nagano et al. [73]. Relative measurementheflependency on pressure, humidity, and
temperature of the air are taken from the AIRFLY experim&it f2]. The absolute measurement of the
fluorescence yield is technically difficult. Relative me@suents are much more precise. The aim of the
ongoing AIRFLY experiment is to reduce the absolute unaestaf 14 % by at least a factor of two.

The absolute calibration of the FD telescopes at the PieugeAObservatory is performed with a light
drum, as discussed in Chapter 4. The output of the light dsumeiasured in the laboratory. The light drum
is then carried into the field to calibrate the telescopes dlbsolute calibration of the light drum is one
source of uncertainty. Another one is the drift of the caltlom over time, which followed to some degree
by the relative calibration procedure.

The atmospheric models have only very small systematicrtainges as long as the parameters of the
Mie scattering are well measured during the nights of dagaiadion.

The uncertainty of the reconstruction method is assessedrparing the standard method discussed
here with the alternative from ref. [186]. The alternatigeanstruction also regards the lateral extension of
the shower, but does not model the scattered Cherenkov lightcurrently not possible to decide, which
reconstruction is less biased. The fluorescence detentoiation also neglects the lateral extension of the
shower and cannot be used to distinguish between the reagotishs. Reconstructed laser shots from the
central laser facility cannot be used, because they arealsaimensional.

The correction for invisible energy is derived from air sleowimulations. The correction depends on
the mass of the cosmic ray and the hadronic interaction maga in the simulation [47]. A variation of
the models and the cosmic ray mass yields the uncertairitgastgiven in the table.

The contributions to the systematic uncertaintysE] of the reconstructed energy amount2®%.
The systematic uncertainty will become smaller by suceessiprovements in the future. A reduction to
15 % could already be achieved by improving the accuracy of trerdlscence yield by factor of two and
by eliminating the systematic uncertainty of the recorwttom method.
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Figure 6.26: Shown in an example of a reconstructed FD et 2151605 has a zenith angle: 61°,

an azimuth angle ~ 280° and an energy of abo@t 10'%eV. a) The event view in shows the development
of the shower, the signal arrival time is color coded. Thensdralso triggered several SD stations. b) The
camera view shows the triggered pixels. The shower detptdoe is indicated by a red line. ¢) The points
show the signal arrival times and the solid line the fitted elod’he black square represents the arrival
time in the SD station with the largest signal. d) The poieferrto the detected light at the aperture. The
stacked profiles are the reconstructed contributions fraprdéscence light as well as direct and scattered
Cherenkov light. The contribution from Mie scattering iegular, because the aerosol density is irregular.
e) The points show the reconstructed energy loss profilesdlie line the fitted Gaisser-Hillas function.
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Table 6.3: Listed are the sources, which contribute to tistesyatic uncertainty of the reconstructed FD
energy [185]. The total uncertainty is obtained by addirggdbntributions in quadrature.

Source AE/E [%]
Fluorescence yield absolute 14
pressure dependence 1
humidity dependence 1
temperature dependence 5
Telescope calibration absolute 11
wavelength dependence 3
Atmosphere Rayleigh scattering
wavelength dependence of aerosol scattering 1
aerosol phase function 1
Reconstruction method 10
invisible energy 4
Total 22
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Chapter

Energy calibration of the Surface Detector

This chapter discusses the energy calibration of the réwaned energy estimatdfiﬁD of the surface
detector (SD) from Chapter 6. It is based on a correlationvéen the energyrp measured by the
fluorescence detector (FD) and the energy estimﬂﬁ?r, which can be observed in events that triggered
the fluorescence detector and the surface detector sireoltaly.

The basic relation between the SD energy estimﬂliﬁ based on the total number of muons which
arrive the ground and the cosmic ray enefgwas already suggested in Chapter 3 and confirmed through
simulations in Chapter 5. It is a power law in good approxiorgtif the composition of the cosmic rays
does not change too rapidly and the regarded energy rangétisalarge:

E =FEex R,", (7.0.1)

whereasR,, is the ideal energy estimator. The distinction betweendealienergy estimatdg,,, the true
energy estimatoRth'Sh, and the reconstructed energy estima‘RjD was explained in Chapter 6 and is
again important in this chapter.

A theoretical prediction of the calibration constahig, and~y is a major challenge, as shown in Chap-
ter 5. This is partly so, because the average cosmic ray fa8sat a given cosmic ray energy is not
well known and partly because of theoretical uncertairt@werning the hadronic interactions. It is more
precise to derive the constani, and~ from measurements. The FD provides an almost calorimetric
measurement of the total ener@yin an air shower, as discussed in Chapter 6, which can be ovsed t
calibrateR,,.

The standard approach [17,161-163,165,187] expressasdhmye measured energy estim&fbj%
as a function of the measured FD energyy

SD Erp\ "
R =—=— . 7.0.2
w0 = (1) (702)
This equation is fitted to the data with a least squares methaidakes the estimated uncertainties from
the reconstructions into account. An analogue approackeid to calibrate the energy estimator of vertical
air showers, see.g.ref. [156,157,188].
The method is simple and straight-forward, but has somesssartly discussed alreadyg.in ref. [17,

156,157]:

e The standard least-squares fit offers no natural way to tekarncertainty on the FD enerdp into
account, although it is only possible to approximatelyudd it. The least-squares fit cannot handle
fluctuations around the model that are not Gaussian.

e The event sample below the threshold energy of the SD trigatairation is biased due to a selection
effect. The least-squares method cannot model this biathanefore events in affected energy range
need to be excluded. Most showers are observed at low eaegiethus a major amount of data
cannot be used to constralfy, and~y.
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e The low energy cut itself introduces another bias on the fittvis complicated to avoid.

This study proposes an improved approach for the enerdyratibbn. The idea is to develop a complete
statistical model of the FD and SD measurement processesyfated as a probability density function
(p.d.f.) in the( Epp, RﬁD) parameter space. Deriving tpel. f. is a complex task, but once it is formulated,
the calibration constants and a lot more information candsizveld from the data by fitting this model with
a standard likelihood method to the observed event disioibu

The new method has many advantages, the two most importaatava:

e Events below the point of SD trigger saturation can be inetudaturally. This allows to use about
three times as much data for the fit as the standard approach.

e The method allows to fit the unknown shower-to-shower fluddna of the energy estimat(RﬁD
from the data. These fluctuations cannot be derived from dltee atherwise and are sensitive to the
cosmic ray massl. Thus, a comparison of the fitted shower-to-shower fluatnativith predictions
from simulations allows to draw conclusions about the cositmn of cosmic rays.

The new method introduces a lot more modeling of the dataglwbould bias the result if it is not done
correctly. The method and its model components are theretoecked thoroughly in this chapter.

First part of this chapter deals with an important preretgiisf the energy calibration: a well under-
stood data set. The T5 criterion assures a good reconstnuetth controlled systematics for SD events.
An event selection with the same purpose needs to be applieD events, but in the FD case it is much
more complex. The FD selection is based on cuts on many egestr@ters, which may introduce possible
biases themselves. A self-consistent algorithm [158] édue derive unbiased cuts.

The new energy calibration method is derived and appliedg@vailable data in the second part of this
chapter. Several cross-checks are applied, which showeihergl consistency of the approach and allow
to estimate the systematic uncertainty of the result.

7.1 Event selection

A prerequisite to a fit of the energy calibration functionnfréhe data is a well understood and unbiased
data set. It is particularly important, that the selecteent\sample does reflect the true composition of
cosmic rays at every energy interval. Heavy nuclei with thme energy” produce more muons and
therefore a larger energy estimaf®y,. If the cosmic ray composition was biased in the event santipde
also the energy calibration would be biased.

It was shown in Chapter 6, that the SD energy estimBﬁPris unbiased if the SD is fully efficient. If
it is not fully efficient, the average energy estima¢ﬂ§D> is biased at a given cosmic ray energy In
particular, the limited efficiency would bias a mixed comifios of cosmic rays. Iron nuclei with the same
energy as protons have a higher change to trigger the SDysetaey generate more muons.

A similar situation can arise for the fluorescence deteétigy. 7.1 shows an example. One of the basic
requirements for a reliable FD reconstruction is the oletém of the shower maximum in the field of
view of the telescope. Proton showers develop deeper inthesphere than iron showers and thus have a
larger probability to be accepted by this requirement if/ttievelop close to the telescope. Because the FD
exposure increases with the cosmic ray endrgghowers close to the telescope usually have low energies.
At larger energies, the corresponding average distandettetescope is also larger and no bias occurs.

There are two ways to deal with this kind of situation. If tHasin the events is well understood, it
can be included into the data model, thus canceling itsefiéds approach will be used for the SD energy
estimatorRﬁD in the region where the SD is not fully efficient. If the biasi@ well understood, cuts have
to be applied which avoid the bias. This approach will be dsethe FD energyrp.

The SD events are well understood and need no further evietise. This section will focus on the
selection of FD events. The FD data set contains a fair amafusttowers of poor quality since its event
trigger is very permissive. A lot of these showers are syatemally biased. There is not a single criterion
like the T5, which allows to reject these showers. Only a dempombination of several cuts allows to
avoid the biased events.
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Figure 7.1: The drawing shows the field of view of a fluoreseetetescope, and in a symbolic way, the
energy loss profile of a proton and an iron shower along itsveh@xis. In case a), both showers arrive
very close to the telescope, in case b), they are farther.away

The method to derive the FD cuts is adopted from ref. [157pnalit was applied to select FD events
for the energy calibration of vertical showers. The apphoacased on a self-consistency argument. It
exploits that the SD energy estimaﬂ@ﬁD is unbiased above a certain threshold and therefore maydae us
as a reference to obtain unbiased cuts for the FD. The metimthke advantage that relies only on the data
itself and not on air shower simulations.

7.1.1 SD event selection

Compared to the complex selection of FD events, the SD eedsttson is simple and robust. The applied
cuts and selections are discussed in detail in Chapter 6.oflyenew cut regards certain time periods,
where the central data acquisition was unstable or buggyreNdormation about these so called bad
periods is given in Chapter 8.

To simplify the discussion, the following convention is d4e name the cuts.

e SdBadPeriod: The event is outside a time period of normal data acquirsitio
e SdT4Level: The event passes the T4 selection.

e SdT5Level: The event passes the T5 criterion.

SdEnergyReconstructionLevel: The event passes the reconstruction of the energy estinidte
reconstruction of the shower front curvature is optional aat required.

SdThetaMin: The event is has a zenith andgléarger thar60°.
e SdThetaMax: The event is has a zenith anglemaller thar82°.

Table 7.1 summarises the individual cut efficiencies in taadrom 2004/01 to 2009/01, Fig. 7.2 shows
the cut correlations. Appendix F shows event examples,wdnie rejected by these cuts.

The strongest correlations are found on the on hand betweautsSdT4Level andSdReconstruc-
tionLevel, and on the other betwe&udT4Level andSdThetaMax. The former is expected, since the T4
selection is designed to rejects events which are not réeatable. The latter correlation may indicate
that the T4 selection is too strict for almost horizontalsars.
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Table 7.1: The table summarises the cuts to select hightg&il events in the time span from 2004/01 to
2009/01. The number of dropped events and the efficiencyatf eat are calculated under exclusion of all
other cuts. The cuts are correlated, which is why the effaé@gndo not multiply up to the total efficiency.

All SD events 144053

Accepted SD events 45063 31.3%
Cut Events dropped (excl.) Efficiency (excl.) / %
SdBadPeriod 5929 96
SdT4Level 53643 63
SdT5Level 40961 72
SdEnergyReconstructionLevel h&s 869 99
SdThetaMin? > 60 27607 81
SdThetaMax! < 82 4057 97

Efficiency / %
and
Correlation/ % |

SdBadPeriod

SdT4Level| 38

SdT5Level| 39

SdEnergyReconstructionLevel| 7

SdThetaMin| 18

11 27

SdThetaMax| 4 41 46
‘\Od \\]\\“ N\a}/\
980 e ALef:‘><“5‘L uo“"“L d“‘e‘a
rec™”
e‘Q‘q
S

Figure 7.2: The matrix shows the efficiency and correlatibthe cuts in Table 7.1. The diagonal entries
represent the efficiencies of each cut under exclusion afthér cuts. The entries in the lower triangle
show the correlation of the cuts in percent. Correlationevbé % are not shown.
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7.1.2 FD event selection

The FD selection combines many cuts on reconstructed aidsles/and their estimated uncertainties to
obtain a high quality data set. The choice of cuts and thecagifistency analysis to obtain the cut thresh-
olds is based on ref. [157]. The cut variables can be motivatpriori, but not the cut thresholds. The
self-consistency analysis allows to place the threshddsiah that the selection efficiency is maximised.

The analysis is based on FD events collected between 2004/athd 2009/01/01. However, there are
early FD measurements in the data set, which cannot be usleid enalysis. The events in question were
recorded at a time when no absolute FD calibration was &leild he date of the first reliable measurement
for each FD building is given in Table 7.2.

The FD cuts are listed and motivated in the following. Theagahidea is to rather place cuts on many
variables. The amount of trust which can be placed on theasebness of the result increases with the
number of cuts. A naming convention is introduced again seehe discussion. The final cut values will
also be given in advance, the optimisation procedure isrtestseparately in the next section.

e FdDistanceXmaxFoV: This cut is placed on the distance of the shower maxindmy from the
borders of the field of view of the telescope in units of slagptth. The cut ensures that the shower
maximum is observed well within in the field of view of the t&tepe.

e FdRelativeEnergyUncertainty: This cut is placed on the relative uncertainty of the energpa-
surement. Since the FD reconstruction propagates geaaletimcertainties in the reconstruction
of the shower axis and uncertainties due to the atmosphenditions into the uncertainty of the
shower energy, showers of poor quality can be rejected wishvariable.

e FdXmaxUncertainty: This is a cut on the reconstructed uncertainty of the défpthy of the shower
maximum. A cut may be placed on this variable for the sameoreaas for the previous cut. In
addition, a poor resolution of the shower maximum may be ditétor for a weak shower, which is
observed barely above the noise of the PMTs.

e FdPixelNumber: A cut on the number of the pixels with signal in the telescogpmera. The number
of pixels is relevant for the reconstruction of the showesaX low number of pixels may also
indicate a weak shower, barely observed above the noise ¢fMiT's.

e FdCherenkovFraction: This cut is placed on the fraction of Cherenkov light in teeanstructed
shower light profile. Cherenkov light is treated as part @& #lignal, as described in Chapter 6.
Very inclined events often have a fair amount of Cherenkghtlin the reconstructed photon flux
at the telescope. Ideally, there should be no bias depemdfinige fraction of Cherenkov light, if
it is correctly modeled in the reconstruction. Its influehes to be checked in the self-consistency
analysis.

e FdReducedChi2GaisserHillas: This is a cut on the reducegf-value of the Gaisser-Hillas fit to
the longitudinal profile of the energy loss of the shower.sTikia very powerful cut to reject general
anomalies in the recorded energy loss profile, which arelyndse to clouds in the field of the view.
The absorption or reflection of fluorescence or Cherenkdu lign clouds can severely distort the
measurement.

e FdReducedChi2Line: This cut sets a lower limit on the reducgd-value of a simple line fit to the
energy loss profile. If the data is compatible with a stralgte, neither the shower maximum nor
the shower energy are well defined. This is another cut to vemeak or partly recorded showers.

Table 7.2: The table gives the earliest date for each fluerescbuilding, when an absolute calibration of
all its telescopes is available [189].

Fluorescence building Los Leones Los Morados Loma Amarilla  Coihueco
First trusted date 2004/12/01 2005/06/02 - 2004/12/01
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e FdDistanceTankCore: This cut is placed on the distance between the estimatedestumre posi-
tion of the FD reconstruction and the SD station which is ugetie reconstruction of the shower
axis. The station with the largest signal is a good first gfiesthe position of the shower core. If
the core of the FD reconstruction is far away from this statthis may be an indicator for a bad
axis reconstruction. Also, as the FD reconstruction onsus flat shower front model, the use of
the timing information from a far away station can introdadeias.

e FdTrackLength: This is a cut on the observed length of the shower profile itswf slant depth. It
is another cut to reject faint showers and those only pagttprded.

The last three cuts are not part of the optimisation.

e FdMieMeasurement: The last cut is a selection criterion. It rejects eventsiclvldo not have a
corresponding measurement of the Mie-scattering andnsten length and the vertical optical
atmospheric depth available for the night of the data takifygents without such measurements are
reconstructed with average values, which can be arbitreibng and have a strong impact on the
reconstructed energy. Events of this kind are generalbcteg in this analysis.

e FdThetaMin: This is another cut on the reconstructed zenith angleldétteonly the very inclined
showers withd > 60° from the data. A corresponding upper limit is not necessmgause geomet-
rical constains make it almost impossible to observe a nedzdntal air shower in the FD and the
SD simultaneously.

e FdActiveCrown: This cut criterion requires six active SD stations in a lymmaround the SD
station with the largest signal in the FD event. The purpdshis criterion is explained below.

Two sets of FD events are selected with these cuts. The firehgecontains events which triggered
the FD and the SD simultaneously. They are cafjettien hybriddy convention. These events are later
used in the fit of the energy calibration constahtg and-~y.

The second set is a superset of the first. It contains more EBtg\because an independent SD trigger
is not required anymore. These events are callaentialgolden hybrids in this chapter. The additional
FdActiveCrown cut selects only showers that fell into an active part of tbea®ay. Therefore, this event
set only contains showers which could have triggered theif3be shower front would have been intense
enough. The potential golden hybrids will be used to coirssame aspects of the data model, which is
used to describe the distribution of golden hybrids. It wldo be used to derive the SD efficiency as a
function of the cosmic ray energy at the end of this chapter.

The efficiencies of the optimised cuts for the golden hybaigdsshown in Table 7.3, the cut correlations
in Fig. 7.3. The same is done for the potential golden hybrnidsble 7.4 and Fig. 7.4. Examples of rejected
events are shown in Appendix F.

Most of the cuts are highly correlated, since they are sgadiv similar event traits. The strongest
correlation is found between the clidTrackLength andFdDistanceXmaxFoV, which reject almost the
same events. Most of these events are nearby showers withvaisinaximum outside the field of the view
of the telescope. Another strong correlation is found betwihe cutd=dRelativeEnergyUncertainty
andFdXmaxUncertainty which can be expected since both are obtained from the fitoB#isser-Hillas
function, as shown in Chapter 6.

Only 411 golden hybrid events pass the event selection.eShe data statistic is so small, there was
a strong motivation to develop a method for the energy catiiln which uses all these events without
imposing any more cuts.
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Table 7.3: The table shows the cuts which are used to sel&®mbybrids, as described in the text. Only
events are regarded here, which triggered both the SD areDrend passed the SD cuts from Table 7.1
already. The number of dropped events and the efficiencyadf eat are given exclusive of all other cuts.

The cuts are correlated, which is why the efficiencies do ndtipty up to the total efficiency.

Golden hybrid events that pass the SD cuts 2453

Accepted golden hybrid events 411 16.8 %
Cut Events dropped (excl.) Efficiency (excl.) / %
FdDistanceXmaxFo\¢/cm 2 > 200 901 63
FdRelativeEnergyUncertainty < 0.2 746 70
FdXmaxUncertainty cm 2 < 150 508 79
FdPixelNumbenjixels > 6 148 94
FdCherenkovFraction < 05 676 72
FdReducedChi2GaisserHillas < 2 550 78
FdReducedChi2Line > 05 53 98
FdDistanceTankCorkin < 1 151 94
FdTrackLengthd cm =2 > 600 489 80
FdMieMeasurement 321 87
FdThetaMin? > 60 810 67

Table 7.4: The table shows the cuts which are used to selémtf golden hybrids, as described in the
text. More FD events are regarded as input here, becausadbpandent SD trigger is optional now.
However, the events are still required to pass$aBadPeriod cut. The number of dropped events and
the efficiency of each cut are given exclusive of all othesc(the cuts are correlated, which is why the
efficiencies do not multiply up to the total efficiency.

FD events with optional SD trigger 342271

Accepted FD events 1299 0.4 %
Cut Events dropped (excl.) Efficiency (excl.) / %
FdDistanceXmaxFo\gcm 2 > 200 260486 24
FdRelativeEnergyUncertainty < 0.2 154809 55
FdXmaxUncertainty cm 2 < 150 73989 78
FdPixelNumbemgixels > 6 17694 95
FdCherenkovFraction < 0.5 55694 84
FdReducedChi2GaisserHillas < 2 43852 87
FdReducedChi2Line > 05 23603 93
FdDistanceTankCorki < 1 12295 96
FdTrackLengthd cm—2 > 600 246736 28
FdMieMeasurement 51555 85
FdThetaMin? > 60 313445 8
FdActiveCrown 132174 61
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Efficiency / %
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Figure 7.3: The plot shows the efficiency and correlationrixabrresponding to Table 7.3. The diagonal
entries show the efficiencies of each cut alone, withoutyapglthe other cuts. The lower triangle entries
show the correlations of the cuts. Large values mean thatutseare very correlated and mostly reject the
same events. Correlations bel@w; are not shown.
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Figure 7.4: The plot shows the efficiency and correlationrinabrresponding to Table 7.4. The diagonal
entries show the efficiencies of each cut alone, withoutyapglthe other cuts. The lower triangle entries
show the correlations of the cuts. Large values mean thatutseare very correlated and mostly reject the
same events. Correlations bel@w; are not shown.
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7.1.3 Cut optimisation

In order to optimise the FD cuts shown in Table 7.3, an iteeasielf-consistency analysis is used. The
analysis is based on two points: the SD works independehtlyeoFD and the reconstructed SD energy
Esp is unbiased if the SD is fully efficient. Thus, the SD enefgys can be used as a reference to detect
biases in the reconstructed FD enefgy,. The optimal cut threshold is obtained by plotting the bitihe
variable( Erp — Esp)/(F) as a function of the threshold, wherdds) is the average afrp and Esp. The
optimal cut threshold avoids the bias but is as permissiymasible. In order to avoid biased SD events in
this analysis, only events with an energy ab®0&*> eV are used. At this energy, the SD is almost fully
efficient.

This kind of analysis either needs a preliminary energybeation to convert the SD energy estimator
R/SLD into the SD energysp or an initial guess of the cut thresholds so that a prelinyircalibration
analysis may be performed. Optimal cut thresholds are ddaby iterating the cut optimisation and the
energy calibration several times. The method convergekiyuiA wrong energy calibration usually causes
only an overall bias in this analysis, which can be distisgad by eye from the bias that should be avoided
with the cut.

Fig. 7.5 to Fig. 7.13 show the control plots of the cut optetiisns with the final energy calibration.
Black circles show the bia§ Erp — Esp)/(E)) as a function of the cut threshold which has to be zero.
Gray circles show the individual values @Erp — Esp)/(E). The unselected data is shown on the left
of each figure, the selected data as a cross-check on the Tilgathatched region in the left plot of each
figure is rejected by the cut. The red solid line shows the ffigiency as a function of the cut value. The
analysis shows that the FD enerByp is indeed unbiased after the cuts.
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Figure 7.5: Optimisation of the cut on the distance betwerréconstructed o« and the borders of the

field of view of the fluorescence telescope (see text).
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Figure 7.6: Optimisation of the cut on the relative unceittadf the reconstructed energy (see text).
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Figure 7.7: Optimisation of the cut on the uncertainty ofteonstructed( yax.
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Figure 7.8: Optimisation of the cut on the number of trigglgpéxels in the telescope camera (see text).
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Figure 7.9: Optimisation of the cut on the fraction of Chéw@nlight in the event (see text).
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Figure 7.10: Optimisation of the cut on the valy®/nq.f, Which measures the agreement of the observed
energy loss profile with the theoretical Gaisser-Hillasction (see text).
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Figure 7.11: Optimisation of the cut on the valy&/nq.f, Which measures the agreement of the observed
energy loss profile with a line fit (see text).
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Figure 7.12: Optimisation of the cut on the distance betwtberreconstructed shower core and the SD

station with the largest signal, which was used in the rettoason of the shower axis (see text).
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Figure 7.13: Optimisation of the cut on the observed tranfgtle in the telescope (see text).
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7.2 Calibration method

The event selection assures that the input for the followtagjstical analysis is unbiased and well under-
stood. Fig. 7.14 shows the event distribution of the datavbéth will be analysed in the following. A
clear correlation between the energy estimé%@? and the FD energ¥rp is visible. It is the purpose of
the calibration method to extract the calibration const&it and~ from this distribution.

Eg. (7.0.1) models the basic relation between the averagenelyy( Frp) and the average SD energy
estimator(RﬁD>. So far, no clear deviation from this simple power law wasfibsee e.g. [157,188]. Itis
therefore assumed in the following that Eq. (7.0.1) is vhkitweenl0'® ¢V and a few10?° eV.

In some sense, all data points originate from the curve ditiyeEq. (7.0.1), but they are scattered
around it by various effects. The effects are illustrateHim 7.15.

e Shower-to-shower fluctuations The energy estimatdﬁﬁD of the SD is by design proportional to
the total number of muond, on the ground. This muon number fluctuates from shower to show
even if the cosmic ray energk is fixed. More about this effect can be found in Chapter 3 and
Chapter 5.

The observable energyrp in the fluorescence detector is weakly anti-correlated thi#ise fluctua-
tions because of energy conservation. However, since tlom memponent carries only abolf %

of the total energy in the shower, the correlated effectEip is one magnitude smaller than the
effect onR3P, and can therefore be neglected.

¢ Trigger effects. The SD reaches the point of trigger saturation at aboutl0'8 eV in very inclined
air showers. The trigger basically depends on the numbeuohsion the ground, which is modified
by shower-to-shower fluctuations. Below the trigger satongpoint, an air shower with less muons
than average has a lower probability to trigger than a shevitarmore muons than average. This
introduces a principal bias in that energy region, because ®vents will be found on the right side
of the calibration line in Fig. 7.15 than on the left side.

e Measurement uncertainties The measurements of both the fluorescence and the surfesgate
show fluctuations, which are caused by the statistical Sagpt the measurement. The sampling
fluctuations are independent of each other. The fluctuattansbe assumed to be Gaussian in first
approximation.

The observed event distribution is further shaped by thietfiat most golden hybrids are observed at lower
energies due to the steep energy spectrum. The energygpantthe golden hybrid sample is less steep
than the true energy spectrum, because the effective esgpokthe FD grows with the cosmic ray energy.
All these effects can be included into a detailed statiktivadel of the data in form of a p.d.f. of the
event distribution. The maximum likelihood method themmal to extract the parameters of interest from
this model. The basic idea of this approach was presented.ifiL®0, 191], which inspired this study.
The maximum likelihood method maximises the total probsbdf all data points{(RﬁD, Erp);} in
the event distribution by modifying free parametprsf the data modefiq::

L(p) = 1‘_[ Fot((R3P):, (Erp)ilp). (7.2.1)

In practice,— In L is minimised, which is equivalent. The minimisation is damvi¢h the MINUIT pack-
age [148].

If the data modelfio; is accurate, it is possible to show that the likelihood fiorctis anoptimal
parameter estimator [147], which means that no statigtitatmation in the data is lost and the parameter
estimates have the smallest possible variance.

The un-normalised data modg|, can be written as a weighted convolution of several compbnen
p.d.f.s which describe the individual statistical effects

fin (RSP, Erplp) = / do / AE grored ErolE, 0, p) hroms(E. 0]p)

/ dRS"™" Psp(R3P, 0, p) gspred RECIRS™, 60, p) hspshs B 1 R,.(E), p) (7.2.2)
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Figure 7.14: The points represent the golden hybrid sangieted by the cuts in Table 7.1 and Table 7.3.
The color of a point indicates the zenith anglef the event. Most events are found beldgy.
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Figure 7.15: The drawing illustrates the effects which léadhe observed data points. Point A is the
ideal average on top of the calibration function. The phglsiints B and C are upward and downward
fluctuations of this ideal average, further randomised bgsueement uncertainties into B’ and C’. Because
Point C fluctuated below the saturation threshold of the $Bas a chance to be lost. In the analysis of
the resulting data, the experimenter cannot distinguigimane whether point C’ originated from point A
or D, or any other ideal point of the calibration function| pbssibilities have to regarded, weighted with
the underlying energy spectrum of the FD.
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whereagjrp.rec and gsp.rec Model the measurement uncertainty of the FD and the SD réegplgChrp-nyn
is the distribution of the true energies observed in the P8, is the SD reconstruction probability (which
is not a p.d.f.), andthsp_sh-snis the model of the shower-to-shower fluctuations. The gnétgand the
zenith angle) are the true values of the cosmic rd, is the ideal energy estimator correspondingto
andRZh'Shis the true energy estimator realised in the particular &vBme calibration function Eq. (7.0.1)
predicts the relation betwed), and £, which removes the remaining degree of freedom in the iategr
To obtain a valid p.d.f.f{, has to be normalised by integrating over the input rangEqgfand RSP,
respectively:

fiot( RSP, Erp)
ftot(RiD7 Erp) = —oomr tg - . (7.2.3)
f K dRﬁD Fo dEFD ft/ot(RSD EFD)

Riomin EFDmin "o

The functionf, is not automatically normalised because of the SD recoctibruprobability Psp. The
limits of these integrals may be chosen freely, but only gaiats within these limits may be used in the
calculation of the likelihood functio(p).

The numerical calculation ofiy is described in Appendix A.5. Computational speed is aneissu
becauséi. is recalculated several hundred times in a single maximkatiiood fit. Some approximations
are made to speed up the calculation. The approximatioreinte a bias to the fitted parameters of the
data modelfi,t. The size of the bias is evaluated at the end of this section.

7.2.1 Model components

Fig. 7.16 gives an overview over the model components of #ta ehodel tot(RﬁD, Erp). The heart of the
p.d.f. is the calibration function, which has two free paedens. The other components introduce many
additional parameters, too many in fact to fit them all frora gample of golden hybrids. Fortunately,
several components can be fitted to larger data sets or ddriv@ event simulations.

The model components are presented and discussed in theifal As this is a pioneering work,
most components are modeled in the simplest possible waysamé& approximations are made. The
overall framework however is general enough so that thespleimodels may be replaced by much more
complex and sophisticated ones in the future. The systematiertainty which is introduced through the
simplifications is carefully estimated in several crossalts at the end of this chapter.

A summary of the numerical values of the model parameterséndpy Table 7.5. All simulated events
in the following analyses are taken from the library develbm Chapter 5.

SD-Reconstruction probability Psp

A model of the SD reconstruction probabiliB§sp, which is in good approximation given by the SD trigger
probability, can be developed from an analysis of simulateshts.

The reconstruction probabiliti’sp depends on the intensity and lateral distribution of thensrpand
its particle content. These properties depend on the cosayienergyE and the zenith anglé of the
shower. The reconstruction probabiligp depends to a much lesser degree also on the azimuytéartly
because of the grid structure and partly because of geortiafjetd effects. The azimuthal dependency is
neglected.

Very inclined showers are muon dominated and treating themuae muon showers is a good first
approximation. In that case, the SD trigger probability oaty depend on the total number of muons on
the groundV,, « th'Shat a fixed zenith anglé, because the normalised lateral muon density prpfile
is approximately universal with respect to the cosmic ragrgy and mass, as shown in Chapter 5. At
0 ~ 60°, a small but significant electromagnetic component isatiiive, and some additional influence of
the energy and mass of the cosmic ray is expected.

Fig. 7.17 shows the reconstruction probability as obtafnemh the simulation as a function of the total
number of muonsV,, on the ground, which is readily available in simulated shsweé\n error function

fits the data well:
1 lg N, — qo
Psp(lgN,) == 1—erf (—“) , (7.2.4)
sol v 2 ( V2q
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Figure 7.16: The graphic gives an overview over the modelgmmants that are needed to calculate the data
model fior, as described in the text. The colors indicate possiblestateces to constrain the parameters of
the model components.

Table 7.5: A table of the parameters introduced in each moa@bonent of the total probability density
function fi; of the golden hybrid event distribution. The parameter uiadeties are of statistical nature, if
not specified otherwise.

Model Data source Parameters
Psp Surface detector simulation ¢ 6.827013 (sys.)
¢ 0.1573-97 (sys.)
gsD-rec @NAgFp-rec Surface detector simulation  pg 0.0390+ 0.0024
Potential golden hybrids p1 0.1128+ 0.0043

D2 0.091+ 0.021
p3  0.03044+ 0.00033

hED-hyb Potential golden hybrids S0 17.89+ 0.44
51 0.234+0.14
S9 -1.0640.77
83 -6.454- 4.93

54 -44.88+ 24.47
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Figure 7.17: The plots show the efficiency of the SD recomsitvn including the SD trigger as a function
of the total number of muon&/, (¢) on the ground at a given zenith angleThe simulation is organised

in small zenith angle bins & width, the plots show a selection of these bins. The fourspdeparate the

simulations by the cosmic ray mass (proton, iron) and thedrad interaction model (QGSJet-II, EPOS).
The continuous lines are fits to the simulated data.
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Figure 7.18: The plots show the parameters of the fits fromFiy as a function of the zenith angle
The continuous lines are fits of a model. The dashed linematdithe systematic uncertainty of the model.

with ¢y andq; as free parameters. At a given zenith arfgllhe number of muons is proportional to the true
energy estimatoRfL“'Sh, and one can be calculated from the other with the refereragehof the lateral
muon profilen/e".

The available amount of data for these fits is not optimal. drtipular, the fits generated from iron
showers are not well constrained. Fig.7.18 shows the fittgdrpeters ofy andq; as a function of the
zenith angle). The widthg; of the threshold function is not defined in many cases due &zladf data
points in the threshold region, and has to be constrainedawer value ofg; = 0.1.

This lack of data is caused by the fact, that the simulatioesdwot cover a continuous spectrum of
cosmic ray energies. The showers are distributed in corhjyadistant and narrow energy bins. This
produces corresponding gaps in the distribution of the tatanber of muonsV, o E'/7. Shower-to-
shower fluctuations aWV,, fill the gaps somewhat, but only for proton showers, wheredtilictuations are
large enough. More simulations at intermediate energesaressary for this kind of analysis, and should
be performed in the future.

Fig. 7.18 shows, that the dependency of the threshold famain the zenith anglé is moderate. It
is much stronger, if the threshold would be parameterisefii®"instead oflV,,, which confirmsN,, is
the right variable for the parameterisation. Within theiled resolution of the analysis, no significant
dependency on the cosmic ray massr the hadronic interaction model is observed.

The parametey; is assumed to be independent of the zenith angle §7dependency of, is modeled
very roughly by eye as

1 ° <0< 65°
d0(6) = o x { 60° < 0 <65 (7.2.5)

1—-10.04(0 —65°)/17° 65° <6 < 82°.
A parameterisation up t82° is sufficient, as it covers the complete zenith angle range usthis study.
The final average values gf andq, are obtained in a fit to the available data in Fig. 7.18 and shiow
Table 7.5. To account for the crudeness of the model, ratlige Isystematic uncertainties are assigned
to go andq;, which approximate the observed spread in Fig.7.18. FI§. 8hows the individual fitted
threshold functions and the average model in comparisom ifitividual curves are within the average
model for zenith angles up &2°.

This model with its large uncertainties is not of much usetbgif. The parameterg andg; will there-
fore be left free infiot and fitted from the golden hybrid sample. The fitted resultlélonly be compared
with the simulation result. Furthermore, it will be crodsecked with an analysis of the reconstruction
probability based on the potential golden hybrids at theadritis chapter.

154



CHAPTER 7. ENERGY CALIBRATION OF THE SURFACE DETECTOR

(R, Ig(R;"™)
-1.5 -1 -0.5 0 -15 -1 -0.5 0
PRI (TR S ST S A T ST S T N S N | | I S S R NN ST T S T N S | v
0_8 1 9 =61° 0_8 1 9 =71°
CJProton QGSII B proton QGSII
0.8 1 Eiron QGSII r 0.8 1 Miron QGSII -
M Proton EPOS B Proton EPOS
Ml ron EPOS M ron EPOS
0.6 1 model i 0.6 1 model i
0.4 1 i 0.4 1 I
0.2 1 r 0.2 1 r
0+ S 04 . A
55 6 6.5 7 7.5 55 6 6.5 7 7.5
lg(N,) lg(N,)
lg(RY"™) lg(R™)
-1 -0.5 0 0.5 -0.5 0 0.5 1
a 1 | R R T T T R | _ a 1 P B R R B | IR R
2 9 =83° o? g =87°
M proton QGSII Eproton QGSII
0.8 1 M iron QGSII r 0.8 1 Miron QGSII -
Il Proton EPOS B Proton EPOS
M ron EPOS M ron EPOS
0.6 1 model i 0.6 1 model i
0.4 A r 0.4 A -
0.2 i 0.2 i
0 T 1 T T 0 L 4-‘/ y T T
55 6 6.5 7 7.5 55 6 6.5 7 7.5
lg(N,) lg(N,)

Figure 7.19: The plots compare the fitted threshold funstivom Fig. 7.17 with the average model and
its upper and lower systematic limit. The limits are obtdity varying the model parameters within their
systematic uncertainties and taking the maximum and mimirofithe variation. The second axis shows
the true energy estimatmh'Shcorresponding to the total number of muons on the gradipd
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Finally, there is an important point to make. It seems reablanat first to parameterise the reconstruc-
tion probability Psp as a function of the true energy estimalbi“"Sh x N,. The trigger decision should
depend on the true number of muons that arrive at the grouartflid particular analysis it is also unavoid-
able, because the reconstructed energy estim%ﬁBris simply not defined in events that did not trigger
the SD.

However, it turns out over course of all analyses and crbssics in this chapter that a consistent
description of the trigger threshold behaviour can only tieieved by makingPsp a function of the re-
constructed energy estimatﬂﬁD and not the true energy estimatBJZh'Sh in the data modelf,,t. The
fluctuations ofRﬁD with respect toRZh'Sh are not random. They are generated by sampling fluctuations i
the detector. If the SD samples by chance more of the availalulons,RﬁD has an upward fluctuation
and vice versa. This affect the trigger decision, so gt is actually a function oﬂ%ﬁD and notRZh'Sh.
Evidence for this hypothesis will be shown below.

Measurement uncertaintiesgsp-rec aNd grp-rec

The FD and SD measurements are independent and their readluictions can be modeled by normal
distributions:

e 1 (RSD _ RSh-Sh)2
ed RSP RSN 6 RSP = ———— exp | - 2 ——KE 7 7.2.6
gsp-red MERL rec| m ) \/%Urec[RﬁD] p 2Ur2ec[R;SLD] ( )
1 (Erp — E)?
red Erp, F, orec B = ———e€X -, 7.2.7
gFD rec( FD rec[ FDD TWUreC[EFD] p ( QJI?ec[EFD] ( )

whereasfrrec[Rf;D] andored EFp| are the respective experimental uncertainties, which iregg are not
constant. Simple models can be found, which desm‘ja@RﬁD] andored Erp| well.

The SD-resolution of the energy estimator was already apdlyn detail in Chapter 6. Based on
simulations, it was found that the resolution of the recartted energy estimatcRiD is normal in good
approximation. In the zenith angle rang@® < 0 < 82°, the resolution depends approximately only on
the cosmic ray energy, or more precisely, the true energylaerf;h'S“.

Fig. 7.20 compares the true resolution of the energy esbirﬂ%ﬁD in simulations with the reconstruc-
tion estimate of the resolution in real events. Some undrpdeatures are visible in the unbinned resolu-
tion estimates, like the accumulation of pointsrat[R°]/ RSP ~ 0.1. The affected events did not show
any special common feature in an eye scan. This point nedtefustudy in the future.

The reconstruction estimate ofec[RﬁD] differs from the simulated resolution, because the sicdilst
models used in the reconstruction are not yet perfect. Thalated resolution is biasedlatk,, < —0.4.

It underestimates the true resolution due to the influendbefSD trigger in this region. The variance
of RﬁD/RfP'Sh— 1 in the simulation gets smaller, because more and more eiretite lower tail of the
Gaussian are rejected by the SD event trigger.

The simulation provides the more reliable estimate,@ﬂRED] and is used for the parameterisation. It
will be shown in a moment that it is possible to properly matiel detector fluctuations & R, < —0.4
by convolutinggsp.-rec With PSD(RED). However, right now it is necessary to parameterise theutsn
arec[RﬁD} without this effect and therefore only data in the ranrgke4 < Ig R, < 1.2is used. The relative

_1
resolutionore R3;P]/R3P is well described by an empirical expansionifi®™ * up to first order:

ored RO/ R = po + pi RSS2, (7.2.8)

with py andp; as free parameters. The values are given in Table 7.5. Siecsimulation result is not
confirmed with a real measurement, a systematic uncertaiititype assigned to the resolution obtained
from this parameterisation later.

Fig. 7.21 shows that the detector fluctuation&gak®,, < —0.4 are not Gaussian but well described by
weighting gsp-red R0, RS o1 R5P]) With Psp( RSP, 6). This combination models the trigger effect on
the distribution of the detector fluctuations. The modebpréons agree well with the distribution found
in simulated events.
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Figure 7.20: The resolution of the reconstructed energ’yna%rRﬁD is shown as a function of the en-
ergy estimator. Light gray points represent the estimatextrainty of the energy estimator as obtained
event-by-event from the reconstruction of real events,tlaek points are binned averages. The blue
points represent the true resolution observed in simulateats, which is the variance of the variable
RﬁD/RfP'Sh— 1. Horizontal error bars indicate bin widths. The solid liseifit to the simulated resolution,
the dashed line its extrapolation beyond the data rangehwiws used in the fit.
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Figure 7.21: The plots show the distribution of the variaB@’/R;j“'Shf 1 in simulated events for three
different R,,-ranges. The hatched histograms show the correspondidgcpoa of the resolution model.
A correct description ag Rih'Sh < 0 is only obtained, if the resolution model is weighted witk tecon-

struction probabilityPsp (see text).
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Figure 7.22: The resolution of the FD enerByp is shown as a function the energy and the zenith angle.
Light gray points represent the estimated uncertainty efehergy as obtained event-by-event from the
reconstruction of real events, the black points are binnedsges. The blue point in the left plot shows the
resolution obtained from the analysis of the stereo evemtsdmparison. Horizontal error bars indicate
bin widths. The solid lines are fits of a parameterisation.
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Figure 7.23: The plots shows an analysis of 21 stereo hylddts. These are events, which are observed
in two FD buildings simultaneously. The left plot shows tlwrelation of the individual measurements,
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the right plot shows the distribution of the resolution ahie (see text) and a fitted Gaussian.

158



CHAPTER 7. ENERGY CALIBRATION OF THE SURFACE DETECTOR

The Gaussian shape @fp.rec is demonstrated.g.in ref. [192] with reconstructed laser shots from the
central laser facility of the Pierre Auger Observatory. Hiresolution can be estimated with laser shots,
but using real showers is more reliable. Fig. 7.22 showsdbenstruction estimate of the FD resolution as
a function of the reconstructed enerfiyyp and the reconstructed zenith anglg. The resolution depends
only weakly on both observables. THedependency is neglected in the following, while the fornser
parameterised empirically as

ps + pa[lg(Erp/eV) — 18.4]% if Epp < 10184 eV,

7.2.9
s if Bep > 10184 ¢V, (7.2.9)

orec Erp]/ Erp = {
with p3 andp, as free parameters. The values are given in Table 7.5. Thepmasible other dependencies
of the resolution on the details of the shower axis orieatasind distance to the telescope, but they average
out if the resolution is only regarded as a function of thenticzay energy.

The weak dependency of the relative FD resolutigqy Erp]/Erp ONn the cosmic ray energy is
generated by an exposure effect. On the one hand, the mesniref the FD energy is more precise
if more light falls into the telescopes. The collected lifdtt a shower at a fixed distance to a telescope
is proportional to the cosmic ray energy. On the other hamel effective exposure of the FD increases
with the energy, so that also more distant and faint showerslaserved at higher energy. The exposure
growth cancels the first effect so that the average FD résalatmains roughly constant with the cosmic
ray energy.

The Pierre Auger Observatory is equipped with four FD tedpsdouildings, which allows to check the
reconstruction estimate of the energy resolution with Amesasurement. In this study, this is done with
stereo events: showers which are observed by two telesaugeszendently and simultaneously.

There are 21 stereo events in the data set of potential ls/bFtte experimental energy resolution from
k redundant measurements is given by the variance of theblaria

(EFD<J;F:>EFD>) y \/z (7.2.10)

whereas < k is counting thek independent measurements of the same true erférgyd (Erp) is the
average energy of the individual measurements. This farnsubaken from ref. [193], where it is first used
in an analogue analysis in a different context.

The stereo measurements are shown in Fig. 7.23. The obtegsetlition is slightly lower than the
reconstruction estimate, as shown in Fig. 7.22, but stithimione standard deviation of the uncertainty of
the parameterisation.

Energy and zenith angle distribution of FD eventshrp nyn

The distributionhep.nyh Of cosmic ray energies and zenith angles in the golden hylatid set can be ex-
tracted from the event sample of potential golden hybrid. 724 shows the distributions of the measured
energies and zenith angles in this event set. Empiricalnpatierisations are fitted to these distributions,
under the assumption that the dependencies approximatgtyrise:

heo-nyb(E, 0) & hepny(E) % hep-hyb(0)- (7.2.11)

The p.d.f.BFD_hyb(E) of the energy is proportional to the cosmic ray flux multiplied with theextfive
aperture of the FD. The distribution is parameterised withiexe-wise power law inJ. In practice,
heo-nyo(E) is formulated in the variable = 1g E//eV so that the power law becomes and an exponential
function

E* =10"18F = 1007, (7.2.12)

which has better numerical properties. The aperture dffeloiv10'® eV is modeled with an error function
in the variabler. The full parameterisation is

10(s2—0-3)x if 17.0 < 2 < 18.3

hep-hyb(z) = C 1 [1 —erf (—”i; SO)] x { 10%22—5-49 if 18.3 <2 <19.6 (7.2.13)
25, 10(s2=1.2)2+18.03  jf 4o 5 19,6,
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Figure 7.24: The figure shows the distribution of enefgyleft) and zenith anglé (right) of potential

golden hybrid events. The points represent histogramseodtknt distributions, the lines are empirical fits
to these histograms. The continuous lines show fits to theogepsed distributions, which are distorted to
some degree by the effect of limited detector resolutiore ddshed line in the left plot shows a normalised

fit, where this effect was unfolded (see text).
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Figure 7.25: The plot shows the distribution of the obsereedrgiesErp and zenith angle8gp in the
potential hybrid events. The corresponding madg).nyy, is overlaid, the solid lines represent contours of

constant probability.
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whereag” is a normalisation constant angl, s, so are free parameters. The break points and the relative
changes in spectral indices are taken from the analysisf.ifl@8] to reduce the number of degrees of
freedom in this fit, but the overall spectral indexis left free. The spectral index, is larger than the
spectral index of the true energy distribution, becausé&thexposure growths with the cosmic ray energy
E.

It is necessary to regard in the fit of Eq. (7.2.13), that theeobed distribution in Fig. 7.24 is modified
by the limited detector resolution of the fluorescence detecrhe p.d.f. BFD_hyb(E) is supposed to pa-
rameterise the energy distribution without this effect.obtain the correct result, the mocf&lD_hyb is not
fitted directly to the data distribution, but first convoldt&ith the detector resolutiogp.rec

ngﬁgb(EFD) = /dE grp-red Erp, E) hrp-nyo(E). (7.2.14)

The convoluted resulbfo's%, (Eep) is then fitted to the data. Fig.7.24 shows the folded and defbl
distribution together with the data. Aboué'® eV, both distributions are almost equal. In the threshold
region below a difference of up & % is observed.

The p.d.f.hep-nyb(0) Of the zenith angle distribution is parameterised as a fancfy = (§—60°) /rad
with the following empirical formula:

hep-nyb(y) = C L exp(sz y + s49?), (7.2.15)

whereag” is a normalisation constants asgl s, are the remaining free parameters. This model is not used
in detail in the correct approach and therefore the effeth@fimited detector resolution is not considered,
although the same argument applies as in the caéqufyb(E). The final parameter values are shown in
Table 7.5.

The factorised model is compared with the two-dimensioisfidution of the events in Fig. 7.25. The
plot shows a moderate positive correlation betwé&eand: the largest zenith angles only occur at the
highest energies. This correlation is neglected in theetti@pproach.

Shower-to-shower fluctuationshsp.sh-sh

The shower-to-shower fluctuations of the true energy estinaae derived from the fluctuations of the total
number of muonst["Sh o« NN, which were analysed in detail in Chapter 5 with air showeruations.
The simulations show that the relative size of the fluctuestian s{ RS/ RS!"is only a function of the
cosmic ray massl. No significant dependency on the enedgyand direction(d, ¢) of the cosmic ray
was found. Systematically, the fluctuations further depemdhe hadronic interaction model used in the
simulation. The relative size of the fluctuations rangesfabout3 % for iron showers ta3 % — 20 %

for protons. The p.d.f. of the fluctuations is approximatetymal, with a slight asymmetry in the tails.
Downward fluctuations are slightly larger than upward flations.

Fig. 7.26 shows the fluctuations of protons and iron nucienukated with the hadronic interaction
models QGSJet-1l and EPOS. The true energy estirrﬁ;bfh is by about30 % — 40 % larger for iron
showers than for proton showers at the same enérgyThe offset is constant in good approximation.
Therefore, a mixed cosmic ray flux consisting of proton and inuclei can have larger shower-to-shower
fluctuations than proton or iron showers alone. Fig. 7.2sthe size of the fluctuations in such a mixed
scenario. Fluctuations up & % are possible. An iron fraction a0 % yields the largest fluctuations.

Since the cosmic ray composition is not well known and théesgatic uncertainties in the hadronic
interaction models are considerable, the shower-to-shfluetuations need to be fitted from the golden
hybrid events. There are indications for a change in the cwsitipn betweeri0'® eV and102° eV [194]
and thus the fluctuation model should allow a variation wligh ¢cosmic ray energy.

This analysis uses the simplest possible model for the #tictns under these circumstances to keep
the additional number of free parameters reasonably siflad.fluctuations are modeled with a Gaussian
distribution. A linear transition as a function of the logam of the energy betweer'8-3eV and10'”-5eV
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represent the shower-to-shower fluctuations. The rightipla zoom of the left plot.
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Figure 7.27: The curves shows the shower-to-shower fluongtvhich would be observed in case of a
mixed flux of cosmic rays of proton and iron nucleil@t® eV as a function of the iron fractiopo,. The

bands represent the statistical uncertainty of the siiama®he number of muons generated by proton and
iron showers of the same energy differsdsy% to 40 %, thus a mixed flux can produce larger shower-to-

shower fluctuations than a single component. The mixed fiictas are in not Gaussian.
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Figure 7.28: The plots show the probability density funetig(lg RﬁD, lg Frp) as modeled in this study.
The calibration function in these examples uses the cotssfan = 5 x 10'® eV andy = 1.07. Constant

shower-to-shower fluctuations are assumed in a) and besjonding to pure proton or iron scenarios. In
¢), the shower-to-shower fluctuations evolve from a mixewgosition to a pure iron scenario.
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is allowed for the relative size of the fluctuations:

Ug E < 10183 ¢V
Tshsl B /R = ug (1 — 2) +ug 2 10183 eV < E < 10190 eV (7.2.16)
U E > 10195 eV
with - — 18(E/eV) — 18.3,
19.5 — 18.3

whereasy is the size obsn.sf{ RS/ RSS"at 10'8-%eV andu, the size obshsi RS /R "at10'9-5eV.

The choice of the energy range for the transition is baseti@apparent change of the elongation rate
of the shower maximum in ref. [194] (see also Fig. 3.2 in Caeg), but still somewhat arbitrary. The
guantitative result of the fit will depend on the choice andtmntype of transition and therefore has to be
interpreted carefully. However, the qualitative resuttred is already interesting, whether the data imply a
transition or not.

It is also important to point out, that approximating the fuations by a Gaussian is only appropriate
in the case of pure proton or iron showers or as a first appmtiam. A mixed composition may have a
completely different shape, depending on the relativeifsas of different cosmic ray nuclei. With enough
data however, an extended approach would even allow to Bethelative fractions as a function of the
energy, similar to ref. [195].

Fig. 7.28 shows the predictions of the data maofiglfor different composition scenarios. The shape of
frot is apparently quite sensitive to the size of the showehtmwer fluctuations.

7.2.2 Statistical and numerical bias

The previously developed data modg); allows to obtain several parameters from a fit to the sample of
golden hybrid events:

e the calibration constant&.; and-,
¢ the positiongy and shape; of the SD trigger threshold, and
o the size of the shower-to-shower fluctuatien®s s/ R5"".
These parameters may be biased with respect to the trues\falugeveral reasons:
(1) the corresponding model or a correlated model is wrong,
(2) the approximations i, are too strong, or
(3) the amount of data is too small.

Cross-checks can be used in case of the first point, whickvabioestimate the systematic uncertainty
introduced by some models. This will be done in the next eacfThe third point is often negligible, but it

is possible to show theoretically, that both the maximuralifood and the least-squares method introduce
a bias to the fit result under general conditions in the casd@i number of events, seeg.ref. [147].

The present analysis regards the second and third point.datgedistribution of golden hybrids is
completely modeled by the componentsfgf, which allows to build up a simple Monte-Carlo simulation
of golden hybrid events. It is not necessary to solve thegials in Eq. (7.2.2) to perform the simulation,
instead each model component p.d.f. can be sampled indiydiThe Monte-Carlo simulation of a golden
hybrid event is done with the following steps:

(1) Pick a random energl and zenith anglé from hep.nyp. Calculate the corresponding ideal energy
estimatorR,, = (E/Eca)'/".

(2) FluctuateR,, according tohsp.sh-snto obtain the true energy estimatif"

(3) FluctuateRss"according taysp.recto obtain the reconstructed energy estimatgP.

L
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(4) Calculate the reconstruction probabilifgp as a function ofRﬁD and the zenith anglé. Make a
random decision whether the event is accepted or rejectsetbanPsp. If the event is rejected,
jump back to (1).

(5) Fluctuate the true enerdy according tQyrp-rec to 0btain the reconstructed FD enerfyp.

Such a fast simulation of golden hybrid events is not a regtent for a full air shower and detector
simulation, but it is valuable for this study. This fast siation is based on a different mathematical
concept, which allows to cross-check the use of the appratie lattice calculation ofi. If the bias in
the fitted parameters is negligible, the quality of the apjnative lattice calculation ofi is sufficient.

To access the bias of the result of fitting the lattice catedld:,;, 50 Monte-Carlo experiments with
400 events each are fast-simulated and reconstructed fatiaydar set of input parameters. Nine sets of
input parameters are tried, based on the possible comiirsadif

o Eca/EeVe {4.5,5.0,5.5},
e v € {1.00,1.05,1.10}, and
o o[RS/ RSMSN10182 eV) = o[RS /RSSN1019% eV) = 0.15.

All other models use the parameters from Table 7.5.
The fit is run with the same setting as in the final applicatiomeal events, which means that the
following six parameters are left free in these analyses:

a[Ry]
th-sh

alinied

18.3
(10°° eV), ~pshn
m

Ecah Y, (1019.5 eV)? q0, q1.

The last two parameters describe the threshold of the Shsérewtion probabilityPsp, as shown before.

Fig. 7.29 shows the result of the statistical analysis. Sbiagis observed, but it is small compared to
the statistical resolution in most cases. The reconstmitéinds to be slightly biased with respect to the true
parameters. The estimated systematic uncertainty defiigedthis bias is summarised in Table 7.6. The
parameters of the shower-to-shower fluctuation model shevargest bias and tend to be underestimated.
The bias appears to caused by the calculatiofi,pbn a lattice. The bias gets smaller if the lattice is made
more dense, but then the computation times increase dicatati

The parameter uncertainties reported by the fit seem censiaith the expectation, if the bias is not
too large, as in the case of the shower-to-shower fluctustidime uncertainty ellipses of the calibration
constants contain the input values3n + 2 % of the cases, which agrees very well with the statistical
expectation.

In conclusion, the statistical analysis of the output oféhergy calibration method shows that the nu-
merical approximations involved in the grid-computatidryig introduce some bias to the result. However,
the magnitude of the observed bias is acceptable compaithe &tatistical resolution of the result. The
statistical uncertainties reported by the fit agree withetkgectation.
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Figure 7.29: The plots show the fitted parameters of thestitadl analysis described in the text. The
ellipses around each point represe38d% contour, which corresponds to one standard deviation in two
dimensions. The nine sets of input parameters describdkitekt are distinguished by different colors.
The large circles represent the input parameters (whitd)the average of the output of the fit (light
colored). The relative shift estimates the bias of the fitly@nsubset of all fits are shown for the sake of
clarity.

Table 7.6: The table summarises the estimated systematctamty on fitted parameters in the calibration
method, based on Fig. 7.29.

Calibration function  SD shower-to-shower fluctuations 8bonstruction probability
o Rsh-s o Rsh-s
Fea 7 z a T (10 ev) Tl 1007 o)
0.03 —0.005 0.03 0.015 0.03 0.05
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7.3 Application to data

The calibration analysis is now applied to the 411 real golagbrid events selected earlier. In order to
estimate the systematic uncertainty of the fit and as a densigtest, the fit is applied several times with
the following variations.

e Model of the SD shower-to-shower fluctuations: The lineansition of the SD shower-to-shower
fluctuations inlg £ is tested against a constant model.

e Model of the SD reconstruction probability: The model impiagoartly or completely removed by
rejecting events from the fit, which are in a region where tBer&construction probability is not
100 %.

e Models of the SD and FD resolution: The resolution of the Siaiged by3 %, the resolution of the
FD by 2 %. These values represent the estimated uncertainty of $pecgve parameterisations.

The fit variations are listed in Table 7.7. The results of the dif type A to D are shown in Fig. 7.30.
Fig. 7.31 shows the good agreement of the data mfiglekith the data distribution. The variations of the
fit conditions yield consistent results. Slight changedmfitted parameters are observed but nothing un-
expected. The variations of the fitted parameters are usadadiser estimate of the systematic uncertainty
of the fit.

The data model describes the event distribution even inghiem where the SD reconstruction proba-
bility Psp is not100 % and affects the fluctuations of the SD energy estimﬁ’,@? around the true value
Rih'Sh. As mentioned before, the standard analysis cannot regardffect and thus has to exclude events
in this energy range. The fit of type D approximates this sibma The comparison of type A and type D
shows that the new method triples the amount of usable daipa@d to the standard analysis and roughly
halves the statistical uncertainty of the fitted calibnationstantd., and~y.

The fits of type E to H show that variations of the SD and FD netsmhs lead to opposite changes in the
fitted SD shower-to-shower fluctuations, while the otherditgmneters essentially remain unaffected. For
example, if the SD resolution is increased2d, the reconstructed shower-to-shower fluctuations become
smaller by2 %. In order to understand this, the FD resolutigg]Erp]/ Erp is effectively regarded as a
contribution to the total resolution| 2;°]/ R3" of the SD energy estimator:

2 2 2 2
U[RﬁD] ~ Ush_sf{RZh-S Urec[RiD] OFD [R,%D] 7 3 1
R,ISD - Rlsh—sh + R?D + RISD ’ ( e )

Whereawsh_sf{Rih‘s*] is contribution of the shower-to-shower fluctuationgec[RﬁD] is the contribution

of the detector sampling fluctuations, ameb[RﬁD} is the propagated effect of the fluctuations of the FD
energyErp:

- <<EFD>>1M L oeolfP]owedBrol iy (7.3.2)

RSP Erp

The total fluctuations[R5P]/ RSP are fixed by the data. It is possible to show with differentialculus
that a small increase inec[R5°]/R:P or opp[R5P)/R;P leads to an equal decreasesify.si RS/ R3s"
and vice versa. Essentially, the knowledge about the SDaehtawshower fluctuations can only be as good
as the knowledge of the SD and FD resolutions.

The final result with all correlations and systematic ureiaties is shown in Table7.8. In case of
the calibration constantsc, and~ and the shower-to-shower fluctuation parametéf=']/ RS"<", the
systematic uncertainties are comparable or larger thast#iistical uncertainties. The situation is better
for the positiongg and widthg, of the threshold in the SD reconstruction probability fumetPsp. Here,
the statistical uncertainty is at least by a factor of twgéaithan the corresponding systematic uncertainty.

The analysis is more limited by systematic uncertaintias ttatistical uncertainties, despite the small
amount of data. Future improvements of the data m@gedre possible, which will reduce these systematic
uncertainties. In order to draw quantitative conclusidnsua the cosmic ray composition, it is important
to make the measurements of the SD and FD resolutions maris@re
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Table 7.7: The table summarises the fit variations, whichapmied to the data set of real golden hybrid

events.
Type Free parameters Data cut Events Comment
A Bea, 7 g0 i, - 411 reference result, linear tran-
o[RE_‘:W (10'83eV) sition inlg E for shower-to-
fRﬂsh-S'] shower fluctuations
Tt (10199 eV)
# sh-sl|
B FEcai, v, g0, q1, i,f;ﬁ%rr] - 411 constant shower-to-shower
. fluctuations
sh-s|
C Ecal, 7, %ﬁshw lg RSP > —0.4 282 constant shower-to-shower
" fluctuations, reduced impact
of threshold events
sh-s|
D Ecan v, ”[RRsiﬁ,shr] lg RﬁD > —0.1 124 constant shower-to-shower
" fluctuations, negligible im-
pact of threshold events
E-H Ecal, : Yo Qo qu - 411 fit of type A but with
o[RS (1018'3€V) Urec[EFDVEFD + 0.02
gﬁ}:::r] ’ and ored RSP] /RSP + 0.03
s (10192 eV) (not shown in Fig.7.30,

Fig. 7.31)

Table 7.8: The table shows the final result of the energy k&lin analysis. The systematic uncertainty
of each variable is calculated from the systematic unagstaibtained from the intrinsic bias gf,; shown
in Table 7.6 and the estimated uncertainty from the fit vemiet summarised in Table 7.7. Systematic

uncertainties with corresponding signs are addaé'fcgg, x 7

+o2u —

+o1ut024
—014—024 /"

Parameter Value Correlation coefficients
Eca/EeV 4.717+0.071 £5-080 (sys.)

v 1.0534+0.016 70012 (sys.)  0.037

%@(1018-3 eV) 0.1914+0.028 50700 (sys.)  0.330 —0.478

(10199 6V) 00792003900 (sys) —0.096  0.338 —0.497

qou 6.724+£0.024 T500% (sys.)  0.013  0.205 —0.166 0.122

Q 0.148£0.019 1000% (sys.) —0.026  0.181 —0.133 0.098 0.748
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Figure 7.30: The plots show the result of the calibrationgipleed to the data set of 411 selected golden
hybrid events. The fit is done several times under varyinglitmms which are listed in Table 7.7. Not all
model parameters are free in every type of fit. Parametershadre fixed are not shown. All uncertainty
contours aré8 % estimates. a) The calibration constants show no systetnatid as thd%;ij-threshold
increases from type B to D. b) The-sign and the dashed gray box shows the result and the sygtema
certainty of thePsp-model obtained from air shower simulations. c) Only typellAves a linear transition
for the shower-to-shower fluctuations and has two fluctngti@rameters, which are shown together with
their correlation. d) The fits of type B to D enforce constdmivger-to-shower fluctuations. Their results
are represented by points, the horizontal bars indicaternieegy range used to constrain the fit. The fit
of type A is shown with a solid black line, the dashed banddatdis the uncertainty of the fit. Solid gray
lines in the background represent the expected size of theeskto-shower fluctuations of proton or iron
showers and in case of a mixed composition widt{% iron and60 % proton. The predictions depend on
the hadronic interaction model used in the simulation ofaineshowers (QGSJet-Il or EPOS), but not on
the cosmic ray energg.
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Figure 7.31: The fitted data modg: is compared with the point distribution for the fit variatiom

Fig. 7.30.
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Figure 7.32: The plot shows the SD reconstruction proltghifsp as a function of the FD energiep.
The legend distinguishes between the probability to pas§thselection (black circles), the probability
Psp to reconstruct the energy estimator (red squares), andrtfiilpility to reconstruct the shower front
curvature (blue triangles). The latter is optional in thisdy, but shown nevertheless for comparison. The
solid black line shows the prediction of tli&p-model with the fitted parameters from Table 7.8. The gray
hatched area represents the statistical uncertainty ohtukel.

As a last cross-check, the potential golden hybrids are tesddrive the SD reconstruction probability
Psp in order to compare it with the fitte®’sp-model. Since the SD and FD operate independently, it is
possible to derive the SD reconstruction probabiliys from the conditional probability?(SD|FD) to
detect an event with the SD if it is detected with the FD

P(SDNFD) P(SD)P(FD)

P(SD|FD) = FED) ~  B(FD) = Pep. (7.3.3)

Fig. 7.32 shows the result of the cross-check. Relevanhifestudy is the probability’sp to reconstruct
the SD energy estimatd%ﬁD. The result obtained from the potential golden hybrids igand agreement
with the Psp-model fitted to golden hybrid events. Since the golden liybrients are a subset of the
potential golden hybrids, this analysis is not an indepahd@ut it is based on different concept and thus
a good cross-check.

The results found here have several implications, whicldes@issed below. They also finally allows to
convert the SD energy estimatBﬁD event-by-event into a measureméfyp of the cosmic ray energi.
The Esp-distribution measured with the SD is used in the next chidpteeconstruct the energy-dependent
cosmic ray fluxJ(E).

Shower-to-shower fluctuations

The shower-to-shower fluctuationsy.si{ 25"/ RS™"of the SD energy estimator are allowed to make a
transition in the data modeie, one obtains fluctuations of abo2d % around10'® eV and abous %
abovel0'?-5 eV, as shown in Fig. 7.30d).

This indicates a transition from a light or mixed compositio a heavier one betwed'® eV and
10%° eV, since small shower-to-shower fluctuations are a sign ofimaclei, as illustrated in Fig. 7.27 and
discussed in Chapter 5. The observation of such a transstiorqualitative agreement with other analyses,
e.g.ref. [29].

The interpretation still has to be tentative, because titesital and systematic uncertainties are rather
large. The statistical significance of the deviation fromoastant composition is only slightly larger
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than one standard deviation. It reduces to less than ondasthdeviation, if systematic uncertainties are
considered.
The hypothesis of constant shower-to-shower fluctuati@ms e compared with the hypothesis of
a transition with the simplified likelihood ratio test debed in Chapter 6. The difference of the log-
likelihood values yields
—2Inf =2In Ltransition_ 21n Lconstam% 3.45 (734)

which is not significant for either model.

In order to derive significant results from this kind of argidyin the future, it will be necessary to at
least double the amount of events, to improve the modelsedfhand SD resolutions, and to clear up the
intrinsic systematic bias of the fit. With enough data, itudddoe possible to fit the contributions of the
most dominant cosmic ray nuclei as a function of the cosmjerergyF with this approach, similar to
the analysis shown in ref. [195].

If the cosmic rays at the highest energies are iron nuclepraposition analysis based on the SD
shower-to-shower fluctuations can be very powerful. Iroowgrs have the smallest possible shower-to-
shower fluctuations, which are consistently predicted bjpadironic interaction models. Therefore, iron
showers have a very clean experimental signature.

Increase of the muon number on the ground with the cosmic ray eergy

The calibration constant measures the rate of increase of the number of mignsn the ground with
cosmic ray energys
N, o E'/7. (7.3.5)

Fig. 7.33 compares the fitted calibration constamtith the values found in air shower simulations of
Chapter 5. Because the reconstructed energy estirf@ﬂ)was made bias-free with respect to the cosmic
ray energyE in Chapter 6, the fitted value efis directly comparable with the simulations. The data value
is slightly lower than the range of the simulation predictipbut still agrees within one standard deviation
with the lowest simulated value.

This observation can be interpreted. It was shown with a i shower model in Chapter 3, that
~ is a universal constant in good approximation. It was alsavsh that this no longer true if the average
cosmic ray masg changes with the cosmic ray enerfly Cosmic rays with a larger masgsproduce more
muons. If the mas4 changes withE, the rate of increask/ of number of muonsgv,, on the ground with
E changes, too.

The following relation was derived between the observedtmty 4 in case of a changing composition
and the universal constantin case of a constant composition in Chapter 3:

_ v
14+ 68(y—1)’

whereags is the rate of change of the average cosmic ray miaskescribed by the formula

YA

A(E) = Ay x E°.

If the composition gets heavief (> 0), the observed constanty is smaller than the universal constant
~. This agrees qualitatively with the observation. The semnpbdel fory,4 is not reliable enough to make
guantitative predictions, but it serves to illustrate thatarries information about the change of the cosmic
ray composition, which may be used in future analyses.

Ratio of the muon number in real events and simulations

Because the reconstructed energy estimRﬁPrwas made bias-free with respect to the cosmic ray energy
Ein Chapter 6, the average valii, (E) = (R:°)(E) at a particular energy is an estimator of the true total
number of muons on the ground, oc R,,. By design, the energy estimatay, equals one, if the number

of muonsN,, is equal to the average number of muons in a proton showerat@duwith the hadronic
interaction model QGSJet-1l a0 eV.
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Figure 7.33: The plot shows the exponerin the power law relation of the number of muoiNg on the
ground and the cosmic ray energy N, E'/7. The simulation results from Chapter 5 are compared
with the fitted values from this chapter. The data entriesasmond to the fit setups in Table 7.7. The gray
boxes represent the systematic uncertainties.
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Figure 7.34: The plot shows the number of muag on the ground at a zenith angle= 60° and a
cosmic ray energy¥’ = 10'° eV, normalised to an average proton shower simulated with @G8JThe
simulation results from Chapter 5 are compared with thedfitdues from this chapter. The data entries
correspond to the fit setups in Table 7.7. The gray boxesseptéhe systematic uncertainties.
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The fitted energy calibration function allows to calculdte tatio of the number of muons &'° eV
in the data and in the simulation:

101 eV
Ecal

N, [datd(10' eV)
N, [p.QGSJet-[[(1019 V)

/v
= R,(10Y eV) = ( ) = 2.042 £ 0.037 10050 (sys.) (7.3.6)
Fig. 7.34 compares this result with simulation predictifneen Chapter 5. Real events appear even
more muon rich than iron showers simulated with the EPOS indthe exact ratio depends slightly on the
cosmic ray energyr. The predictions of air shower simulations are apparentpmsistent with the data
in this case. This is a well-known discrepancy, sagref. [196—-198], and still under study. It does not
affect the other results presented here.

7.4 Summary

A new method was applied to derive the calibration constapisand~y from a special class of 411 events
which are detected simultaneously in the FD and SD. The rdéthbased on a complete statistical model
frot Of the distribution of such events. Thorough tests wereiagpb the new method which all produced
consistent results.

The new method is able to use events with energies betw@€neV and 10'®7 eV for the energy
calibration where the SD is not fully efficient. This was nospible before. The effect of the limited SD
efficiency on the distribution of the observed SD energynmuerﬁD is well understood.

The statistical modef,: has a component which describes the SD reconstruction IpititpaPsp and
another component which describes the shower-to-show&uﬂtionwsh_sr{RﬁD] of the SD energy esti-
mator. Both have free parameters which are fitted to the ddia fitted Psp-model will be used to derive
the cosmic ray flux/(E) from the detected number of events in the SD in Chapter 8.

The fitted shower-to-shower fluctuation§1_st{RlsLD] qualitatively indicate a transition from a light to
a heavy composition of cosmic rays betwe@nh® eV and10%° eV, although not with a strong statistical
significance. The fitted calibration constants compatible with a changing composition that is getting
heavier as the cosmic ray enerfyincreases.

A large excess of muons are found in the data compared togbie@ds from air shower simulations.
Even in the most optimistic case, the number of muons in th& idaabou20 % larger than in simulated
air showers with the same energy.
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Chapter

Flux of ultra-high energy cosmic rays

This chapter covers the determination of the cosmic ray ftuxtea-high energies, which arrives at the
Earth. A flux measurement is basically a counting experimanintegral flux is obtained by counting
events above a thresholddéferential flux by counting events in intervals of a cosmic ray obsemabl
The flux is then calculated by dividing the counts throughekyeosureof the counter.

The focus of this study is the differential flukas a function of the cosmic ray energy with the surface
detector (SD). In this particular case, the flux is calculate

AN 1 1

1= AE Poo(B.0) N

(8.0.1)

whereasAN are the counts in an energy inten/aF, Psp is the detection efficienéy and the exposure
A is the product of the solid angle of the monitored sky, the collection argigp of the SD, and the run
time ¢ of the observatory:

A(61,02,t) = Q(61,02) Asp(t) . (8.0.2)

The collection areadlsp is a function of the run time¢, because the measurement started already when
the SD of the Pierre Auger Observatory was not complete. vktenergies, where the detection efficiency
is not100 %, the true number of counts is derived by dividing the theemiéd counts through the average
detection efficiencyPsp, which is a function of the distribution of the cosmic ray agies £ and zenith
angles in each bin.

The principle of the flux measurement is simple, but threepl@mations arise in practice.

e Collection area. Determining the collection aredsp of the flat surface detector is straight forward,
but not trivial. Most events were collected during a time witge array had many holes. Air showers
that fall into a hole or close to the border of the array stilvé a finite probability to trigger the SD,
especially at large energies, where the showers are intehgeoper criterion has to be found to
reject such events, so that the remaining ones correspandédl defined collection area.

e Detection efficiency.Currently, there is no straight forward way to derive theedgbn probability
Psp from the data. Several methods exist, three are alreadyedpipl Chapter 7. Nethertheless,
every method has some disadvantage. With the infill arralyaight forward way will be available
in the future.

e Bin migration. The Pierre Auger Observatory cannot determinetthe energyE of a cosmic
ray, it can only measure r@constructed energyec, Which fluctuates around the true value. The
differential flux J is calculated from event counts in small intervAl#/, therefore there is a finite
probability for some events to be counted in the wrong birnllaéstrated in Fig. 8.1.

1This is often called trigger efficiency, but not every trigegk event is actually reconstructable, see Chapter 7.
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8.1. EXPOSURE OF THE SURFACE DETECTOR

E

SD

Figure 8.1: The drawing illustrates the effect of bin migyatin the measurement of a steeply falling flux
spectrum. A true energ¥; corresponds to each energy bin, equal to the average enetfg bin. If
the bin width is close to the experimental resolutionfhfsome events fluctuate into adjacent bins. In a
steeply falling flux spectrum, the number of events that fiate into to the lower energy bin make almost
no contribution to that energy bin, but events that fluctugdeards may contribute significantly to the
upper energy bin.

The following sections will deal with the first and the thirdipt, while the SD reconstruction prob-
ability and its uncertainty are derived in Chapter 7. Thernigration effects are treated by a statistical
method, that unfolds the energy resolution effects frommigasured flux spectrum. The unfolded flux
may then be compared directly with theoretical predictions

The final result with its statistical and systematic undetias will then be compared with the result of
the standard analysis, which uses vertical air showersaanttoff of the cosmic ray flux aboviex 1017 eV
will be established.

8.1 Exposure of the surface detector

The Pierre Auger Observatory uses a powerful yet simple odetthh assure a well defined exposure of the
surface detector [68,176—178,199,200]. On the one haed,3selection is applied to the recorded events
which was described in Chapter 6. The T5 selection assua¢stth shower impact point in the SD array.
It does so by rejecting events if the station next to the shaweee is surrounded by less than six active
stations. This reduces the amount of usable data, but iss@&gein any case in order to avoid systematic
biases in the SD reconstruction.

From the point of view of each station, the T5 is a geometricaidition which can be tested at any
given time. The SD array is a regular grid. Each station isosunded by an elementary cell of this grid.
The area of the elementary cell only contributes to the matseeous acceptance of the SD, if the station
is be able to fulfill the T5 criterion at a given point in timeh& operational status of every station in the
array is monitored by the CDAS every second. The instantaeonfiguration of the SD array is therefore
available with the time resolution of a second to calculageeSD exposure offline.

This approach has many advantages. The collection areadéfitthis way

e does not depend on air shower and detector simulations,
e automatically adapts to the growth of the SD array duringctirestruction phase,

e and is able to cope with sudden temporary holes and gaps iottlsewise regular array due to
blackouts of individual stations.
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CHAPTER 8. FLUX OF ULTRA-HIGH ENERGY COSMIC RAYS

The exposuré\ is the product of the solid angie(6,, 62) of the sky as seen by the SD, the arkg, of
the elementary cell and the sum of all instantaneous comfligus:, which lasted for a time; with Nvs ;
stations able to fulfill the T5 criterion

A = Q(01,05) Acen Y _ ti Nrs,s. (8.1.1)

The cell area in a hexagonal grid with the grid length= 1.5 km is

Aen = D? ? ~ 1.949 km?, (8.1.2)

and the solid angle of the sky seen by the flat surface detisctor

2 cos 0o
0(01,67) = ‘ / do dcos 6 cos 0| = 7|cos? fy — cos? 0y]. (8.1.3)
0

cos 04

The solid angle is derived by regarding the flux of an isotguurce through a flat area element. The SD
is a flat detector and therefore its acceptance vanishegiabhtal incidence = 90°.

Fig. 8.2 shows the collected total exposure for the full Sky={ 7) and the accepted exposure. Certain
time periods need to be excluded from the exposure caloalathich reduce the total exposure to the
accepted exposure. These periods are excluded becausentnal data acquisition was either off, for
example due to maintenance, or not fully operational.

For example, three time periods are excluded due to bugsdinted in software updates of the T3
trigger and communication systems of the CDAS and locagiénidogic of the SD stations. The most
notable one spans from September 2004 to the beginning eibteer 2004 and is also the longest excluded
period in the regarded time frame.

The majority of the excluded periods lasts less than a daghawn in Fig. 8.3a). The short periods
are rejected because of temporary instabilities in the dedaisition, for example due to communication
problems of the CDAS with the SD array during a thunder stofiime signature of such instabilities are
drops in the rate of recorded T5 events.

The temporary instabilities are fouagosteriori The normal rate of T5 events is abduevent /hexagon/day
and quite constant. The arrival of cosmic rays in the surétector is a Poisson process and thus the time
interval between two consecutive T5 events per hexagoovi@h exponential distribution. The propability
P to observe an intervaht larger than the time spafiis

P(At>T) =e | (8.1.4)

whereas\ is the expected event rate.

Periods of instable data acquisition are detected by sieayrébr time intervalsAt with a probability
smaller than a threshold. Due to the statistical nature of this test, the method wie some false alarms.
But by choosing a very small value af the false alarms appear with a negligible frequency. Thesatly
used value isx = 0.5 x 1076,

The rejected time periods effectively reduce the duty ceélthe surface detector which is shown in
Fig. 8.3b). The duty cycle in the first two years of data takivas reduced mostly by technical issues
like the software bugs mentioned earlier. These issues resmved in successive updates of the CDAS
soft- and hardware. Since the end of 2005, the data acquisiins with an average duty cycle of about
98 %. The first two years make up only) % of the SD exposure up to the beginning of 2009 and their
contribution will become negligible soon.

The final exposure of the surface detector for showers inéhétz angle rangé0° < 6 < 82° from
2004/01/01 to 2009/01/01 is

A = 3897 + 117 km? yrsr. (8.1.5)

The systematic uncertainty of the result is estimated totlibealevel of3 % [68]. It is a conservative
combination of uncertainties from the exclusion of timeipés, irregularities in the hexagon cells, dead
times due to communication problems, and others.

177
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Figure 8.2: The graphs shows the SD exposure for the full skyfanction of the run time of the observa-
tory. The axis on the right hand side shows the exposure i3 ohithe exposure equivalent collected by a
full SD array over a year. Certain time periods need to bectegein which the CDAS was either off or not
working reliably. The long excluded period at the end of 2@he result of a temporary bug introduced in
an update of the T3 trigger software. The excluded time dsrieduce the total exposure to the accepted
exposure. Only the latter can be used for data analyses.
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Figure 8.3: a) The histogram shows the distribution of thgtle Ateycugeq Of the excluded time periods
from Fig. 8.2. A typical period lasts less than a day. b) Thafije shows the effective duty cycle of the SD
due to the excluded time periods. Since 2006, the data atignisuns very stable with an effective duty
cycle of98 %.
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CHAPTER 8. FLUX OF ULTRA-HIGH ENERGY COSMIC RAYS

8.2 Unfolding of the cosmic ray flux

With the exposurd\, the energy calibratioR'sp = Fy Rfjm and the model of the reconstruction efficiency
Psp from Chapter 7, it is possible to derive a first flux estimatehwiq. (8.0.1). However, this flux cannot
be compared with other different experiments or with theoaé models, because it is a specific function
of the energy resolution of the surface detector in veryirred air showers. Thebservedlux g(FEsp) is a
function of thetrue flux f(E)

g(ESD) = /dE K(ESD, E) f(E) =+ 5(ESD); (821)

wheread (Esp, E) is the response kernel of the experiment, which descrileefirtite detector resolution
and the limited detection efficiendysp. The functions(Esp) represents the statistical fluctuations in the
observed distributiog(Esp) [201]. It is defined in such a way, that

(9(Esp)) = g(Esp) — (Esp) (8.2.2)

is the average expected distribution. Naturall\&'sp) is unknown.

Eg. (8.2.1) has to be solved fgi( E') in order to report a comparable result. Ideally, the deteisto
built in such a way, that the response kernel is close to a detiction K (Esp, E') =~ 6(Esp, E), so that
f(E) =~ g(Esp). In reality however, this is not always possible. For examphe intrinsic shower-to-
shower fluctuation of the energy estimaRED in the very inclined showers is unavoidable. In this case,
the kernelK (Esp, E) has to be simulated or modeled.

Solving Eq. (8.2.1) is still not trivial. It has an exact sidm, but this solution is entirely dominated by
the fluctuation ternz(Esp). The art of unfolding is to find an approximate solution, whis as close as
possible to the true solution but not dominated by the stagisfluctuations.

In the following, the general problem of the unfolding wi#t Blustrated and a short overview of unfold-
ing approaches is given. This introduction is based on 2&fL+207]. Then, the unfolding approach used
in this study is discussed, tlRiJN-method [201]. The systematic uncertainty introduced teuthfolding
is derived from a series of Monte-Carlo experiments. Fin#iie RUN-method is applied to the SD data.

8.2.1 Unfolding problem and solutions

Eq. (8.2.1) is a so called ill-posed problem, because thatisal f(E) depends very sensitively on small
fluctuations in the inpu§(Esp). In order to demonstrate this [201,202], a basic examplediés consid-
ered

_ 2
K(Esp, E) = \/21?0 exp (—(ES;O_QE)) , (8.2.3)

which represents the Gaussian fluctuations of the obsenexdgaround the true energy.
A way to solve Eq.(8.2.1) is to expanf Esp) and f(F) into a complete system of orthonormal
functions. The Fourier expansion is one possibility:

ap > 21 . 2
E)=— E : k E) +bgsin | k E
f(E) ) +k1akcos< ABog >+ kbln( ABop )

~ o0
ap - 27 - 2w
Fsp) = — s | & E b s k E
9(Esp) 5 +kg_1akcos< ABog SD) + kbln< ABon SD>,

whereas\ Esp is the total range of all observed energlgs. Such an expansion is always possible in real
applications, wheré Esp is finite. The coefficient$ag, ax, bx) of g(Esp) can be easily and independently
obtained directly from the set of data poiftEBsp, }, seee.g.ref. [147]. Note, that the fluctuations Fsp)

are included into the coefficiends, a, andby..
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8.2. UNFOLDING OF THE COSMIC RAY FLUX

The remainder of the right hand side of Eq. (8.2.1) can beesiierm-wise with the example kernel
27 k202 27
/dE K(Esp, E) COS(kAESDE) = exp (— 5 ) cos <k AESDESD>

2 k%02 2r
. . B .
/dE K (ESD, E) sm(k: SDE) = exp ( 5 ) sin (k SDESD> ,

and thus one obtains

o(Bsp) = / dE K(Eso, E) f(E)

k202 2T K202\ | 2T
=24 Z ax exp < ) (k AESDESD> + bg exp < 5 > sin (k AESDESD>

~ oo
! 0 ~
ZQXEH%GM?&Q+mmGﬁ&£@) (8.2.4)
The terms of the sums correspond to each other, so that tamptars of the solutiofi( E) are
kQ 2 ~ k2 2
apg = a,(), ap = ak exp ( 20 ) 5 bk = bk; exp ( 20 > . (825)

If g(Esp) was a smooth function, the parametégsandl;k would eventually drop to zero dsincreases.
But because of the statistical fluctuations, they are nexaxtly zero, even for largk. The corresponding
coefficientsa, and b, of the unfolded solutiory (E) on the other hand are blown up exponentially, as
k increases. The full unfolded solution is therefore entiddminated by random oscillations at high
frequencies, generated by random fluctuations in the @igiata.

It is also possible to understand this intuitively. The tiedi detector resolution smears out small scale
structures inf(E). The inverse procedure therefore amplifies such structuBtatistical fluctuations
always produce an artificial small scale structures, whietttzen accidentally amplified by the unfolding,
too.

Simply dropping terms of the expansion above some irigigx does not work, as this also introduces
oscillations, which are known as Gibb’s phenomenon [2043tdad, oscillations at high frequencies need
to be suppressed in a smooth way. Several approaches weresptbin the past to do this. A short
overview is given below.

In order to keep the following discussion more general, thgidution of the true values shall be called
f(x) and the distribution of the observationg,), so that Eq. (8.2.1) turns to

o(y) = / dr K (y,2) f(z) + (). (8.2.6)

Unfolding methods suppress the oscillations by an exmicimplicit regularisationof the solutionf (z).

Iterative algorithms

The D’Agostini-algorithm [205, 207] and the Gold-algoritt{204] are examples of iterative algorithms.
Iterative algorithms operate on binned distributions, fsat the transitions’(z) — {f;} = f and
g(y) — {g;} = g are made. This turns Eq. (8.2.6) into a matrix equation

g=KfF. (8.2.7)

Each elemenk;; of the kernel matrix can now be interpreted as the probglfdit observing an event in
bin ¢, if its true value was in bin.

Iterative algorithms require, thgt andg have the same rank. { has a larger rank thafi (the only
allowed case), the following modification of the originaltnaequation is used instead

_ T AT PR
g=Af = A g—A~Af = g=Af, (8.2.8)
g A
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whereasA” is the transposed matrix of. The iterative algorithms are then applied to new variafles
and A, which have the right rank.

The solutionf is then approximated in successive steps. The D’Agostimd-@old-algorithm do not
approximatef directly, but the transformation matri& with the property

f=Dg. (8.2.9)

The next iteration ofD is always calculated from the observatignand the current intermediate solution
of f, which is usually initialised witly.

ApproximatingD instead off has the advantage, that a regularisation condition canfoecea upon
of D by construction. The D’Agostini- and the Gold-algorithnf@ce positive-definiteness dp, which
assures positive entries fgrand damps the development of oscillations with large fraqueand large
amplitudes.

The D’Agostini-algorithm is particularly well motivateds/lihe theory of Bayesian statistic. It regards
the intermediate solution as the prior knowledge, from Wwhite next iteration oD is inferred in regard
to the observed data distributign The Gold-algorithm is not based on such a deeper concepteby
powerful nevertheless. It is successfully applied to abthe cosmic ray flux from fluorescence detector
data in ref. [203].

Convergence of iterative algorithms can usually be prowem,the converged solution is in general
not meaningful. The intermediate solution starts to digergm a good regularised solution at a certain
iteration depth.

This is a consequence of the central feature of iterativerslgns. It is possible to show [208], that
they lead to faster convergence of eigen vectors of theisalytwhich correspond to large scale structures
than those which represent small scale structures. Theitaogs of the latter is small at the beginning
so that undesired oscillations are avoided if the iteraistopped at an intermediate step. This leads an
implicit regularisation.

Unfortunately, the criterion of when to stop the iteratian the optimal result is not well defined.
A particularly useful criterion, the “weighted mean squhegror” is expensive to calculate [203]. More
severe is a systematic bias, which iterative algorithm®éhice to the first and last bins of the solution
f [203], if the data distributiorg does not fall off toward both ends.

Regularised fits

The RUN-algorithm [201, 202, 209] and the SVD-based unfolding [28& regularised fits. In these
approaches, a forward folded parameterisatiorf(of) is fitted tog(y) under special conditions that sup-
presses the oscillations ¢fz).

The parameterisation ¢f(x) is usually a linear one

fM®=mem (8.2.10)

which is particularly easy to fit. Note, that the act of birmif{z) can also be formally described as a linear
parameterisation, although as a very rough one.
Inserting this parameterisation into the right hand sidEaqf(8.2.6) leads to

/dx K(y,z) f(z) = /d:v K(y,x) Zai pi(x) = Zai Pi(y) (8.2.11)

Mh@@:/MKmmmm

The unfolding is thus reduced to a fit of a system of linear fioms to the observed distributigriy).

The fit itself is explicitly regularised by introducing anditional constraint. In the case of a fit based
on the likelihood method, a regularisation terfa) is added to the negative logarithm of the likelihood
function

—InL(a) =—1nLy(a) + mr(a), (8.2.12)
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8.2. UNFOLDING OF THE COSMIC RAY FLUX

wheread.((a) is the unmodified likelihood and is a tuning parameter of the regularisation.

The regularisation term(a) is chosen in such a way that it has a minimunaand becomes large,
if the solution has fast oscillations. Since the reguldigsaterm increases in a smooth way with the
oscillations, they are gradually suppressed and Gibb’aqinenon is avoided.

An optimal choice for the regularisation terrtn) is not established. A common choice is to minimise
the curvature of the solution [201, 206]

r(a) = /dx(f(x))z, (8.2.13)

but functions of other derivatives gf(z) or completely different approaches are also considerec Th
solution f(z) is a function of the tuning factor. The tuning factorr has to be chosen carefully from
problem to problem. If it is too large, the solutigiix) will be dominated by the regularisation. If it is too
small, the influence of the fluctuationgy) are not efficiently suppressed.

The details of the parameterisation fifz), the fit and the regularisation ternia) vary from method
to method. Th&RUN-algorithm uses a sophisticated combination of paransetéion and regularisation. It
also has a semi-automatic way of suggesting the properduiin(a) as a function of the input data. The
SVD-based unfolding offers comparable features. It wagdéeldo use th&UN-algorithm in this study.

8.2.2 RUN-algorithm

The RUN algorithm is very sophisticated and was successfully aggh many experiments [201]. The
RUN-algorithm has a well established reference implememiatitnich can be obtained online [210]. This
study is based on this reference implementation.

The regularisation is the central aspect of unfolding athors, but introduces a systematic bias to the
resultf (x). It will be shown in the following that th&UN-approach only suppresses contributions to the
solution f () which are not statistically significant if the regularisatiis tuned properly.

The RUN-algorithm operates on the binned distributifg } of the data. The main features of the
algorithm are the following:

e The detector kernek (y, «) is built internally from a set of Monte-Carlo events, whitie tuser has
to supply.

e The unfolded solutiorf(x) is factorised in the following way

f(z) = fused®) feon(), (8.2.14)

whereasfyseris a user-supplied input, which should be as close to thedlation as possible. Only
the correctionfcor() is fitted by the algorithm.

e The parameterisation gfo(2) is done with B-splines [211] of order 4. Splines have optiaya
proximative properties [212]. B-splines form a linear ipdadent basis of splines, so thfdt:) may
be written in the form of Eq. (8.2.10).

¢ The fit of the parameters of the solution is performed with a likelihood method. Thstdbution
of the bin entries of the data distributidp; } is correctly modeled as a Poisson distribution.

e The regularisation is done by minimising the curvature @f ¢orrectionf.or. As a special conse-
quence of the B-spline parameterisation, the total cureatan be calculated with a constant matrix
C [201]:

r(a) = /dx (fcorr(x))Q =a’Ca, (8.2.15)

whereas is the parameter vector.

The advantage of Eqg.(8.2.14) becomes apparent now. Thedlution f(z) may have a large
curvature, but with a proper choice fifse; the correctiofficor(x) will be rather smooth. In such a
case, the regularisation produces the minimal bias.
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The regularised unfolding is based on the maximisation @fikelihood of the parameterised solution

f( ) fuser(l' fcorr Z a; pz fuser(l') (8-2-16)

which is forward folded with the detector kern&l(y, z). The folded basis functions are

— [ o K(y,) fssla) (o). 6.217)
The expected value in bijiof the data distributioq g, } is calculated as
1 ez
)= [ WK I (6.2.18)
Yi = Yi-1 Jy;
1 Yj
Yi —Yi—1 Jy;

the Poisson distribution is the statistical model of théritigtion of observed valug; around the true value
(95)-

This defines the necessary input for a likelihood functiothwit the regularisation term. The negative
logarithm of this function can be written as

~InLo(a) = - (g;)(a) + Z g;1n{g;)(a) + const, (8.2.19)
J

Adding the regularisation term leads to
1 1
—InL(a)=—InLo(a) + §TT(CL) =—InLy(a)+ §TaTCa, (8.2.20)

with 7 as the tuning parameter of the regularisation. The factdris just a convenient definition, as will
become apparent below.

A minimisation of this function yields a regularised sotutias a function of-. For a fixedr, this
can be done with standard methods. To see the effect of tiWaregation,— In L(a) is expanded into a
Taylor-series around a poiatclose to the minimum:

1 1
—(a—a)TH(a—-a)+ =ra’Ca, (8.2.21)

—InL(a)~ ~InL(a) - (a—&)h+ 3 2

with the gradient vectoli; = —9( —1In L(a)) /0a; and the Hesse matriif;; = 9*( —1In L(a)) /(da;0a;).
Close to the minimum, this approximation is usually good higgther order terms of the Taylor series may
be neglected. If constant contributions are omitted, thpression simplifies to

1 1
—InL(a) ~ —a’(h + Ha) + 5aTHa + 5n-zLTCaL (+const) (8.2.22)

At the minimum, the Hesse matrix is approximately equal ®itiverse of the covariance matfix of
the solution vecto&
H~V1L (8.2.23)

The next step is to derive a transformation érwhich transformsH to the unitary matrix and further
simplifies Eq. (8.2.22). The covariance mat¥ixis then a unitary matrix, too, and the components of the
transformed parameter vector are uncorrelated randorablas with variance = 1.

Since the Hesse matrix is positive definite and symmetrib@tnhinimum, it is possible to find an
orthogonal matriXU; (a rotation in parameter space) that diagonalides

U,"HU, = D, (8.2.24)
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whereasD is diagonal. To turnD into the unitary matrix, another matri /2

transformation, which is defined as

is appended to the

ppt2 = { MV P =i (8.2.25)
! 0 1 # G,
so that
D Y?u,"HU,D"'? =1. (8.2.26)

It is possible to append yet another orthogonal mdtkxvithout changing this result:
U,"D"V?*u,"HU,D"'?*U, = U,"1U, = 1. (8.2.27)

This freedom will be exploited in a few steps. Comparing B 27) with Eq. (8.2.22) shows, that the
transformation leads to a new parameter veatarith

a=U,D"*U,a (8.2.28)

and a corresponding new set of basis functip(is), which are a linear combination of the original basis
functions

feon() = an(I) =a’ U2TD71/2U1TP(‘T) = aTﬁ(I) (8.2.29)
with p(z) = U," D YV2U " p(a).

The transformation turns Eq. (8.2.22) into

1
—InL(ay) ~ —a"U,"D~Y?U,"(h + Ha) + 5aTa
1
+57 a’ U," D V?*U,"cUu, D Y?*Uya (+const). (8.2.30)

The freedom of the last rotation matX, may be now used to make also the regularisation méirin
the last term diagonal. To show this, the other transforonatare applied t6” to get a matrixC',

U,"D V?u,"cu,D"Y*U, = U,"C,U,. (8.2.31)

The matrixC is positive definite and symmetric, applyitlgfl/2 or U, does not change this property.
Thus, an orthogonal matri& 5 may be chosen such, that

s =U,"C,U, (8.2.32)

is a diagonal matrix. The diagonal entriesSr; in S may be freely arranged in increasing ordgr <
S;y1;+1 by permutating pairs of columns and rowslds.
With this final step, Eq. (8.2.22) reduces to

—InL(ay) ~ —a"U," D~ Y?*U,"(h + Ha) + %aTu +78)a (+const). (8.2.33)

The solution of this equation is obtained with the minimumdition V In L(a) Z0as
a=1+78)"'U,"DV?*U,"(h + Ha). (8.2.34)

The solution shows, that a regularised paramefés reduced by a factor relative to the unregularised
parameter:’
r
IR
The damping factor depends on the curvature of the correlspgasis functiorp;(z) of the parameter
and the tuning parameter

a (8.2.35)
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CHAPTER 8. FLUX OF ULTRA-HIGH ENERGY COSMIC RAYS

It is thus demonstrated, that the regularisation vanishesefms with a small curvature, while the
parameters of basis functions with fast oscillations aréeduo zero in a smooth way, avoiding Gibb’s
phenomenon. The tuning parameteiefines how early the suppression sets in. Through the ssgpne
the regularised solution has an effective rank

1
= —_— 8.2.36
o zj: 1 —|—7'Sjj7 ( )

which is smaller than the total number of basis functionsdauends on the tuning parameter

To semi-automatically suggest a value foRUN performs a significance analysis on the unregularised
parameters:;. These parameters have variaricelf a parametew’ is insignificant, its meana)) is
approximately zero andi;-)2 approximately follows a2 distribution. This allows to define a confidence
level of the hypothesis that the parameter is insignificgivien an observed value ()afi;.)Q. In RUN, a
confidence level 095 % is used which corresponds (a/;)* < 3.84.

A lower limit of the effective rankmy is given by the firstj in descending order, for which this hy-
pothesis has to be rejected. The tuning parametsrthen obtained by solving Eg. (8.2.36) with a given
mo.

Finally, m; binned data point§f;} can be extracted from the solutigiz)

P / - do Y, fusel@) 7 (7). (8.2.37)

Ti = Ti—1 Jg,;_

The sum and the integral commute, so that standard undgr@ampagation can be used to turn the covari-
ance matrixV = (1 + 75)~2 of the parameter vectdt into a covariance matrix of the solution vector
f.

The parameterg; are uncorrelated, but not the final data points. The auth&Uf recommends to
extractm, < my bins from f(z), to reduces the bin-to-bin correlations. If the bin-to-barelations are
negligible, the final bins of the solution can be visualised terpreted in the usual fashion as points with
error bars.

Systematic analysis and optimal settings

TheRUN-algorithm automatically calculates a recommended valueffective degrees of freedom, of

the solution, but the value still has to be supplied by the.uRee algorithm only provides a lower limit for
myp. It seems to be an open question question, whether this lawi¢is an optimal choice. Even in the
numerical example of the original publication of the altfum [201], the author uses a considerably larger
value formy.

Another free parameter of the algorithm is the number of &ngi; for the B-spline parameterisation.
The author oRUN recommendsinot = 2mg + 3, but it is also clearly stated, that sometimes more or
less knots may lead to better results. In general, the reSBiN should depend only weakly on the exact
choice onmnnot andmy, but the question for the optimal combination remains.

The optimal settings are derived from an analysis of MoraelCexperiments in the following, which
also serves as an end-to-end evaluation oRb&l-algorithm. Of particular interest is the analysis of the

Table 8.1: The table summarises the binning choice for thatiand output of the unfolding algorithm.
The input distribution has equi-distant bins, the binnifighe output distribution is more coarse and the
last two bins with small statistics are slightly larger.

distribution bins lower bin edges ig(E/eV)
observed 20 18.0 181 18.2 ... 198 19.9 20.0
unfolded 9 18.0 18.3 185 18.7 189 19.1 19.3 195 19.7 20.0
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8.2. UNFOLDING OF THE COSMIC RAY FLUX

bias of the solutionf and the size of the bin-to-bin correlations in the unfold&tribution {f;}. The
binning choice of the input and output distributions is #i®yr fixed and summarised in Table 8.1.

In case of the input distribution, the binning has a negl@impact on the unfolding, as long as the
number of bins is about twice as largerag. The binning choice of the output is a compromise between
using as few bins as possible to keep the bin-to-bin coroelsitsmall, and yet having enough to observe
the interesting features in the unfolded flux distribution.

The Monte-Carlo events are generated in a similar way asaptén 7, and make use of the data models
derived in there.

(1) Atrue energyE is drawn at random from a model of the true flux. The model iseagiwise power
law with spectral indices based on ref. [188]:

E-3, lg(E/eV) < 18.4
x { B~271003x18:4 18.4 < lg(E/eV) < 19.6 (8.2.38)
E73.9 1070‘3><18.4 101‘2><19.6’ 19.6 <§ lg(E/eV)

d7
dE

The trailing factors fulfill the boundary conditions. A cesponding true zenith angleis drawn at

random from the distribution 47

dsin® 6 x
in the ranges0° < 6 < 82° for each true energy. An ideal energy estimatadg,, is calculated with
RN’ - (E/Ecaol/’y.

1 (8.2.39)

(2) The ideal energy estimatdi,, is fluctuated according to the model of the shower-to-shdluetua-
tions and the model of the SD resolutiaR;, — RS""— R3P. The reconstructed energy estimator
is converted back into an energy with the calibration fure®?° — Esp.

(38) The true cosmic ray energy is fluctuated according to the model of the fluorescence tistec
resolution:E — Efp.

(4) The eventis accepted at random according to the modeedbD reconstruction probability.

These steps are repeated ui¥il= 45000 pseudo events are collected, and, independeN; Monte-
Carlo events. Only accepted events count as pseudo everttscteptedand rejected events count
as Monte-Carlo eventsRUN uses both accepted and rejected events to calculate thetatekernel
K (Esp, E) internally. The rejected events are used to calculate ttectie efficiency. The numbe¥yc
is chosen such, that the number of accepted events in theeMZario sample i20 x N. Both data sets
together form a Monte-Carlo experiment and 20 independemt®Carlo experiments are generated. The
Monte-Carlo experiments are then unfolded WRHN.

To assess, whether the bin-to-bin correlations of an uatbttistribution may be neglectedUN pro-
poses the following test [202]:

(1) Take the full covariance matri¥ [ f] of the unfolded distribution. Generate a large number (5000
events in this case) of random samples from the full covagamatrix, with a multivariate normal
distribution with zero mean

_ 1 | —
(2) Calculate they? for each sample, taking only the diagonal entries in the Gamae matrix into
account
2 X7
Xovs=D_ 77 (8.2.41)

7
Calculate the probability?(x? > x2,) = f;ﬂ?bs dx? fy2 (x%|ndor), Whereasf, > (x?|ndof) is the theo-
retical x? distribution forng. degrees of freedom.
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Figure 8.4: Shown is one of the Monte-Carlo experimentscivlaire used to test the unfolding with the
RUN algorithm. This example is unfolded withy, = 9 andnxnet = 21. @) The dashed line is the flux
model. The true flux (blue squares) is a random sample defieedthe flux model. The observed flux
(gray circles) is measured in the detector. The unfolded(fileck circles) is the result of the unfolding.
b) The same is shown, but the fluxes are shown relative to eerefe fluxA x E~27. ¢) The points show
the deviation of the unfolded result from the flux model. dgTistogram shows the result gf-test of

(c) Unfolded vs. true flux

the bin-to-bin correlations, as described in the text.
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8.2. UNFOLDING OF THE COSMIC RAY FLUX

If the correlations are negligible, the obtained distribnitis approximately flat.
Fig. 8.4 shows an example Monte-Carlo experiment. The idtibution is well reproduced by the
unfolding except in the last bin. A comparable measure ofitifelding bias is the sum

2
> (Jl ; JOJ) (8.2.42)
- 0,i

over all bins of the solution, whereds and.J, ; are the unfolded and the true flux in bin

The distribution obtained from the?-test in the example is not exactly flat. Instead it has a “béise,
which is a result of the bin-to-bin correlations. A compdeabeasure of the non-flatness of the distribution
is obtained by fitting a second order polynomial

Po +p1a+ p2 2, (8.2.43)

the valuep, /o [ps] serves as a measure of the curvature and therefore of thefdtze bin-to-bin correla-
tions.

Fig. 8.5 show the impact of the unfolding parameters and nynot ON these measures. The smallest
bin-to-bin correlations are obtained, if the effective taenof degrees of freedom in the unfolding is equal
to the number of bins in the final distributionny, = my; = 9. Increasing the number of knotgnot
increases the bias of the result, if a smaller value is usgdAt mo = 9 and above, the impact ofnot
becomes negligible.

Based on these results, the following unfolding parameterselected:

mg =9 and Nknot = 2Mo + 3 = 21.

The systematics of the unfolding with these parametersiather analysed. The results are shown
in Fig.8.6. The unfolded result cannot be entirely biag-fas mentioned before. However, tReJN-
algorithm should introduce only a small bias compared tostia¢istical uncertainty in each bin for an
optimal choice ofng, which is can be confirmed.

Only the last bin shows a considerable bias, while it is gl in the other bins. The bias o0 %
in the last bin will be corrected in the unfolding of the datdnile adding a systematic uncertainty of the
same order to this bin.

TheRUN-algorithm calculates the full covariance mat¥ixof the statistical uncertainty of the unfolded
flux J. This matrix is not diagonal. If the off-diagonal entrieg aeglected.q /] = V;;, One obtains an
estimate of the real fluctuations which is ab80t% too small on average, as shown on the right hand side
of Fig. 8.6.

In order to approximately compensate this, the uncer&sntis; {./] of the unfolded data will be in-
creased bg0% in graphic displays. Fits of the unfolded flux should makeafgge full covariance matrix,
which will be given along with numerical tables of the unfettflux.
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Figure 8.5: Shown is the result of the optimisation analgithie unfolding parameters, andnyne. The
measures are defined in the text, small values are better.
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Figure 8.6: Shown is a statistical analysis of the bias apddported statistical uncertainty of tR&JN-
unfolding in case of the parameter choieg = 9 andnxt = 21. Left: The profile (black) shows
the average bias of the unfolded fluxwith respect to the true flux¥y. Thin vertical bars show the
size of the statistical uncertaintyJ] of the unfolded flux in each bin. Thick vertical bars indictte
statistical uncertainty of the average bias. Small graptsaiepresent the individual bias in the 20 Monte-
Carlo experiments. Right: The points represent the reatifference of the statistical uncertairntys{./]
calculated byRUN and the root of the variane€’|.J] obtained from many Monte-Carlo experiments.
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8.2.3 Application to data

The RUN-unfolding with optimal settings is now applied to 45063 Sizms in the zenith angle range
60° < 6 < 82°, which were collected between 2004/01/01 and 2009/01/0is high quality event
sample is the result of selections, which are summarisedhap@r 7. The energisp of the SD events is
calibrated with the fluorescence detector (FD), as destiib€hapter 7.

The Monte-Carlo input for the detector kern€l( Esp, E) used in the unfolding is generated as de-
scribed above. The number of accepted events in the Monte-{8a&20 times larger than the number of
real events. There are several systematic uncertaintiesnsider for the unfolded cosmic ray fl§x;},
which are summarised in Fig. 8.7 and Fig. 8.8.

The FD energy scale is the largest systematic uncertaitity. FD energy has a global systematic un-
certaintyasFy'?s[E} = 22 %, as discussed in Chapter 6. The SD enelfigy is calibrated to the FD energy
Erp and thus fully inherits this uncertainty. In order to usendtrd error propagation to derive the sys-
tematic uncertainty on the fluk(E) from this energy uncertainty, the unfolded fl{iX; } is approximately
interpolated with the following approach

J(E) ~exp((1—p) InJ; +plnJ;y;) for mE; <lnE<lnE; (8.2.44)
withp=(InFE —-InFE;)/(ln E;y1 — In E;).

The corresponding systematic uncertainfy(J) of the flux isc§J] ~ (dJ/dE) ocf2[E] and reaches
100 % in the highest energy bit0'*" E < E < 102 eV.

Another global systematic uncertainty derives from the posure. The exposure calculation was
described in the first section of this chapter and has an atthsystematic uncertainty 8%. It affects
all data points{J; } in the same way and contributes an uncertairfiig[.J] = 3 % to the flux.

The remaining systematic uncertainties concern the detketnel K (Esp, E'). The statistical nature
of the detector kerneK (Esp, E) itself introduces an uncertainty to the unfolding. The utaiaty is
evaluated by repeating the unfolding 100 times with 100 ecelently generated Monte-Carlo inputs. The
final unfolded flux{J;} is actually the average of these 100 unfoldings and the vegi#s regarded as a
systematic uncertainty. Apart from this intrinsic unceraof the kernelK (Esp, E), there are systematic
uncertainties to consider:

e SD energy calibration The energy calibration constani, and~ have statistical and systematic
uncertainties which generate an additional systematiersaioty in the SD energ¥'sp of up to8 %,
as shown in Fig. 8.7.

e SD resolution The SD energy resolution also shown in Fig. 8.7 is limitedlpady shower-to-
shower fluctuations of the energy estimatbf(D and by the sampling fluctuations of the detector.
The systematic uncertainty of the both resolution combisestimated to bé % (absolute change,
not relative change).

e SD reconstruction probability. The model of the SD reconstruction probabilityp was fitted to
the data in Chapter 7. The statistical and systematic waingds in the threshold parameters lead to
a systematic uncertainty in the flukbelow the point of full efficiency at0'®-7 eV.

Details about these uncertainties can be found in Chapt€h&.uncertainty of each one of these models
is propagated into the fluX with a Monte-Carlo approach. The model is varied randombyoeating to

its statistical and systematic uncertainties. Then, a netwator kernelK’ (Esp, E) is generated with the
varied model. The unfolding is done with the varied detekmmelf((ESD, E). This is repeated 100
times. The propagated uncertainty of the model is the squateof the difference between the variance
of the flux.J with the varied kerneK (Esp, E) and the variance of the flux with the unmodified kernel

K (Esp, E) which was called intrinsic uncertainty above.

Finally, the kernel related uncertainties are added quiadily to form the kernel uncertaintzygs[J],
which is shown in Fig. 8.8b). The kernel uncertain@s[J] has bin-to-bin correlations, which are neglected
in the following. In all but the highest energy bin, the kdmecertaintyags[J] is at the level ofl0 %. In
the last bin, it is at the level ¢f0 %.
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Figure 8.7: The plot compares the systematic uncertaintij@feconstructed cosmic ray energy with the
energy resolution (see text). Systematic uncertaintesanrelated and represented by the filled areas. The
SD energy resolution and its components are shown by lineshwepresent the size of the uncorrelated
fluctuations of the energy from event-to-event.
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(a) Systematic uncertainties in the flux (b) Systematic uncertainties, common and specific to this study

Figure 8.8: The plots show the systematic uncertaintiebénderived flux as a function of the cosmic
ray energy. In a), systematic uncertainties which are fipdad this study are shown in detail. These
uncertainties are combined in b), and compared to the comunoertainties of the SD exposure and the
FD energy scale (see text).
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Fig. 8.9 presents the unfolded fluX ) its various uncertainties. Tables of the unfolded flU)&)
and its full covariance matrix are provided in Appendix G.ri@tations between adjacent bins of up to
+40 % are found, which are negative beld®'3? ¢V and positive above. The total uncertainty of the flux
is strongly dominated by the systematic uncertainties.

Two consistency checks are applied to the fl{£), which are also shown in Appendix G. They test
for a dependency on the atmospheric profile during summemamnigr months and for a possible time
evolution of the data quality during the five years of datauggition. No dependency or inconsistency is
found.

The spectrum is very steep and the interesting details dvdwp, if the flux.J(E) is normalised to
an arbitrary reference flu¥,orm(E). The following reference flux is used in this study

E —2.8
Jnorm(E) =A (10196\/) 5 (8.2.45)

whereasA is fitted to the unfolded fluy in the energy rang&0'8% eV < E < 1017 eV, yielding
A =4.029 x 10720 kmZyrtsr eV, (8.2.46)

The normalised resull/ Jnorm — 1 is shown in Fig. 8.10.

Effect of unfolding

Fig. 8.9 and Fig. 8.10 allow to compare the raw flux estimatekvis not corrected for the SD resolution
and detection efficiency effects with the unfolded fll{&).

The largest difference is observediat< 10'? eV, where the raw flux estimate is by factor of two
smaller due to the reduced SD detection efficieRgy. In the energy rang&0'8° eV < E < 10'° eV,
the raw flux is about0 % larger due to bin-to-bin migration effects.

At E > 109 eV, the unfolding has only a small impact on the result. Thisdésause the random
fluctuations of the SD energlfsp decreases as the energy increases and eventually becorier sinaen
the bin size. As a consequence, the bin-to-bin migraticeceffbecome negligible.

Flux suppression

The unfolded fluxJ(E) becomes steeper beloi)!'8-®> eV and abovel0'®7 eV. Both features are in
qualitative agreement with other analyses [17,30, 188;218]. The feature arourid)'3-® eV is called the
ankle of the cosmic ray flu¥(E). The suppression abou®'?-7 eV is of particular interest, since it may
be generated by the GZK-effect described in Chapter 3.

The GZK-effect predicts an attenuation of cosmic rays okierdcale of a few tens of Mpc starting
between10'”° eV and10'%7 eV. A Mpc is the typical distance between galaxies. The cosmys at
higher energies interact frequently with photons of thendosnicrowave background. The cosmic rays
are either destroyed by photodisintegration if they arayeaclei or loose energy by pion production if
they are protons. The observed onset of the suppressiomat &3°-7 eV fits well to the expected onset
for cosmic protons, as shown in Fig. 3.3a) of Chapter 3.

The significance of the suppression aba0&’-” eV is derived from the unfolded fluX(E) under the
assumption that the flux is a simple power law betwe@i-> eV and10'7 eV

E o
JE)=A (1019 eV) , (8.2.47)
analogue to Eq. (8.2.45). The power law is fitted to data gdimthe rangd 0'8° eV < E < 10197 eV.
The prediction/preq Of this fit is compared with the observed fluyysin the highest energy bit)!9-7eV <
E < 10%° eV. Out of the three systematic uncertainties, only the kaunebrtaintyaSKyS[J] needs to be
regarded. The other systematic uncertainties affect &l gaints in the same way so that the influence
cancels in this analysis.

The result of the comparison is shown in Table 8.2. The fluypsegsion is significant at the level of
three standard deviations.

192



CHAPTER 8. FLUX OF ULTRA-HIGH ENERGY COSMIC RAYS

E/eV
10™ 10%° 1020
T' i 1 1 1 1 1 1 1 1 I 1 1 1 1 1 1 1 1 B
> T . —o— FD+SD vertical (ICRC 2009) i
P 10717 SD inclined, raw data (this study) |
L E ~_ —=— SD inclined, unfolded (this study)
(Vp] i o) —— -
< 18] & Kl L
— 10 3 9 ,\//\(b o = 3
e : > (Lb@‘b o g
£ 1071 o= B
10 ™3 g =8 g
= ] YAV > O C
= i W L == -
™ 1073 ¥ o s
E Vv > —O— o
] Voo o i
107%% § Lo B
1 systematic uncertainties PN —0— -
10—22_= 1 ot [J] (FD energy scale) o B
1 I o,:[J] (SD exposure)
23] [ 0,s[J] (SD kernel) 5
10 had T T T T I T T T T I T T T T I T T T T I
18 18.5 19 19.5 20

Ig(E / eV)

Figure 8.9: Black squares show the cosmic ray fi{¥’) derived with the unfolding method from very
inclined air showers60° < 6 < 82°). Gray circles represent the “raw” flux estimate, which ig no
corrected by the unfolding technique. White circles showuhi®lded flux.Jyen( E) from an independent
analysis of FD and SD data which is based on vertical shoveérs:(# < 60°) [30]. The colored boxes
represent different systematic uncertainties of the wiefdflux./(E). The systematic uncertaintie§,J./]
and ogyt]J] of the FD energy scale and the SD exposure apply to Hofi) and Jyer(E) in the same
way. The systematic uncertainty, is specific toJ(E). The shown statistical uncertainty 4fE) uses
the approximatiorr;[E] = 1.2 x \/Vj;, since the bin-to-bin correlations df E) cannot be shown. The
approximation is derived from an analysis of Monte-Carlpeximents described earlier in the text.

Table 8.2: The results of the flux suppression analysis areishas described in the text. The constants
A and « of the fit of Eq.(8.2.47) are given together with their stated uncertainties and correlation,
with Ag = 4.029 x 10720 km~2yr~'sr~'eV~!. The values/yeq and Jops denote the predicted and the
observed flux in in the energy bitD!'*7 eV < E < 10?° eV. The last column shows the significance
of the differenceJped — Jobs in standard deviations. The fluxes are normalised to anrarpitonstant
J,=10"3*m 2 sr eVl

A/A o corr. Jpred/ Je Jobs/ I sigma

stat. 1.00+£0.02 —2.78+0.03 0.520 0.0578 +0.0045 0.0196 +0.0063 5.0
stat.+sys. 1.00+0.04 —2.7840.06 0.159  0.058540.0083  0.0196 T( 5938 3.1

193



8.2. UNFOLDING OF THE COSMIC RAY FLUX

=

o
=
oo

=
ol

JI(AE?*®%) -1
|_\

057 <4 -
] et E

0 ] - N
-0.57 -
_1__ T T T T I T T T T I T T T T I T T T T |

18 18.5 19 19.5 20
lg(E / eV)

systematic uncertainties
—o— FD+SD vertical (ICRC 2009) D GEyS[J] (FD energy scale)

—o— SDinclined, raw data (this study) [l oSE[91 (SD exposure)

sys

—=— SD inclined, unfolded (this study) [ oK1 (SD kernel)

Figure 8.10: Shown are the cosmic ray fluxes from Fig. 8.9 madisad to an arbitrary reference flux
Jom(E) = A(E/10* eV)~28. The constantd = 4.029 x 10~20 km~2yr~!sr~leV~! is obtained
from a fit of Jhorm(E) to the unfolded flux/(E) in the energy range0'®¢ eV < E < 10197 eV.
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Comparison with an independent analysis

The unfolded cosmic ray fluX(E) is derived from very inclined air showers0® < 6 < 82°) measured
with the Pierre Auger Observatory. Also shown in Fig.8.9 &gl 8.10 is the unfolded fludyen(F)
derived from vertical shower®){ < 0 < 60°) measured with the Pierre Auger Observatory [30]. The
latter is the latest official result published by the Pierteg@r Observatory and shall be callegttical flux

Both analyses are based on independent data because osjtlnectizenith angle ranges. They use
different reconstruction and energy calibration methaustherefore have different systematics. The flux
Jvert(E) is derived from SD and FD events. The data points betwi@®éheV and10'84 eV are derived
from an FD measurement of the cosmic ray flux. The data pobsel0'84 eV are FD calibrated SD
events like in the case of(E).

From the statistical point of view, both results are estenaif the same true flu%(E) and therefore
expected to agree. The systematic uncertaci@;{J] = 22 % of the FD energy scale and the systematic
uncertaintyosys[.J] = 3 % of the SD exposure affect both results in the same way andftrercancel in a
direct comparison.

The flux estimatesg/ (E) and Jyer(E) are indeed very similar. The agreement is particularly good
the rangel0'%7 eV < E < 1019 eV. The ankle and the flux suppression are observed in bothatssm

Some deviations are nethertheless noticeable in Fig. 8'h@. vertical flux.Jyen( E) appears slightly
shifted and tilted compared t&( E). The flux suppression appears to set in at akhotit” eV in J(E) but
already at about0'%-® eV in Jyen(E).

To quantify this deviation, the vertical fluken(E) is re-binned to match the binning used f&(E).
SinceJ(F) andJyer: are samples of the same true fliix(E), the difference

AJ; = (Jveri — Jo,i) — (Ji — Jo,i) = Jverti — Ji (8.2.48)

in bin ¢ should have an expectatidi.J;) = 0 and a variance
o?[AT] = o} [Jer] + 07 [J]. (8.2.49)
If this hypothesis was true and if the uncertaintié$A J] were Gaussian, the following sum over All

bins N
AJ; \?

%

would follow a x2-distribution with N degrees of freedom and the hypothesis could be rejected ali a w
defined confidence levet(x? > x2,J).

In reality, there are bin-to-bin correlations in the untddfluxesJien(E) and J(E) and part of the
uncertainty ofJp is systematic, so that the calculated confidence level foitseexact meaning and can
only be regarded as a measure of the agreement or disagrteemen

Fig. 8.11 shows the deviatiah.J/o[AJ] of Jyer( E) andJ(E). The points with the largest deviations
are found at the onsets of the flux suppression and the ankle.

If only statistical uncertainties are regarded in the cornspa, the fluxes are clearly incompatible:

2
%bs ~60 — POAE>x3 ~2x1078 (8.2.51)

If systematic uncertainties are included in the analyhis résults roughly agree:
&bs ~ 1.1

—  P(x* > x2pe ~ 0.39. (8.2.52)

The analysis indicates some tension between the vertical flak(E) and the result of this study
J(E), which has to be pushed to the edge of its systematic uncgesito get an agreement. This should
be investigated further in the future.

195



8.3. SUMMARY

4 ] uncertainties [
o 1 ——stat. only

- 4 —=—stat. + sys. [

iy

3 ] I

2 J ~ r

0 ) - ' T r

2 T . -

e N L
—67 N

18 18.5 19 19.5 20

Ig(E/eV)

Figure 8.11: The plot shows the deviation of the flux obtaiirethis study from the latest reference
result [30] in standard deviations. The reference flux isséi@e as in Fig. 8.9 and Fig. 8.10.

8.3 Summary

The cosmic ray flux/(E) in the energy range0'® eV < E < 10%° eV was derived in this chapter from
45063 selected SD events in the zenith angle ratie< 6 < 82°, collected between 2004/01/01 and
2009/01/01. The energlisp of these SD events was calibrated against the FD eniéggy

Detector effects were removed from the cosmic ray fiy¥’) with an unfolding method, thRUN-
algorithm. The unfolding depends on a detailed statisticatlels of the SD resolution and efficiency,
which were taken from Chapter 8. The output of RigN-algorithm was studied in detail with Monte-
Carlo experiments and was found to be suitable for the uinfgldf the cosmic ray flux/ (E).

The uncertainty of the cosmic ray flux is dominated by theesysttic uncertaintysyE] = 22 % of
the FD energy scale. It generates a corresponding systematértaintyaSEys[J] in the cosmic ray flux
J(E) betweer60 % and a factor of two. Uncertainties in the energy calibradiod the unfolding addo0 %
uncertainty to the flux/( E) in most bins except the highest energy bin® " eV < E < 10%° eV, where
the uncertainty is abo0 %.

A flux suppression above)'?” eV is observed despite these large uncertainties with a signife of
three standard deviations. The onset of this suppressialitatively agrees with the onset predicted by
the GZK-effect for intergalactic protons. This seems torbeantradiction with the indications found in
Chapter 7 that the cosmic rays aba@®” eV could be mostly heavy nuclei.

The flux J(E) derived from very inclined air showers is compared with agefrendent estimate
Jvertl(E) derived from vertical showers in the zenith angle rafg§e< 6 < 60°. Both are independent
estimates of the same true cosmic ray flux and agree withirstamelard deviation.

Comparisons between the vertical fliy(E) and the flux.J(E) obtained from very inclined air
showers will improve the understanding of the systemataeuainties in both flux estimates. Eventually,
the estimates will be brought into statistical agreemerntkvtvill then allow all cosmic ray analyses to use
the full zenith angle range of recorded SD events.
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CHAPTER 8. FLUX OF ULTRA-HIGH ENERGY COSMIC RAYS

This work described a complete procedure to derive thefloX ultra-high energy cosmic rays in the
energy range0'®eV < E < 10%°eV from data of very inclined air showers, which were recordéti e
Pierre Auger Observatory between 2004/01/01 and 200240T/@e analysis used the high event statistics
gathered by the surface detector (SD) of the observatorg. SIh measurement of the cosmic ray energy
E was based on a calibration of the SD signal described by thggrestimator?,, with the fluorescence
detector (FD), which is able to perform a calorimetric measwent ofE.

All steps in this work required input about the average prige of very inclined air showers on the
ground and their fluctuations, as well as the SD signal resptmsuch showers. The input was obtained
by simulating and studying 6480 very inclined air showerd i@ same number of SD events in the zenith
angle rang&0° < 0 < 88°. The simulations were computed with the program CORSIKA §83, the
high-energy hadronic interaction models QGSJet-II [1ZB}5nd EPOS [130, 131], and the low energy
hadronic interaction model FLUKA [102,103].

Particularly important for the SD event reconstruction waslateral particle density,, and the total
numberN,, of muons on the ground:

e The muon density:,, was parameterized. The parameterization is not based oretiwl input,
but on a fit of a linear parameterization to the simulatiorpaut Then,-model agrees with the
simulation at the level of0 %.

¢ A systematic uncertainty of abo80 % was found in the simulated number of muaNis, which is
of the same order as the difference found between protonrandriduced showers.

¢ Shower-to-shower fluctuations &f, of 3 to 4 % were observed in case of iron showers and: to
21 % in case of proton showers. The ranges represent the systamaertainties. The fluctuations
of N, are approximately Gaussian with a tail towards small vati€s,, .

The SD signal respongf (S,,) to muons and the contributidi) of electromagnetic particles to the SD
signal were studied with simulated SD events, which werth&rinputs for the SD event reconstruction:

o A model f, of the signal response of SD station to muons was derived;twihtluded signal fluc-
tuations generated by muons and electromagnetic pariictes shower front.

e The signal contributior{¢) of electromagnetic particles to the SD signal was comparitd the
model from ref. [16]. Deviations betwedf % and20 % were found. The deviations were absorbed
into the f,,-model so that the combination of both models in this study alenost bias-free.

A new software was written within the Aug@ffline-frame to perform the SD event reconstruction.
The new software combined the features of two existing nogefit [17, 161-165] andddHorRec [14]
and added minor improvements. Its purpose is to reconsruenergy estimataR,, o NV, E'/7 and
the direction(6, ¢) of air showers recorded with the SD. The bias and resolutfdhese reconstructed
variables was analyzed with simulated SD events.

e The resolution ofR,, and(6, ¢) depends on the enerdy and zenith anglé of the shower. For a
10'? eV shower with an inclinatiod = 70°, the resolution of?,, is 16 % and the angular resolution
0.4°.

¢ The systematic uncertainty &, in the zenith angle rang#)° < 6 < 82° is at the level o8 %. The
systematic uncertainty of the zenith angles 0.1°.

The reconstruction software was designed to make the mofielee muon density:,, and the SD
signal responsg,, easily replaceable. This feature was used to compare thelmddrived in this study
with others from ref. [10,11,15,17].

e An overall bias 0220 % in the energy estimatadg,, is generated by the model of the electromagnetic
signal componenfe), if its bias is not implicitly or explicitly corrected.

¢ If overall biases are corrected, the performance of all Hzoiaethe zenith angle ranggd° < 6 <
82° is comparable. The models derived in this study achieveghtdfi better resolution of?,, in
simulated events and fit better to real events in most cases.
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8.3. SUMMARY

The energy calibration was based on a fit of the power B Ecy x R, to high quality events
recorded simultaneously in the SD and the FD. Selectionatepted 411 events for this study. A new
method was introduced to perform the fit which used a comgetbability density functionfi; of the
distribution of these events for the first time.

¢ The effect of the limited SD efficiency betwe&d'® eV and10'®° eV is included in thefi,,-model,
which allowed to use events in this energy range to constingifit. Before, it had been necessary to
rejected such events. The new method improved the everstistaby a factor of three.

e The modelfi,; was used to fit a model of the SD detection efficiency to the.data

e The modelfi was further used to fit the shower-to-shower fluctuationgtpfto the data. The
fluctuations ofR,, are sensitive to the cosmic ray composition. They decrgase &bout20 % at
108 eV to less thanl0 % at 102° eV. This observation is compatible with a scenario where the
composition of cosmic ray masses is getting heavier as tbmyet increases, but not significant
enough to draw definite conclusions.

e The calibration constant is sensitive to a change in the composition of cosmic ray esas$he
fitted value is compatible with the scenario mentioned abbuéthe observation is again not very
significant.

e A large excess of muons in real events is found compared tshawer simulations at the same
energy. Real events sha@ % more muons at0'? eV than the closest simulated scenario.

e The FD measurement of the cosmic ray enefjhas a systematic uncertainty 22 %. The en-
ergy calibration transfers this uncertainty to the SD.iStiaal and systematic uncertainties in the
calibration fit add anothet % to 7 %.

The cosmic ray flux/(E) was reconstructed from 45063 selected SD events in thehzamifle range
60° < 6 < 82°. The apparent cosmic ray flux is distorted by the limited SEbhation and detection
efficiency, especially betweer!® eV and 10! eV. An unfolding method was used to correct these
effects. The unfolding used the models of the SD resolutimhdetection efficiency which were derived
for the energy calibration. The fitted shower-to-showertflations ofR,, were another input.

The uncertainty of the flux'(F) was dominated by the systematic uncertainty of the FD enefgy
22 %. The corresponding systematic uncertainty of the flux dhetweer60 % and100 %. Uncertainties
in the unfolding and the energy calibration added aloy% uncertainty to the flux/ (E) below 107 eV
and aboub0 % in the rangel0'%7 eV < E < 10?0 eV.

A flux suppression above)!?-7 eV was observed with a significance of three standard devitibhne
onset of this suppression agrees qualitatively with theipted GZK-effect [31, 32].

The flux J(E) derived from very inclined air showers in the zenith anglege60° < 6 < 82° was
compared with an independent estimdig(E£) derived from vertical showers in the zenith angle range
0° < 6 < 60° [30]. Both are independent estimates of the true cosmic teyghd agree within one
standard deviation.

Comparisons between the vertical fluy(£) and the fluxJ(E) obtained from very inclined air
showers will improve the understanding of the systematazuainties in both flux estimates. Eventually,
the estimates will be brought into statistical agreemeritiviwill then allow all cosmic ray analyses to
seamlessly use the full zenith angle range of recorded Shteve
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Appendix

Analytical and numerical calculations

A.1 Point of shower maximum and particle interaction lengths

Input for the calculations in Fig. 3.7 in Chapter 3 are théofeing.

e A parameterisation of the slant depXi{ k) and the density (k) in the spring atmosphere [42,43] in
Malargie, Argentina. The altitude of the experiment is takeh4¥) m and taken into account.

e The hadronic attenuation lengtids. ~ 120 gem =2 andAx =~ 140 gcm~2 for pions and kaons,
taken from [21]. The attenuation lengths are approximatalid in the energy range dfd GeV to
1000 GeV. The electromagnetic radiation lenghfy ~ 36.6 gcm—2 for dry air is taken from [23].

e The following parameterisation of the obsen&g,x in Fig. 3.2:

71 x [Ig(E/eV) — 18.35] if 1g(E/eV) < 18.35

40 x [lg(E/eV) —18.35] if 1g(E/eV) > 18.35. (A.1.1)

Xmax(E)/gem™2 = 725 + {

The total atmospheric deptki;m, for an air shower is obtained by integrating the air dengigy(h)

along the path of the shower:
0

Xam = dd pair(h(d)), (A.1.2)
dtop
whered(h) is the distance of a point on the shower axis with the altitudad the point where the shower
axis intersects with the ground, as illustrated in Fig. ZT#he interchanged integral limits are necessary,
becausel is zero at the ground, whil& is zero at the top of the atmosphere.
The relation of the distancéto the altitude above the grourds geometrical

d(h) = [(R+h)* + R*(cos® 6 — 1)] Y2 _ R cos 0, (A.1.3)

with R as Earth’s radius including the local altitude of Maldegabove the sea level, afichs the zenith
angle of the shower. This simple result is obtained by assgnhiat the Earth is a sphere in good approxi-
mation over the involved distances.

Eqg. (A.1.3) can be inverted to yield d). The valuedi, = s(112km) is the top end of the atmospheric
parameterisation o, (k). This completes the integral in Eq. (A.1.2), which is showrFig. 3.7a) as a
function of the zenith anglé.

The distancel s« of the electromagnetic shower maximuiiax is obtained by solving the equation

dmax
Xno= [ ddpan((a) (A.1.4)
dlop
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A.2. EXP-NORMAL DISTRIBUTION

for dmax. This is done numerically. Oneg, .« is obtained max Can be calculated with the inverted form of
Eq. (A.1.3). Fig. 3.7c) and d) show both values as a functidh@zenith anglé.

The interaction length,; (a distance in meters) in Fig. 3.7b) is calculated from thdrdiaic attenuation
and radiation lengths (which are slant depths):

0
{Ans Aem} = dhp(h) = p(h) X line < line = {n, Aem}/p(R). (A.1.5)

lint

A.2 Exp-normal distribution

The exp-normal distribution turns up in the context of thisrkv It describes the distribution of a random
variable, which is the logarithm of a variable with a normistidbution.
It can be derived from the normal distributigitz) by the change of variables= In x:

f(x) o< exp (—W>

202

N2
= g(y) xexp (_(631202/0 + y) : (A.2.1)

This is the inverse change of variables which is requireddtaio the common log-normal distribution.
The parameters ando? are not equal to the mean and variance of(@f). They are just parameters of
the distribution after the change of variables.

Calculating analytically the normalisation and the firstmamts ofg(y) turns out to be extremely
difficult. Closed forms can be derived by calculating therekteristic function:

Py(t) = /_Z dy exp(ity) exp (—(ey_m)Q + y>

202
00 . 22
= / dz(z + p)" exp (—2) , (A.2.2)
—u 20

using the substitutioa® = y + p in the second line. This integral was solved with the proghdathe-
matica [216] under the conditiop, > 0:

o 1t it 1 2

By(t) = 23+t it laF (2 + 2) e <—2§ 5 _2,uaz> (A.2.3)
it 1. 3 2

+ﬂur<1+;) Py (—22(1—&—15);2;—;‘2)]. (A.2.4)

The solution contains the gamma functiB(z) and the confluent hypergeometric functighi, which is
defined as

a

. T(®) =T(a+k)z*
Fi(ayb; 2) = o );;) NS (A.2.5)

The expansion of the characteristic functiort yields the moments af(y) (see e.g. [147]):

¢y(t) = Z

k=0

i)k
s (A2.6)

whereagy is the normalisation of(y) andpuj /u§ the k-th moment.
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APPENDIX A. ANALYTICAL AND NUMERICAL CALCULATIONS

The expansion yields:

= \/ia[l + erf(\/%a)} (A.2.7)

1
W= [2 In2+In O':|

Vo 0 1 (1,00 (n 1
s |ooert(5) + o (5) = 0 (055 -5)
L ool 3  p
— gkl (2’2’ 202> (A.2.8)
[ (In 2)? ln21na (1110)2]

* 2

(5220 o) )
) -5

b [t gvmren( ) + Krfoen( ) + Lo (3)
71\/;0%(,) F0O (o 777u72) _ oM 1F1(1’0’0)(1;§;,LQ)

+

*

4 202 22/2 2727 202

1 (2,0,0) 1 H 200 (1 3 p?

g 200 (0 Y o o132y A2
gV 05 o2) Yt 22 252 (A.2.9)

whereas),, (z) = ddz% InT'(z) is the polygamma function, €f) the error function, andF (a; b; z)("%:0)

them-th derivative of 1F (a; b; z) with respect tau.

A.3 Effective area of a SD station and average muon signal

To calculate the excepted number of muons in a SD station &agiven ground density of muons,,

a formula for the effective ground areyasion Of the station shall be derived. This effective area is the
equivalent ground area, into which a muon of inclinatigrhas to fall to enter the active detector volume
of the station. The area is illustrated in Fig. A.1, a geoioatianalysis leads to

Astation(0,,) = Atop + Aside = ar? 4+ 2hr|tané,,|, (A.3.2)
~10.2m + 4.3 m|tan,| (A.3.2)

with » = 1.8 m andh = 1.2 m as the radius and height of the active detector volume froap€in 4.
Another interesting related quantity is the average sigfigl produced by an ideal muon in the active
detector volume. ldeal means here, that the muon does nay dethe volume and that it has sufficient
energy to maintain a Cherenkov light production efficienty@ % along its track in water. This is case
for muons abové.5 GeV [16].
For such an ideal muon, the average muon sigfa) is proportional to the average track length)
of the muon in the active detector volume. With the definittéthe unit VEM from Chapter 4 one obtains

00 = 0 5 )~ Oy 33

It is possible to derive a closed form of the distributiori,pnalytically [217], which is quite complex.
On the other hand, it was realised by several authors(ggd 6]) that an analytical formula for the average
track length can be obtained by a simple argument.
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A.3. EFFECTIVE AREA OF A SD STATION AND AVERAGE MUON SIGNAL

|

Figure A.1: The drawing illustrates the effective grouneiaadsiation = Atop + Aside Of @ SD station and the
track vector in the active detector volurhgof an ideal muon (see text). Both depend on the inclinatjpn
of the muon.
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Figure A.2: The left plot shows the effective ground arkaion Of @ SD station in units of the lid area. The
area diverges fof, — 90°. The right plots shows the average track length in units efvértical height
of the detector volumé.
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The argument starts with a division of the effective grourehals4sion into infinitesimal oriented area
elements dl. The center of each area element is a possible impact poamtafon with a corresponding
track length vectot,,. The average track length then is

— fAstatlon l‘u' dA . fAstatlon l” dAJ‘ _ Vstation
o - - )
[n €udA [, cos,dA  cosf, Asation

{@1,) (A.3.4)

with e, = 1,/1, as the normalised muon directiondd = e,dA = cosf,dA as the perpendicular
component of the area element with respeat tpandVsion as the active detector volume. The last step
exploits, that & = dA, [, is also an infinitesimal volume element of the detector.

InsertingVatation = mr2h and Eq. (A.3.1) gives

nrih h
1) = = A.3.5
() cos O, (mr? +2rhtand,)  cos6, + 2Lsing,’ ( )

and an average muon signal of
1 VEM

2h 3 '
cosfl, + = sinf,

<Su> =

(A.3.6)

Fig. A.2 summarises the numerical results.

It shall be noted, that there also exist another conventfothe effective area of the station in the
literature, which corresponds to a different definitionte muon density,,, .g.in ref. [10]. In this work,
the muon density, is defined as the time integrated flux through an infinitesignalind plane area. In
the reference, it is defined as the time integrated flux tiamginfinitesimal area element of the shower
front plane.

The effective area of the SD station in the latter casésjgion cos €, wheread is the inclination of the
shower axis. For muons close to the shower axis wHgre 6, this definition has the advantage that the
effective area does not divergetgt — 90°. But if this approximation does not hold, the other defimtio
only makes the calculation of the effective area more corgtel the definition used in this work becomes
more intuitive.

A.4 Projection of surface detector stations

In Chapter 6, it becomes necessary to project the positienSi station located on the curved surface of
the Earth into a Cartesian ground coordinate system, wkithngential to Earth’s surface at the impact
point of an air shower.

The apparent position of the SD station in this plane is tlogeption of the station position along the
average trajectory of the particle hits. It is assumed thegé particles are mostly muons which travel in
straight lines and originate from a common point at the maxmof the shower in the atmosphere. In that
case, the projection is well defined. In very inclined airsbs 0° < 8 < 90°), this approach works
well.

Other possible projection schemes are shown in Fig. A.3hrieally, the simpled possible projection
is that along the z-axis of the Cartesian ground coordingties. Better is a projection along the direction
of the shower axis. Both kinds of projections introduce aalaffset Ar of the SD station in the lateral
shower coordinate system with respect to the correct giojecThe size of this bias is calculated geomet-
rically for different zenith angle8. The distancelmax(0) between the shower impact point and the point
of the shower maximum is taken from Appendix A.1.

The results are shown in Fig. A.4. The shower axis projegbiarduces a smaller bia&r/r. The
bias has an impact on the shower reconstruction in which #msored signa$ in a station is compared
with the expected signdlS)(r) at the apparent radial distancef the station from the shower axis. The
expected signalS) as a function of the radial distancérom the shower axis is roughly a power law with
an indexa =~ —2, as shown in Chapter 3

(S) o r72, (A.4.1)
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A.4. PROJECTION OF SURFACE DETECTOR STATIONS

(a) Vertical projection (b) Axial projection

Figure A.3: The drawings show two possible projections ofs&dions into a Cartesian coordinate system,
which is tangential to Earth’s surface at the impact poinhmofir shower. The shower axis is defined by
the zenith anglé and the distancé between the impact point and the shower maximum. The reahmuo
trajectory that leads to the SD station is expected to sténeashower maximum (thin line). The projection
along the real muon trajectory (black points) has a radi&thdice- to the shower axis, which has an offset
Ar to a) the vertical projection or b) the shower axis projattfboth indicated with white points). The
anglea is the angular distance from the position of the SD statiahthe impact point for an observer at
the center of the Earth with the radiés
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Figure A.4: Shown are geometrical calculations based on¥8 Left: The graphs show the bide-/r of

the apparent position of the SD station in the lateral caowidi system introduced by the vertical projection.
The bias is positive in the late part of the shower and negétithe early part. Center: The graphs show
the biasAr /r of the apparent position of the SD station in the lateral doate system introduced by the
shower axis projection. The bias is always positive. Ridlite graphs show the relative increasé’/d

of the distanceAd’ + d between the muon origin and the position of the SD statioh véspect to the
distanced of its apparent position in the ideal ground plane.
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therefore the biad S in the expected signal is abaxtS/(S) ~ 2Ar/r. The biasAS becomes significant
atf > 84°, if the approximate projections are used instead of theeptign along the average muon
trajectory.

Also shown in Fig. A.4 is the additional path lengia’ that the muon has to travel from the apparent
position of the SD station in the ideal ground plane to it fpasition on the ground. The predicti¢f)
is calculated in the ground plane. The prediction is only parable with the true measurement, if the
apparent collection area of the station does not changédisantly and if additional muon attenuation
may be neglected over the additional distade®. The relative error in the apparent collection area equals
(Ad’/d)? and is negligible up t& = 88°. It is assumed that the additional muon attenuation can be
neglected ifAd’/d < 0.01. In this case, the projection remains valid upte: 84°.

A.5 Calculation of the data model fiqt

The following probability density function (p.d.f.) is deed in Chapter 7:

fin(RE°, Erolp) = / do / AF gepred Ero|E. 0, ) heoags( E, 0]p) x

/ dRS"" Psp(R3P, 0, p) gspred RoCIRS™", 0, p) hspsns B 1R.(E), p) (A5.1)

whereagjrp.rec and gsp.rec Model the measurement uncertainty of the FD and the SD réegpgchrp-nyn

is the distribution of the true energies observed in the P8, is the SD reconstruction probability (which

is not a p.d.f.), andsp_sh-snis the model of the shower-to-shower fluctuations. The gnérgnd the zenith

angled are the true values of the cosmic réy, is the ideal energy estimator corresponding?i;czalndej“Sh

is the true energy estimator realised in the particular &v&he calibration functior?,, = (E/Eca)'/”

predicts the relation betwed®), and £/ which removes the remaining degree of freedom in the integra
Furthermorey;,; has to be normalised by integrating over the input rangé:gfandeLD, respectively:

fior(R3P, Erp)
ftOt(RiD) EFD) = RSDMax tthDm:: , . (A52)
fRéémin dRﬁD fEFDmin dEFD fto’[(R;Sl,Dv EFD)

Solving these equations requires a calculation a threesional convolution integral ové?ﬁD, Erp,
andd and additionally a two-dimensional integral for the nornsetion. These calculations can only be
done numerically. The computation needs to be fast, becfiise recalculated several hundred times in
a single maximum likelihood fit. A Monte-Carlo integratioarmot be used, because typical minimisation
algorithms like those in MINUIT [148] requiré. to be deterministic. Some approximations are necessary
to perform the computation in reasonable time. The curneptaach is simple and there likely is still room
for improvement in the future.

The calculation time increases exponentially with the nendf dimensions to integrate over in Eq. (A.5.1).
Itis already implicitly assumed in Eq. (A.5.1), that any dedency of the component p.d.f.s on the shower
azimuth¢ is negligible. The integration over the zenith anglis now carried out approximately in order
to reduce the problem to two dimensions.

Most events are found in the comparably narrow zenith aregige from60° to 70°, and all but one of
the model components depend only weaklyddn this range:

e The FD-resolution oftrp and the SD-resolution oﬁih'S“depend only weakly oA in the regarded
zenith angle range. The former will be shown later in thisptlg the latter is shown in Chapter 6.
This leads to the substitution:

gro-red Erp|E, 0, p) — grp-red EFp|E, D)
QSD—re(,(R,SLD|RZh-Sh; 0,p) — QSD—rec,(RiD|RZh-Shv p)-

e The shower-to-shower fluctuatiohsp_sh-share independent of the zenith angleas shown in Chap-
ter 5.
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A.5. CALCULATION OF THE DATA MODEL Frot

The model of the SD reconstruction probabilfp is thus the only-dependent model component
left. The correlation between energyand zenith anglé in hrp-ny, is weak and the p.d.f. approximately
factorises:

hED-hyb(E, 0]p) = hepnyb(E|p) X hep-nyb(0]p).

The distribution of hybrid$:rp.nyb is fixed in the maximum likelihood fit. IPSD(RﬁD,p) was fixed, too,
the integration ovePsp could be carried out just once in the beginning of every misation to obtain an
average reconstruction probabilit’sp), which then used in the rest of the calculations

/de hFD-hyb(Ea alp) PSD(RlSLDv 97 ) - hFD hyb(E|p) <PSD(R;L ?p)>

Unfortunately,PSD(RﬁD, p) has free parameters, which are fitted with the maximum likeld method.
Thus, the first approach fails and the following approximais used instead

/d9 hepnyb(E, 0|p) Psp(R5°,0,p) ~ heo-nyo(E|p) Pso(R5D, (6),p),

which would only be exact, iPsp was a linear function of.
The remaining integrals ovek;,° and Erp in Eq. (A.5.1) are discretized and calculated on a lattice.
This is the simplest form of a numerical integration, basedhe formula

/ dz f(z Zf (z;)Ax; (A.5.3)

with T; = 2( i+1t+ Z‘,‘), AIZ = (xi_;,_l — xi).

The lattice uses equi-distant stepddrfirp andlg R3°, becauseR;° and Erp span over orders of magni-
tude. The differentials irf;,, need to be substituted accordingly

dE =In10EdlgE — In10EAIgE
dRshsh hllORshshdlgRshshH lnloRShShAIgRShSh

The optimal grid constants were found by experimenting:t@pssinlg 3" in the interval(—1.2,1.5) and
50 steps ifg Frp in the interval(17.5, 20.5) are an acceptable tradeoff between speed and quality.

The lattice calculation has the other advantage. Oncedtrigpteted, the function value ¢f,; at a given
point(R§D7 Erp) can be calculated very fast. This is ideal for the applicatibfi,: in the maximisation of
the likelihood functionZ(p):

Hftm D), (Erp):|p).- (A5.4)

The normalisation ofi,; can be calculated very fast for the same reason.

The numerical computation ¢f is still time consuming. With the current approach, a singia-
imisation step in MINUIT takes about a second on an Athtbi64 3700+ CPU. The same step with a
100 x 70 grid already takes about 30 seconds. The numerical miniloiseoutines usually needs about
100 iterations, thus a single fit with a fine grid can easilyetak hour and more.
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Appendix

Air shower simulation: Technical
summary

The tables Table B.1 and Table B.2 give a technical summattyeoéir shower library described in Chap-
ter 5. The showers were simulated with CORSIKA [49, 89], gspGSJet-Il [126], EPOS [130, 131], and
FLUKA [102,103]. Fig. B.1 shows the computation time andcdipace requirements of the showers.

The whole library was generated in two main production ruths: run IDs 4681-6480 mark the first
run, run IDs 1-4680 the second. The second production rurddwaes run IDs than the first run due to
historical reasons. The first run was generated with the $la®dard atmosphere model, while the second
uses the Malatige spring atmosphere [41,43], which is close to a yearlyaeatmosphere over Maldig
Fixes of minor technical issues (like program crashes)deti¢ use of three different versions of the main
program CORSIKA in the second run.

Another difference between the runs is the use the radiahiihi). CORSIKA allows to remove particles
with a probabilityc r/rﬁﬂn inside a cone of radiugh, around the shower axis. This option was turned on
in the first production run and turned off in the second run.

g‘ 1.4 1 1 1 | - m 0.4 1 1 1 1
3 —p QGSJet-lI o — p QGSJet-lI
o = = Fe QGSJet-lI 3 = =Fe QGSJet-II
51.2 " pEPOS [ 5 | p EPOS
s ~""Fe EPOS r 5 0.3 ~""Fe EPOS -
-4 8
[
t
0_2 T T T T 0 T T T T
18 18.5 19 19.5 20 18 18.5 19 19.5 20
lg(E/eV) lg(E/eV)

Figure B.1: The points show the CPU time and the storage memeints of the simulated air showers. The
CPU time refers to the computing time on an AMD OptdMrCPU with2 GHz. In total, the production
took approximately 4000 CPU days aé®il GByte of disc space. The lines are simple fits to the data. It
is a coincidence, that the applied thinning strategy predu=arly equal average file sizes for proton and
iron showers, although the latter have more muons.
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Table B.1: The showers in the library are distributed in $ifiite regions of the parameter space. The
table shows the starting point of each region and its widdichEregion contains five proton showers and
one iron shower for both QGSJet-Il and EPOS, which makes 648®&ers in total.

Parameter  Distribution Start point Width
lg E/eV flat 18.0, 18.5, 19.0, 19.5, 20.0 0.1
6/° sin(f) cos(f) 60, 62, 64, 66, 70, 74, 78, 82, 86 2
®/° flat 0, 30, 60, 90, 120, 150, 180, 210, 240, 270, 300, 330 10

Table B.2: The table shows a summary of the technical aspétite simulated air shower library.

Parameter Value Comment
simulation program CORSIKA options: CURVED, UPWARD, (SLAN
6.511 run ID 4681-6480, no SLANT option

HE hadronic model

6.616, 6.617, 6.720

QGSJet-II-3, EPOS-1.61

run ID 1-4680, with SLANT option
for hadrons Wwitl 80 GeV

LE hadronic model FLUKA2006 for hadrons wiffi < 80 GeV
thinning level 106 energy fraction, where thinning sets in
wmax(hadrons.) E/10%5 eV weight limit for hadrons, muons
Wmax(€,7) E/10% eV weight limit for electrons, photons
T'thin 150 m run 1D 4681-6480, with radial thinning

- run ID 1-4680, no radial thinning
pinr(hadronsy) 0.1 GeV momentum threshold for hadrons, muons
Pinr(€, ) 250 keV momentum threshold for electrons, photons
ground altitude 1425 m above sea level
B 24.6 uT magnitude of geomagnetic field
Op —35.2° inclination of geomagnetic field
0B 4.2° declination of geomagnetic field
atmosphere model U.S. standard run ID: 4681-6480

Malargie spring run ID: 1-4680
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Appendix

SD station: signal response model

Technically, the model of the signal response to mugiss,|0,., k) described in Chapter 5 is derived
through the following steps:

(1) Extract the total signad! from every station in the library of simulated SD events tha one muon
hit. Stations with total signals below the T1 threshold ar@uded. Proton and iron showers are
treated alike, as well as the showers generated with thehmdnteraction models QGSJet-Il and
EPOS.

(2) Correct the total signal respon§é to one muon with the model of average signal rdtipfrom
ref. [16], which is also used in the event reconstruction limgter 6.

(3) Make histograms of the distributions 8t /(1 + (¢)) as a function of the average local muon incli-
nationd,, at the position of the station. Fourteen distributions ameegated in steps @ between
g, = 60° and# = 88°. Each distribution has 500 bins spanning frofiEM to 100 VEM.

Distributions for intermediaté,,-angles are obtained via linear interpolation of the emgstines:

Fu(Sul01) = (1 =) £u(Splp1,1) +p fu(SilOu2, 1), (C.01)

with p = (0, — 6,1)/(0,,2 — 0,,1). A linear interpolation produces the correct mean and wagaof
the intermediatef,,, but not necessarily the right higher moments. Still, foarmtervales ing,,, the
approximation is good.

The signal distributions fat muons are derived from the distributions for one muon by-&oto/olution,
following Eg. (5.5.7). Performing a numerical auto-comut@n is computationally expensive. It takes
O(N*) time in the typical notation of informatics with as the number of muons ad = 500 as the
number of bins in the histogram. The evaluation of #1éS,,|6,,, k)-model has to be fast, because the
p.d.f. is called up tal0° times in the reconstruction of a single event. TherefgigsS,.|0,., k) is pre-
calculated up t& = 9 and approximated by a normal distribution for> 10 with mean and width

w==k / dzx fu(x]0,,1) (C.0.2)
2
o? =k (/dm? Ful@lf 1) — (/dmxfu(mww ) ) (C.0.3)
following the standard approach. The Central Limit theosssures thaf, approaches a normal distribu-
tion for largek.
Fig. C.1 shows the result of this implementation. Introdgdhe approximation & = 10 is acceptable,
but leads nethertheless to a visible discontinuity in trestoff,, (S,,|6,., k), as the normal approximation

ignores a tail towards large signals.
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Figure C.1: The plot illustrates the auto-convolution agwh to obtainf,(S,(0,,, k) from f,(5,|0,,1)
used in this study. Depicted are the p.df.85,|0,, k) for several values of at two muon inclinations
6,.. At k > 10, the auto-convolution is replaced by a Gaussian approidmzs described in the text. The
approximation can be noticed by a slight change in the shbg(s),(0,,, k).

Other authors point out [218] that the numerical computatid the auto-convolution for large is
faster, if it is performed in Fourier space. The charadierfanction of f,,(S,,10,,, k) is

Fu(8,10,, k) = / dS,, e SuSn £,(S,10,., k), (C.0.4)

— 00

Whereasﬁ‘u is the corresponding variable 6f, in Fourier space.
It has the useful property, that an auto-convolution is groerntiation

Fu(Sulb, k) = (Fu(8,10,01))", (C.0.5)

seee.g.ref. [147]. The characteristic functiofL(S’Mw#, 1) can be stored in memory. The time for the
exponentiation scales lik@(In k), so that the full auto-convolution in Fourier space tharesak(N In k)
time. A Fast-Fourier transformation [219] needs o6lyN In N) time to computef,, from f#. If k& is
large, this approach can provide a huge speed up.

The Gaussian approximation ¢f,(S,|0,,k) at largek may thus be completely avoided. Also, a
better interpolation irf,, is possible with characteristic functions. A first implertation of the Fourier-
based computation is included in tBéfline-HAS package [167], but still needs more refinement to run at
acceptable speed and is therefore not used in this study.
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Appendix

Reconstruction of SD and FD events:
technical detalls

SD event reconstruction

Fig. D.1 shows a flow chart of the module sequence used to sacahthe SD events described in Chap-
ter 6. The T4 selection of the recorded SD events is done wikparate program and described in
Appendix E. The rest of the reconstruction is implementeth AugerOffline-framework [137, 168].
The SD reconstruction is based &ffline-v2r5p7-Godot. The modul8dHorizontalReconstruction is
used in the internal revision number 8254. The source cotldofevision can be obtained online [167].

The Offline-reconstruction is based on a sequence of modules. Eachlenpeifiorms a specific task
and may be configured with a steering card. After the presing by the T4 selection program, the SD
events are read by theventFileReaderOG module. The raw SD event contains only FADC traces of the
signals in individual stations. The mod@eCalibratorOG performs the conversion of these FADC traces
to signals in units of VEM, as described in Chapter 4. It aladdithe signal start time in each trace with
the trace cleaning procedure described in Appendix E.

The SdEventSelectorOG module is the next step in the sequence. It implements tleetien of
lightning events, calculates whether the event passes3Herior criterion, and marks whether events if
they are in bad time period of data acquisition. The negessiteject certain periods of data acquisition is
explain in Chapter 8.

The SdPlaneFitOG module fits the shower direction using a model of a plane shéwwat moving
with the speed of light. This preliminary shower directisméquired in the next reconstruction steps which
are implemented in th8dHorizontalReconstruction module. This module performs the reconstruction
of the energy estimatak,, of the cosmic ray and the reconstruction of the shower doecising a model
of a curved shower front. The reconstruction of the enerdgiynesgor is based on models of the lateral
density of muonsy, in the shower at the ground levellgonProfile), the signal response of the SD
stations to such muon3gnkResponse), and the contribution of electromagnetic particles ts gignal
(EMComponent).

The SdEventPosteriorSelectorOG calculates whether the event passes the strict T5-Pasteitie-
rion. Finally, the event is written in the ADST-format [220Events in this format can be used in data
analyses or investigated with tBsentBrowser program.
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Figure D.1: Shown is a flow chart of the SD reconstruction afviaclined showers based on Offline

modules. The new module SdHorizontalReconstruction ikligigted. The reconstructed data is written
in the ADST format [220], which can be displayed with the BB¥owser program or used for analy-

ses. The reconstruction chain uses pre-selected SdT4tsexseimput, the station selection in the module
SdEventSelectorOG is turned off, it is only used for its ogedection flags (see text).



APPENDIX D. RECONSTRUCTION OF SD AND FD EVENTS: TECHNICAL DRILS

FD event reconstruction

The reconstructed FD events are taken from an official pridaiu§220], which is also based ddffline-
v2r5p7-Godot [137]. The FD event reconstruction describgdhapter 6 is implemented as the following
sequence of modules:

(1) EventFileReaderOG: Read the raw FD and SD event data.

(2) SdCalibratorOG: Find the signal start times in the triggered SD stationdcivhre regarded as part
of the event by the FD trigger as described in Chapter 4. Parfoe VEM calibration of the signals
in these SD stations.

(3) FdEventSelectorKG: Perform a basic event pre-selection, for example to chonleevents which
were recorded simultaneously with two FD buildings or whitdve many triggered SD stations.
Optionally reject laser shots.

(4) FdCalibratorOG: Convert the raw ADC signal in each camera pixel into courfits\d photons.
Correct for the overall SD-FD timing offset which is geneghtoy the different data acquisition
systems of the FD and the SD.

(5) FdPulseFinderOG: Locate the signal pulse in each pixel. Calculate the drtiwge for the pulse
and its integrated photon count.

(6) PixelSelectorOG: Reject isolated pixels with no close neighbors which aneegated by random
noise.

(7) FASDPFinderOG: Find the shower detector plane of the event. Reject pixéfey are incompati-
bility with this plane.

(8) HybridGeometryFinderOG: Find a SD station close the shower detector plane. Usedtsaki
arrival time together with the signal arrival times in thengaa pixels to reconstruct the distance and
orientation of the shower axis.

(9) FdApertureLightOG: Reconstruct the light profile of the shower at the apertfiteetelescope.

(10) FdProfileReconstructorKG: Reconstruct the energy loss profile of the shower, baseijbngro-
file at the aperture of the telescope, the reconstructedesteis, models of the atmospheric scatter-
ing of light, models of the emission of Cherenkov and fluoeese light, and a model of the invisible
energy of the shower. The integral of the profile yields thsitpan of the electromagnetic shower
maximumXp,ax and the shower energy.
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Appendix

SD event reconstruction: background
rejection

Trace cleaning

The current trace cleaning algorithm is based on ref. [1Th¢ algorithm starts at the level of the individual
PMTs of a station:

(1) Extract signal pieces from the full high gain trace offeBMT. A signal piece is defined by at least
n > 2 bins subsequent bins, where each bin has at least 3 FADC counts #imbaseline. Store
the start and stop index of the piece, calculate its integraignalS and peak signa$pea

(2) Join pieces of the first step separately for each PMTeBiace joined, if the gap between two pieces
is smaller than 20 + length of a first piece, and at least onkeofwo conditions is met:

(a) The first piece has a signg > 0.3 55, whereasS; is the signal of the second piece.
(b) The second piece has a peak sighiakkof less than 5 FADC counts above the baseline.

(3) Merge the signal pieces of different PMTs, so that onlg gBt of pieces remains. Overlapping
pieces between different PMTs are merged by enlarging itine wWindow of the piece and averaging
the signalsS; of the overlapping pieces.

(4) The start time of the merged trace of the station is detexdifrom the merged piece with the largest
integrated signal.

T4 selection

The T4 selection for very inclined showers [173] is based d@opadown approach. At the time of this
writing, the selection is done with a stand alone programraiavithin the AugeiOffline framework, but
work is in progress to intregrate it in the near future.

The T4 algorithm is applied after a preselection and theadlyelescribed trace cleaning. The preselec-
tion removes all known faulty stations and stations whi@hrast part of the regular SD grid (like the infill
described in Chapter 4). The algorithm starts withreselected and triggered stations, and then applies
the following steps:

(1) Setthe numbek of rejected stations to zero.

(2) Remove isolated stations. An isolated station has hems dne neighbor in a distande = 4.7 km
or less than two neighbors in a distante= 6.2 km. If n > 40, d; is reduced t3.4 km to save
computing time.

217



(3) Apply a preliminary reconstruction of the shower axis.

(a) Calculate the barycenter, according to

n—=k 1/3
Zi:1 7S /

Ty =
n—=k 1/3 ’
2im1 Si

(E.0.1)

whereas-; andsS; are the ground position and signal of the station. In the¥alhg, »; denotes
the station coordinates relative to the barycenter.

(b) Fit the model of a plane shower front model moving with speed of light to the signal start
timest;, while neglecting the individual altitudeg of each station with respect to the ground
plane

c((ti) —to) =—ar; & () =to— %(UT/; +vy;), (E.0.2)

with @ = (u,v,w)T as the shower incoming direction, as illustrated in Fig2§.9Free pa-
rameters of the model arg v, and¢y. An unique and fast solution for three parameters can
be obtained from the linear least squares method for paesrastimation, as describedérg.

ref. [147].

(c) The shower front fit is improved by approximately takimg @ltitude of the stations into ac-
count

1
(ti) = to — E(Uﬁ?;’ + vy; + woz;), (E.0.3)

whereasv, = \/max(0, 1 — u2 — v2) is the fixed vertical component of the normalised shower
direction from the first fit. Because, is not considered as a free parameter, the linear least
squares method can still be applied.

(d) If n —k = 3, refine the fit further by adding an approximate term for theesjgal shape of the
shower front

1
(t;) =to — E(MC/L + vy} 4+ w12, + w17} /(2dmax)), (E.0.4)
whereas? = 2/ + y/* — (ux} + vy})? is the radial distance to the preliminary shower axis

going through the barycenter and is the fixed value from the second fit. The radius of the
shower front sphere is roughly approximated herehy ~ 7.1 km/ cos 6.

(4) If n — k > 3, accept the current configuration under the following ctods:

(a) Physical values fag andv: u? 4+ v2 < 1.
(b) Small residuala\t; = |t; — (t;)]:

max(At;) < (n —2) min(w, 0.2) x 250 ns

2_i(Ati)?

3 < (n — 2) min(w, 0.2) x 200 ns

The factor(n — 2) relaxes the restriction in case of large events, taking &awount that the
shower front model is only approximate. The factoim(w, 0.2) tightens the restrictions as
the shower inclination grows, because the natural variahtiee arrival time is smaller in very
inclined showers as discussed in Chapter 3.

(c) Compact spatial configuration. The radial distanct the preliminary shower axis may not
be too large:

max(r;) < vVn —2 x 1.3km.
Again, the restriction is relaxed for larger showers.

(d) Configuration may not be aligned. The principal axes efdbnfiguration are calculated in the
ground plane. The length of both axes has to be largerGfsaiam.
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APPENDIX E. SD EVENT RECONSTRUCTION: BACKGROUND REJECTION

(e) The configuration still has to fulfill the T3 trigger cotidn, see Chapter 4.
If n — k = 3, accept the current configuration under a variation of thelitmns:

(a) Physical values fag andv: u? + v2 < 1.
(b) Atleast two stations with a integrated signal-to-pestior> 1.6.

(c) The sides of the triangle formed by the station positiares smaller thar2.8 km. The area
of the triangle is betweef.2 km and1.2 km. The lower limit on the area efficiently rejects
aligned configurations.

(d) The configuration still has to fulfill the T3 trigger cotidn, see Chapter 4.

(5) If the configuration is not accepted, increadey one. Repeat (2) and (3) with all possible combina-
tions of rejectingk stations, starting with the stations that have the lowegtads. Reject the event
altogether, ifc > n — 3.

Only the selected stations with signal, and the active temsstations are considered in the following
reconstruction steps. The rejected ones are marked aeataig triggered.
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Appendix

Event selection: examples of rejected
events

This appendix shows some example events which are rejegtedaity cuts applied to SD and FD events
in Chapter 6 and Chapter 7.

Fig. F.1 shows examples of events, which are rejected byEhse®ction. Example events rejected by
the cutsSdThetaMin andSdBadPeriod are not shown, they do not have a special signature.

e Fig.F.1(a) shows a typical class of events which are rejelayethe T4 algorithm. The footprint of
the event is not compact enough for the a reliable recortgiruof the shower energy and direction.

¢ Fig. F.1(b) shows an events, which did not pass the T5 seteds the station with the largest signal
(the bottom left) is not surrounded by six active stationke Tore position of such an event is not
well constrained by data, which would result in large stiiés and systematical uncertainties of the
reconstructed energy and direction.

e Fig. F.1(c) shows a spectacular example of a less commos afa&vents, which are rejected by the
T5 selection. Events such as this one pass the T5-Prioriariteit not the T5-Posterior one. This
particular very inclined showe# (=~ 83°) fell into a hole in the array, thus the stations close the to
core are missing.

It happens sometimes in near horizontal showers, thatatieswith the largest signal is not the one
closest to the shower core. In this event, the station wigHdlgest signal is in the early part of the
event above the hole and had six active neighbors, thus itblasto pass the Prior T5 requirement.

e Fig. F.1(d) shows an event with is rejected by the cut on thélzangle. The near horizontal shower
has a reconstructed zenith angle of algiiit The event illustrates the butterfly structure of the muon
density profile in the shower front plane well, which appeemny strongly at these inclinations (see
Chapter 5). Projected on the ground, the butterfly strudtures into the shape of a mirrored "S” of
the footprint.

The reconstruction is biased in case of these near horizeimtavers and therefore they are rejected.

Fig. F.2 and Fig. F.3 show events, which are rejected by the@ity cuts. Fig. F.2(a)-(c), the right
side of Fig. F.3(a), Fig. F.3(b), and Fig. F.3(d) show thergnéoss profile of the shower as a function of
the slant depth, the red curve represents the fit of the Gditilas formula to the data. The point at the
maximum shows the uncertainty of the position of the showeximum with the horizontal error bars, and
the uncertainty of the normalisation of the Gaisser-Hif@snula with the vertical error bars. The quality
of the fit is indicated by the reduced value in the top right corner of the plot.

Fig. F.2(d) shows the detected photon flux at the camera arfdetttion of Cherenkov light contributing
to this photon flux. The latter is estimated by the reconsibuclgorithm. Several types of Cherenkov
light are distinguished by different colors, important folowing discussion is only the total sum.

221



E E |
=880 S 14F
37 L
F 12~ c e
36 L R /
351 101~ o
34? 8}
33F [
32E °r
g \. r
31 ar
Goidons i luionliiiadoniailine i lon o liie Lo vl b b b b
46 47 48 49 50 51 52 53 54 22 24 26 28 30 32
x [km] x [km]
(a) SdT4Level: Event 4162698. (b) SdT5Level - Prior T5: Event 4776361.
Eeor oo E o,
N o T VT P T P
55; ] e e e e 35 ;BODODDQDZ eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeee
: R oue o o woowcﬂa Soi:D:azaza:(’:u:o:o:a aaaaaaaaaaaaaaaaaaaaaaaa
5077 o ° o ° E aaaaaaaaaaaaa / eeeeeeeeeeee
5 oooooooooooo .,\Eﬁ 25;° aaaaaaaaaaaaaaaaaaaaaaaaa uaoauao
45? aaaaaaaa E aaaaaaaaaaaaaaaaaaaaaa .-. aaaaaaaaaaaaaaa
AU Daaec . . 203:: ooooooooooooooooooo .. uuuuuuuuuuuuuuuu
ooooooooooo o o o :QODDDQDQDDDDuoeuace.u'a..aauaaeauaoc
407 aaaaaaaaa e - o o 15fc ¢ o o 00 0o @0 - o o o
o o . 4 o @ ® o o o [e 606006000 ® o 0 0 o0 o o
OOOOOOOO e Foeeecc o oo
B 10 -
Bl T e Y 1 (PR AN PRTRAIN BRI AFREVAFIN ARFATR BRI I
5 10 15 20 25 30 25 30 35 40 45 50 55
x [km] X [km]
(c) SdT5Level - Posterior T5: Event 1868111. (d) SdThetaMax: Event 2924050.

Figure F.1: The plots show examples of SD events in a top viethe SD array, which are rejected by the
SD event selection used in this work. Colored circles regmesiggered stations. The color indicates the
arrival time of the signal, blue are early signals, red lag@als. Full and open circles represent stations
with recorded signals. The radii of the circles are propodi to the logarithm of the recorded signal. Dark
small gray circles represent represent active untriggstiaibns, light small gray circles represent stations
that are inactive at the time of the event or not yet deployeithé field. The shower core is indicated by
a black point with error bars. The arrival direction of th@sfer projected on the ground is indicated by a
black line which ends in the shower core point. The plots aker from theEventBrowser in the ADST
package [220].
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APPENDIX F. EVENT SELECTION: EXAMPLES OF REJECTED EVENTS
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Figure F.2: First set of examples of FD events, which arectegeby the quality cuts used in this work
(see text). The Auger ID is shown below each example. Thes jgla taken from the EventBrowser in the
ADST package [220].
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(c) FdPixel: Event 200713704719 (Los Morados).  (d) FdTrackLength: Event 200635101702 (Coihueco).

Figure F.3: Second set of examples of FD events, which aeetezj by the quality cuts used in this work
(see text). The Auger ID is shown below each example. The plat taken from the EventBrowser in the
ADST package [220].
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APPENDIX F. EVENT SELECTION: EXAMPLES OF REJECTED EVENTS

Fig. F.2(e) and Fig. F.2(f) show the top view of the SD arraymaBig. F.1. Additionally, the pattern
filled ellipse indicates the reconstructed core positiothefFD.

The left side in Fig. F.3(a) and Fig. F.3(c) shows a view of ¢henera pixels The colored pixels are
triggered pixels which survived the pixel selection altjum, the color indicates the arrival time; blue is
early, red is late. Gray pixels have triggered but are regebly the pixel selection. The black region at the
top in Fig. F.3(a) indicates the cloud level in the field ofwief the camera. The red curve indicates the
position of the shower detector plane fitted to the pixel data

No example events for the cui&iThetaMin andFdMieDatabase are included, as event rejected by
these cuts do not have a special signature.

Fig. F.2(a) shows a typical event, that has its shower maximutside the field of view of the camera.
The reconstructed parameters of such events have larggisthand systematical uncertainties, and
are therefore rejected. In some way, the cut is similar taltheriteria in surface events.

Fig. F.2(b) shows a comparably far shower with an energyrata0'® eV. The photon flux at the
camera is low, which propagates into a low resolution of thegrated energy.

Fig. F.2(c) shows a high energy shower, which had its showsedmum very above the center of
the array, with a direction quite close to the camera axighimcase, the resolution of the camera
pixels is not fine enough to resolve the point of the showerimarm well, as opposed to the sit-
uation of a close shower which is seen from the side. For tladitgof the reconstructed energy,
this is a comparably weak cut, because it mostly rejectstswehich are also dropped by the cuts
FdDistanceXmaxFoV and FdRelativeEnergyUncertainty.

Fig. F.2(d) shows an event, where the shower direction wasckese the camera axis, and therefore
most of the light in the camera is actually Cherenkov light aat fluorescence light. We trust the FD

reconstruction to handle such events up to a fractid®gf. There are not enough events with larger
fractions to conclude, whether they introduce a bias or filogy are cutted away to be conservative.

Fig. F.2(e) shows an example event, which was dropped bechasstation with the largest signal
was too far away from the reconstructed shower core on thengro

Fig. F.2(f) shows an example event, which was dropped becghawver fell into outside the array. To
properly derive the trigger probability of the SD from FD higls, such events have to be excluded.

Fig. F.3(a) shows an event, which was rejected due to a bad fiteoGaisser-Hillas function to
the energy loss profile. The camera view indicates, that legver passed through a thin cloud.
The sharp second maximum may be caused by Cherenkov ligittrechby the cloud. Currently,
there is no cloud rejection algorithm for the FD reconsinrctwhich is why such events need to be
recognised and rejected through the quality of the fit of thes&er-Hillas formula.

Fig. F.3(b) shows a distant event, which triggered only agewls. The observed energy loss profile
is also compatible with the fit of a line, which means that tresSer-Hillas function is not well
constrained by the data and therefore the event is reje&ibough the cut is well motivated, it
shows only little effect on the optimisation analysis.

Fig. F.3(c) shows an event with only five pixels. The precistd the reconstructed shower axis
depends on the number of pixels, as does the resolution shilv@er maximum.

Fig. F.3(d) shows an event, which is dropped because ofdtg slack length in the camera.
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Appendix

Cosmic ray flux: tables and consistency
checks

The unfolded cosmic ray flux(E) in the energy range frorm'8 eV to 102° eV derived from fluorescence
detector calibrated surface detector events is present€tiapter 8. The tables Table G.1 and Table G.2
present the numerical result of that chapter.

Two cross-checks are applied to the raw fligy, which is not unfolded and thus statistically simpler to
handle because there there are no bin-to-bin correlatfemsthe sake of these cross-checks the unfolding
is irrelevant. The results are shown in Fig. G.1.

The density profilevam(h) of the atmosphere over the southern Pierre Auger Obsewat@anges
during summer and winter. This can have a small impact onrthéuyced number of muons,, during the
shower development and produce shifts in the SD reconsttuctsmic ray energifsp < N,,, as discussed
in Chapter 5. The impact can be estimated by comparing the/flihmercollected during October to March
with the flux collected during April to September in each yddo summer-winter effect is found within
the statistical resolution.

There could be an unknown time evolution in the data. The datdity could have improved or
degraded over the five years of data acquisition between/@D@A and 2009/01/01. The cosmic ray flux
has to be time independent. The data is tested against dleossie dependence by comparing the flux
Jearly COllected up to 2007/07/17 with the fluke after this date which divides the collected SD exposure
in two equal halves. No effect is found within the statidtiesolution.
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Table G.1: The table shows the unfolded cosmic ray fl{¥) obtained from FD calibrated SD events

in the zenith angle rangé0° < 6 < 82°.

The flux is normalised to an arbitrary constaht =

107 m~2s~'sr~'eV~!. Three systematic uncertainties are distinguishe\{./] caused by uncertain-

ties in the FD energy scaleyJ.J] caused by the uncertainties in the unfolding, afif[J] caused by the
uncertainty in the SD exposure. The covariance matrix isvghia Table G.2.

index lg(E/eV) J/J. AJES . ATK T AJg2) T,
1 18.0 — 18.3 5912 e e 177
2 18.3— 185 690 ol o 21
3 18.5 — 18.7 170.28 e ARER 5.11
4 18.7 — 18.9 44.75 R T30 1.34
5 18.9 — 19.1 13.71 +8ad o 0.41
6 19.1—19.3 3.61 t3a o5 0.11
7 19.3-19.5 0.992 e D 0as 0.030
8 19.5 —19.7 0.275 e i 0.008
9 19.7 - 20.0 0.0196 o oios o 0e 0.0006

Table G.2: Shown is the statistical covariance matrix offttve J(E) in Table G.1. The diagonal entries
in bold type represent the relative uncertainfyi]/.J. The off-diagonal entries represent the correlation
coefficients. The indicesand; correspond to the index in Table G.1.

i\ 1 2 3 4 5 6 7 8 9
1 0.0073
2 -0.4030 0.0194
3 0.1098 -0.3557 0.0246
4 -0.0171 0.0678  -0.2528 0.0320
5 -0.0109 0.0232 -0.0186 -0.0600 0.0383
6 0.0094 -0.0243 0.0451 -0.0879 0.0855 0.0541
7 -0.0039  0.0095 -0.0205 0.0473 -0.1123 0.20720.0758
8 0.0005 -0.0029 0.0045 -0.0088 0.0308 -0.1217 0.3320.1006
9 0.0007 0.0029 -0.0002 -0.0047 0.0025 0.0082 -0.1112 6.39D.2758
[} [}
B B ]
= 04 — ~ 0.4- -
g -~
”,’; 0.2 1 B 1,02 B
E L H‘ | LT = 7‘7 ‘
a2 0 B e e e 0t -
= T T ] IR
\ ] \ \ [
—0.2 ——data ] —0.2] ——data I
— fit 1—fit
—0 44 C =-0.014+ 0.010 L —0 44 C =-0.007+ 0.010 el
0.4 X2, = 8.5/14 = 0.6 0.4 X, =7.5/14=05
18 18.5 19 19.5 20 18 18.5 19 19.5 20
lg(E/eV) lg(E/eV)
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Figure G.1: The points compare the relative difference betwpairs of flux estimates, which are described
in the text. The solid lines are fits of a constéhto the data points. The value 6fis given in the legend.
Thex? shows the significance of a possible deviation frore= 0.
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