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Summary
Form factors are matrix elements of local operators between scattering states, and

are interesting off-shell objects in any QFT. The main objective of this thesis is to

compute form factors perturbatively in the world-sheet theory describing strings in

AdS5×S5, in the Landau–Lifshitz model and in a number of its generalizations.

The S-matrix bootstrap allows to determine completely the scattering processes of

an integrable two-dimensional QFT. The world-sheet theory for type IIB superstrings

in AdS5×S5 is believed to be integrable and the S-matrix has been computed, though

we do not have a complete bootstrap program for the form factors yet. This would

amount to solving the relevant set of form factor axioms. These are consistency con-

ditions which, for a massive integrable relativistic theory, can be derived from the

validity of the LSZ formalism and the hypothesis of “maximal analyticity”, and allow

in principle to write any form factor explicitly from the knowledge of the S-matrix.

Analogous axioms for the world-sheet have been proposed, however finding a gen-

eral solution for said axioms is still an open problem.

Perturbative form factor calculations have been already carried out for the su(2)

sector of the world-sheet string. One of the goals of this thesis is to extend this com-

putation of the tree-level three-particle form factor to the full theory. We also discuss a

particular configuration, the so-called diagonal form factors, which are related to the

structure constants of “Heavy-Heavy-Light" three-point functions in the string field

theory.

We also study the Landau–Lifshitz model, a non-relativistic theory that can be

obtained as a thermodynamic limit of the Heisenberg XXX1/2 spin chain, which is

related to the dilatation operator in N = 4 SYM. The LL model also emerges as a

double limit of the AdS5×S5 string, and it has proved a useful tool in the context of the

AdS/CFT correspondence to better understand the matching between the energies of

on-shell string states and the anomalous dimensions of SYM operators. To study the

higher-order contributions, we will work with a generalized LL model which includes

all the terms allowed by symmetry at that order with generic constants. These can be

fixed to match the “gauge”- or “string”-LL model, since it has been proved that the

two models match only up to O(λ2).

The Landau–Lifshitz action has also been used to explain how the world-sheet
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form factors could be matched to spin-chain matrix elements and consequently to

structure constants of tree-level gauge theory three-point functions. Moreover, the

structure of the LL model allows the perturbative computation of the S-matrix and

the form factors to all loops. The final goal of this thesis is to compute all-loop form

factors in the generalized LL model derived from the world-sheet string, and compare

the leading- and first-order results to the known form factors in the corresponding

spin chain.



vii

Acknowledgements
I wish to thank first and foremost my supervisor Tristan McLoughlin for his guid-

ance. He has always been happy to help, gently pushing my work in the right di-

rection and patiently clarifying any doubt I had. Needless to say that without his

support and understanding this thesis would not exist.

I am grateful to everyone in the School of Mathematics at Trinity College Dublin

for creating a pleasurable and stimulating environment, including many entertaining

lunches and many interesting seminars. In particular I wish to thank Sergei Frolov,

Manuela Kulaxizi, Jan Manschot, Tristan McLoughlin, Andrei Parnachev, Samson

Shatashvili, Stefan Sint, and Dmytro Volin.

I also thank my fellow Ph.D. students Argia, Christian, David, Georgios, Kiko,

Martijn, Philipp, not only for the useful weekly discussions. A special thank-you

goes to Philipp and Christian for sharing the office and the whole experience.

Thanks to all the people I have met during conferences and seminars, especially

the organizers and participants of the Young Researcher School of Integrability in

Durham and the follow-up in Dublin.

Finally, I have to thank my parents, Danilo and Monica, along with the rest of

my family: this experience would not have been possible without their continuous

support.





ix

Contents

Declaration iii

Summary v

Acknowledgements vii

1 Introduction 1

1.1 The AdS/CFT correspondence . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Integrability in AdS/CFT . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3 Form Factors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.4 The Landau–Lifshitz model . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.5 Plan of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2 Superstring theory on AdS5×S5 7

2.1 The AdS5×S5 superstring . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.1.1 The bosonic string . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.1.2 The uniform light-cone gauge . . . . . . . . . . . . . . . . . . . . 9

2.1.3 The action for the AdS5×S5 string . . . . . . . . . . . . . . . . . 12

The coset action . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

Light-cone gauge . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

Decompactification limit . . . . . . . . . . . . . . . . . . . . . . . 14

The large tension expansion . . . . . . . . . . . . . . . . . . . . . 15

The p̂su(2|2) algebra . . . . . . . . . . . . . . . . . . . . . . . . . 17

The world-sheet action . . . . . . . . . . . . . . . . . . . . . . . . 18

2.1.4 Quantization in light-cone gauge . . . . . . . . . . . . . . . . . . 19

2.1.5 The world-sheet S-matrix . . . . . . . . . . . . . . . . . . . . . . 22

2.2 World-sheet symmetries . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.2.1 Zamolodchikov–Faddeev algebra . . . . . . . . . . . . . . . . . 23



x

2.2.2 Charges and currents . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.2.3 Hopf Algebra interpretation . . . . . . . . . . . . . . . . . . . . . 26

2.2.4 Adjoint actions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.2.5 A linear basis and a dual algebra . . . . . . . . . . . . . . . . . . 35

2.2.6 Asymptotic symmetries . . . . . . . . . . . . . . . . . . . . . . . 44

3 Integrability in the AdS/CFT correspondence 47

3.1 N = 4 supersymmetric Yang–Mills theory . . . . . . . . . . . . . . . . . 47

3.1.1 The N = 4 SYM action . . . . . . . . . . . . . . . . . . . . . . . . 47

3.1.2 N = 4 SYM symmetries . . . . . . . . . . . . . . . . . . . . . . . 48

3.1.3 Primary operators and scaling dimensions . . . . . . . . . . . . 50

3.1.4 Correlation functions . . . . . . . . . . . . . . . . . . . . . . . . . 51

3.1.5 Spin chains and N = 4 SYM . . . . . . . . . . . . . . . . . . . . 53

3.2 The Bethe ansatz for the XXX1/2 spin chain . . . . . . . . . . . . . . . . 55

3.2.1 The Heisenberg XXX spin chain . . . . . . . . . . . . . . . . . . 55

3.2.2 The coordinate Bethe ansatz . . . . . . . . . . . . . . . . . . . . . 57

3.2.3 The algebraic Bethe ansatz . . . . . . . . . . . . . . . . . . . . . . 60

4 Form Factors 63

4.1 Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.1.1 Generalized form factors . . . . . . . . . . . . . . . . . . . . . . . 63

4.1.2 Diagonal form factors . . . . . . . . . . . . . . . . . . . . . . . . 65

Finite volume . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.1.3 Form factor axioms . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.2 Perturbative calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.2.1 Perturbative world-sheet form factors . . . . . . . . . . . . . . . 71

World-sheet propagators . . . . . . . . . . . . . . . . . . . . . . . 72

One-particle form factors . . . . . . . . . . . . . . . . . . . . . . 73

Three-particle ff: bosonic operators . . . . . . . . . . . . . . . . . 74

Three-particle ff: fermionic operators . . . . . . . . . . . . . . . 76

4.2.2 The form factors in the near-flat limit . . . . . . . . . . . . . . . 77

4.2.3 Perturbative symmetries . . . . . . . . . . . . . . . . . . . . . . . 80



xi

5 The Landau–Lifshitz model 85

5.1 The Landau–Lifshitz model and the AdS/CFT correspondence . . . . 85

5.1.1 The LL action . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

5.1.2 Spin chains and the LL model . . . . . . . . . . . . . . . . . . . . 86

5.1.3 The LL model as a limit of the light-cone string action . . . . . . 88

5.1.4 The SU(3) LL model . . . . . . . . . . . . . . . . . . . . . . . . . 90

5.2 The generalized LL model . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5.2.1 Perturbative Quantization . . . . . . . . . . . . . . . . . . . . . . 93

5.2.2 The action of the generalized LL model . . . . . . . . . . . . . . 95

5.2.3 Feynman rules . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

5.2.4 The Landau-Lifshitz S-matrix . . . . . . . . . . . . . . . . . . . . 98

5.3 Diagonal form factors in the Landau–Lifshitz model . . . . . . . . . . . 101

5.3.1 |ϕ|2-Operator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

5.3.2 |ϕ|4-Operator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

5.3.3 The spin-chain S-matrix and its LL limit . . . . . . . . . . . . . . 109

5.3.4 Form Factors from the XXX spin-chain . . . . . . . . . . . . . . . 112

5.4 Form Factor Perturbation Theory . . . . . . . . . . . . . . . . . . . . . . 118

5.4.1 Marginal Deformations . . . . . . . . . . . . . . . . . . . . . . . 120

5.4.2 Deformed Landau-Lifshitz . . . . . . . . . . . . . . . . . . . . . 121

5.4.3 Deformed LL from Form Factor Perturbations . . . . . . . . . . 123

Conclusions 129

A Introduction to the S-matrix 131

A.1 The definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

A.2 S-matrix bootstrap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

B Global Symmetry Currents 135

C Asymptotic Fields 139

D Hopf Algebra Consistency Conditions 141

E AdS strings/gauge theory duality 143

F Higher-Order Potential Terms 145



xii

Bibliography 147



xiii

Ai miei genitori





1

Chapter 1

Introduction

1.1 The AdS/CFT correspondence

The idea of a correspondence between a gauge theory of particle interactions and a

theory describing vibrating strings has its roots in the attempt to give an adequate

description of strongly correlated quantum field theories (QFT), such as quantum

chromodynamics (QCD), which describes quarks and gluons. In particular, the goal

was to gain novel insights into the strong regime of QCD through the study of a dual

theory at weak coupling.

After much progress on the string theory side, the turning point was Maldacena’s

seminal paper [2] in 1997, where he proposed a relationship (duality) between su-

perstrings on anti-de Sitter (AdS) backgrounds and (super)conformal field theories

(CFT), which is now known as the AdS/CFT correspondence or more generally as

gauge/gravity duality. In particular, he noticed that the type IIB string on the ten-di-

mensional curved background AdS5×S5 was related toN = 4 supersymmetric Yang–

Mills theory (SYM) with gauge group SU(N). The assumption is that the two theories

are equivalent in the sense that we can build a precise dictionary between the objects

on the string side and those on the gauge side, and computations of corresponding

physical quantities yield identical results. The starting point for the comparison is the

following conjectured relation between the parameters of the two theories

R4

α′2
= g2

YM N , 4πgs = g2
YM , (1.1.1)

where gYM is the SYM coupling constant, N the degree of the gauge group, gs the

string coupling constant, (2πα′)−1 the string tension, and R the radius of the AdS5
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and S5 spaces.

A key characteristic of the gauge/string duality is that it relates strongly coupled

sectors on one side to weakly coupled sectors in the corresponding theory. Thus it

provides a method to study perturbatively the strongly interacting regime of gauge

theories, and it also allows to explore quantum gravity through gauge theory com-

putations. On the other hand, the strong-weak relations make testing the AdS/CFT

correspondence a challenging task. Crucial steps in this direction were made in 2002

by Berenstein, Maldacena and Nastase [3] and by Minahan and Zarembo [4].

At first the analysis was focused on the low-energy limit of specific string so-

lutions and protected SYM operators, i.e. those not receiving quantum corrections,

the goal being to compare the energy of the strings with the conformal dimensions

of the operators (the eigenvalues of the dilatation operator). The idea of BMN was

to consider instead a particular limit1 of the AdS5×S5 string, which corresponds to

unprotected operators with large R-charge. Minahan and Zarembo noticed that the

terms in the λ-expansion of the dilatation operator D are equal to the Hamiltonian of

some integrable spin chain [4], which is a one-dimensional lattice model with a spin

representation in every site. This means that we can find the loop corrections to the

classical dimension by solving the corresponding spin chain. The computations are

greatly simplified since we can utilize the useful tools of integrability built over the

years, starting from Bethe’s 1931 ansatz method [5] to solve the spectral problem, i.e.

to find eigenvalues and eigenvectors of the spin-chain Hamiltonian.

1.2 Integrability in AdS/CFT

The integrable structure in N = 4 super Yang–Mills, and in the corresponding string

theory, is of the type usually associated with two-dimensional systems, such as the

Heisenberg XXX1/2 ferromagnet. This is the first example of a non-trivial four-dimen-

sional integrable theory, and it has led to a great improvement in our understanding

of both string theory and SYM, see [6] for a detailed review. In principle, integrability

allows to obtain any quantity of the theory exactly (non perturbatively), though in

1BMN studied strings on the plane-wave background, which can be obtained as a Penrose limit of
AdS5×S5. However, in order to obtain the complete algebraic structure (two centrally extended su(2|2))
we actually need to start from the string on AdS5×S5.
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practice we expect to be able to write down the equations but not always to be able to

solve them.

To see how integrability emerges in the AdS/CFT correspondence, we need to re-

call that in conformal theories, the structure of the two-point functions is completely

determined by their conformal dimensions, i.e. the eigenvalues of the dilatation op-

erator D. For small values of the ’t Hooft coupling λ = g2
YMN, theN = 4 super-Yang-

Mills (SYM) dilatation generator can be computed perturbatively as

D =
∞

∑
r=0

(
λ

16π2

)r

D2r . (1.2.1)

If we restrict ourselves for simplicity to single trace operators composed of just two

types of complex scalars, that is an su(2) sub-sector of the full theory, the one-loop

part can be mapped to the Heisenberg XXX1/2 spin-chain Hamiltonian [4]

H = 2
L

∑
`=1

(1− P`,`+1) , (1.2.2)

where P`,`+1 is the permutation operator acting on sites ` and `+ 1. The eigenvalues

and eigenvectors of the spin-chain Hamiltonian (1.2.2) can be found by using integra-

bility techniques such as the coordinate Bethe ansatz [5] or the algebraic Bethe ansatz

(reviewed in [7]), where we can write explicitly the conserved charges to show the in-

tegrability of the model. Higher orders in λ in the expansion of the dilatation operator

(1.2.1) correspond to Hamiltonian of spin-chains with longer range interactions.

1.3 Form Factors

Integrability in a two-dimensional quantum field theory greatly constrains the pos-

sible outcomes of a scattering process. We have that there is no particle production,

the set of the momenta of the final state is identical to the one for the initial state,

and the scattering between n particles factorizes into a product of 2 → 2 scattering

processes. The S-matrix is the quantity describing the scattering, and thus in an in-

tegrable QFT in two dimensions the two-particles S-matrix completely determine the

on-shell properties of the theory. The S-matrix can be derived from the symmetries of
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the theory, with the assumptions of unitarity and analyticity, thanks to the bootstrap

program [8], see also [9].

The S-matrix can also be used to calculate off-shell quantities, such as the form

factors, which are matrix elements of local operators between scattering states. Ex-

plicitly we can define the form factor of the operator at the origin O(~x = 0) in terms

of the particles’ momenta pi as

FO;i′m,...,i′1
i1,...,in

(p′m, . . . , p′1|p1, . . . , pn) =
i′m,...,i′1

〈
p′m, . . . , p′1

∣∣O(0) |p1, . . . , pn〉i1,...,in
. (1.3.1)

According to the bootstrap approach, in principle we should be able to derive the

form factors for an integrable two-dimensional QFT from the knowledge of the S-

matrix and the symmetries of the theory, solving the so-called form factor axioms

[10]. The axioms are a set of consistency conditions, which have been written for

a relativistic theory in [11] and for the world-sheet string in [12, 13], though their

general solutions are not known.

The diagonal form factors are a special class of form factors in which the two

asymptotic states are taken to be identical, i.e. n = m and |p′1, . . . , p′m〉 = |p1, . . . , pn〉

in (1.3.1). These are particularly interesting in the context of the AdS/CFT correspon-

dence as they are related to the structure constants of “Heavy-Heavy-Light" three-

point functions [14, 15]. It was proposed in [14] that the dependence of structure

constants on the length, L, of the heavy operators is given by finite volume diagonal

form factors in integrable theories. This was confirmed at one-loop in [16] and, based

on the Hexagon approach [17], at higher loops in [18, 19]. More generally, diagonal

form factors are related to the study of non-integrable deformations of integrable the-

ories [20] and can be used to determine the corrections to the vacuum energy, mass

matrix and S-matrix.

1.4 The Landau–Lifshitz model

In [12, 13], when studying world-sheet form factors in the context of the AdS/CFT

correspondence, the Landau–Lifshitz action was used to explain how they could be

matched to spin-chain matrix elements and consequently to structure constants of

tree-level gauge theory three-point functions. The Landau–Lifshitz (LL) model [21]



1.4. The Landau–Lifshitz model 5

is a non-relativistic σ-model on the unit sphere, which was originally introduced to

describe the distribution of magnetic moments in a ferromagnet. The equations of

motion includes the Heisenberg ferromagnet equation as a special case

∂~n
∂t

= ~n× ∂2~n
∂x2 (1.4.1)

where ~n(x, t) is a three-dimensional vector living on the unit sphere, ~n ·~n = 1. In

large part because it was found to be integrable [22], this model has subsequently

been the focus of a great deal of interest in a number of different contexts. It has

played a significant role in the study of the AdS/CFT correspondence where it acted

as a partial bridge between the spin-chain and string descriptions of gauge invariant

operators.

In the thermodynamic limit the low-energy excitations about the ferromagnetic

vacuum are described by an effective two-dimensional LL action [23, 24] and the same

LL action can be found as the so-called “fast-string" limit of the bosonic string action

on R×S3 [24, 25, 26]. This proved a useful tool in developing the understanding of

the match between the energies of on-shell string states and anomalous dimensions

at this order. Generalizations of the LL action describing larger sectors of the gauge

theory were studied in [27, 28, 29, 30] and a psu(2, 2|4) LL model arising from the

thermodynamic limit of the complete one-loop N = 4 SYM dilatation generator was

constructed in [31].

Extending the analysis beyond the leading order in λ results in a generalized LL

action with higher-derivative terms. The effective LL action to O(λ2) was found in

[25], however beyond O(λ2) the two LL actions following from the spin-chain and

string theory disagree. The “gauge"-LL action to order λ3 was found in [32] by in-

cluding all six-derivative terms allowed by symmetries and fixing the coefficients by

matching with the energies of known solutions and was shown to disagree with the

“string"-LL action following from the fast-string limit (see also [33, 34, 35]).

The LL model and its generalizations can of course be considered as two-dimen-

sional integrable quantum field theories in their own right and their quantization

studied. The quantization of the anisotropic LL model was studied by means of the

quantum inverse scattering method and involves a number of subtleties [36]. An
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alternative approach is to formally introduce a small parameter and perform a per-

turbative calculation [34, 32, 35]. This can be efficiently carried out by using the Feyn-

man diagrammatic expansion, with the small parameter acting as a loop counting

parameter, and then attempting to resum all the resulting diagrams. The quantum S-

matrix for the LL model was computed in this fashion in [37] and generalized in [38]

to include higher-order λ corrections. In an integrable theory it is expected that the

three-particle S-matrix factorizes into the product of two-particle S-matrices, however

due to the subtleties of the LL model this is non-trivial and has only been explicitly

demonstrated at one-loop [39], see also [40].

1.5 Plan of the thesis

We begin in Chapter 2 by reviewing the world-sheet string theory on AdS5×S5 in the

uniform light-cone gauge. We will discuss its large tension limit and its quantiza-

tion in the decompactification limit. The world-sheet symmetries in the Hopf algebra

interpretation will also be examined.

We then turn to N = 4 SYM in Chapter 3, presenting the dilatation operator with

the goal of highlighting how integrability emerges in the AdS/CFT correspondence.

Motivated by the connection to the spin-chains, we will review the Bethe ansatz for

the XXX1/2 Heisenberg spin chain and explain how it can be interpreted algebraically.

In Chapter 4 we introduce the form factors for a generic two-dimensional theory

and analyze in detail their properties in the world-sheet string case. We will then

present some perturbative results, including the complete tree-level three-particle

form factor for the world-sheet string.

Finally in Chapter 5 we introduce the Landau-Lifshitz action and study its prop-

erties. We will show how it is feasible to compute perturbatively form factors to all

loops and compare our results with the spin-chain form factors calculated in [16].
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Chapter 2

Superstring theory on AdS5×S5

String theory is the extension to one-dimensional objects (strings) of the relativistic

description of the point-like particles, see [41] for an introduction to the subject. More

specifically, we are interested in strings on the curved AdS5×S5 background in the

uniform light-cone gauge, which we will introduce in this chapter following [42]. We

will also discuss the algebra p̂su(2|2), i.e. the algebraic structure of the resulting string

theory, and the action of the symmetries on the fields.

2.1 The AdS5×S5 superstring

2.1.1 The bosonic string

We will start from the usual action for a particle in a generic N-dimensional space

with metric GAB

A = −m
∫

ds = −m
∫

dτ
(

GAB ∂τXA(τ)∂τXB(τ)
)1/2

, (2.1.1)

where A, B = 1, ..., N and ∂τ is the (partial) derivative with respect to τ. The world-

line of the particle is replaced by the world-sheet, i.e. the two-dimensional surface

in space-time swept by the string, parametrized by (τ, σ) or equivalently (σ0, σ1). If

we define the world-sheet space σ in the interval −L/2 ≤ σ ≤ L/2, where L is the

length of the string, then the time-evolution of the end-points of the string will be

described by XA(τ,−L/2) and XA(τ, L/2). The strings satisfying XA(τ,−L/2) =

XA(τ, L/2) are called closed, while the ones with distinct end-points are called open.

In the following, we will consider closed strings, for which the coordinate σ is periodic

with period L and the world-sheet is a cylinder.
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Introducing the world-sheet metric γij(τ, σ) with Lorentzian signature (−,+), the

action for the classical string can be written as a σ-model [43]

A = − 1
4πα′

∫ L/2

−L/2
dσdτ

√
−γγijGAB∂iXA∂jXB , (2.1.2)

where γ and γij are respectively the determinant and the inverse of γij(τ, σ), and ∂0

(∂1) is the partial derivative w.r.t. τ (σ). Moreover, α′ is the string (Regge) slope, re-

lated to the string tension T through T−1 = 2πα′, and the dependence of the field XA

on the world-sheet coordinates is understood. The action (2.1.2) is called the Polyakov

action and describes only commuting particles, i.e. bosons. Its generalization to in-

clude fermions will be discussed in Section 2.1.3.

Let us consider now the symmetries of the Polyakov action (2.1.2). We have the

usual Poincaré invariance and two additional local symmetries, namely the reparam-

eterization invariance for the two worldsheet coordinates τ, σ and the so-called (two-

dimensional) Weyl invariance, which is a local rescaling of the world-sheet metric

XA(τ, σ)→ XA(τ, σ) , γij(τ, σ)→ e2χ(τ,σ)γij(τ, σ) , (2.1.3)

where χ is an arbitrary (scalar) function of the world-sheet coordinates.

These gauge symmetries can be used to simplify the action, removing the unphys-

ical degrees of freedom of the theory. For example, we could fix the auxiliary metric

γij to the flat space metric1 ηij. However, with this choice we lose information, namely

the equations of motion for the energy-momentum tensor2

Tij ≡
−2√
−γ

δA
δγij = 0 . (2.1.4)

As a consequence we have to impose the equations (2.1.4) as additional conditions,

which are called Virasoro constraints. Let us note that since the energy-momentum

tensor is symmetric T01 = T10 and traceless −T00 + T11 = 0, we have only two inde-

pendent equations. For example, in flat space they are

T00 =
1
2
(Ẋ2 + X́2) = 0 , T01 = Ẋ · X́ = 0 , (2.1.5)

1There are three degrees of freedom in the metric γij and we can fix two from the reparameterization
symmetry and one from the Weyl symmetry.

2In string theory there is usually an additional factor of −2π in the definition for convenience.
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where the dot and prime stand for the derivative w.r.t. τ and σ respectively. This

analysis highlights the basic features of the gauge fixing of (2.1.2), as we will see more

precisely in the following for a particularly convenient choice: the light-cone gauge.

2.1.2 The uniform light-cone gauge

We will now introduce the uniform light-cone gauge for the bosonic string action

(2.1.2) with the AdS5×S5 metric, following [42]. Let us single out two coordinates,

e.g. a time-like coordinate t and an angle φ, and assume that the theory is invariant

under shifts in these two coordinates, which is true when the action depends on t and

φ only through their derivatives. In AdS5×S5 we can choose t = X0, the global time

coordinate on AdS5, and φ = X5, the angle3 parametrizing the equator of S5. The

other 8 coordinates xµ, with µ = 1, . . . , 8, are called “transverse”, where we renamed

them xµ = (yα , zα) with yα = Xα and zα = Xα+5, α = 1, . . . , 4. We can write the

AdS5×S5 metric as

ds2

R2 = GAB dXAdXB = −Gttdt2 + Gφφdφ2 + Gµν dxµdxν

= −Gttdt2 + Gzzdz2 + Gφφdφ2 + Gyydy2 (2.1.6)

where R is the radius of the anti-de Sitter space, which is equal to the radius of the

sphere, and the metric depends only on the transverse coordinates. Explicitly, we

have

Gtt =

(
1 + z2/4
1− z2/4

)2

, Gzz =

(
1

1− z2/4

)2

,

Gφφ =

(
1− y2/4
1 + y2/4

)2

, Gyy =

(
1

1 + y2/4

)2

. (2.1.7)

This choice of variables is referred to as a global coordinatization of AdS5×S5.

We will consider the action (2.1.2)

A = − R2

4πα′

∫ L/2

−L/2
dσdτ

√
−γγijGAB∂iXA∂jXB , (2.1.8)

3The choice of the angle is not unique, and in some cases it is more convenient to choose φ on AdS5.
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where now GAB is the AdS5×S5 metric (2.1.6). We introduce canonical momenta,

conjugate to the coordinates XA, as

pA =
δA

δẊA
= −gγ0k∂kXBGAB , (2.1.9)

with g being the effective dimensionless string tension defined as

g =
R2

2πα′
. (2.1.10)

Then we rewrite the action (2.1.8) as

A =
∫ L/2

−L/2
dσdτ

(
pAẊA +

γ01

γ00 C1 +
1

2gγ00 C2

)
, (2.1.11)

with

C1 = pAX́A , C2 = GAB pA pB + g2X́AX́BGAB , (2.1.12)

and we need to solve the Virasoro constraints C1 = 0 and C2 = 0 in the chosen gauge.

It is also convenient to introduce the light-cone coordinates x+, x− as the following

linear combinations of t and φ

x− = φ− t , x+ = (1− a) t + a φ , (2.1.13)

and the corresponding light-cone momenta

p− = pφ + pt , p+ = (1− a) pφ − a pt , (2.1.14)

where the number a parametrizes the possible gauge choices in which p− is equal to

the sum pφ + pt. In these coordinates the Virasoro constraints (2.1.12) become

C1 = p+ x́− + p− x́+ + pµ x́µ ,

C2 = G̃−−p2
− + 2G̃+−p+p− + G̃++p2

+ (2.1.15)

+ g2G−−(x́−)2 + 2g2G+− x́+ x́− + g2G++(x́+)2 +Hx ,
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with

G̃−− =a2G−1
φφ + (a− 1)2G−1

tt , G̃+− =aG−1
φφ + (a− 1)G−1

tt , G̃++ =G−1
φφ + G−1

tt ,

G−− =(a− 1)2Gφφ − a2Gtt, G+− =− (a− 1)Gφφ − aGtt, G++ =Gφφ − Gtt ,

and the dependence on the transverse coordinates xµ collected in

Hx = Gµν pµ pν + g2 x́µ x́νGµν . (2.1.16)

We now fix the uniform light-cone gauge by imposing the conditions4

x+ = τ +
2π

L
a m σ, p+ = 1 . (2.1.17)

where m is an integer which counts the number of times the string winds around the

circle parametrized by φ, since we have φ(L/2)− φ(−L/2) = 2π m. Finally, we can

solve the Virasoro constraints for x́− and p− to obtain the gauge fixed action5

A =
∫ L/2

−L/2
dσdτ

(
pµ ẋµ −H

)
, H = −p−(xµ, pµ) , (2.1.18)

whereH is the Hamiltonian density of the gauge-fixed model.

From the invariance of the action under translations in t and φ, it follows the

existence of two conserved quantities

E = −
∫ L/2

−L/2
dσ pt , J =

∫ L/2

−L/2
dσ pφ , (2.1.19)

which are respectively the target space-time energy and the total angular momentum

of the string in the direction φ. From the relations (2.1.14) we also have

P− = −
∫ L/2

−L/2
dσ p− = J − E , P+ =

∫ L/2

−L/2
dσ p+ = (1− a)J + a E . (2.1.20)

The name of the uniform light-cone gauge comes from the fact that p+ is independent

of σ and thus the light-cone momentum P+ is uniformly distributed along the string.

4This is a generalization of the usual light-cone gauge, which corresponds to a = 1/2.
5Where we also dropped the τ-derivative of the zero mode of x−, which is a total derivative.
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Moreover, the condition (2.1.17) implies that the length of the string is L = P+ and de-

pends on the choice of the gauge a. In other words the light-cone string is defined on

a cylinder of circumference P+ and the Hamiltonian depends on P+ only through the

integration bounds. To summarize, the relations between these conserved quantities

are

H =
∫ L/2

−L/2
dσH = −P− = E− J , L = P+ = (1− a)J + a E . (2.1.21)

In the AdS/CFT correspondence we are interested in calculating the space-time en-

ergy E from the Hamiltonian H, thus the usefulness of the uniform light-cone gauge

is apparent from the first relation in (2.1.21).

Let us note that while we can find the derivative of x− from the Virasoro constraint

C1 in (2.1.15)

x́− = −pµ x́µ − 2π

L
a m p− , (2.1.22)

x− can not be written as a local function of the transverse fields. If we integrate (2.1.22)

over σ, we have instead the “level-matching” condition

∆x− =
∫ L/2

−L/2
dσ x́− =

2π

L
a m H −

∫ L/2

−L/2
dσ pµ x́µ = 2πm , (2.1.23)

which implies that the total world-sheet momentum pws is conserved, where pws is

the charge associated to σ-translations

pws = −
∫ L/2

−L/2
dσ pµ x́µ . (2.1.24)

For the strings with zero winding number the total world-sheet momentum vanishes

in all physical configurations

pws = 0 for m = 0 . (2.1.25)

2.1.3 The action for the AdS5×S5 string

The generalization of the Polyakov action (2.1.2) to include fermions is called super-

symmetric string theory, or superstring for short, and it proved challenging, espe-

cially in the case of curved backgrounds. A formulation which also preserves the
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target space-time supersymmetry has been proposed by Green and Schwarz [44] and

extended to curved backgrounds in [45] (for type II strings), though the construction

relies on the supergravity fields of the specific background, which in general are dif-

ficult to compute. It is important to mention that we have an additional symmetry in

the fermionic sector called κ-symmetry, which plays a crucial role in gauge fixing the

fermionic fields (spinors), since only a quarter of the fermionic degrees of freedom

are physical6.

The coset action

A simpler way of building the action for some special backgrounds, including the

AdS5×S5, has been presented in [46], using the fact that the symmetries of those

super-spaces allow a super-coset description of the string model. In particular, we

can write AdS5 and S5 respectively as the cosets

AdS5 =
SO(4, 2)
SO(4, 1)

, S5 =
SO(6)
SO(5)

. (2.1.26)

The full symmetry supergroup of the AdS5×S5 string is PSU(2, 2|4) and its subgroup

corresponding to the bosonic symmetries is SU(2, 2)× SU(4), locally isomorphic to

SO(4, 2)× SO(6). Moreover SO(4, 1)× SO(5) is precisely the subgroup of the Lorentz

transformations. Thus the type IIB Green–Schwarz superstring action on AdS5×S5

can be built as a non-linear sigma-model on the supercoset

PSU(2, 2|4)
SO(4, 1)× SO(5)

. (2.1.27)

The resulting action, which is invariant under PSU(2, 2|4) by construction, includes

a kinetic term and a Wess–Zumino term [47] which guarantees the invariance under

κ-symmetry transformations.

The result can be written in terms of a one-form A on su(2, 2|4)

A = −a−1da , a ∈ SU(2, 2|4) (2.1.28)

6More precisely, we have that the equations of motion halve the fermionic degrees of freedom, and
then the kappa-symmetry again reduces them by half.
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or more precisely its components Aµ along the graded Z4 decomposition of su(2, 2|4),

as [42]

L = − g
2

[
γijstr

(
A(2)

i A(2)
j

)
+ κ εij

(
A(1)

i A(3)
j

)]
. (2.1.29)

Light-cone gauge

We will briefly discuss here the uniform light-cone gauge (2.1.17) in the full AdS5×S5

superstring, while we refer to [42] for a detailed analysis.Though the formalism is

more involved, the procedure is still the one described in Section 2.1.2. Now we have

to take into account fermions and, consequently, the κ-symmetry.

To find the light-cone-gauge-fixed superstring action on AdS5×S5 we apply to

(2.1.29) the constraints (2.1.17)

x+ = τ +
2π

L
a m σ, p+ = 1 .

The result is a two-dimensional model defined on a cylinder with complicated non-

linear interactions, though the structure of the action is still similar to the bosonic

action (2.1.18), with a Lagrangian depending on the dimensionless string tension g

and given by a sum of a kinetic part and a Hamiltonian density as explained in [42].

We will see this explicitly in the so-called decompactification limit.

Decompactification limit

As in the bosonic case, we have that the dependence on the light-cone momentum

P+ is only through the integration bounds, L = P+, while L is independent of P+.

This allows us to consider the infinite length limit, i.e. P+ → ∞, with fixed string

tension, which is called decompactification limit, since it results in a theory defined on

a plane. The decompactified world-sheet string can be quantized canonically, while

the original model on the cylinder can be reconstructed later by adding finite-volume

corrections in P+. Let us note that we need large E and J with a finite difference

between the two, as we can see from (2.1.21), since we need both P+ → ∞ and finite

H, to have string states with finite world-sheet energy.
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The large tension expansion

An interesting limit of the AdS5×S5 string was proposed by Berenstein, Maldacena

and Nastase (BMN) in [3]. In the context of the AdS/CFT correspondence, this cor-

responds to unprotected operators with large R-charge. At first glance this seems

equivalent to a string theory on a plane-wave background [48], which can be ob-

tained as a Penrose limit of AdS5×S5 [49]. However, in order to obtain the complete

algebraic structure (two centrally extended su(2|2)) we actually need to start from the

action for the AdS5×S5 string and take the large-tension expansion [50]. This simpli-

fies considerably the theory, allowing for a straightforward (canonical) quantization

in the light-cone gauge, as we will see in the following.

We start by rescaling the spatial world-sheet coordinate σ → g σ and the result

is that the dimensionless string coupling g appears only as an overall factor in the

action7. Then we rescale the bosonic and fermionic8 fields

xµ → 1
√

g
xµ , pµ →

1
√

g
pµ , χ→ 1

√
g

χ . (2.1.30)

and expand the action (2.1.18) in the decompactification limit in powers of 1/g to

obtain

Ag f =
∫ ∞

−∞
dτdσ

(
L2 +

1
g
L4 +

1
g2L6 + · · ·

)
, (2.1.31)

where Ln contains n powers of the physical fields. The quadratic term is

L2 ≡ Lkin −H2 = pµẊµ − i
2

str (Σ+χχ̇)−H2. (2.1.32)

with Σ+ = diag(γ5, γ5)9 and the Hamiltonian density

H2 =
1
2

p2 +
1
2

x2 +
1
2

x́2 + fermions . (2.1.33)

7This is true for the fact that, before rescaling, g appeared only together with a σ-derivative, see [42].
8χ is a Majorana-Weyl SO(8) spinor of positive chirality, describing the eight fermionic degrees of

freedom in the gauge fixed theory.
9The matrix γ5 is the product of the four gamma matrices satisfying the Clifford algebra

{γα, γβ} = γαγβ + γβγα = ηαβI .

.
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Thus at leading order we have a Lorentz-invariant free theory of 8 bosons and 8

fermions with the same unit mass.

The quartic corrections include terms with time derivatives, though we would like

to avoid the complications in the quantization, which would ensue from the correc-

tions to the quadratic kinetic Lagrangian Lkin. This problem can be solved by a field

redefinition, e.g.

χ→ χ +
1
√

g
Φ(p, x, χ) , (2.1.34)

where Φ(p, x, χ) is a function containing terms of cubic order and higher. The trans-

formation (2.1.34) for an appropriate value of Φ can remove the unwanted quartic

terms in the kinetic Lagrangian, leaving only terms of order six and higher. We can

thus write the quartic Lagrangian simply as L4 = −H4, leaving the canonical Poisson

structure of the quadratic Lagrangian unchanged at quartic order.

Note that another consequence of the field redefinition (2.1.34) is that we can write

x́− up to sextic order as

x́− = −1
g

(
pµ ẋµ −

i
2

str
(
Σ+χχ′

)
+ ∂σ f (p, x, χ)

)
, (2.1.35)

where f is at least quartic in the fields xµ, pµ and χ. This implies that the last term

in (2.1.35) drops out when integrating over σ and we have the same “level-matching”

condition we would have in flat space (2.1.23)

∆x− =
∫ L/2

−L/2
dσ x́− = pws ≡

p̃
g
= −1

g

∫ L/2

−L/2
dσ

(
pµ ẋµ −

i
2

str
(
Σ+χχ′

))
. (2.1.36)

Let us also mention that we can see we are considering states of small world-sheet

momentum pws ∼ 1/g from the fact that p̃ defined above is the momentum with the

non-rescaled fields, which is kept constant in this limit.

A transformation similar to (2.1.34) on the fields xµ and pµ allows to remove also

the terms of order six containing time derivatives to write L6 = −H6 and keep the

quantization unchanged. This procedure can be repeated at every order to get

Lg f = L2 −
1
g
H4 −

1
g2H6 − . . . , (2.1.37)
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whereHn does not contain neither terms with time derivatives nor terms without any

derivative.

The p̂su(2|2) algebra

The symmetry algebra of the AdS5×S5 string psu(2, 2|4) breaks down in this limit to

(two copies of) a centrally extended psu(2|2), i.e. p̂su(2|2). The p̂su(2|2) superalgebra

is composed of the two copies of su(2) La
b and Rα

β, the fermionic generators Qα
a,

their conjugates Q†
a

α and the central elements H, C and C†. The generators satisfy

(
La

b
)†

= Lb
a , ∑

a
La

a = 0 ,
(

Rα
β
)†

= Rβ
α , ∑

α

Rα
α = 0 ,

(
Qα

b
)†

= Q†
b

α .

Denoting any generator with a lower (upper) index from the first su(2) as Ja (Ja), and

similarly for the second su(2), the algebra is given by10

[
La

b, Jc

]
=δb

c Ja−
1
2

δb
aJc ,

[
La

b, Jc
]
= −δc

aJb +
1
2

δb
aJc ,[

Rα
β, Jγ

]
=δ

β
γJα−

1
2

δ
β
α Jγ ,

[
Rα

β, Jγ
]
=−δ

γ
α Jβ +

1
2

δ
β
α Jγ , (2.1.38)

and

{Qα
a, Qβ

b} = εαβεabC , {Q†
a

α, Q†
b

β} = εαβεabC† ,

{Qα
a, Q†

b
β} = δa

bRα
β + δ

β
α Lb

a +
1
2

δa
bδα

βH . (2.1.39)

Alternatively we can write the algebra in Chevalley-Serre form

[Hi, Ej] = aijEj , [Hi, Fj] = −aijFj , [Ei, Fj] = δijHi , (2.1.40)

with Cartan matrix

a =


2 −1 0

−1 0 1

0 1 −2

 (2.1.41)

10It will be convenient to take a = 1, 2 and α = 3, 4 to avoid confusion, and also denote them collec-
tively as A = 1, . . . , 4.
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by making the identifications for the bosonic generators

E1 = L2
1 , F1 = L1

2 , H1 = L1
1 −L2

2

E3 = R3
4 , F3 = R4

3 , H3 = R3
3 −R4

4 (2.1.42)

and for the fermionic generators

E2 = Q4
2 , F2 = Q†

2
4 , H2 = L2

2 + R4
4 +

1
2

H . (2.1.43)

The world-sheet action

The gauge-fixed action (2.1.37) depends only on the bosonic and fermionic physical

fields

Yaȧ , Zαα̇ , Υαȧ , Ψaα̇ , (2.1.44)

which transform as bi-spinors under the bosonic su(2)⊕ su(2) symmetries and satisfy

the reality conditions

Y∗aȧ = Yaȧ , Z∗αα̇ = Zαα̇ . (2.1.45)

It will be also convenient to define OAȦ to indicate a generic field, where the index

A = 1, . . . , 4 includes both a and α, e.g. O11̇ = Y11̇, O13̇ = Ψ13̇, and so on.

Alternatively, these fields can be packaged into the SU(2, 2|4) supermatrices X

and χ, which allows to write the action in a more compact way. To quadratic order in

the fields, the Lagrangian is given by

L2 = str
[1

4
ẊẊ− 1

4
X́X́− 1

4
XX− i

2
Σ+χχ̇− 1

2
Σ+χχ́\ − 1

2
χχ
]

, (2.1.46)
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where the conjugation is χ\ = K̃8χK8, and the matrices Σ, K8 and K are defined e.g.

in [51]. We also mention the quartic Lagrangian

L4 = −1
8

strΣ8XXstrX́X́

+
1
8

strχχ́χχ́ +
1
8

strχχχ́χ́ +
1
16

str[χ, χ́][χ\, χ́\] +
1
4

strχχ́\χχ́\

− 1
8

strΣ8XXstrχ́χ́ +
1
4

str[X, X́][χ, χ́] + strXχ́Xχ́

+
i
8

str[X, Ẋ][χ\, χ́]− i
8

str[X, Ẋ][χ, χ́\] . (2.1.47)

The relations between the two sets of fields are

X =



0 0 +Z34̇ +iZ33̇ 0 0 0 0

0 0 +iZ44̇ −Z43̇ 0 0 0 0

−Z43̇ −iZ33̇ 0 0 0 0 0 0

−iZ44̇ +Z34̇ 0 0 0 0 0 0

0 0 0 0 0 0 +iY12̇ −Y11̇

0 0 0 0 0 0 −Y22̇ −iY21̇

0 0 0 0 −iY21̇ +Y11̇ 0 0

0 0 0 0 +Y22̇ +iY12̇ 0 0



,

and

χ = e
iπ
4



0 0 0 0 0 0 +Υ32̇ +iΥ31̇

0 0 0 0 0 0 +iΥ42̇ −Υ41̇

0 0 0 0 +iΨ∗23̇ −Ψ∗13̇ 0 0

0 0 0 0 −Ψ∗24̇ −iΨ∗14̇ 0 0

0 0 +Ψ14̇ +iΨ13̇ 0 0 0 0

0 0 +iΨ24̇ −Ψ23̇ 0 0 0 0

−iΥ∗41̇ +Υ∗31̇ 0 0 0 0 0 0

+Υ∗42̇ +iΥ∗32̇ 0 0 0 0 0 0



.

2.1.4 Quantization in light-cone gauge

We will now quantize the light-cone AdS5×S5 string in this limit, i.e. the Lagrangian

L2 defined in (2.1.32) or (2.1.46) with the added quartic interaction terms −L4 in
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(2.1.47). We can rewrite L2 in terms of the fields (2.1.44) as

L2 = PaȧẎaȧ + Pαα̇Żαα̇ + i Υ†
αȧΥ̇αȧ + i Ψ†

aα̇Ψ̇aα̇ −H2 , (2.1.48)

with

H2 =
1
4

PaȧPaȧ + YaȧYaȧ + Y′aȧY′aȧ +
1
4

Pαα̇Pαα̇ + Zαα̇Zαα̇ + Z′αα̇Z′αα̇ (2.1.49)

+ Υ†
αȧΥαȧ +

κ

2
ΥαȧΥ′αȧ −

κ

2
Υ†αȧΥ′†αȧ + Ψ†

aα̇Ψaα̇ +
κ

2
Ψaα̇Ψ′aα̇ −

κ

2
Ψ†aα̇Ψ′†aα̇ .

Indices are raised and lowered using the ε-tensor, e.g.

Yaȧ = εabεȧḃYbḃ , Υαȧ = εαβεȧḃΥβḃ . (2.1.50)

From (2.1.48) we have the canonical equal-time commutation relations

[Yaȧ(σ, τ) , Pbḃ(σ
′, τ) ] = i δa

bδȧ
ḃ δ(σ− σ′) , {Ψaα̇(σ, τ) , Ψ†

bβ̇
(σ′, τ) } = δa

bδα̇
β̇

δ(σ− σ′) ,

[ Zαα̇(σ, τ) , Pββ̇(σ
′, τ) ] = i δα

βδα̇
β̇

δ(σ− σ′) , {Υαȧ(σ, τ) , Υ†
βḃ(σ

′, τ) } = δα
βδȧ

ḃ δ(σ− σ′) .

The equations of motion of the free part of (2.1.48) are solved by the following

mode expansion

Yaȧ(~x) =
∫ dp

2π

1√
2ε

(
aaȧ(p) e−i~p·~x + a†

aȧ(p) e+i~p·~x
)

,

Zαα̇(~x) =
∫ dp

2π

1√
2ε

(
aαα̇(p) e−i~p·~x + a†

αα̇(p) e+i~p·~x
)

,

Ψaα̇(~x) =
∫ dp

2π

1√
ε

(
baα̇(p) u(p) e−i~p·~x + b†

aα̇(p) v(p) e+i~p·~x
)

,

Υαȧ(~x) =
∫ dp

2π

1√
ε

(
bαȧ(p) u(p) e−i~p·~x + b†

αȧ(p) v(p) e+i~p·~x
)

, (2.1.51)

where the energy is εp =
√

1 + p2, and ~p ·~x = εpτ + pσ. The fermion wave functions

up ≡ u(p) and vp ≡ v(p) satisfy

up =

√
εp + 1

2
, vp =

p
2up

, u2
p − v2

p = 1 , u2
p + v2

p = εp , (2.1.52)
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so that we can define the rapidity θ as p = sinh θ and write

u(p) = cosh
θ

2
, v(p) = sinh

θ

2
. (2.1.53)

The canonical commutation relations for the creation/annihilation operators are given

by

[
aaȧ(p), a†

bḃ(p′)
]
= 2π δa

bδȧ
ḃ δ(p− p′) , {baα̇(p), b†

bβ̇
(p′)} = 2π δa

bδα̇
β̇

δ(p− p′) .[
aαα̇(p), a†

ββ̇
(p′)

]
= 2π δα

βδα̇
β̇

δ(p− p′) , {bαȧ(p), b†
βḃ(p′)} = 2π δα

βδȧ
ḃ δ(p− p′) .

The quadratic Hamiltonian is then written in the standard harmonic oscillator

form

H2 =
∫

dp ∑
A,Ȧ

ωp a†
AȦ(p)aAȦ(p) , (2.1.54)

and to build a generic N-particle state, we need to act with creation operators on the

vacuum, e.g. in the bosonic case

|Ψ〉 = a†
b1 ḃ1

(p1) a†
b2 ḃ2

(p2) · · · a†
bN ḃN

(pN) |0〉 , (2.1.55)

with p1 > p2 > · · · > pN−1 > pN . The energy of this state is

H2|Ψ〉 = E|Ψ〉 , E = ∑
i

ωpi .

This state is also an eigenvector of the world-sheet momentum operator which takes

the following form

P ≡ pws = −
1
g

∫
dσ
(

PaȧY′aȧ + Pαα̇Z′αα̇ + iΨ†
αȧΨ′αȧ + iΥ†

aα̇Υ′aα̇
)

=
1
g

∫
dp ∑

A,Ȧ

p a†
AȦ(p)aAȦ(p) . (2.1.56)

As explained above, physical states have to satisfy the level-matching condition which

implies that the total world-sheet momentum vanishes

P |Ψ〉 = 0 ⇒∑
i

pi = 0 .
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Time-evolution of the creation and annihilation operators is determined in the usual

way from the Hamiltonian H = H2 + H4 + . . . as

∂

∂τ
abḃ(p, τ) = i

[
H, abḃ(p, τ)

]
,

∂

∂τ
bbβ̇(p, τ) = i

[
H, bbβ̇(p, τ)

]
, (2.1.57)

and analogous expressions for the other indices.

Because of the complexity of the interactions, it is more convenient to formulate

the problem in terms of scattering, i.e. to consider asymptotically free states instead

of describing the interaction at any time τ, as we will see in the following sections.

2.1.5 The world-sheet S-matrix

The symmetry of the quantized string we are considering is psu(2|2)2 n R3 and so

each particle, also called a magnon, is characterized by a psu(2|2)2 index, (A, Ȧ)

where A, Ȧ = 1, . . . , 4, see e.g. [42, 6]. It useful to replace the momenta, p, of the

massive excitations with two variables, x±, such that

x+

x−
= eip , and x+ +

1
x+
− x− − 1

x−
=

2i
g

(2.1.58)

where g is the dimensionless string coupling defined earlier11, g2 = λ/4π2. The

dispersion relation is given by

E2 = 1 + 4g2 sin2 p
2

, or E =
ig
2

[
x− − 1

x−
− x+ +

1
x+
]

. (2.1.59)

It is also useful to define a parameter u,

u =
1
2

[
x+ +

1
x+

+ x− +
1

x−
]

. (2.1.60)

The scattering of two Y-excitations with parameters x±1 and x±2 is described by the

S-matrix (see App. A for an introduction)

S = σ(x±1 , x±2 )
2 u(x±1 )− u(x±2 ) + i/g

u(x±1 )− u(x±2 )− i/g
, (2.1.61)

11The fundamental representation, and tensor products thereof, also depend on the central charge
parameter ζ, see e.g. [52].
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where σ(x±1 , x±2 ) is the so-called dressing phase, first determined by [53], and the

remaining term is the BDS S-matrix [54].

We introduce the uniformizing parameters (rapidities), starting from the disper-

sion relation (2.1.59) and using the Jacobi elliptic functions [55], as

p = 2 am (z, k) , sin
p
2
= sn(z, k) , E = dn(z, k) , (2.1.62)

where k = −4g2 < 0. These expressions are naturally defined on the torus with real

period 2ω1 = 4K(k) and imaginary period 2ω2 = 4iK(1− k)− 4K(k) with K(k) the

elliptic integral of the first kind. The dispersion relation is invariant under shifts of z,

the analogous of the relativistic rapidity parameter, by 2ω1 and 2ω2. The real z-axis

can be taken to be the physical region as for these values the energy is positive and

the momentum real. The x± parameters are given by

x± =
1

2g

(
cn(z, k)
sn(z, k)

± i
)
(1 + dn(z, k)) , (2.1.63)

such that for real values of z we have |x±| > 1 and Im(x+) > 0 while Im(x−) < 0.

2.2 World-sheet symmetries

2.2.1 Zamolodchikov–Faddeev algebra

The world-sheet string described in the previous sections is believed to be integrable,

as we will discuss in Chapter 3. In describing integrable scattering it is useful to

formally introduce generalized creation and annihilation operators, such that multi-

particle external states are formed by their action on the vacuum [8, 56]. These can

be thought of as the fully interacting generalizations of free plane-wave oscillators.

For the world-sheet theory these operators were studied in [57]. Each oscillator can

be thought of as an element of the vector space corresponding to the multiplet of

physical excitations. For the world-sheet theory such excitations transform under the

symmetries preserved by the vacuum, namely the two copies of psu(2|2) and hence

they carry two indices. The oscillators for a particle with world-sheet momentum p

can be written as

Z†
AȦ(p) , ZAȦ(p) . (2.2.1)
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More accurately we should think of these oscillators as being labeled by the general-

ized rapidity z living on the rapidity torus

p(z) = am(z) , ε(z) = dn(z) . (2.2.2)

though we will occasionally leave this dependence implicit.

The invariant vacuum is defined by

ZAȦ(z) |Ω〉 = 0 , ∀ A, Ȧ, z , (2.2.3)

and we define multi-particle “in-basis" and “out-basis" by

|z1, z2, . . . , zn〉(in)A1 Ȧ1,...,An Ȧn
= Z†

A1 Ȧ1
(z1) . . . Z†

An Ȧn
(zn) |Ω〉 ,

|z1, z2, . . . , zn〉(out)
A1 Ȧ1,...,An Ȧn

= Z†
An Ȧn

(zn) . . . Z†
A1 Ȧn

(z1) |Ω〉 , (2.2.4)

for p(z1) > p(z2) > · · · > p(zn), assuming that the particles have the same mass.

These states lie in the same Hilbert space and, as they form complete bases, they can

be expressed in terms of one another through the S-matrix. For two-particle states,

this is given by

|z1, z2〉(in)AȦ,BḂ = SCĊ,DḊ
AȦ,BḂ (z1, z2) |z1, z2〉(out)

CĊ,DḊ , (2.2.5)

which in terms of the ZF operators corresponds to

Z†
AȦ(z1)Z

†
BḂ(z2) = SCĊ,DḊ

AȦ,BḂ (z1, z2)Z
†
CĊ(z2)Z

†
DḊ(z1) . (2.2.6)

2.2.2 Charges and currents

Let us consider the charges QA
B and the currents JA

B, A = (a, α), of psu(2, 2|4), re-

lated as usual by [58, 51]

QA
B =

∫
dσ JA

B , with JA
B = eiεABx−ΩA

B (2.2.7)

with εAB = ([A] − [B])/2, where the grading is defined as [a] = [ȧ] = 0 and [α] =

[α̇] = 1. Since in the light-cone gauge we singled out two coordinates, x+ = τ and
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− ∞ σ
τ

FIGURE 2.1: Contour for non-local charges.

x−, the generators QA
B are naturally characterized according to their dependence on

the light-cone coordinates. When the symmetry generator is independent of x−, it

is called “kinematical” and it has the property of not receiving quantum corrections,

while those dependent on x− are called “dynamical”. This is because only its deriva-

tive x́− (2.1.35) is defined in terms of local fields

x́− = −1
g

(
pµ ẋµ −

i
2

str
(
Σ+χχ′

)
+ . . .

)
, (2.2.8)

which means that x− introduces a form of non-locality in the “dynamical” charges.

More specifically, to determine x− from (2.1.35) (up to a zero mode) we need to specify

a contour C

x− =
∫

C
dσ x́− , (2.2.9)

which, in the decompactification limit, we will take to start at negative spatial infinity

(see Fig. 2.1). The functions ΩA
B ≡ ΩA

B(X, P, χ; g) are, however, local in the physi-

cal fields and their derivatives and can be expanded in the string tension g with the

leading term being quadratic in the fields.

Moreover, the conservation laws in the Hamiltonian formalism read

dQA
B

dτ
=

∂QA
B

∂τ
+
[
H, QA

B
}

, (2.2.10)

which means that the charges independent of x+ = τ commute with the classical

light-cone Hamiltonian. The algebra of such symmetry generators is (two copies of)

the centrally-extended Lie superalgebra p̂su(2|2), see (2.1.38) and (2.1.39), and thus

we have

Qα
β = Rα

β , Qa
b = La

b , Qα
b = Qα

b , Qa
β = Q†

a
β . (2.2.11)
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From the form of the dynamical supercharges in (2.2.7) and the level-matching

condition (2.1.36) we can write the central charges, related to x−, as12

C =
i
2

g (eiP − 1)eix−(−∞) , C† = − i
2

g (e−iP − 1)e−ix−(−∞) , (2.2.12)

where the most convenient choice in this case is x−(−∞) = 0. We can also define

U = eiP/2 and rewrite the central charges as

C =
i
2

g (U2 − 1) , C† = − i
2

g (U−2 − 1) . (2.2.13)

2.2.3 Hopf Algebra interpretation

We now want to review the action of the symmetries on fields and the algebraic struc-

ture in the two-dimensional world-sheet theory. Essentially we will recap the Hopf al-

gebra description of the p̂su(2|2) theory [55, 59, 60, 57], however we will more closely

follow the framework discussed in [61, 62, 63] which was previously discussed in the

context of the light-cone gauge fixed theory in [51]. While the world-sheet theory is

different than usual relativistic integrable quantum field theories in that non-localities

already appear in the definition of the global charges, nonetheless much of the same

algebraic structure appears.

Coproduct for p̂su(2|2)

The global p̂su(2|2) charges, which we will write collectively as

Q Î = {QA
B, H, C, C†} ,

acting on the Hilbert space of the theory are simply given as equal time integrals of

the currents. Because of the non-locality of the currents there is a non-trivial braiding

with fields

J Î(σ, ε)ΦA(σ0, 0) = Υ̂ Ĵ
Î
[ΦA](σ0, ε)J Ĵ(σ, 0) , for σ > σ0 , (2.2.14)

12P ≡ pws is the world-sheet momentum.
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with Υ̂ Ĵ
Î
[ΦA] = Υ ĴB

ÎA
ΦB and an implicit time ordering with fields at later times to the

left, i.e.

lim
ε→0

[
J Î(σ, ε)ΦA(σ0, 0) = Υ̂ Ĵ

Î
[ΦA](σ0, ε)J Ĵ(σ, 0)

]
, for σ > σ0 .

For the world-sheet theory the non-local part of JÎ is the integration path used to

define x−, and the explicit form of the braiding can be found from the expressions for

the currents, e.g. (2.2.7),

eiε Î
∫ σ
−∞ dσ′ x́−Ω Î(σ)Φ(σ0) =

[
eiε Î

∫ ∞
−∞ dσ′ x́−Φ(σ0)e−iε Î

∫ ∞
−∞ dσ′ x́−

]
eiε Î

∫ σ
−∞ dσ′ x́−Ω Î(σ) ,

where σ > σ0. One choice of the contours defining x− is given by the wavy line in

Figure 2.2, which represents graphically the equation (2.2.14) and it is meant to reach

±∞ to the right and left respectively, though the contours can be freely deformed in

the absence of poles.

=

FIGURE 2.2: Braiding of currents with local fields in the world-sheet
(i.e. σ-τ plane, see Fig. 2.1), where we assume the lines on the left to
continue to σ = −∞ and likewise those on the right to ∞. The red
vertex corresponds to the world-sheet position of the local field and

the black vertex to the position of the local part of the current.

The action on the fields, Q̂ Î [ΦA(σ0)], is given by a separate integration contour

γ(σ0) starting and ending at σ = −∞ which surrounds the point σ0, represented by

the solid line in Figure 2.3. This is to be distinguished from the equal time contour

used to define global charges acting on asymptotic states and so we use the ˆ notation.

Correspondingly the action of the charges on products of fields, represented dia-

grammatically in Fig. 2.4, can be calculated from the braiding of the current with the

fields. It is explicitly given by

Q̂ Î [ΦA1(σ1)ΦA2(σ2)] = Q̂ Î [ΦA1(σ1)]ΦA2(σ2) + Υ̂ Ĵ
Î
[ΦA1(σ1)]Q̂ Ĵ [ΦA2(σ2)] .
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FIGURE 2.3: Integration contour (solid line) defining the action of a
charge on a field, assuming that the lines on the left continue to σ =
−∞, while the wavy line is once again the integration contour defining

x−.

= +

FIGURE 2.4: Action of a charge on products of fields, derived from the
braiding of the current with the fields.

If we think of the fields at a specific world-sheet point ΦA1(σ1) as defining a vector

space V1 we can think of products of fields at different points, e.g. ΦA1(σ1)ΦA2(σ2) as

defining tensor products, V1 ⊗ V2. As the world-sheet theory involves both bosonic

and fermionic fields we will use a graded tensor product 13

(a⊗ b)(c⊗ d) = (−1)|b||c|(ac⊗ bd) .

where |a| = 0 if the element of the algebra is even and |a| = 1 if it is odd. The action

of charges on products of fields yields an operator ∆(Q̂ Î) acting on V1 ⊗ V2 which in

turn defines the coproduct

∆(Q̂ Î) = Q̂ Î ⊗ 1+ Υ̂ Ĵ
Î
⊗ Q̂ Ĵ .

From the form of the currents in the world-sheet theory we have the following expres-

sions for the coproduct and the braiding operator Υ̂ Ĵ
Î

which has the non-zero elements

13At different points we use the letters a, b, c, . . . to denote both elements of an algebraA and psu(2|2)
indices. From the context the meaning should be clear.
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{Υ̂DB
AC, Υ̂H

H, Υ̂C
C, Υ̂C†

C†} given by:

∆(Q̂A
B) = Q̂A

B ⊗ 1+ Υ̂DB
AC ⊗ Q̂D

C , Υ̂DB
AC = δD

A δB
C eiεABP ,

∆(Ĉ) = Ĉ⊗ 1+ Υ̂C
C ⊗ Ĉ , Υ̂C

C = eiP ,

∆(Ĉ†) = Ĉ† ⊗ 1+ Υ̂C†

C† ⊗ Ĉ† , Υ̂C†

C† = e−iP ,

∆(Ĥ) = Ĥ⊗ 1+ Υ̂H
H ⊗ Ĥ , Υ̂H

H = 1 ,

(2.2.15)

where εAB = ([A]− [B])/2. We also have the coproduct for the braiding operator

∆(Υ̂ Ĵ
Î
) = Υ̂K̂

Î ⊗ Υ̂ Ĵ
K̂

,

or explicitly

∆(Υ̂DB
AC) = Υ̂FB

AE ⊗ Υ̂DE
FC = δF

AδB
E eiεABP ⊗ δD

F δE
C eiεDFP ,

∆(Υ̂C
C) = Υ̂C

C ⊗ Υ̂C
C = eiP ⊗ eiP ,

∆(Υ̂C†

C†) = Υ̂C†

C† ⊗ Υ̂C†

C† = e−iP ⊗ e−iP ,

∆(Υ̂H
H) = Υ̂H

H ⊗ Υ̂H
H = 1⊗ 1 .

These follow from the simple contour argument in Fig. 2.5 and are equivalent to

∆(eimP) = eimP ⊗ eimP , m ∈ Z .

=

FIGURE 2.5: Braiding Coproduct: analyticity allows to freely deform
the contour around the fields.

We will be interested in studying the algebra A generated by Q̂ Î and Υ̂ Ĵ
Î

or equiv-

alently the algebra generated by the global charges Q Î and the global braiding Υ Ĵ
Î
,
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defined by the contour from σ = −∞ to ∞, which has the same coproduct. The alge-

bra A implicitly comes with the multiplication map m : A⊗A → A and the identity

operator id defined such that the coproduct satisfies coassociativity

(∆⊗ id)∆ = (id⊗ ∆)∆ . (2.2.16)

We define the action of products of algebra elements so that the coproduct is an alge-

bra homomorphism i.e. for all a, b ∈ A

∆(ab) = ∆(a)∆(b) .

In addition to the coproduct we can equip this algebra with a counit and antipode.

The counit as vacuum expectation

The action of the counit can be thought of as the vacuum expectation of the various

global operators and so we have

ε(1) = 1 , ε(Q Î
Ĵ) = 0 , ε(Υ Ĵ

Î
) = δ Î

Ĵ . (2.2.17)

Equivalently we can define the counit as the action of the operators on the identity

i.e. for a ∈ A

ε(a) = â(1) , (2.2.18)

which gives the same result. We can define the action of the generators so that the

counit is also an algebra homomorphism: ε(ab) = ε(a)ε(b) for every a, b ∈ A. This

definition of the counit is consistent with the property,

(ε⊗ id)∆ = (id⊗ ε)∆ . (2.2.19)

The antipode as Euclidean Rotation

In [63] the antipode for the current Hopf algebra was interpreted as the action of a

rotation in the σ− τ plane by an angle π or −π on elements of the algebra, i.e. for an
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element a of A they defined an antipode s as

s(a) = Rπ(a) . (2.2.20)

Even for the case of the non-Lorentz invariant world-sheet theory we can repeat this

identification by defining the rotation to act on the symmetry charges by a combina-

tion of time-reversal transformation followed by a parity transformation plus a rever-

sal of the integration path defining the charge.

We first consider the action of the antipode on the symmetry charges by writing

the action of the product of a time-reversal transformation followed by a parity trans-

formation acting on the local part of the currents ΩA
B

PT (ΩA
B(σ)) = ΩA

B(−σ) , (2.2.21)

which can be seen explicitly at the level of the quadratic currents, see App. B. For the

bosonic charges B = {Rα
β, La

b, H} this simply implies s(B) = −B. For the fermionic

currents, and for the central charges C, C†, the issue is complicated slightly due to the

presence of the zero-mode of the light-cone coordinate x−. The contour defining x−

is deformed, resulting in an additional factor:

s(QA
B) = −e−iεABPQA

B , s(C) = −e−iPC , s(C†) = −eiPC† . (2.2.22)

For the global (or for that matter the usual) braiding operators Υ Ĵ
Î

either rotation sim-

ply acts as PT or equivalently reverses the orientation of the contour defining x−.

Hence the action of antipode gives the inverse acting on the braiding operator

Υ Î
K̂s(Υ Ĵ

Î
) = δ Ĵ

K̂
. (2.2.23)

Noting that the factors such as e−iP that appear in the antipodal action on the

global charges are related to the global braiding operator, we can write the action on

the global charges as

s(Q Î) = −s(Υ Ĵ
Î
)Q Ĵ . (2.2.24)
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This is exactly the same formula as in [63]. Due to the time-reversal in the definition

the action on products of elements of the algebra is

s(ab) = (−1)[a][b]s(b)s(a) , (2.2.25)

where we have included the grading factor to account for the odd elements of the

algebra and thus we note that the antipode is an antihomomorphism. We also have

the trivial action of the antipode on the identity element, i.e. s(1) = 1. Indeed for

any operator which commutes with the world-sheet momentum, which includes all

of the braiding operators and all the global charges, we do have s2(a) = a. It is

straightforward to check that the world-sheet antipode satisfies

m(s⊗ id)∆ = m(id⊗ s)∆ = 1ε . (2.2.26)

We also note that due to the time reversal in the definition of the antipode we have

that

∆(s(Υ Ĵ
Î
)) = s(Υ Ĵ

K̂
)⊗ s(ΥK̂

Î ) . (2.2.27)

In fact, this relation is trivial, since the matrix structure of the braiding factors is es-

sentially trivial. However, writing it in this way makes it straightforward to show the

identity

∆s = (s⊗ s)∆op (2.2.28)

where ∆op = P∆ with P(a⊗ b) = (−1)[a][b](b⊗ a) is the skew comultiplication. We

can use ∆op to define the skew antipode s′ as

m(s′ ⊗ id)∆op = m(id⊗ s′)∆op = 1ε . (2.2.29)

Following [63], we can think of this from the world-sheet perspective as a rotation in

the opposite direction to s, i.e. s′ = R−π. The identity (2.2.29) is consistent for the

world-sheet theory as

s′(Q Î) = −Q Ĵs
′(Υ Ĵ

Î
) and s′(ΥK̂

Î )Υ
Ĵ
K̂
= ΥK̂

Î s′(Υ Ĵ
K̂
) = δ Ĵ

Î
. (2.2.30)
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This definition gives the natural relation ss′ = s′s = 1.

2.2.4 Adjoint actions

Essentially everything above is well known for the world-sheet theory. As we are

interested in studying form factors and their generalizations, we wish to understand

the action of the symmetries on the fields of the theory as well as on asymptotic states.

This requires the generalization of the commutator of global charges to the adjoint

action of a quantum group [62, 63]. Given an element of the algebra a ∈ A, we can

define further elements of algebra ai, ai ∈ A from the coproduct

∆(a) = ∑
i

ai ⊗ ai , (2.2.31)

where the index i runs over the number of terms that appear in the coproduct of a.

We can now define a graded adjoint and skew-adjoint action14 on fields in the world-

sheet theory

ada(Φ) = ∑
i
(−1)[a

i ][Φ] ai Φ s(ai) , (2.2.32)

adop
a (Φ) = ∑

i
(−1)[ai ]([Φ]+[ai ]) ai Φ s′(ai) . (2.2.33)

In the current basis the adjoint action of any of the global charges is

adQ Î
(Φ) = Q ÎΦ− (−1)[ Ĵ][Φ] ad

Υ Ĵ
Î

(Φ)Q Ĵ (2.2.34)

adop
Q Î
(Φ) = (−1)[ Î][Φ]Φs′(Q Î) + Q ĴΦs′(Υ Ĵ

Î
) . (2.2.35)

Thus we can see that the adjoint action for a global charge corresponds to Q̂ Î [Φ],

i.e. the r.h.s of (2.2.34) is precisely the action of the charge on a field defined by the

contour starting and ending at negative spatial infinity which can be read off from the

diagram in Fig. 2.3,

Q̂ Î [Φ] = adQ Î
(Φ) . (2.2.36)

14These are in fact left-adjoint actions, we could additionally define right adjoint actions but these will
not be needed.
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Alternatively, adop gives the action defined using a contour starting and ending at

positive spatial infinity.

Example

Let us explicitly give an example of the adjoint action on world-sheet fields. If we

take Φ to be one of the fundamental world-sheet fields in an su(2|2) sector, i.e. ΦA =

(Ya1̇, Υα1̇), then for the psu(2|2) charges we have

adQA
B(ΦC) = QA

BΦC − (−1)[C]([A]+[B])eiεABPΦCe−iεABPQA
B , (2.2.37)

while for the central charges

adC(ΦC) = CΦC − eiPΦCe−iPC , adC†(ΦC) = C†ΦC − e−iPΦCeiPC† , (2.2.38)

and adH(ΦC) = [H, ΦC]. For the braiding operators we have

adΥCD
AB
(Φ) = eiεABPΦe−iεABPδC

AδD
B , adΥH

H
(Φ) = Φ ,

adΥC
C
(Φ) = eiPΦe−iP , ad

ΥC†
C†
(Φ) = e−iPΦeiP .

(2.2.39)

Properties

The graded adjoint action satisfies the properties

ada1(ada2 Φ) = ada1a2(Φ) ,

adop
a1 (adop

a2 Φ) = adop
a1a2(Φ) , (2.2.40)

as well as

ada(Φ1Φ2) = ∑
i
(−1)[Φ1][ai ]adai(Φ1)adai(Φ2) ,

adop
a (Φ1Φ2) = ∑

i
(−1)[a

i ][ai ]+[Φ1][ai ]adop
ai (Φ1)adop

ai (Φ2) . (2.2.41)
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2.2.5 A linear basis and a dual algebra

In [63] the generators Q Î and Υ Ĵ
Î

were called the current basis. We will consider in-

stead the so-called linear basis, labeling the generators of the su(2|2) algebra com-

bined with group element operator U = eiP/2 by {Q̃I} = {Rα
β, La

b, Qα
b, Q†

a
β, H, U}.

We do not include separately the central extensions C and C† as they are related to

the the operator U as in (2.2.13), a relation which can be viewed as following from

the demand of cocommutativity of the Hopf algebra [60]. We take the graded sym-

metric products of generators with weight one as a basis for the universal enveloping

algebra adjoined with central elements, A = U(p̂su(2|2)),

ea =
{
(Q̃1)

t1(Q̃2)
t2 . . . (Q̃15)

t15(Q̃16)
t16
}

sym
(2.2.42)

where a = {t1, t2, . . . } is a multi-index and ti ≥ 0 for i = 1, . . . , 15 while t16 can be

either positive or negative. We can now write the Hopf algebra of charges in terms of

structure constants,

eaeb = mc
abec , ∆(ea) = µbc

a eb ⊗ ec ,

s(ea) = sb
aeb , ε(ea) = εa . (2.2.43)

It is also useful to define constants εa such that εaea = 1. The relation to the current

basis global charges where aI = {tJ 6=I = 0, tI = 1} is obviously QI = eaI and similarly

for H. On the other hand, the braiding operators are given by ΥI
J = µabI

cJ ea, where for

example,

ΥDB
AC = δD

A δB
C e

a[A]−[B]
U

(2.2.44)

where a[A]−[B]
U = {0, . . . , [A]− [B]}. The central charges C and C† can of course still

be expressed as linear combinations of elements of the new basis

C =
ig
2
(e{ti=0,t16=2} − 1ε{ti=0,t16=2}) ,

C† =
ig
2
(e{ti=0,t16=−2} − 1ε{ti=0,t16=−2}) . (2.2.45)
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The dual algebra

Having defined the structure constants for the universal enveloping it is interesting

to use them to define the dual algebra for U(p̂su(2|2)). Generically, given a linear

basis ea satisfying (2.2.43) for the algebra A, we can give the following definition of

the dual algebra A∗ in terms of the dual basis ea 15

m∗(ea ⊗ eb) = eaeb = µab
c ec , ∆∗(ea) = (−1)[b][c]ma

bcec ⊗ eb ,

s∗(ea) = (s−1)a
beb , ε∗(ea) = εa . (2.2.46)

We furthermore use the constants εa to define the unit operator in the dual algebra

1d = εaea. In the case of Lie algebras which are cocommutative the dual algebras are

simply commutative. In the more interesting case of Yangian symmetries the dual

algebra can be used to construct the quantum double and the universal R-matrix16.

It would of course be interesting to study the dual of the algebra of Yangian symme-

tries found in the world-sheet theory, however we will restrict ourselves to the global

world-sheet symmetries in this thesis. Here the dual algebra is nonetheless somewhat

non-trivial due to the coproduct.

We can be slightly more explicit regarding the dual algebra. We will use the basis

defined by ec = (ec)∗. To find the commutators of the dual generators we must first

determine their product which is given by coproduct coefficients, µbc
a . For example,

the coproduct coefficients involving La
b and Lc

d appear in

∆({La
bLc

d}) = La
b ⊗Lc

d + 1⊗ {La
bLc

d}+ {La
bLc

d} ⊗ 1+ Lc
d ⊗La

b (2.2.47)

hence

(La
b)∗(Lc

d)∗ = ({La
bLc

d})∗ = (Lc
d)∗(La

b)∗ (2.2.48)

and so [(La
b)∗, (Lc

d)∗] = 0. Similarly [(Rα
β)∗, (Rγ

δ)∗] = 0 and H∗ is a central ele-

ment. Note that this is quite different from the case of the Yangian dual where the

elements (La
b)∗, (Rα

β)∗, . . . would have non-trivial commutators and would act as

15We use the definition of the dual algebra as in [64, 65, 62], with the graded version as in [66] which
differs by a permutation from that in [63].

16We will introduce the idea of integrability and the (algebraic) Bethe ansatz in the next chapter, more
specifically for the R-matrix see Section 3.2.3.
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generators for the full algebra. In the present case, however, as

∆(QA
B) = QA

B ⊗ 1+ U[A]−[B] ⊗QA
B , (2.2.49)

we do have the non-trivial commutator

[(U[A]−[B])∗, (QA
B)∗] =

 (QA
B)∗ , [A] 6= [B]

0 , [A] = [B] .
(2.2.50)

while for the group-like element we have

(Un)∗(Um)∗ =

 (Un)∗ , n = m

0 , n 6= m .
(2.2.51)

From the definition of the unit in the dual algebra we see explicitly that

1d = (1)∗ + ∑
n 6=0

(Un)∗ . (2.2.52)

The definition in (2.2.46) gives the coproduct for the dual algebra in terms of the

multiplication coefficients mc
ab. Some explicit examples for p̂su(2|2) are

∆∗((La
b)∗) = 1∗ ⊗ (La

b)∗ + (La
b)∗ ⊗ 1∗ − (La

c)∗ ⊗ (Lc
b)∗ + (Lc

b)∗ ⊗ (La
c)∗

−(Qα
a)∗ ⊗ (Q†

b
α)∗ − (Q†

b
α)∗ ⊗ (Qα

a)∗ + . . .

∆∗((Rα
β)∗) = 1∗ ⊗ (Rα

β)∗ + (Rα
β)∗ ⊗ 1∗ − (Rα

γ)∗ ⊗ (Rγ
β)∗ + (Rγ

β)∗ ⊗ (Rα
γ)∗

−(Qα
a)∗ ⊗ (Q†

a
β)∗ − (Q†

a
β)∗ ⊗ (Qα

a)∗ + . . .

∆∗((Qα
a)∗) = 1∗ ⊗ (Qα

a)∗ + (Qα
a)∗ ⊗ 1∗ + 3

4 (Lc
a)∗ ⊗ (Qα

c)∗ − 3
4 (Qα

c)∗ ⊗ (Lc
a)∗

− 3
4 (Rα

γ)∗ ⊗ (Qγ
a)∗ + 3

4 (Qγ
a)∗ ⊗ (Rα

γ)∗ + . . .

∆∗((Q†
a

α)∗) = 1∗ ⊗ (Q†
a

α)∗ + (Q†
a

α)∗ ⊗ 1∗ − 3
4 (La

c)∗ ⊗ (Q†
c

α)∗ + 3
4 (Q

†
c

α)∗ ⊗ (La
c)∗

+ 3
4 (Rγ

α)∗ ⊗ (Q†
a

γ)∗ − 3
4 (Q

†
a

γ)∗ ⊗ (Rγ
α)∗ + . . . .

For the Hamiltonian we have

∆∗(H∗) = 1
∗ ⊗H∗ + H∗ ⊗ 1∗ + (Qα

a)∗ ⊗ (Q†
a

α)∗ + (Q†
a

α)∗ ⊗ (Qα
a)∗ + . . . (2.2.53)
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while the duals of the braiding elements satisfy

∆∗(U∗) = 1
∗ ⊗U∗ + U∗ ⊗ 1∗ + (U−1)∗ ⊗ (U2)∗ + (U2)∗ ⊗ (U−1)∗ + . . . . (2.2.54)

It is also interesting to consider higher powers of the braiding element as these are

related to the duals of the central elements C and C† in the original algebra. In partic-

ular the coupling g appears in the coproduct, e.g.

∆∗((U2)∗) =

1
∗ ⊗ (U2)∗ + (U2)∗ ⊗ 1∗ − igεαβεab(Qα

a)∗ ⊗ (Qβ
b)∗ − igεαβεab(Qβ

b)∗ ⊗ (Qα
a)∗ .

The antipode and counit can be explicitly found in a similar way from the standard

definitions above.

The quantum double

Following Drinfeld [64] one can identify the quantum doubleD(A) as a Hopf algebra

containing as subalgebras both A and A∗. This was generalized to Z2-graded Hopf

algebras in [66]. The Hopf algebra structure on D(A) can be found starting with the

definition of a formal product of basis elements of A and A∗:

ψ(eb ⊗ ea) = ebea (2.2.55)

which defines an isomorphism betweenD(A) andA⊗A∗ considered as graded vec-

tor spaces. One can subsequently define a graded Hopf algebra structure onD(A) by

making use of this inherited structure [66]. For example given the natural coproduct

on the tensor spaces ∆̂ : A∗ ⊗A → A∗ ⊗A⊗A∗ ⊗A defined by

∆̂ = (I ⊗ P⊗ I) ◦ (∆∗ ⊗ ∆) (2.2.56)

and ∆̂op : A⊗A∗ → A⊗A∗ ⊗A⊗A∗ defined by

∆̂op : (I ⊗ P⊗ I) ◦ (∆⊗ ∆∗) . (2.2.57)
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we can define ∆̄ : D(A)→ D(A)⊗D(A)

∆̄ = (ψ⊗ ψ) ◦ ∆̂op ◦ ψ−1 . (2.2.58)

Furthermore we can define multiplication for D(A) (see again [64] or [66] for the

superalgebra version). A key step is defining the vector space isomorphism M : A∗⊗

A → A⊗A∗

M = (I ⊗ I ⊗ Str) ◦ ∆̂op ◦ P ◦ (Str⊗ I ⊗ I) ◦ (s∗ ⊗ I ⊗ I ⊗ I) ◦ ∆̂ (2.2.59)

where Str(ea ⊗ eb) = (−1)[a][b]Str(eb ⊗ ea) = δa
b . In terms of original Hopf algebra

structure constants this is given by

M(ea ⊗ eb) = Maa′
bb′ea′ ⊗ eb′ , (2.2.60)

with

Maa′
bb′ = (−1)[c][f]+[r]µef

b µa′r
f mc

rb′m
a
cd(s

−1)d
e . (2.2.61)

Multiplication in the double, m̄ : D(A)⊗D(A)→ D(A), is given by

m̄ = ψ ◦ (m ◦m∗) ◦ (I ⊗M⊗ I) ◦ (ψ−1 ⊗ ψ−1) , (2.2.62)

and an antipode for D(A) can be defined as

s̄ = ψ ◦M ◦ P(s⊗ s∗) ◦ ψ−1 . (2.2.63)

Finally we need to understand how to reorder elements of the double so that the

elements eaeb do indeed form a basis. To this end we define

eaeb = ψ ◦M(ea ⊗ eb) (2.2.64)

such that

eaeb = Maa′
bb′ea′eb′ , (2.2.65)
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from which one can compute commutation relations for the generators of the original

algebra from those of its dual .

A standard application, indeed one of the main motivations, of the quantum dou-

ble is the construction of the universal R-matrix. Given a Hopf algebraA and its dual

A∗ we can formally write the R-matrix as

R = ∑
a

ea ⊗ ea (2.2.66)

where the sum goes over all basis elements. This is defined so that, due to the relation

(2.2.65), it automatically satisfies the condition of quasi-triangularity for a Z2-graded

Hopf algebra

R∆(ea) = ∆op(ea)R (2.2.67)

and hence R satisfies the graded Yang-Baxter equation. In terms of the linear basis

coefficients this condition corresponds to

(−1)[b][f]µbc
a md

fbefec = (−1)[b][c]+[f][c]µcb
a md

bfecef . (2.2.68)

Focusing on the p̂su(2|2) case, if [a] = 0 and µbc
a = δb

1
δc

a + δc
1

δb
a then

[ea, eb] = (mb
ca −mb

ac)e
c . (2.2.69)

Hence

[
La

b, (Lc
d)∗
]

= δb
d(Lc

a)∗ − δc
a(Lb

d)∗[
La

b, (Qα
c)∗
]

= δb
c (Qα

a)∗ − 1
2

δa
b(Qα

c)∗[
La

b, (Q†
c

α)∗
]

= −δc
a(Q

†
b

α)∗ +
1
2

δb
a(Q

†
c

α)∗ (2.2.70)

and similarly for the commutators of the cocommutative elements Rα
β with the dual

generators while the generator H remains central in the double, i.e. [H, ed] = 0. This

is the standard structure for the quantum double of a Lie algebra. Alternatively if

µbc
a = δb

a δc
1 + δc

aδb
Uα (2.2.71)
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then

ed′ea − (−1)[a][d]eaed = (md
af − (−1)[a][f]md

faUα)e f , (2.2.72)

where ed′ = (U−αed)
∗. For example we consider the (anti)commutators involving the

generator Qα
a so that Uα = U and we find

(U−1La
b)∗Qα

c −Qα
c(La

b)∗ =
1
2
(1+ U)(Q†

b
α)∗δa

c

(U−1Rα
β)∗Qγ

a −Qγ
a(Rα

β)∗ =
1
2
(1+ U)(Q†

a
β)∗δα

γ

(U−1H)∗Qα
a −Qα

a(H)∗ =
1
4
(1+ U)(Q†

a
α)∗ . (2.2.73)

In the limit where U → 1 we can see that these become the usual relations between

the generators of a cocommutative Lie algebra and its dual. Several (anti)commutators

which would be vanishing in the cocommutative case are non-trivial in the world-

sheet theory, for example

(U−1Qα
a)∗Qβ

b + Qβ
b(Qα

a)∗ = (1−U)δb
aδα

β

(U)∗Qα
a + Qα

a(U2)∗ =
ig
4

εαβεab(1−U)(Qβ
b)∗ . (2.2.74)

However, it is straightforward to see that the generator U remains central with respect

to the dual generators.

Given a specific theory there is of course the question of how to embed the known

symmetries into the quantum double. Here we have essentially taken the double of

the entire algebra. Alternatively one may, for example, take the positive Borel sub-

algebra and attempt to identify the negative Borel sub-algebra with the dual algebra.

While this is important in attempting to find the universal R-matrix for the world

sheet theory we will not discuss such issues here.

It is very important to note that we have not considered the double of the world-

sheet Yangian algebra. In particular if we take the generators above as level-zero

generators, QI
0, and include level-one generators, QI

1, with a non-trivial coproduct

coefficients µJ0J0
J1

, this implies an entirely different dual algebra. In particular now the

product (QI
0)
∗(QJ

0)
∗ contains the dual of the level-one generator (QI

1)
∗.
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Action on fields

We now want to define the action of the algebra and the dual algebra on the fields

in the theory, as in [63]. We can rewrite the definition of the adjoint action given in

(2.2.32) in terms of the linear basis

adea(Φ) = (−1)[c][Φ] µbc
a sd

c ebΦed ,

adop
ea (Φ) = (−1)[b][Φ] µbc

a (s′)d
b ecΦed . (2.2.75)

From these definitions and the usual consistency conditions for a Hopf algebra, given

in App. D, we have

eaΦ = (−1)[c][[Φ] µbc
a adeb(Φ)ec

Φs(ea) = (−1)[a][[Φ] µbc
a s(eb)adec(Φ) . (2.2.76)

This gives rise to an alternative definition of the quantum double in terms of the

braiding of fields. Given fields transforming in some representation of the algebra Λ1

and Λ2 their braiding is

ΦΛ1(σ1)ΦΛ2(σ2) = RρΛ1 ρΛ2
ΦΛ2(σ2)ΦΛ1(σ1) , for σ1 > σ2 . (2.2.77)

We assume the existence of some highest weight states which cannot be found

by acting on other fields by adjoint action of the algebra. To be precise we need a

definition of raising and lowering operators in the algebra, but for the moment we

will take a highest weight field, Φ, to be annihilated by the dual generators in the

sense that they provide a one-dimensional representation defined by

ea(Φ(σ)) = εaΦ(σ) . (2.2.78)

Descendant fields are then found by repeated adjoint or skew-adjoint action,

Φa1,a2,...,an = adea1
◦ adea2

◦ . . . adean
(Φ)

Φop
a1,a2,...,an = adop

ea1
◦ adop

ea2
◦ . . . adop

ean
(Φ) . (2.2.79)

Due to the property of the adjoint and skew-adjoint actions, (2.2.40), the tower of
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descendants form a representation of A which we collectively denote ΦΛ or Φop
Λ .

That is to say, given specific fields in these vector spaces Φλ and Φop
λ we have

adea(Φλ) = ρΛ(ea)
ν
λ Φν

adop
ea (Φλ) = ρ

op
Λ (ea)

ν
λ Φop

ν , (2.2.80)

knowing their behaviour under rotations, Rπ[Φ(0)] = ea[Φ(0)]ea. These definitions

can also be used to derive the commutators of generators of the original algebra with

those of its dual,

µbc
a md

fbefec = µcb
a md

bfecef , (2.2.81)

and if µbc
a = δb

1
δc

a + δc
1

δb
a then

[ea, eb] = (mb
ca −mb

ac)e
c . (2.2.82)

In particular we can define the highest weight operators as those which are invari-

ant under rotations

eaΦλ(0) = εaΦλ(0) . (2.2.83)

For the string world sheet we will be interested in operators formed from local prod-

ucts of fundamental world-sheet fields and these operators will transform trivially

under such rotations. However, descendants created by acting with supercharges

will be non-local and so will no longer be invariant.
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2.2.6 Asymptotic symmetries

The asymptotic states provide a representation of the world-sheet symmetries. Given

symmetry generators ea forming an algebra A, here taken to be the p̂su(2|2) corre-

sponding to the undotted indices, we define their action on the invariant vacuum17

ea|Ω〉 = εa|Ω〉 , 〈Ω|ea = 〈Ω|εa . (2.2.84)

The ZF operators are further characterized by their intertwining relations with the

elements of A which act via the adjoint action

adea(Z
†
AȦ(z)) = ρz(ea)

B
AZ†

BȦ(z) , (2.2.85)

and the action of the dual algebra which is defined as

ea · (Z†
AȦ(z)) = ρz(ea)B

AZ†
BȦ(z) . (2.2.86)

Alternatively we can specify the action of the algebra on the one-particle states, for

instance

ea|z〉AȦ ≡ adea(Z
†
AȦ(z))|Ω〉 = ρz(ea)

B
A|z〉BȦ . (2.2.87)

For p̂su(2|2) this one particle representation was studied in [50, 52] and can be given

as (here we simply suppress the dotted index)

La
b|z〉c = δb

c |z〉a − 1
2 δb

a |z〉c , Rα
β|z〉c = 0 ,

La
b|z〉γ = 0 , Rα

β|z〉γ = δ
β
γ|z〉α − 1

2 δ
β
α |z〉γ ,

Qα
a|z〉b = aδa

b |z〉α , Qα
a|z〉β = bεabεαβ|z〉b ,

Q†
a

α|z〉b = cεabεαβ|z〉β , Q†
a

α|z〉β = dδα
β|z〉a ,

(2.2.88)

17It is also conventional to take the vacuum to be annihilated by elements of the dual algebra

ea|Ω〉 = εa|Ω〉 , 〈Ω|ea = 〈Ω|εa .
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where the parameters a, b, c, d satisfy the constraint ad− bc = 1 and the central charges

are given by

H|z〉A = H|z〉A , C|z〉A = C|z〉A , C†|z〉A = C|z〉A , (2.2.89)

with H = ad + bc and C = ab, C = cd. We will consider unitary representations

for which we have d∗ = a and c∗ = b. Importantly the constraint, or shortening

condition, implies that the multiplet is on-shell. For a unitary representation, and

with the usual string choice for the phase, we have in terms of the particle momentum

p

C = ig
eip − 1

2
, H2 = 1 + 4g2 sin

p
2

. (2.2.90)

The action on multi-particle states can now be straightforwardly described by re-

peated use of the coproduct (2.2.15), or in terms of the coefficients (2.2.43),

ea|z1, . . . , zn〉A1,...,An = ρz1,...,zn(ea)
B1 ...Bn
A1 ...An

|z1, . . . , zn〉B1,...,Bn (2.2.91)

with

ρz1,...,zn(ea)
B1...Bn
A1...An

= µb1c1
a µb2c2

c1
. . . µ

bn−1bn
cn−2 ρz1(eb1)

B1
A1

ρz2(eb2)
B2
A2

. . . ρzn(ebn)
Bn
An

. (2.2.92)

In particular, for the psu(2|2) charges

QA
B|z1, . . . , zn〉A1,...,An =

n

∑
i=1

ei ∑i−1
j=1 εAB pj ρzi(QA

B)Bi
Ai
|z1, . . . , zn〉A1,...,Bi ,...,An (2.2.93)

and similarly for the central charges

H|z1, . . . , zn〉A1,...,An =
n

∑
i=1

Hi|z1, . . . , zn〉A1,...,An

C|z1, . . . , zn〉A1,...,An =
n

∑
i=1

ei ∑i−1
j=1 pj Ci|z1, . . . , zn〉A1,...,An (2.2.94)

using ρzi(H) = Hi and ρzi(C) = Ci. In Section 4.2.3 we will discuss the symmetries

for the form factors, off-shell objects which we will introduce in Chapter 4.
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Chapter 3

Integrability in the AdS/CFT

correspondence

In the context of the AdS/CFT correspondence, it emerged a type of integrability

which is usually associated with two-dimensional systems. More specifically, when

studying the conformal dimensions of some operators in N = 4 supersymmetric

Yang–Mills (SYM), it has been found that the loop corrections can be found by solving

a specific spin chain, i.e. a one-dimensional lattice model in which every site carries a

(finite) representation of the corresponding (sub)group, as we will see in more detail

in the following. In this chapter we will briefly review N = 4 SYM, to explain the

connection to spin chains and thus integrability.

3.1 N = 4 supersymmetric Yang–Mills theory

3.1.1 The N = 4 SYM action

N = 4 supersymmetric Yang–Mills is a conformal gauge theory in four dimensions

(one in time and three in space) with the maximal amount of supersymmetry allowed

(four). Its action can be derived by dimensional reduction of the N = 1 SYM action

in ten dimensions

A = − 2
g2

YM

∫
d4x Tr

[
1
4

FµνFµν +
1
2

DµφI DµφI − 1
4
[φI , φJ ][φI , φJ ]

+
1
2

χ̄ΓµDµ χ− i
2

χ̄ ΓI [φ
I , χ]

]
, (3.1.1)
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where the field strength Fµν and the covariant derivative Dµ are defined from the

gauge boson Aµ(x) as

Fµν = ∂µ Aν − ∂ν Aµ − i[Aµ, Aν] , DµZ = ∂µZ− i[Aµ, Z] , (3.1.2)

with Z(x) any of the covariant fields. The other fields in (3.1.1) are six massless real

scalars φI (I = 1, ..., 6) and a 16-component ten-dimensional Majorana-Weyl spinor χ,

while (Γµ, ΓI) are the Dirac matrices in 10 dimensions. In particular, χ is equivalent

to eight four-dimensional Weyl spinors (fermions), four chiral ψ a
α and four anti-chiral

ψᾱa, with α, α̇ = 1, 2 and a = 1, ..., 4 1. In order to have SU(N) as the gauge group,

we choose all the fields in its adjoint representation. In (3.1.1) the gauge indices are

understood and taking the trace of covariant combinations guarantees the invariance

of the action under U(N).

The conformal symmetry is an extension of the Poincaré symmetry: not only is the

theory invariant under Lorentz transformations and space-time translations, but also

under special conformal transformations and dilatations. Being conformal implies

that the theory has no inherent mass scale and this remains true at the quantum level,

thanks to the supersymmetry2. From the Lagrangian, it can be seen that there is an

additional symmetry which accounts for the invariance under SO(6) rotation of the

scalars φI : it is called R-symmetry.

Conformal symmetry (and thus Poincaré symmetry), supersymmetry and R-sym-

metry are all subgroups of the N = 4 superconformal group PSU(2, 2|4), which is

the full symmetry group of the theory. In particular, the bosonic part is SU(2, 2) ×

SU(4) ' SO(2, 4) × SO(6), where the first factor is the conformal group and the

second the R-symmetry.

3.1.2 N = 4 SYM symmetries

Let us analyze in more detail the algebraic structure of N = 4 super Yang–Mills.

There are the 15 generators of the conformal algebra SU(2, 2): the four-vector Pµ

generate the space-time translations, the anti-symmetric tensor Mµν the SO(1, 3) '

SU(2) × SU(2) Lorentz transformations, the four-vector Kµ the special conformal

1See below for the conventions for the indices.
2For N = 4 super Yang–Mills the β function is zero at every order in perturbation theory, see [67].
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transformations and the scalar D the dilatations. Their commutation relations are

as follows

[D, Pµ] = −iPµ [D, Mµν] = 0 [D, Kµ] = +iKµ

[Mµν, Pλ] = −i(ηµλPν − ηλνPµ) [Mµν, Kλ] = −i(ηµλKν − ηλνKµ)

[Pµ, Kν] = 2i(Mµν − ηµνD) . (3.1.3)

There are also 16 generators of supersymmetry transformations Qα a and Q̇a
α̇, called

supercharges. They are fermionic, i.e. α, α̇ = 1, 2 are the spinor indices of the Lorentz

algebra, one for each SU(2), while a superscript (subscript) a labels the fundamen-

tal (anti-fundamental) representation of the R-symmetry algebra su(4) ' so(6). The

anti-commutation relations are

{Qα a, Q̇b
α̇} = σ

µ
αα̇δa

bPµ , {Qα a, Qα b} = 0 {Q̇a
α̇, Q̇b

α̇} = 0 . (3.1.4)

The supersymmetry transformations commute with the translations, [Pµ, Qα a] = 0,

[Pµ, Q̇b
α̇] = 0, and we have

[Mµν, Qα a] = iσµν
αβ εβγQγ a , [Mµν, Q̇a

α̇] = iγµν

α̇β̇
εβ̇γ̇Q̇a

γ̇ , (3.1.5)

where σ
µν
αβ = σ

[µ
αα̇σ

ν]

ββ̇
εα̇β̇.

In order to complete the superconformal algebra we need

[D, Qα a] = −
i
2

Qα a , [D, Q̇a
α̇] = −

i
2

Q̇a
α̇ , (3.1.6)

which means that Qα a and Q̇a
α̇ have dimension one half; and

[Kµ, Qα a] = σ
µ
αα̇εα̇β̇Ṡβ̇ a [Kµ, Q̇a

α̇] = σ
µ
αα̇εαβSa

β , (3.1.7)

where Sa
β and Ṡβ̇ a are new supercharges, bringing the total supersymmetry generators

to 32. Thus we see that combining supersymmetry and (special) conformal transfor-

mations introduces the superconformal charges Sa
α and Ṡα̇ a of dimension −1/2 with
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anticommutators similar to Qα a and Q̇a
α̇:

[Sa
α, Ṡα̇ b] = σ

µ
αα̇δa

bKµ [Sa
α, Sb

α] = 0 [Ṡα̇ a, Ṡα̇ b] = 0

[Kµ, Sa
α] = 0 [Kµ, Ṡα̇ a] = 0

[D, Sa
α] =

i
2

Sa
α [D, Ṡα̇ a] =

i
2

Ṡα̇ a . (3.1.8)

Finally we have

{Qα a, Sb
β} = −iεαβσI J

a
b
RI J + σ

µν
αβ δa

b Mµν −
1
2

εαβδa
b D

{Q̇a
α̇, Ṡβ̇ b} = +iε α̇β̇σI J a

b RI J + σ
µν

α̇β̇
δa

b Mµν −
1
2

ε α̇β̇δa
bD , (3.1.9)

where RI J are the R-symmetry generators, which commute with all the others, while

{Qα a, Ṡβ̇ b} = 0 = {Q̇a
α̇, Sb

β}. We will be interested in the so-called ’t Hooft limit, i.e.

gYM → 0, N → ∞, while λ = g2
YMN is kept fixed. This limit greatly simplifies the

perturbative computation since only planar Feynman diagrams survive the limit, the

others being suppressed by powers of 1/N.

Equivalently, we can write the representations of the (complexified) Lorentz group

in terms of those of the tensor product SU(2)C × SU(2)C, as we have seen in Sec-

tion 2.1.3. Thus e.g. the generators of the translations and conformal transformations

are Pαα̇ = Pµσ
µ
αα̇ and Kαα̇ = Kµ(σµ)αα̇ respectively, and their commutator is

[Kαα̇, Pββ̇] = δα̇
β̇
Lα

β + δα
β L̇α̇

β̇
+ δα

βδα̇
β̇
D . (3.1.10)

3.1.3 Primary operators and scaling dimensions

In conformal theories there is a special class of operators called chiral primaries that

have protected dimensions. To understand the meaning of this statement, let us first

consider the action of the dilatation generator D on a local operator O(x), O(x) →

λ−i DO(x)λi D,

[D,O(x)] = i
(
−∆ + x

∂

∂x

)
O(x) , (3.1.11)

where ∆ is called the dimension of O(x). In other terms, O(x) transforms as O(x)→

λ−∆O(λx) under the rescaling x → λx. The action of D on the operator [Kµ,O], with
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O(x) a generic (composite) local operator, is

[D, [Kµ,O]] = [[D, Kµ],O] + [Kµ, [D,O] (3.1.12)

= i[Kµ,O]− i∆[Kµ,O] , (3.1.13)

where in the first line we used the Jacobi identity. This means that [Kµ,O] has di-

mension ∆ − 1. Similarly, for the supercharges Sa
α and Ṡα̇ a we have that [Sa

α,O] has

dimension ∆− 1/2. Thus Kµ, Sa
α, and Ṡα̇ a have the property of lowering the dimen-

sion when they act on O. The same is true for half of the Lα
β, when α < β, half of the

L̇α̇
β̇
, when α̇ < β̇, and half of the RI J , when I < J, and they are all called lowering

operators. Vice versa, the other generators raise the dimension of an operator O and

are thus called raising operators: Pµ, Qα
a , Q̇α̇ a and the other half of Lα

β, L̇α̇
β̇
, and RI J

(i.e. when α > β, α̇ > β̇, and I > J respectively).

Since local operators in (unitary) QFT must have positive dimension3, there ex-

ists a local operator Õ(x) such that [W, Õ] = 0 for any lowering operator W. Then

Õ(x) is called primary and its commutators with the raising operators of the algebra

are called its descendants. An example of a primary operator in SYM is the Konishi

operator O(x) = Tr[φI(x)φI(x)].

A primary operator Õ(x) and its descendants constitute an irreducible represen-

tation of PSU(2, 2|4), of which Õ(x) is the highest weight. Moreover, the primary

operators, and thus the corresponding representations, can be characterized by six

charges: [∆, jL, jR, r1, r2, r3], which are respectively the conformal dimension, left and

right spin, and three charges labelling its SU(4)-representation.

3.1.4 Correlation functions

There is a special subset of primary operators, called BPS (after Bogomol’nyi, Prasad

and Sommerfield) operators, which also commute with some of the raising operators

Qα
a and Q̇α̇ a. From the commutators (3.1.9) we see that this entails a relation between

spin, R-charge and scaling dimension which implies that the latter does not receive

quantum corrections, since spin and R-charge are protected quantities.

3More precisely: they must have non-negative dimension and the identity is the only operator of
zero dimension.
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The fact that BPS operators have protected scaling dimensions ∆ is of particular

importance because knowing the dimension of conformal operators allows to com-

pletely determine their two-point functions. Moreover, conformal symmetry con-

strains the form of the correlation functions so that we can determine any of them

from two sets of quantities: the operators’ scaling dimensions ∆I and the so-called

structure constants CI JK between any three operators {OI , OJ ,OK}.

To be more specific, let us restrict ourselves for simplicity to the composite opera-

tors built from the six scalars φI as

OI(x) = Tr [φI1 φI2 · · · φIL ] , I = {I1, . . . , IL} , (3.1.14)

called single-trace operators of length L. It is clear that the (3.1.14) are primary op-

erators and have dimension ∆(0) = L. We note that if we allow composite operators

with any number of traces, the n-point functions between them will be suppressed

by powers of 1/N w.r.t. the ones between single-trace operators, so it make sense to

consider only the latter ones in the ’t Hooft limit.

Conformal symmetry forces one-point functions to be constant and two-point

function to be of the form

〈OI(x)O J(y)〉 =
MI J

|x− y|∆I+∆J
, (3.1.15)

where MI J 6= 0 only when ∆I = ∆J , and O J is hermitian conjugate of OJ , which for

real operators means simply that the order of the fields in the trace is reversed. The

dimensions of the operators involved determine also the three-point function, up to a

factor, CI JK, called structure constant:

〈 OI(x)OJ(y)OK(z) 〉 =
CI JK

|x− y|∆I+∆J−∆K |y− z|∆J+∆K−∆I |z− x|∆K+∆I−∆J
. (3.1.16)

We also have that all the higher-point functions can be determined from the two- and

three-point ones thanks to the operator product expansion (OPE)

OI(x)OJ(y) =
MI J

|x− y|∆I+∆J
+ ∑

k

C K
I J

|x− y|∆I+∆J−∆K
F(x− y, ∂y)OK(y) , (3.1.17)
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where4 the sum runs over all primary operators and the differential operator F =

1 + o(x− y) is necessary to include their descendants.

In general, when quantizing a classical CFT, the classical dimension ∆(0) receives

radiative corrections, and, after renormalization5, we can write the two-point function

as (3.1.15) with the ∆I expanded in terms of the effective coupling g:

∆I =
∞

∑
n=0

g2n ∆(n)
I , g =

√
λ

2π
. (3.1.18)

The quantity ∆− ∆(0) is called anomalous dimension, that is the quantum correction

to the classical dimension, and in the case of the BPS operators mentioned above it

vanishes, i.e. ∆ = ∆(0).

3.1.5 Spin chains and N = 4 SYM

In Section 3.1.4 we saw why the conformal dimension of an operator is an especially

interesting quantity in any conformal theory. InN = 4 SYM, an observation by Mina-

han and Zarembo [4] spurred a major breakthrough in the computation of anomalous

dimensions, namely the identification of the first order correction to ∆(0) of a particu-

lar class of operators with the Hamiltonian of the Heisenberg spin chain.

Let us consider only BMN operators with scalar insertions6, i.e. linear combina-

tions of Tr[φI1 · · · φIL ]. In this case, it can be shown from a one-loop Feynman diagram

computation that the first order correction to the classical dimension ∆(1) can be writ-

ten as

∆(1) =
λ

16π2

L

∑
l=1

(Kl,l+1 + 2− Pl,l+1) , (3.1.19)

where Kl,l+1 stands for K jl jl+1
il il+1

= δil il+1 δjl jl+1 , and similarly Pl,l+1 is the shorthand of

Pjl jl+1
il il+1

= δ
jl+1
il

δ
jl
il+1

.

Kl,l+1 and Pl,l+1 can be interpreted as operators acting on the sites l and l + 1 of

a spin chain (nearest-neighbour interaction) and are called trace operator and per-

mutation operator respectively: K |a〉 |b〉 = (a · b) and P |a〉 |b〉 = |b〉 |a〉. With this

4The indices of the structure constants are raised and lowered with the matrix M: CI JK =

∑K C K
I J MKL.

5For a more detailed and pedagogical analysis we refer to the lecture notes [68].
6It should be noted that at one loop there is no mixing with the other operators.
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interpretation, ∆(1) becomes the Hamiltonian of an so(6) spin chain [4]7 and its eigen-

values can be found using the Bethe ansatz. This analysis has been generalized to the

full psu(2, 2|4) in [69].

If we limit ourselves instead to only an su(2) sub-sector, i.e. considering only

Y =
φ1 + iφ2
√

2
and Z =

φ5 + iφ6√
2

, (3.1.20)

we have that K = 0 and ∆(1) is now the Hamiltonian for the XXX Heisenberg model

(3.2.4). Let us note that at higher loops there are interaction terms between the scalars

φI and other fields of the theory, which means that one can consider the SO(6) sec-

tor only at one loop. However, there are some special sub-sectors of PSU(2, 2|4) for

which there is no operator mixing at any loop [69], and these are called closed sectors.

An example is the SU(2) sub-sector seen above, or the non-compact SL(2) sector built

from only one complex scalar Z and its covariant derivatives.Another closed sector

is the SU(2|3) one, containing two fermions and three bosons, which exhibits an im-

portant feature at two loops, namely that the length of the single trace operators is

not preserved [70]. For example, in the action there is a term which translates into

the scattering of two fermions into three bosons, which means that the corresponding

Hilbert space contains operators of different lengths.

Thus the first loop correction to the conformal dimension of BMN operators can

be found solving a spin chain with nearest-neighbour interactions, and the spin rep-

resentation in each site depends on the chosen sector. Higher-loop corrections have

been studied in [71] and subsequent papers8. It has been found that the spin chains

contributing to higher loops have long range interactions, with the range increasing

by one for any additional loop order. Moreover, operators with different lengths mix

together if they have the same classical dimension, e.g. three scalar fields with two

fermions. Nevertheless, these spin chains are still considered integrable, and have

been proven so in many explicit cases, starting from [70].

7See also [29] for a detailed analysis.
8See the review [6] for further references.
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FIGURE 3.1: The XXX1/2 spin chain [72]

3.2 The Bethe ansatz for the XXX1/2 spin chain

3.2.1 The Heisenberg XXX spin chain

Motivated by the previous analysis, we now discuss the spin chain and the solutions

to its spectral problem. The XXX Heisenberg model, represented in Fig. 3.1, is a

one-dimensional lattice in which every site carries a (finite) representation of SU(2)

labelled by its highest weight s. The associated symmetry algebra su(2) is generated

by the Si (i = 1, 2, 3) satisfying

[
Si, Sj

]
= i εijkSk , (3.2.1)

with εijk completely antisymmetric and ε123 = 1. In the first non-trivial case s = 1/2,

where each spin can be either up (↑) or down (↓), we can write Si
n = σi

n/2, with σi

denoting the three Pauli matrices for the site n acting on the vector space Vn = C2:

σ1 =

0 1

1 0

 , σ2 =

0 −i

i 0

 , σ3 =

1 0

0 −1

 , (3.2.2)

with commutators [
σi

n, σ
j
m

]
= 2i ε

ijk
σk

n δmn , (3.2.3)

where the Kronecker delta δmn means that operators at different sites commute.

The Hamiltonian of the XXX1/2 spin chain with L sites is

H =
L

∑
n=1

(
1− σi

nσi
n+1

)
, (3.2.4)



56 Chapter 3. Integrability in the AdS/CFT correspondence

with the identification σi
n+L = σi

n defining periodic boundary conditions. Since inter-

actions occur only between two adjacent sites, models of this type are called nearest-

neighbour spin chains. More precisely, the interaction in the Hamiltonian (3.2.4)

amounts to the exchange of two nearby spins, that is we can rewrite it in terms of

the operators identity I and permutation P as

H =
L

∑
n=1

(In,n+1 −Pn,n+1) , (3.2.5)

where the operators act on any two spins a, b respectively as I(a ⊗ b) = a ⊗ b and

P(a⊗ b) = b⊗ a.

If we define the total spin along the direction i as

Si =
L

∑
n=1

Si
n =

1
2

L

∑
n=1

σi
n , (3.2.6)

it is easy to see that the Hamiltonian commutes with any of them:

[
H, Si

]
= 0 i = 1, 2, 3 ; (3.2.7)

i.e. the three Si are the generators of a global su(2) symmetry algebra. Let us note

that this is a consequence of the fact that for each site the three terms in (3.2.4) have

the same coefficient regardless of the direction i, hence the term “XXX”, while this is

not the case in a more general model9.

The commutator (3.2.7) implies that we can choose one special spin direction, con-

ventionally S3, and find spin-chain configurations (states) |Ψ〉 that satisfy both

H |Ψ〉 = EΨ |Ψ〉 and S3 |Ψ〉 = sΨ |Ψ〉 , (3.2.8)

i.e. |Ψ〉 is an eigenstate of the Hamiltonian and the selected spin operator, as we will

see in the next section. Moreover, we can rearrange the other two Si into the so-called

spin-lowering and raising operators respectively:

S+ = S1 + i S2 and S− = S1 − i S2 , (3.2.9)

9We can define a general (anisotropic) nearest-neighbour spin chain introducing coefficients ki as
H = k0 −∑n ∑i kiSi

nSi
n+1; when k1 = k2 6= k3 this is called a XXZ spin chain, if they are all different it is

denoted XYZ, and we recover our XXX model when k1 = k2 = k3.
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which satisfy

[
S+, S−

]
= 2S3 [

S3, S±
]
= ±S±

[
H, S±

]
= 0 . (3.2.10)

The name “lowering/raising operator” comes from the fact that we can generate

other eigenstates with the same energy but a different spin by acting one or more

times with S+ or S−. Explicitly, for |Ψ±〉 = S± |Ψ〉 we have from (3.2.10)

H |Ψ±〉 = S±H |Ψ〉+ 0 = EΨ |Ψ±〉 S3 |Ψ±〉 = S±S3 |Ψ〉 ± S± |Ψ〉 = (sΨ ± 1) |Ψ±〉

3.2.2 The coordinate Bethe ansatz

We will now discuss how to solve the spectral problem

H |Ψ〉 = EΨ |Ψ〉 , (3.2.11)

i.e. how to find the eigenstates |Ψ〉 of the Hamiltonian H, and their correspond-

ing eigenvalues EΨ. The standard procedure to obtain them, i.e. diagonalizing the

Hamiltonian, becomes cumbersome for large L and does not help in the analysis of

the interesting limit L → ∞. Bethe was able to find a more efficient method in 1931

[5], by making an “educated guess” (ansatz) for the eigenfunctions10, as we will see

in the following11.

Let us first define the ground state (or vacuum) of the spin chain |0〉, that is the

eigenstate of the Hamiltonian with lowest energy (e.g. H |0〉 = 0), as the state in

which all spins are up12:

S+ |0〉 = 0 ←→ |0〉 = |↑↑ · · · ↑〉 . (3.2.12)

Then the excitations, called magnons, are obtained by acting with the lowering oper-

ator S− on the vacuum |0〉. To simplify the notation, it is convenient to label the ex-

citations as |n〉 = |↑ · · · ↑↓↑ · · · ↑〉 where the spin at the n-th site is flipped, |n, m〉 =
10Eigenfunctions and eigenstates are often used interchangeably, but while the latter is an abstract

object, the former depends on the chosen basis, say coordinates or momenta.
11See also the reviews [73] and lectures [74, 7, 75].
12It would be clearly equivalent to consider as the ground state the opposite state with all spins down
|↓↓ · · · ↓〉, switching the role of S+ and S− in the following expressions.
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|↑ · · · ↑↓↑ · · · ↓ · · · ↑〉 where the spins at the n-th and m-th sites are flipped, and so

on.

We will briefly review Bethe’s original idea, now referred to as the coordinate

Bethe ansatz. We begin with the observation that the Hamiltonian does not change

the length L of the state nor the number M of excitations, it only changes the positions

of the spins. This fact constrains the eigenstates to be a linear combination of the states

with M magnons

|ΨM〉 = ∑
1≤n1<···<nM≤L

ψ(n1, . . . , nM) |n1, . . . , nM〉 , (3.2.13)

where the functions ψ(n1, . . . , nM) are the quantity we need to determine.

In the case of only one magnon we can write the eigenstate as

|Ψ1〉 =
L

∑
n=1

eipn |n〉 (3.2.14)

and the periodic boundary condition Si
n+L = Si

n on the Hamiltonian implies

eipL = 1 . (3.2.15)

We can then interpret Ψ1 as a one-particle state with momentum p, quantized accord-

ing to (3.2.15), and energy

EΨ,1 = 2− 2 cos(p) =
1
2

1
u2 + 1/4

, (3.2.16)

where in the last expression we introduced the rapidity u, defined as

u =
1
2

cot
( p

2

)
←→ eip =

u + i/2
u− i/2

. (3.2.17)

Similarly, we can start from a generic two-particle state

|Ψ2〉 = ∑
1≤n1<n2≤L

ψ(n1, n2) |n1, n2〉 (3.2.18)
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and make the following ansatz for the wave-function

ψ(n1, n2) = eip1n1+ip2n2 + S(p1, p2)eip1n2+ip2n1 , (3.2.19)

with the phase S(p1, p2) of the form

S(p1, p2) = −
1− 2eip1 + ei(p1+p2)

1− 2eip2 + ei(p1+p2)
=

u1(p1)− u2(p2) + i
u1(p1)− u2(p2)− i

. (3.2.20)

One can verify that (3.2.18) with the ansatz (3.2.19) is an eigenstate with its eigenvalue

equal to the sum of the energies of the two particles and S(p1, p2) can be interpreted

as a scattering matrix (S-matrix) describing the interaction between the two particles

with momenta p1 and p2. Imposing the periodic boundary conditions, we see that the

momenta are now quantized according to

eip1L = S(p1, p2) , eip2L = S(p2, p1) . (3.2.21)

In general we can write the ψ(n1, . . . , nM) as a sum over permutations {τ}

ψ(n1, . . . , nM) = ∑
{τ}

A(τ) exp

(
M

∑
k=1

ipτ(k)nk

)
, (3.2.22)

where A(τ) = sign(τ)∏
j<k

(
1− 2eipk + ei(pk+pj)

)
, (3.2.23)

with the conditions

eipj L =
M

∏
k=1, k 6=j

S(pj, pk) . (3.2.24)

These are n independent equations for n variables p1, . . . , pn, and are called Bethe

equations. The spectral problem then reduces to solving the Bethe equations, which

is easier than diagonalizing the Hamiltonian and also suitable to be applied to large

systems (large L).

The Bethe equations are often written in terms of the rapidities ui

(
uj + i/2
uj − i/2

)L

=
M

∏
k=1, k 6=j

uj − uk + i
uj − uk − i

, (3.2.25)
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and their solutions are called Bethe roots, with momenta and energies given by

P = −i log
(

u + i/2
u− i/2

)
, EΨ,M =

1
2

M

∑
k=1

1
u2

k + 1/4
. (3.2.26)

3.2.3 The algebraic Bethe ansatz

The original work by Bethe [5] provides a key example of what is now called quantum

integrability, as we will see in the following, though it is not apparent in the formalism

of the coordinate Bethe ansatz. Therefore, we will review a different approach to

solving integrable systems, such as the Heisenberg spin chain (3.2.4), called quantum

inverse scattering or algebraic Bethe ansatz (ABA), following [7].

We begin by introducing a new object called the Lax operator, which acts on Vn ⊗

V, where Vn = C2 is the space on which our representation of Si
n (i.e. the Pauli

matrices) acts and V = C2 is a new auxiliary (non-physical) space. The Lax operator

Ln,a(u) is a linear operator that can be written as a 2× 2 matrix on V, with the matrix

elements acting on Vn, in the following way

Ln,a(u) =

u + i S3
n i S−n

i S+
n u− i S3

n

 , (3.2.27)

and u is a complex variable called the spectral parameter. We can also rewrite the Lax

operator in terms of the permutation operator P and identity I used in (3.2.5), with

an obvious generalization to the auxiliary space since it is again C2, and obtain

Ln,a(u) =
(

u− i
2

)
In,a + i Pn,a , (3.2.28)

where the index a corresponds to the auxiliary space V, and n to Vn. Similarly, we

introduce another auxiliary space V ′ = C2 and an operator Ra,b on V ⊗V ′, called the

R-matrix, defined as

Ra,b(u) = u Ia,b + i Pa,b . (3.2.29)

One can then prove the following RLL relation

Ra,b(u− v)Ln,a(u)Ln,b(v) = Ln,b(u)Ln,a(v)Ra,b(u− v) , (3.2.30)
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where the products on both sides are defined on Vn ⊗V ⊗V ′13.

It is also useful to define the “monodromy matrix”

TL,a(u) = LL,a(u) · · · L1,a(u) (3.2.31)

for which the RLL relation (3.2.30) implies

Ra,b(u− v)TL,a(u)TL,b(v) = TL,b(u)TL,a(v)Ra,b(u− v) . (3.2.32)

The trace of the monodromy matrix over the auxiliary space is called the transfer

matrix T(u) = Tra(TL,a) and one can prove that transfer matrices commutes for any

value of the spectral parameter [T(u), T(v)] = 0. Moreover T(i/2) is proportional to

the Hamiltonian (plus a constant term):

H = 2L− 2i
d

du
log T(u)

∣∣∣∣
u= i

2

, (3.2.33)

which means [T(u), H)] = 0, that is the transfer matrix commute with the Hamil-

tonian for any u. Moreover, the monodromy matrix is a polynomial of order L,

TL,a(u) = ∑L
n=1 Vnun with VL = 1, so T(u) is a polynomial of order L with a con-

stant coefficient, which means that [T(u), T(v)] = 0 implies the existence of L − 1

commuting operators Vn, which include the Hamiltonian. We can then choose one

particular spin, e.g. S3, to obtain a family of L commuting operators, and in this sense

one can prove the (quantum) integrability of the Heisenberg spin chain.

To conclude we will mention how to obtain the spectrum of the theory in this

quantum inverse scattering method: the idea is to diagonalize the transfer matrix

T(u), instead of the Hamiltonian. To be more specific, if we write the monodromy

matrix as

TL,a(u) =

A(u) B(u)

C(u) D(u)

 , (3.2.34)

with matrix elements being operators on the Hilbert space of the XXX1/2 spin chain

V1 ⊗ · · · ⊗ VL = C2 ⊗ · · · ⊗ C2, then the transfer matrix is T(u) = A(u) + D(u).

13The operators can be extended to act on the full Vn ⊗ V ⊗ V′ if we simply assume that they act as
the identity on the third space, e.g. Ln,a ⊗ Ib.
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Considering again the vacuum |0〉 = |↑↑ · · · ↑〉, it follows from the definitions that

A(u) |0〉 =
(

u +
i
2

)L

|0〉 , D(u) |0〉 =
(

u− i
2

)L

|0〉 , C(u) |0〉 = 0 ,

(3.2.35)

and from equation (3.2.32) that [B(u), B(v)] = 0, [C(u), C(v)] = 0. Moreover, we will

define the states ΨM as

|ΨM〉 = B(u1)B(u2) · · · B(uM) |0〉 . (3.2.36)

Then it can be shown [76] that the ΨM are eigenstates of the transfer matrix

T(u) |ΨM〉 = t(u) |ΨM〉 (3.2.37)

with eigenvalues

t(u) =
(

u +
i
2

)L M

∏
k=1

u− uk − i
u− uk

+

(
u− i

2

)L M

∏
k=1

u− uk + i
u− uk

(3.2.38)

if and only if the parameters {ui} (Bethe roots) satisfy the Bethe equations (3.2.25)

(
uj + i/2
uj − i/2

)L

= ∏
k 6=j

uj − uk + i
uj − uk − i

. (3.2.39)

Then B(u) and C(u) can be considered the creation and annihilation operators respec-

tively, with energy and momentum of the state |Ψ〉 given by (3.2.26)

P = −i log
(

u + i/2
u− i/2

)
, EΨ,M =

1
2

M

∑
k=1

1
u2

k + 1/4
. (3.2.40)
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Chapter 4

Form Factors

4.1 Definitions

The form factors are matrix elements of local operators between scattering states. We

will introduce them in a generic two-dimensional theory and then specialize to the

world-sheet string theory described in Section 2.1.3. The form factor axioms are a set

of consistency conditions which if solved would complete the bootstrap program for

the form factors in any integrable theory. The form factor axioms for this model have

been written in [12], however, finding a general solution for them remains an open

problem. In the following we will present instead some perturbative results, and, in

particular, we will write the complete three-particle form factor up to one loop.

4.1.1 Generalized form factors

Let us consider a 1+1-dimensional theory with coordinates x = (τ, σ) and particles’

two-momenta denoted by pj = (εj, pj), where j = 1, . . . , n if there are n particles. In

order to fully label a particle, we also need a flavour index i, which e.g. in the case of

the light-cone string of Sec. 2.1.3 will run over the transverse (bosonic and fermionic)

world-sheet fields. Thus we will denote a generic scattering state with n particles

|p1, . . . , pn〉i1,...,in
.

Given a local operator O(x), which can be any combination of the fields of the

theory and their derivatives located at the world-sheet point x = (τ, σ), we define its
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generalized form factor1 as

i′m,...,i′1
〈

p′m, . . . , p′1
∣∣O(x) |p1, . . . , pn〉i1,...,in

= ei(p′1+...+p′m−p1−...−pn)·x

× FO;i′m,...,i′1
i1,...,in

(p′m, . . . , p′1|p1, . . . , pn) . (4.1.1)

In a relativistic theory, or in any theory in which crossing can be defined such as the

world-sheet string, the definition (4.1.1) is clearly equivalent to one where only matrix

elements between a particle state and the vacuum |Ω〉 are considered. Thus we can

also write

〈Ω| O(x) |p1, . . . , pn〉i1,...,in
= e−i(p1+...+pn)·xFOi1,...,in

(p1, . . . , pn) , (4.1.2)

or in momentum space2

〈Ω| Õ(q) |p1, . . . , pn〉i1,...,in
= (2π)2δ(2)(q− p1 − . . .− pn)FOi (pi) , (4.1.4)

where i = {i1, . . . , in} and pi = {p1, . . . , pn}. Moreover, we specify the ordering of the

momenta for the scattering states, following the conventions of [12, 13]. Assuming

p1 > p2 > · · · > pn, we define the “in”-scattering states |p1, . . . , pn〉(in)i1,...,in
as incoming

states |p1, . . . , pn〉i1,...,in
, and the “out”-scattering states |p1, . . . , pn〉(out)

i1,··· ,in
as outgoing

states |pn, . . . , p1〉in,...,i1 .

The discussion above motivates the following definition. The form factors of an

operator O(x) are the auxiliary functions fOi (pi) equal to the matrix elements of the

operator at the origin, O ≡ O(0), between the vacuum (as the “out”-state) and a

scattering state with the “in”-ordering of momenta

fOi (pi) = 〈Ω| O |p1, . . . , pn〉(in)i1,...,in
. (4.1.5)

This definition can be extended to any other ordering by analytical continuation.

1We will follow the conventions of [12, 13]. The term generalized is used to differentiate between this
generic form and the more convenient formulation that follows, where the out-state is the vacuum and
the momenta are ordered.

2The two expressions are of course related by a Fourier transformation, i.e.

Õ(q) =
∫

d2x eiq·xO(x) . (4.1.3)
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4.1.2 Diagonal form factors

In the study of form factors, it is particularly interesting to consider a different config-

uration in which the particles in the in-state and out-state are identical (in both flavour

and momenta). This property characterizes the so-called diagonal form factors, which

are related to the structure constants of the three-point functions of conformal opera-

tors (3.1.16), as we will see below.

We will begin with the following matrix elements of a local operator O(x), with

p1 > p2 > · · · > pn,

(out)
i1,...,in

〈p1, . . . , pn| O(x) |p1, . . . , pn〉(in)i1,...,in
. (4.1.6)

For simplicity of notation, we will restrict ourselves to the n = 1 case, i.e. the one-

particle diagonal form factor. We have

FOD (p) = 〈p| O(x) |p〉 = 〈p| eiτHeiσPO(0)e−iσPe−iτH |p〉 = 〈p| O(0) |p〉 , (4.1.7)

that is FOD depends only on the external state, not on the position of the insertion,

and this is clearly also true for any other diagonal form factor. One can ask how to

extend the definition of the (4.1.5), assuming that we can define crossing. If we cross

the outgoing particle and write e.g.

〈p| O(0) |p〉 = 〈Ω| O(0) |p, p〉 ,

where p is the momentum of the ingoing anti-particle obtained by crossing the out-

going particle with momentum p, we are omitting a possible divergence coming from

the disconnected term proportional to 〈p|p〉3 One way of regularizing this expression

is shifting the outgoing momenta to p′ = p + ε, then taking the limit p′ → p. This

means that we can define the one-particle diagonal form factor, similarly to (4.1.5), as

fOD (p) = lim
ε→0
〈Ω| O(0) |p + ε, p〉 . (4.1.8)

In the case of more than one particle the result can depend on the way in which

the limit is performed, as it was noted in [20]. To clarify this statement we will now

3When the fields representing the “in” and “out”-states are Wick-contracted among themselves.
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discuss briefly the two-particle case. Let p1 and p2 be the momenta of the two particles

and assume p1 > p2, so that the “in”- and “out”-scattering states are |p1, p2〉(in) =

|p1, p2〉 and |p1, p2〉(out) = |p2, p1〉 respectively. We will shift the momenta of the

particles in the “out” state to p′1 and p′2, cross both particles, and take the limit p′i → pi,

or equivalently εi = p′i − pi → 0, as before. Thus we obtain the analogue of (4.1.8)

fOD (p1, p2) = lim
ε2→0

lim
ε1→0
〈Ω| O(0) |p2 + ε2, p1 + ε1, p1, p2〉 , (4.1.9)

though here there is more than one way of taking the double limit. In order to be

consistent we need to make a choice on how to regularize the diagonal form factors.

In the literature, both the symmetric and the connected regularizations are commonly

used. In the symmetric regularization scheme, all the εi are taken equal, so that (4.1.9)

becomes simply

fOD,s(p1, p2) = lim
ε→0
〈Ω| O(0) |p2 + ε, p1 + ε, p1, p2〉 . (4.1.10)

In the connected scheme, one takes instead the finite part of the r.h.s. of (4.1.9), i.e.

the terms which do not depend on εi.

Equivalently, we can also write the diagonal form factors in terms of the rapidi-

ties, as in [77, 16] for the spin-chain, see Sec. 3.2.2. In general the rapidities are the

uniformizing parameters of the dispersion relation of the theory. In a massive rela-

tivistic theory, the relation between momenta and rapidities is simply p = m sinh u

and the crossing symmetry relates outgoing particles with rapidity u to incoming

anti-particles with rapidity u = u + iπ respectively. As before, we shift the rapidities

in the “out”-state by a small amount ui → ui + εi, and we need to take the limit εi → 0

of

〈0|O|u1 + ε1, . . . , un + εn, u1, . . . , un〉in . (4.1.11)

In general we can write

fO(u1 + ε1, . . . , un + εn, u1, . . . , un) =
n

∏
i=1

1
εi

n

∑
i1

· · ·
n

∑
in

ai1 ...in(u1, . . . , un)εi1 . . . εin

+ terms vanishing as εi → 0 , (4.1.12)
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where ai1 ...in is a completely symmetric tensor. Then, in the symmetric regularization

scheme, we define the diagonal form factor by taking all the εi’s to be the same, εi = ε

for each i = 1, . . . , n, and then setting ε→ 0. Alternatively, if we choose the connected

scheme, we write the diagonal form factors as the finite part of (4.1.12)

fOD,c(u1, . . . , uN) ≡ n! a12...n . (4.1.13)

Let us note that the diagonal form factors calculated in the two regularization schemes

are not independent, and the relation between them has been discussed in [77].

Finite volume

Diagonal form factors are related to the structure constants of a special class of three-

point functions, called “Heavy-Heavy-Light" (HHL) [14, 15], where the “heavy” (i.e.

long) operators correspond to classical string solutions and the “light” one to a vertex

operator on the string world-sheet. It was proposed in [14] that the dependence of

structure constants on the length, L, of the heavy operators is given by finite volume

diagonal form factors in integrable theories, which was confirmed at one-loop in [16].

To introduce the idea, we will consider one-particle diagonal form factors in a

generic 1+1-dimensional theory on a finite volume L, e.g. −L/2 < σ < L/2 in our

notation4. In a finite volume there are no singularities in the definition of diagonal

form factors, though the result will of course depend on the choice of the normaliza-

tion. The momenta are quantized according to the Bethe equations (3.2.24)

The states can be labelled by the quantization number, |p1, p2, . . .〉L = |n1, n2, . . .〉,

and a convenient normalization is
〈
ni
∣∣nj
〉
= δij. In order to compare these with the

infinite volume states, let us consider (again in the one particle case)

∑
n
|n〉 〈n| ≈

∫ dp
2π

L |p〉L 〈p|L =
∫ dp

2π
|p〉 〈p| (4.1.14)

4We assume L large enough so that we can ignore exponential corrections coming from the vacuum
polarization.
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which means |p〉L =
1
√

ρ1
|p〉 with ρ1 = L. Thus we have that the finite volume

one-particle diagonal form factor is

fOL, p = L 〈p| O(0) |p〉L =
1
ρ1
〈p| O(0) |p〉 = 1

ρ1
fOp , (4.1.15)

i.e the volume dependence comes from the normalization factor only, as observed in

[77] for the general case.

4.1.3 Form factor axioms

A set of axioms for the form factors has been proposed in [10], extending to off-shell

quantities the analysis which allowed to formulate the S-matrix bootstrap. These ax-

ioms are (phenomenological) consistency properties derived from the symmetries of

the theory which in principle can be used to write down the exact form factors for

any integrable theory, starting from the knowledge of the S-matrix. Babujian, Fring,

Karowski and Zapletal [78] have been able to write the axioms for the form factor

bootstrap using only the validity of the LSZ formalism (Lehmann, Symanzik, Zim-

mermann) [79] and the hypothesis of “maximal analyticity”. In other words, the as-

sumption is that all singularities must be of physical origin, i.e. form factors (and

the S-matrix) are analytic functions everywhere except at the points corresponding to

physical intermediate states, hence the term “maximal analyticity”. We refer to [11]

for a review of the relativistic case, while in the following we will focus only on the

axioms for the world-sheet-model form factors presented in [12].

We will write the axioms for the world-sheet form factors in terms of the rapidities

z defined in (2.1.62) (see Sec. 2.1.5)

p = 2 am z , sin
p
2
= sn(z, k) , E = dn(z, k) . (4.1.16)

We assume the form factors fOi1,...,in
(z1, . . . , zn) to be meromorphic functions of the

torus parameters zα of each external particle, with α = 1, . . . , n. The proposed form

factor axioms are

• Permutation: the form factors are symmetric under permutation of any two con-

secutive variables zl , zl+1 together with the permutation of their corresponding
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spaces which is performed through the action of the two-particles S-matrix

f...,i′l+1,i′l ,...
(. . . , zl+1, zl , . . . ) = f...,il ,il+1,...(. . . , zl , zl+1, . . . )S il il+1

i′l i
′
l+1

(zl , zl+1) ; (4.1.17)

FIGURE 4.1: Graphical representation of the permutation axiom.

• Periodicity: the form factors transform as follows under cyclic permutations

fi1,i2,...,in(z1 + ω2, z2, . . . , zn) = fi2,...,in,i1(z2, . . . , zn, z1 −ω2) , (4.1.18)

where 2ω2 = 4iK(1− k)− 4K(k) with K(k) the elliptic integral of the first kind,

see Sec. 2.1.5;

FIGURE 4.2: Graphical representation of the periodicity axiom.

• One-particle poles: the form factors have poles in each subchannel corresponding

to one-particle intermediate states going on-shell, e.g. when p12 ≡ p(z1)+p(z2)

vanishes5

Res
p12=0

fi1,...,in(z1, z2, z3, . . . , zn) = 2iCi1i′2
fi′3,...,i′n(z3, . . . , zn)

×
[
δ

i′2
i2
· · · δi′n

in
− S i′2 i′n

jn−3in
(zn, z2) . . . S j1i′3

i2i3
(z3, z2)

]
, (4.1.19)

5The bar over p in p is used to indicate that it is the momentum of the anti-particle.
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where Ci1i2 is the charge conjugation matrix;

FIGURE 4.3: Graphical representation of the axiom regarding one-
particle poles.

• Bound state poles: the form factors have poles originating from the bound states

present in the world-sheet theory, and the residues of these poles are given by

form factors with such bound states as external particles. To clarify this state-

ment, let us consider for simplicity a rank one subsector of the full theory and

a two-particle bound state in this subsector. We assume there is a pole in the

(scalar) S-matrix at values z′1 and z′2 such that u(z′2) − u(z′1) = 2i/g, where u

is the rapidity parameter defined in (2.1.60), and we denote the residue of the

S-matrix at this pole as

Res
z′1,z′2
S12(z1, z2) = R(12) . (4.1.20)

Then the statement is that the corresponding form factor also has a pole at the

values z′1 and z′2 and the residue is

Res
z′1,z′2

f (z1, z2, z3, . . . , zn) =
√

2iR(12) f (z(12), z3, . . . , zn) , (4.1.21)

where z(12) is the rapidity parameter for the bound state6.

FIGURE 4.4: Graphical representation of the axiom regarding bound-
state poles.

6We refer to [80] for a detailed discussion of bound states in this context.
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4.2 Perturbative calculations

In order to compute perturbatively form factors of a local operatorO(x) we recall the

LSZ formula [79] for a generic theory S [Φ]

fOi (p1, . . . , pn) =

(
1√
2

)n

lim
p2

i→m2
i

n

∏
i=1

(
p2

i −m2
i

i

)
GOn (q, p1, . . . , pn) , (4.2.1)

where

(2π)2 δ2

(
q +

n

∑
i=1

pi

)
GOn (q, p1, . . . , pn) =

∫ n

∏
i=1

dxidy e−i ∑i pixi e−iqy 〈0| T [O(y)Φ(x1) · · ·Φ(xn)] |0〉 , (4.2.2)

with T denoting the time-ordered product and the delta function fixing q to be equal

to −∑i pi. We can then obtain the form factors perturbatively, order by order, by

adapting (4.2.1) to the case at hand and drawing the corresponding Feynman dia-

grams to simplify the calculations. The Feynman diagrams for the form factors are

similar to the S-matrix ones, except for the fact that the external momenta may not

be on-shell. We also need to consider the contractions with the operator O, which

translates in the Feynman formalism to taking into account all the possible locations

for the operator insertion, as we will see in the explicit computations below.

4.2.1 Perturbative world-sheet form factors

It is a slightly non-trivial question how to unambiguously define the perturbative

world-sheet form factors. They will certainly depend on the gauge fixing choice,

specifically on the gauge parameter a, a feature which is similarly seen in the compu-

tation of the world-sheet S-matrix. In the case of the S-matrix the gauge parameter can

be seen to explicitly cancel in the Bethe equations and thus it drops out of the compu-

tation of physical string energies. For form factors, being partially off-shell quantities,

there is the additional freedom to make field redefinitions which will modify the local

operator. For example, if we consider a field redefinition of the form

ΦAȦ(σ) = Φ̃AȦ(σ) +
1√
λ

F(Φ̃BḂ(σ))Φ̃AȦ(σ) (4.2.3)
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where F is an arbitrary quadratic function of the fields, the definition of the asymp-

totic states and the S-matrix will remain unchanged. However, the transformation

(4.2.3) will change the form of higher-order terms in the action and in general any

off-shell quantities.

World-sheet propagators

We will now compute the world-sheet propagators which we will need in the fol-

lowing. As the simplest example of off-shell observables we consider the two-point

functions of world-sheet fields in momentum space7. At leading order we find for the

transverse AdS and sphere bosons8

〈Zαα̇(p)Zββ̇(−p)〉 = i
p2 − 1

εαβεα̇β̇ , 〈Yaȧ(p)Ybḃ(−p)〉 = i
p2 − 1

εabεȧḃ (4.2.5)

while for the fermions we can define

Θαȧ
Υ (p) =

 Υαȧ(p)

Υ∗αȧ(p)

 , Θaα̇
Ψ (p) =

 Ψaα̇(p)

Ψ∗aα̇(p)

 (4.2.6)

and then write

〈ΘT
Υ

αȧ(p)Θβḃ
Υ (−p)〉 = iεαβεȧḃ

p2 − 1

 p −1 + ε

1 + ε p

 , (4.2.7)

〈ΘT
Ψ

aα̇(p)Θbβ̇
Υ (−p)〉 = iεabεα̇β̇

p2 − 1

 p −1 + ε

1 + ε p

 . (4.2.8)

~

FIGURE 4.5: Feynman diagram for the one-loop propagator correction.

7 We define the Fourier transform with the conventions

ΦAȦ(q) =
∫

d2σ eiq·σΦAȦ(σ) . (4.2.4)

8There is an additional factor of the coupling, 2π/
√

λ, that we are omitting in these expressions.
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These propagators also provide a concrete example of the use of actions differing

by field redefinitions. We can consider the one-loop wavefunction renormalization

of fundamental fields computed from the action (2.1.47), and compare it with the

result found from the action (in the same gauge a = 1/2) used to compute the one-

loop S-matrix and two-loop dispersion relation in [81]. Calculating the simple one-

loop correction to the propagator, shown schematically in Fig. 4.5, we find that the

correction to the bosonic propagator get contributions from both scalars and fermions

running in the loop. From the scalars we find a contribution proportional to

∫ d2k
(2π)2

k2
σ

k2 − 1
(4.2.9)

where kσ is the spatial component of the loop momentum. In principle this diver-

gent integral would lead to the renormalization of the wavefunction, however for

the action (2.1.47) there is an extra factor from fermions running in the loop such

that the total one-loop contribution is zero. This differs from the result of [81], where

they found a non-vanishing UV divergent tadpole integral contributing to the bosonic

propagators. Note that the correction to the fermionic propagators can be computed

in a similar way, however it vanishes for both actions. Thus we see that our choice of

the action (2.1.46) and (2.1.47) simplifies the computations at the price of limiting our-

selves to quartic terms, since the sextic ones are not currently explicitly known9. For

this reason the computation of the one-loop S-matrix for the action (2.1.46) would be

a challenging task. We now turn instead to the computation of tree-level world-sheet

form factors.

One-particle form factors

We will begin with defining the form factor coefficients f AȦ
BḂ (p1) of the one-particle

form factors as the matrix elements

〈Ω|OAȦ(q)|ΦBḂ(p1)〉 = (2π)2δ(2)(q− p1) f AȦ
BḂ (p1) , (4.2.10)

9The issue here is that to find this more convenient Lagrangian we need to perform a change of
variables in the Hamiltonian formalism, thus the relation between the two Lagrangians is not straight-
forward.
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where OAȦ indicates one of the fields of the theory depending on the choice of the

indices A, Ȧ = 1, . . . , 4 as mentioned at the end of Section 2.1.3. We can straightfor-

wardly compute

f aȧ
BḂ = δa

Bδȧ
Ḃ

1√
2ε1

, f αα̇
BḂ = δa

Bδȧ
Ḃ

1√
2ε1

,

f αȧ
BḂ =

δα
Bδȧ

Ḃ√
ε1

u(p1)

v(p1)

 , f aα̇
BḂ =

δa
Bδȧ

Ḃ√
ε1

u(p1)

v(p1)

 , (4.2.11)

where u(p1) and v(p1) are the fermionic wavefunctions, appearing in the asymptotic

expressions of the fermionic fields presented in Appendix C.

Three-particle ff: bosonic operators

Similarly to the one-particle case, we define for convenience the coefficients f AȦ
BḂ,CĊ,DḊ

through

〈Ω|OAȦ(q)|ΦBḂ(p1)ΦCĊ(p2)ΦDḊ(p3)〉 =

− (2π)2δ(2)(q−∑3
i=1 pi)√

8ε1ε2ε3 p2
123 − 1

f AȦ
BḂ,CĊ,DḊ(p1, p2, p3) , (4.2.12)

where pijk = pi + pj + pk.

We will start from the case in which the operator corresponds to one of the trans-

verse directions of the sphere. When the external on-shell particles also correspond

to excitations on the sphere the form factor can be easily calculated. It has the form

f aȧ
bḃ,cċ,dḋ(p1, p2, p3) = AY

1 δa
bδȧ

ḃεcdεċḋ + AY
2 δa

c δȧ
ċ εbdεḃḋ + AY

3 δa
dδȧ

ḋεbcεḃċ ,

with

AY
1 = 2(p2

1 + p1 p2 + p1 p3 − p2 p3) ,

AY
2 = 2(p2

2 + p2 p1 + p2 p3 − p1 p3) ,

AY
3 = 2(p2

3 + p3 p2 + p1 p3 − p2 p1) . (4.2.13)
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If we allow AdS excitations in the external state, we have

f aȧ
bḃ,αα̇,ββ̇

(p1, p2, p3) = BYδa
bδȧ

ḃεαβεα̇β̇

with BY = −2(p1 + p2)(p1 + p3) . (4.2.14)

We can also have that two of the external particles are fermionic, while any other

configuration of the external particles not mentioned is not allowed by the symme-

tries of the theory. For example we can have the external states corresponding to the

fields Ybḃ, Ψcγ̇ and Ψdδ̇. In this case we have three possible su(2) structures δa
c εdb, δa

bεdc

and δa
bεbc appearing in f aȧ

bḃ,cγ̇,dδ̇
however only two are independent. To remove the

ambiguity we choose the coefficient of δa
bεbc to be vanishing, and we find

f aȧ
bḃ,cγ̇,dδ̇

(p1, p2, p3) = (CY
1 δa

c εbd + CY
2 δa

dεbc)δ
ȧ
ḃεγ̇δ̇

f aȧ
bḃ,γċ,δḋ(p1, p2, p3) = (CY

3 δȧ
ċ εḋḃ + CY

4 δȧ
ḋεċḃ)δ

a
bεγδ

f aȧ
ββ̇,γċ,dδ̇

(p1, p2, p3) = CY
5 δa

dδȧ
ċ εγβεβ̇δ̇ (4.2.15)

with the following coefficients, written in terms of the rapidities zi for convenience,

CY
1 = cosh

z1 − z2

2

(
sinh

z1 + 2z2 − 3z3

2
+ sinh

z1 − 2z2 + z3

2
− 2 sinh

z1 + 2z2 + z3

2

)
CY

2 = cosh
z1 − z3

2

(
sinh

z1 + z2 − 2z3

2
+ sinh

z1 − 3z2 + 2z3

2
− 2 sinh

z1 + z2 + 2z3

2

)
CY

3 = cosh
z1 − z2

2

(
sinh

z1 + 2z2 − 3z3

2
+ sinh

z1 − 2z2 + z3

2
+ 2 sinh

z1 + 2z2 + z3

2

)
CY

4 = cosh
z1 − z3

2

(
sinh

z1 + z2 − 2z3

2
+ sinh

z1 − 3z2 + 2z3

2
+ 2 sinh

z1 + z2 + 2z3

2

)
CY

5 = 4 cosh z2 cosh z3 cosh
z2 − z3

2
. (4.2.16)

When the operator corresponds to one of the transverse directions of the AdS

space, i.e. Zαα̇, we have essentially the same results as in the Yaȧ case. For external

on-shell particles corresponding to excitations of the AdS space, we have

f αα̇
ββ̇,γγ̇,δδ̇

(p1, p2, p3) = AZ
1 δα

βδα̇
β̇
εγδεγ̇δ̇ + AZ

2 δα
γδα̇

γ̇εβδεβ̇δ̇ + AZ
3 δα

δ δα̇
δ̇
εβγεβ̇γ̇ (4.2.17)
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with AZ
1 = −AY

1 , AZ
2 = −AY

2 , and AZ
3 = −AY

3 . Allowing sphere excitations in the

external state, the only non-zero result is

f αα̇
ββ̇,aȧ,bḃ(p1, p2, p3) = BZδα

βδα̇
β̇
εabεȧḃ (4.2.18)

with BZ = −BY. Finally including fermions in the external states gives

f αα̇
ββ̇,γċ,δḋ(p1, p2, p3) = (CZ

1 δα
γεβδ + CZ

2 δα
δ εβγ)δ

α̇
β̇
εċḋ

f αα̇
ββ̇,cγ̇,dδ̇

(p1, p2, p3) = (CZ
3 δα̇

γ̇εδ̇β̇ + CZ
4 δα̇

δ̇
εγ̇β̇)δ

α
βεcd

f αα̇
bḃ,cγ̇,δḋ(p1, p2, p3) = CZ

5 δα
δ δα̇

γ̇εcbεḃḋ (4.2.19)

with CZ
1 = −CY

1 , CZ
2 = −CY

2 , and CZ
3 = −CY

3 .

Three-particle ff: fermionic operators

We will now consider the three-particle form factors in the case in which the operator

is a fermion. For Ψaα̇/
√

2 we have the following structure

f aα̇
bḃ,cċ,dδ̇

(p1, p2, p3) =
(

DΨY
1 δa

bεcd + DΨY
2 δa

c εbd

)
δα̇

δ̇
εḃċ

f aα̇
ββ̇,γγ̇,dδ̇

(p1, p2, p3) =
(

DΨZ
1 δα̇

β̇
εγ̇δ̇ + DΨZ

2 δα̇
γ̇εβ̇δ̇

)
δa

dεβγ

f aα̇
bḃ,γγ̇,δḋ(p1, p2, p3) = DΨ

3 δa
bδα̇

γ̇εγδεḃḋ (4.2.20)

f aα̇
bβ̇,cγ̇,dδ̇

(p1, p2, p3) = EΨ
1 δa

c δα̇
δ̇
εbdεβ̇γ̇ + EΨ

2 δa
dδα̇

β̇
εbcεγ̇δ̇ + EΨ

3 δa
dδα̇

δ̇
εbcεβ̇γ̇ .

The coefficients for asymptotic states involving two Y bosons are

DΨY
1 =

1
8

(
ez3/2(p2

1 − p2
2 + 4p2

3 + p1(6p3 + ε1 − ε2) + p2(2p3 + ε1 − ε2))(1 + qσ − qτ)

− e−z3/2(p2
1 − p2

2 + 4p2
3 + p1(6p3 − ε1 + ε2) + p2(2p3 − ε1 + ε2))(−1 + qσ + qτ)

)
DΨY

2 =
1
8

(
ez3/2(p2

1 − p2
2 − 4p2

3 − p1(2p3 − ε1 + ε2) + p2(6p3 − ε1 + ε2))(1 + qσ − qτ)

− e−z3/2(p2
1 − p2

2 − 4p2
3 − p1(2p3 + ε1 − ε2)− p2(6p3 + ε1 − ε2))(−1 + qσ + qτ)

)
where qσ and qτ are respectively the space and time components of the off-shell mo-

mentum which is related to the on-shell momenta via momentum conservation. Sim-

ilarly to the case with bosonic operators, the coefficients for states with two Z bosons
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are related to those with two Y bosons as DΨZ
1 = −DΨY

1 , DΨZ
2 = −DΨY

2 . DΨ
3 can be

found considering the case of mixed external bosons

DΨ
3 = qσ p3(ez3/2(1 + qσ − qτ) + e−z3/2(−1 + qσ + qτ)) . (4.2.21)

For asymptotic states involving three fermions we have

EΨ
1 =

1
8

e−(z1+z2+z3)/2
[
qσ

[
(ez1+z2 − ez3)(p1 + p2)

2 + (ez1+z3 − ez2)(p1 + p3)
2

+(ez2+z3 − ez1)(p2 + p3)
2]

+(−1 + qτ)
[
(ez1+z2 + ez3)(p1 + p2)

2 + (ez1+z3 + ez2)(p1 + p3)
2

+(ez2+z3 + ez1)(p2 + p3)
2]] (4.2.22)

and EΨ
2 = EΨ

3 = −EΨ
1 . Finally, we need to consider the cases in which the operator is

Υαȧ/
√

2. We have

f αȧ
bḃ,cċ,δḋ(p1, p2, p3) =

(
DΥY

1 δȧ
ḋεċḋ + DΥY

2 δȧ
ċ εḃċ

)
δα

δ εbc

f αȧ
ββ̇,γγ̇,δḋ(p1, p2, p3) =

(
DΥZ

1 δα
βεγδ + DΥZ

2 δα
γεβδ

)
δȧ

ḋεβ̇γ̇

f αȧ
bḃ,γγ̇,dδ̇

(p1, p2, p3) = DΥ
3 δȧ

ḃδα
γεγ̇δ̇εbd (4.2.23)

f αȧ
βḃ,cγ̇,dδ̇

(p1, p2, p3) = EΥ
1 δα

γδȧ
ċ εβδεḃḋ + EΥ

2 δα
γδȧ

ḃεβδεċḋ + EΥ
3 δα

δ δȧ
ċ εβγεḃḋ ,

with DΥY
1 = DΨY

1 , DΥY
2 = DΨY

2 , DΥZ
1 = DΨZ

1 , DΥZ
2 = DΨZ

2 , DΥ
3 = −DΨ

3 for the external

states with one fermion and two bosons and EΥ
1 = −EΥ

2 = −EΥ
3 = EΨ

1 for three

external fermions.

4.2.2 The form factors in the near-flat limit

We will now turn to the so-called near-flat limit of the AdS5× S5 string sigma-model,

or Maldacena–Swanson limit [82], where it is feasible to compute the form factors

at one loop, following [12]. It corresponds to focusing on the sector of world-sheet

excitations with light-cone momenta p± = (E ± p)/2, which scale as p± ∼ g∓1/2.

The near-flat string can be derived from the AdS5 × S5 string through an expansion

in the radius R � 1 and a boost of the world-sheet coordinates with parameter λ1/4
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[82]. In this limit we have

p− = e−z , and p+ = ez
(

1− e−4z

48

)
, (4.2.24)

which corresponds to the correct limit of the exact dispersion relation, see [82, 83].

This model has the same number of degrees of freedom of the plane-wave string

discussed until now and presents simplified interactions since the couplings for the

right-movers are suppressed ∂+ ∼ λ−1/4, while for left-movers ∂− ∼ λ1/4. The re-

sulting near-flat-space Lagrangian can be written as [84, 83]

L =
1
2
(∂Y)2 − 1

2
Y2 +

1
2
(∂Z)2 − 1

2
Z2 +

1
2

ψ
∂2 + 1

∂−
ψ

+ γ (Y2 − Z2)
[
(∂−Y)2 + (∂−Z)2]+ iγ (Y2 − Z2)ψ∂−ψ

+ iγ ψ (∂−Yi′Γi′ + ∂−ZiΓi) +
[
Yj′Γj′ − ZjΓj

]
ψ

− γ

24
[
ψΓi′ j′ψ ψΓi′ j′ψ− ψΓijψ ψΓijψ

]
, (4.2.25)

where γ = π/
√

λ. The bosonic fields Y, Z are the same transverse excitations of

Section 2.1.3, while the SO(8) Majorana-Weyl spinor ψ describes the eight fermionic

degrees of freedom.

Because the interaction terms contain ∂− derivatives but are free from ∂+ deriva-

tives, it is convenient to quantize the model with the light-cone coordinate σ+ consid-

ered as time. Thus the mode expansions of the fields are

Yi(x) =
∫ dp−

2π

1√
2p−

[
ai′(p−) e−ip·x + a†

i′(p−) e+ip·x
]

, (4.2.26)

Zi(x) =
∫ dp−

2π

1√
2p−

[
ai(p−) e−ip·x + a†

i (p−) e+ip·x
]

, (4.2.27)

ψ(x) =
∫ dp−

2π

1√
2

[
b(p−) e−ip·x + b†(p−) e+ip·x

]
, (4.2.28)

from which we have the tree-level wave-functions10 ZY = ZZ = 1/(2p−) and Zψ =

1/2. The free bosonic and fermionic propagators are respectively

i
p2 − 1

and
ip−

p2 − 1
, (4.2.29)

10There are no corrections at one-loop, but there are at higher-loop orders, see [83].
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x

(A) Tree level

x

(B) One loop

FIGURE 4.6: Feynman diagrams for the near-flat-space three-particle
form factors.

and the free dispersion relation is

2p+ =
1

2p−
. (4.2.30)

This also implies that the form factor axioms of Sec. 4.1.3 apply with all p’s replaced

by p−’s. Thus p+ can be considered the energy of the particle and p− its momentum,

which in the following we will relabel η for convenience.

Starting from the field Y = (Y1 + iY2)/
√

2, we have at tree level (see Fig. 4.6a)

FY
YYY(η1, η2, η3) =

−
√

2γ
√

η1η2η3

η2
23

p2
123 − 1

(4.2.31)

and at one loop (see fig. 4.6b)

FY
YYY(η1, η2, η3) =

√
8iγ2

√
η1η2η3(p2

123 − 1)

[
η2

23
(
η2

23B(η23) + η2
12B(η12) + η2

13B(η13)
)

+ 4 (η2
2 − η2

3 − 2η1η3) η1η2B(η12)

+4 (η2
3 − η2

2 − 2η1η2) η1η3B(η13)
]

, (4.2.32)

where we use again the bar to distinguish the anti-particles. If we consider the field

on AdS Z = (Z1 + iZ2)/
√

2, we have

FZ
ZZZ = FY

YYY , (4.2.33)

and an analogous calculation gives (tree-level)

FY
ZZY(η1, η2, η3) =

√
2γ

√
η1η2η3

2η1η2 − η13η23

p2
123 − 1

(4.2.34)
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and (one-loop)

FY
ZZY(η1, η2, η3) =

√
8iγ2

√
η1η2η3(p2

123 − 1)
[−4η1η2η13η23B(η12)

(η13η23 − 2η1η2)
(
η2

23B(η23) + η2
13B(η13) + η2

12B(η12)
)]

. (4.2.35)

The bubble integral B(p) is defined in general as

B(p) =
∫ d2k

(2π)2
1

[k2 − 1 + iε][(p− k)2 − 1 + iε]
, (4.2.36)

and can be explicitly calculated in this case to give

B(η1, η2) =
i

2π

η1η2

η2
1 − η2

2
ln
∣∣∣∣η2

η1

∣∣∣∣− η1η2

4(η1 + η2) |η1 − η2|

(
η1

|η1|
+

η2

|η2|

)
. (4.2.37)

We can also consider a composite operator such asO2(x) = Y(x)Y(x)/2, where T

indicates the time-ordered product. The simplest case is

FO2
YY (p1, p2) =

1
2
√

η1η2
+
−iγ
√

η1η2
η2

12 B(η1η2) , (4.2.38)

where B(η1, η2) is the bubble integral defined above. The first term is the tree level

contribution and the second the one-loop correction. The computation for the four-

particle form factor is more involved and we mention only the tree level result

FO2
ZZYY

(p1, p2, p3) =
γ

√
η1η2η3η4

[
η1η2 + η3η123

p2
123 − 1

+
η1η2 + η4η124

p2
124 − 1

]
. (4.2.39)

4.2.3 Perturbative symmetries

While we can calculate the world-sheet form factors directly for any given operator

they are of course not all independent but in fact are related by the psu(2|2)2 n R3

world-sheet symmetries.

For example let us focus on a single copy of p̂su(2|2) by fixing the dotted index of

our world-sheet fields and consider the computation of matrix elements of the adjoint
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action of the world-sheet supercharge QA
B on fundamental world-sheet fields

〈Ω| adQA
B(ΦC) |ΦD1 ΦD2 . . .〉 =

− (−1)[C]([A]+[B]) 〈Ω|ΦCe−iεABPQA
B |ΦD1 ΦD2 . . .〉 . (4.2.40)

We can thus compute the adjoint action of the charges on fields by using their ac-

tion on asymptotic states. In order to compare with the perturbative results we must

expand the exact expression in large g =
√

λ/2π and we find in particular

a = d = u(p) , b = c = −v(p) (4.2.41)

which satisfy the relation ad − bc = 1 such that ad + bc = ε and ab = cd = −p/2.

Moreover we expand the exponentials eiP by rescaling the world-sheet momenta p→

p/g. For the one-particle form factors these relations are essentially trivial and follow

from the free theory. Hence we find for example

〈Ω| adQα
b(Yc1̇) |Υδ1̇(p1)〉 =

v(p1)√
2ε1

εbcεαδ ,

〈Ω| adQ†
a

β(Yc1̇) |Υδ1̇(p1)〉 = −
u(p1)√

2ε1
δc

aδ
β
δ

〈Ω| adQα
b(Υγ1̇) |Yd1̇(p1)〉 =

u(p1)v(p1)√
ε1

δb
dδ

γ
α ,

〈Ω| adQ†
a

β(Υγ1̇) |Yd1̇(p1)〉 = −
u(p1)v(p1)√

ε1
εadεβγ , (4.2.42)

which can been seen to be consistent with the actions

adQα
b(Yc1̇) =

1√
2

εbcεαγΥ∗γ1̇, adQ†
a

β(Yc1̇)=− 1√
2

δc
aΥβ1̇

adQα
b(Υ∗γ1̇)=

i√
2

δ
γ
α Ýb1̇, adQ†

a
β(Υγ1̇)=− i√

2
εacεβγÝc1̇ (4.2.43)

which follow from computing the (anti)commutators of the quadratic charges (B.6)

using the commutation relations for the free fields (C.2), (C.3) and simply ignoring

the non-local e±iX−/2 terms11. Of course the charges will also contain quartic local

terms which will generate cubic corrections to the adjoint action on the fundamental

fields. These are not apparent for the one-particle form factors but will only occur

11The relevant expressions are presented in App. B and App. C.
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for the three-particle case. As currently these quartic terms are not known we can

not compare the two calculations, though we can check that our results are compat-

ible with the known symmetries by examining the singularity structure of our form

factors. For example, if we consider the action

adQ†
a

β(Yc1̇) = − 1√
2

δc
a(Υ

β1̇ +Oβ1̇ + . . . ) (4.2.44)

where Oβ1̇ is some operator cubic in the world-sheet fields and their derivatives.

Hence a three-particle form factor such as 〈Ω| adQ†
a

β(Yc1̇)
∣∣∣Yd1̇(p1)Ye1̇(p2)Υγ2̇(p3)

〉
will

have two contributions. However only the term

− 1√
2

δc
a 〈Ω|Υβ1̇

∣∣∣Yd1̇(p1)Ye1̇(p2)Υγ2̇(p3)
〉

(4.2.45)

will have a propagator pole when we analytically continue p3 to the out state by

crossing and then take p3 → p1 as the term arising fromOβ1̇ is a contact term for three

external particles. We can compare the residue of this pole with the corresponding

terms arising from using the formula (4.2.40). To be explicit, for example choosing

a = c = e = 1, d = 2 and β = γ = 4, one can show that

− 1√
2

〈
Υ31̇(p3)

∣∣∣Υ41̇(q)
∣∣∣Y21̇(p1)Y11̇(p2)

〉∣∣∣∣
p3→p1

=

v(p1)
〈

Y21̇(p3)
∣∣∣Y11̇(q)

∣∣∣Y21̇(p1)Y11̇(p2)
〉
− v(p3)

〈
Υ31̇(p3)

∣∣∣Y11̇(q)
∣∣∣Υ31̇(p1)Y11̇(p2)

〉
− ip2v(p1)

2

〈
Υ31̇(p3)

∣∣∣Υ31̇(p1)
〉 〈

Ω
∣∣∣Y11̇(q)

∣∣∣Y11̇(p2)
〉∣∣∣∣

p3→p1

where the last term originates from the additional disconnected piece one picks up

when using crossing on the p3 particle and then expanding to leading order the fac-

tors of exp(iP/2). It is important to include the Jacobian factor of ε1 p2 − ε2 p1 from

the different energy momentum delta-functions in the connected and disconnected

pieces and when evaluating the action of the charges on the outgoing states, e.g.〈
Υ31̇(p3)

∣∣∣Q†
1

4, we must use the crossed, outgoing, asymptotic particle representation.

Given that we can single out the contribution from the action of the quadratic

symmetry generators on the fields, rather than using the symmetries to determine the

different form factors we can think of the three particle form factors as determining
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the unknown cubic terms in the world-sheet symmetry generators,

Oβȧ ≡ adQ†
a

β(Yaȧ) +
1√
2

Υβ1̇. (4.2.46)

It would of course be interesting to compare this result with explicit expressions cal-

culated directly from the world-sheet action.
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Chapter 5

The Landau–Lifshitz model

The Landau–Lifshitz model was first proposed to describe time evolution of mag-

netism in solids [21], and it was later found to be integrable [22]. Its interest in the

context of AdS/CFT stems from the fact that it can be obtained as a thermodynamic

limit of the Heisenberg XXX1/2 spin chain and also emerges as a double limit of the

AdS5×S5 string, as we will see in detail in the following, discussing its natural exten-

sion to higher orders. We will also compute perturbatively diagonal form factors in

this model and make contact with the known spin-chain results [16]. Finally, we will

briefly discuss the Form Factor Perturbation Theory (FFPT) in this context.

5.1 The Landau–Lifshitz model and the AdS/CFT correspon-

dence

5.1.1 The LL action

The Landau–Lifshitz (LL) model is a non-relativistic σ-model on the sphere S2:

A =
∫

dτ
∫ 2π

0
dσL =

∫
dτ
∫ 2π

0
dσ

[
Cτ(~n)−

1
8
(∂σ~n)

2
]

, (5.1.1)

with~n2 = 1 and the Wess–Zumino term Cτ(~n) defined as

Cτ(~n) = −
1
2

∫ 1

0
dz ε ijkni∂znj∂τnk , (5.1.2)
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where ni (i = 1, 2, 3) are the components of~n. Equivalently we can express the Wess–

Zumino term locally for n3 6= −1 as

Cτ(~n) =
n2∂τn1 − n1∂τn2

2 + 2n3
, (5.1.3)

with the condition n3 =
√

1− n2
1 − n2

2. The corresponding equations of motion are

the Landau–Lifshitz equations

∂τni =
1
2

ε ijknj∂
2
σnk . (5.1.4)

5.1.2 Spin chains and the LL model

In the thermodynamic limit, the low-energy oscillations around the ferromagnetic

vacuum of the XXX1/2 spin chain are described by an effective action which is pre-

cisely the Landau–Lifshitz action (5.1.1), as we will show in this section following [23]

and [24].

In order to describe the low energy limit of the spin chain, it is useful to intro-

duce coherent states, i.e. the eigenvectors of the annihilation operator of a quantum

harmonic oscillator. Let us consider a spin s representation of su(2), with its three

generators ~S = (S1, S2, S3) as discussed in Section 3.2.1. Let |Ψ〉 = |s, s〉 be the highest-

weight state of the representation: it satisfies

S3 |Ψ〉 = s |Ψ〉 , ~S2 |Ψ〉 = s(s + 1) |Ψ〉 . (5.1.5)

We can then define the coherent state |Ψn〉 from the unit vector~n as

|Ψn〉 = eiθ(~n0×~n)·~S |Ψ〉 , (5.1.6)

where ~n0 is a unit vector along the quantization axis and θ is the co-latitude ~n0 ·~n =

cos θ. This definition is motivated by the fact that the |Ψn〉 in (5.1.6) have the charac-

teristic property 〈
Ψn

∣∣∣Si
∣∣∣Ψn

〉
= s ni . (5.1.7)

Let us also note that if~n and~n′ differ only by a rotation around~n0 then two coherent

states built from them, |Ψn〉 and |Ψn′〉, will differ by a phase. Thus, for any choice
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of the quantization axis, the observable states will be in a one-to-one correspondence

with the elements of the coset SU(2)/U(1) ' S2. In particular, we are interested

in the fundamental representation s = 1/2, with the generators given by the Pauli

matrices Si = σi/2, and we will choose the third axis as the rotation axis (~n0 = ẑ). The

idea is that we can rewrite the phase space path integral for the XXX1/2 Hamiltonian1

in this (overcomplete) basis of coherent states and obtain

A =
∫

dt
L

∑
l=1

[
~C(~nl) · ∂t~nl −

λ

32π2 (~nl+1 −~nl)
2
]

(5.1.8)

where dC = ~n · d~n× d~n, i.e. ~C is a monopole potential on S2 and the corresponding

expression is called a Wess–Zumino term. We refer to [23] for a detailed derivation.

We now want to take the low-energy limit of the spin-chain action written as in

(5.1.8). Since at large L and for low energy excitations ni varies slowly from site to

site, we can introduce the field ~n(τ, σ) such that ~n (τ, 2πl/L) = ~nl(τ), for l = 1, ..., L.

The result is a rescaled Landau–Lifshitz action (5.1.1)

A =
L

2π

∫
dτ
∫

dσ
L

∑
l=1

[
Cτ(~n)−

λ

8L2 (∂σ~n)2 + . . .
]

(5.1.9)

where the dots represent the higher derivatives, suppressed by 1/L, and the Wess–

Zumino term has been defined above in (5.1.2) or (5.1.3). The rescaling also introduces

the coupling constant λ̃ = λ/L2, that is the t’Hooft coupling λ does not appear by it-

self in (5.1.9) as noted in [3]2. With λ̃ held fixed, the factor of L appearing in front

of the action plays the role of h̄ and so the tree-level results correspond to L → ∞.

Quantizing the theory and including loop effects corresponds to including finite L

corrections; however, as we have also dropped higher derivative terms in our expan-

sion, it is not possible to recover the complete finite-L result of the spin-chain via this

method.

This analysis was extended to larger sectors of the gauge theory [27, 28, 29, 30]

1The path integral for a generic HamiltonianH is defined as

Z =
∫
[dU]eiA[U] , with A[U] =

∫
dt
(
〈U| i d

dt
|U〉 − 〈U|H|U〉

)
.

2Usually the rescaled t’Hooft coupling is written as λ̃ = λ/J2, where J is the R-charge of the operator
of which one is computing the anomalous dimension, though for large J ∼ L and a small number of
insertions (impurities) the difference is negligible.
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and a psu(2, 2|4) LL model arising from the thermodynamic limit of the complete

one-loop N = 4 SYM dilatation generator was constructed in [31].

5.1.3 The LL model as a limit of the light-cone string action

In this section we will see that there is also a limit of the light-cone AdS string (intro-

duced in Section 2.1.3) that reproduces the Landau–Lifshitz action (5.1.1). This is the

so-called “fast-string" limit of a bosonic string moving on R× S3 [24, 25, 26], as we

will explain in the following.

We will start from the bosonic part of the near-plane-wave string action in light-

cone coordinates expanded to quartic order in the fields (2.1.46)

A =

√
λ

2π

∫
dτ
∫ 2π

0
dσL (5.1.10)

with

L =
1
2
(∂iX)2 − 1

2
X2 − 1

4
Z2 (∂iZ)

2 − 1
4

Y2 (∂iY)
2 +

1
4
(
Y2 − Z2) (Ẋ2 + X́2)+

− 1− 2a
8

(
X2)2

+
1− 2a

4
(
∂iX · ∂jX

)2 − 1− 2a
8

(
(∂iX)2

)2
, (5.1.11)

where the 8 bosons are denoted collectively X = (Z, Y), Zµ are the 4 AdS bosons

and Yµ are the 4 bosons on the sphere (µ = 0, . . . , 3). Note that the world-sheet is the

usual cylinder with coordinates τ and σ (0 ≤ σ ≤ 2π), with indices i, j = 0, 1, that is

we are not starting here from the action in the decompactification limit P+ → ∞ of

Section 2.1.3, which we will use in Section 5.2.1 to quantize the LL model. In order

to obtain the Landau–Lifshitz action (5.1.1), we need to consider string solutions with

e.g. Zµ = 0 and Y2 = Y3 = 0, that is on R× S2, and also choose the light-cone gauge

a = 1. Thus from the action (5.1.10) we can write

A =

√
λ

2π

∫
dτ
∫ 2π

0
dσ

{
∂V∂V −VV + 2VV́VV́ − 1

2

(
(∂V)2(∂V)2 −V2V2

)}

where we collected Y0 and Y1 in a single complex boson V and the bar denotes com-

plex conjugation

V =
Y0 + iY1
√

2
, V =

Y0 − iY1
√

2
. (5.1.12)
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In order to select fast moving strings, we will introduce v as V = v e−iτ and rescale

the world-sheet variables introducing a parameter κ

τ → κτ , σ→
√

κσ . (5.1.13)

Then we expand the Lagrangian for κ → ∞ keeping only the leading terms3 to obtain

A =

√
λκ

2π

∫
dτ
∫ 2π/

√
κ

0
dσ
[

i(v∗v̇− vv̇∗)− |v́|2 + 2|v|2|v́|

− 1
2
(
2i|v|2(v∗v̇− vv̇∗) + v∗2v́2 + v2v́∗2) ] . (5.1.14)

Finally, we can perform the following change of variables [12]

v =

√
π√
λκ

ϕ

(
1 +

3
4

2π√
λκ
|ϕ|2

)
(5.1.15)

and expand for large
√

λκ to find

A =
1
2

∫
dτ
∫ 2π/

√
κ

0
dσ

[
i(ϕ∗ ϕ̇− ϕϕ̇∗)− |ϕ́|2 +

2πi√
λκ
|ϕ|2(ϕ∗ ϕ̇− ϕϕ̇∗)

− 2π√
λκ

(ϕ∗ ϕ́ + ϕϕ́∗)2
]

. (5.1.16)

In order to make contact with the LL action, we will rewrite (5.1.1), or equivalently

(5.1.8), to match (5.1.16). Remembering that the three ni in (5.1.1) are not independent,

since ~n2 = 1, we can then introduce a complex field ϕ = (n1 + in2)/2, while n3 =√
1− (n1)2 − (n2)2 =

√
1− 4|ϕ|2, and rewrite the action (5.1.8) as

A =
L

4π

∫
dτ
∫ 2π

0
dσ

[
i(ϕ∗ ϕ̇− ϕϕ̇∗)

1 +
√

1− 4|ϕ|2
+ λ̃|ϕ́|2 + λ̃

(ϕ∗ ϕ́ + ϕϕ́∗)2

1− 4|ϕ|2

]
. (5.1.17)

We notice that λ̃ appears paired with spatial derivatives so that, if we rescale the

spatial coordinate as σ → σ
√

λ̃, the λ̃ coefficients will drop out. Finally we redefine

3That is the terms proportional to κ−1, as there are no terms proportional to κ0
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ϕ→ ϕ
√

L/2π to expand the rescaled (5.1.17) in large L and obtain

A =
1
2

∫
dτ
∫ 2π√

λ̃

0
dσ

[
i(ϕ∗ ϕ̇− ϕϕ̇∗)− |ϕ́|2 +

2πi
L
|ϕ|2(ϕ∗ ϕ̇− ϕϕ̇∗)

− 2π

L
(ϕ∗ ϕ́ + ϕϕ́∗)2

]
(5.1.18)

thus proving that (5.1.16) is a rescaled LL action. Moreover, we find that for κ = λ̃−1

the action (5.1.16) derived from the light-cone string action coincides with the action

(5.1.8) obtained as the thermodynamic limit of the XXX1/2 spin chain. This is true

because we are considering only the leading order of the interactions, while higher-

order corrections are different for the two actions, as we will see in Section 5.2.2.

5.1.4 The SU(3) LL model

We mentioned in the last section that we can take the “fast-string" limit of bosonic

strings on R× S3, and to reproduce (5.1.1) we limited ourselves to one complex boson

V = (Y0 + iY1)/
√

2. In this section we will see that, if we do not assume Y2 = Y3 = 0,

we can obtain the limit of a more general LL model on S3.

Let us first write the SU(3) LL action in terms of a vector U as [28]

L = −i U∗i ∂τUi −
1
2
|DσUi|2 (5.1.19)

where Ui (i = 1, 2, 3) are the three components of U and Dσ is defined as

DσUi = ∂σUi − i CσUi , with Cσ = −i U∗i ∂σUi . (5.1.20)

If U3 = 0, the Lagrangian (5.1.19) reduces to the standard one (5.1.1) with the change

of variables

ni = U†σiU , U =

U1

U2

 . (5.1.21)

Alternatively, one can define the matrix Nab = 3 U∗a Ub − δab, with the following prop-

erties

Tr N = 0 , N† = N , N2 = N + 2 , (5.1.22)
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and rewrite the Lagrangian (5.1.19) in a compact form:

L =
i

18

∫ 1

0
dz Tr (N [∂zN, ∂τ N])− 1

36
Tr (∂σN∂σN) . (5.1.23)

Now we can follow the same steps as in Section 5.1.3:

• We begin with the quartic near-plane-wave string action (5.1.10) in the gauge

a = 1 with Zµ = 0 and Yµ rearranged into the two complex variables

V =
Y0 + iY1
√

2
, W =

Y2 + iY3
√

2
;

• We introduce v and w as V = v e−iτ, W = w e−iτ, rescale the world-sheet vari-

ables

τ → κτ , σ→
√

κσ ,

and expand the action around 1/κ as in (5.1.14), keeping only the leading terms

to select fast moving strings;

• We write the following relations extending to SU(3) the reasoning of [12]

v =

√
π√
λκ

ϕ

(
1 +

3
4

2π√
λκ

(
|ϕ|2 + |ψ|2

))
,

w =

√
π√
λκ

ψ

(
1 +

3
4

2π√
λκ

(
|ϕ|2 + |ψ|2

))
;

• Finally we expand the action, written in terms of ϕ and ψ, for large
√

λκ and

obtain

A =
1
2

∫
dτ
∫ 2π/

√
κ

0
dσ

[
i (ϕ̇ϕ∗ − ϕϕ̇∗ + ψ̇ψ∗ − ψψ̇∗)− |ϕ́|2 − |ψ́|2

+
2πi√

λκ

(
|ϕ|2 + |ψ|2

)
(ϕ̇ϕ∗ − ϕϕ̇∗ + ψ̇ψ∗ − ψψ̇∗)

− 2π√
λκ

(
ϕ́ϕ∗ψ́ψ∗ + ϕϕ́∗ψψ́∗ + 2ϕ́ϕ́∗ϕϕ∗ + 2ψ́ψ́∗ψψ∗

)
− 2π√

λκ

(
ϕ́ϕ∗ + ψψ́∗

)2 − 2π√
λκ

(
ϕϕ́∗ + ψ́ψ∗

)2
]

. (5.1.24)
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To compare the SU(3) LL action (5.1.23) with (5.1.24), we parametrize N as

N =
8

∑
s=1

nsXs , X = {E1, F1, H1, E2, F2, H2, E12, F12} (5.1.25)

where [Ea, Fa] = Ha for a = 1, 2 (Chevalley–Serre basis) and E12 = [E1, E2], F12 =

[F1, F2]. The constraints (5.1.22) for N imply that not all the ns’s are independent. In

particular, the tracelessness is already satisfied by the choice (5.1.25), and the her-

miticity property becomes n2 = n∗1 , n5 = n∗4 , n3 = n∗3 , n6 = n∗6 , n8 = −n∗7 . Finally

using N2 = N + 2, and choosing as independent variables n1 ≡ ϕ and n5 ≡ ψ, we

obtain

n3 =
−ψψ∗ + ϕϕ∗

(
1±
√

∆
)

ϕϕ∗ + ψψ∗
, n6 =

ϕϕ∗ − ψψ∗
(

1±
√

∆
)

ϕϕ∗ + ψψ∗
,

n7 = ϕψ∗
1±
√

∆
ϕϕ∗ + ψψ∗

, ∆ = 1− (ϕϕ∗ + ψψ∗) . (5.1.26)

Let us mention also that the relation with the Ui’s, except for an overall arbitrary

phase, is

U2 =
√

1− (ϕϕ∗ + ψψ∗) , U1 =
ϕ∗

U2
, U3 =

ψ∗

U2
(5.1.27)

Now we can write the matrix N in terms of ϕ and ψ, rescale the spatial coordinate

σ→ σ
√

λ̃, redefine the fields

ϕ→ ϕ

√
L

2π
, ψ→ ψ

√
L

2π
, (5.1.28)

and finally expand the action for large L. Thus the SU(3) LL action (5.1.19) becomes

A =
1
2

∫
dτ
∫ 2π√

λ̃

0
dσ
[
i (ϕ̇ϕ∗ − ϕϕ̇∗ + ψ̇ψ∗ − ψψ̇∗)− |ϕ́|2 − |ψ́|2

+
2πi

L
(
|ϕ|2 + |ψ|2

)
(ϕ̇ϕ∗ − ϕϕ̇∗ + ψ̇ψ∗ − ψψ̇∗)

− 2π

L

((
ϕ́ϕ∗ + ψψ́∗

)2
+
(

ϕϕ́∗ + ψ́ψ∗
)2

+
(

ϕ́ϕ∗ψ́ψ∗ + ϕϕ́∗ψψ́∗
)

+2
(

ϕ́ϕ́∗ϕϕ∗ + ψ́ψ́∗ψψ∗
))]

. (5.1.29)

which agrees with (5.1.24) for L =
√

λκ, i.e. κ = λ̃−1 as in the SU(2) case.
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5.2 The generalized LL model

5.2.1 Perturbative Quantization

We will now turn to the description and quantization of the natural extension to

higher orders of the standard LL action (5.1.1). In order to perform a perturbative

expansion, following [37] and [38, 39], we will use the more convenient form of the

action of Section 5.1.3. We will introduce the necessary ingredients to use the Feyn-

man formalism to compute the two-dimensional S-matrix and form factors, which we

will study in Section 5.3.

First we take the decompactification limit L→ ∞ while keeping λ fixed, since the

quantities we are interested in are defined on the two-dimensional plane rather than

on the cylinder. Then we rescale the spatial coordinate so that it has period L and also

the time coordinate to simplify our expressions:

x =
Lσ

2π
, t =

λτ

8π2 . (5.2.1)

Secondly, as was done in the Hamiltonian perturbation expansion [34], and used in

computing the LL S-matrix [37, 38, 39], it is convenient to solve the constraint~n ·~n = 1

by introducing a complex field ϕ given by

ϕ =
n1 + in2
√

2 + 2n3
, |ϕ|2 =

1
2
(1− n3) (5.2.2)

which is valid away from the point n3 = −1. An advantage of this particular trans-

formation is that it generates an action with a canonical kinetic term:

A =
∫

dt
∫ L

0
dx
[

i
2
(ϕ∗∂t ϕ− ϕ∂t ϕ∗)− |∂x ϕ|2 −V(ϕ)

]
where V(ϕ) =

2− |ϕ|2
4(1− |ϕ|2)

[
(ϕ∗∂x ϕ)2 + c.c.

]
+
|ϕ|4|∂x ϕ|2
2(1− |ϕ|2) . (5.2.3)

The only dependence of the action on L is now in the range of integration and we

can take the decompactification limit. As the potential is clearly quite non-linear in

ϕ, we will consider quantizing this theory near the ϕ = 0, i.e. n3 = 1, vacuum by

expanding the action in small ϕ. In the gauge theory this vacuum is given by the BPS

state Tr(ZL) while in the string theory this corresponds to expanding about the BMN
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vacuum [3].

Due to the non-relativistic form of the quadratic action the field ϕ(t, x) can be

expanded in negative energy modes only4

ϕ(t, x) =
∫ dp

2π
ape−iωpt+ipx (5.2.4)

where the particle energy ωp = p2 and the conjugate field is given by

ϕ∗(t, x) =
∫ dp

2π
a†

peiωpt−ipx . (5.2.5)

The operators ap and a†
p are annihilation and creation operators for particles of mo-

mentum p and satisfy the usual commutation relations

[ap, a†
p′ ] = 2πδ(p− p′) , (5.2.6)

and the ground state is annihilated by the field operator ϕ(t, x) |0〉 = 0. An essential

feature of this model, emphasized in [37], is that due to the non-relativistic form of

the kinetic term, the propagator has a single pole in ω in momentum space

D̃(ω, p) =
i

ω− p2 + i0
(5.2.7)

and correspondingly in position space it is purely retarded

D(t, x) = θ(t)
√

π

it
exp

(
ix2

4t

)
. (5.2.8)

This results in a number of important simplifications in the perturbative calculation,

in particular the direction of the arrow on the propagator is essential as any diagram

with a closed loop containing propagators whose arrows point in the same direc-

tion vanishes. This implies the non-renormalization of the vacuum energy and one-

particle propagator and the very helpful fact that the two-body S-matrix is given by a

sum of bubble diagrams; we will see that a similar simplification occurs also for form

factors.
4Our normalization of the creation and annihilation operators is the same as [37, 39] and differs from

[38] by
√

2π.
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5.2.2 The action of the generalized LL model

We will now consider higher-loop terms in the dilatation operator expansion in λ:

they correspond to spin-chain Hamiltonians with interactions at longer range and

can be related to a generalized LL action with higher-derivative terms (with increas-

ingly higher power of λ). On the string theory side, we can repeat the process of

Section 5.1.3 while keeping higher-order terms and thus compare the two general-

ized LL actions. It has been shown that they agree up to O(λ2) [25], but not at higher

orders [33, 32, 34, 35].

The most general form of the LL action (5.1.9) up to orderO(λ3), including all the

derivative terms allowed by the symmetries, is [32]

A =
L

2π

∫
dτ
∫ 2π

0
dσ
[
Cτ(~n)−

λ̃

8
b0(∂σ~n)2 − λ̃2

32
(b1(∂

2
σ~n)

2 + b2(∂σ~n)4)

− λ̃3

64
(
b3(∂

3
σ~n)

2 + b4(∂σ~n)2(∂2
σ~n)

2 + b5(∂σ~n · ∂2
σ~n)

2 + b6(∂σ~n)6) ] . (5.2.9)

Let us note that the kinetic term Cτ(~n) does not receive any corrections. The action

(5.2.9) works as an ansatz for the two specific LL actions we are interested in, which

can be then determined by fixing the coefficients b1, . . . , b6. This can be done by com-

puting the energies of specific solutions in terms of the b’s and comparing them with

known gauge theory and string theory results. As mentioned before, we find the

same result up to O(λ2)

b0 = 1 , b1 = −1 , b2 =
3
4

. (5.2.10)

At the next order, the value of b3 is fixed to be 1 by demanding BMN-like scaling for

the magnon energy and we have agreement with the known gauge theory anomalous

dimensions to O(λ3) only if

b4 = −7
4

, b5 = −23
2

, b6 =
3
4

. (5.2.11)

However, the values that match with the string results are

b4 = −7
4

, b5 = −25
2

, b6 =
13
16

, (5.2.12)
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that is b5 and b6, which appear at O(λ3), are different for the two LL models derived

from the gauge theory and string theory respectively. In general, it is interesting to

check for which values of the bi’s the theory is integrable, and one way to do this is

to verify that we have factorized scattering as we will see in Section 5.2.4. At order

g2 we find that there are no constraints on b1 and b2, while at order g4 the vanishing

of the generic 3→ 3 S-matrix requires cancellation between terms involving different

bi’s, which can be seen to be satisfied in both the gauge case (5.2.11) and the string

case (5.2.12).

We can rewrite the action (5.2.9) in a more convenient way for future calculations

as explained in the previous section. We rescale the world-sheet coordinates as in

(5.2.1), introduce the complex scalar field ϕ, define the parameter g =
√

λ/4π and

expand in powers of the field to find

A =
∫

d2x
{ i

2
(ϕ∗∂t ϕ− ϕ∂t ϕ∗)− b0|∂x ϕ|2 − g2b1|∂2

x ϕ|2 − 2g4b3|∂3
x ϕ|2

−Vquartic −Vsextic + · · ·
}

(5.2.13)

where the terms in the potential are to leading order

Vquartic =
b0

2
(ϕ∗2(∂x ϕ)2 + ϕ2(∂x ϕ∗)2) +O(λ)

Vsextic = −b0

4
ϕϕ∗(ϕ∗∂x ϕ + ϕ∂x ϕ∗)2 +O(λ) (5.2.14)

and we give the higher order terms in App. F. The form of the potential is not identical

to that of [38], yet the difference is due to total derivative terms and, as we will check

below, gives rise to the same S-matrix. As at leading order, the spin-chain length

now only appears in the range of integration and so we can again take the decom-

pactification limit. However, the rescaling of the time coordinate does not remove

the dependence on λ (now g), which now appears explicitly even at quadratic order.

This results in a modification of the dispersion relation in addition to the new, higher

derivative, interaction terms.
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5.2.3 Feynman rules

While the quadratic higher-order-in-g terms result in a corrected dispersion relation

ω(p) = b0 p2 + g2b1 p4 + 2g4b3 p6 (5.2.15)

the corresponding propagator still only has a single pole in ω

D̃(ω, p) =
i

ω− b0 p2 − g2b1 p4 − g4b3 p6 + i0
(5.2.16)

and so remains purely retarded. This ensures that we have the same non-renormalization

theorems and simplifications in the diagrammatic expansion as in the leading-order

LL model. For example the quantum S-matrix is still simply given by a sum over

bubble diagrams, [38], but now with more complicated vertices, as we will see in the

following.

The quartic vertex is

p1

p2

k1

k2

: 2ib0(k1k2 + p1 p2)− 2ig2
[
4(3b1 + 2b2)p1 p2k1k2 (5.2.17)

+b1
(
k2

1k2
2 + p2

1 p2
2 − 2(p1 + p2)(k1 + k2)(k1k2 + p1 p2)

) ]
−2ig4

[
(2b4 + b5)((k1 + k2)(p1 + p2)− 2b5(k1k2 + p1 p2))k1k2 p1 p2

+b3
(
3(k1k2 p1 p2(2(k2

1 + k2
2 + p2

1 + p2
2) + 6(k1 + k2)(p1 + p2)

−12(k1k2 + p1 p2)) + (k2
1k2

2 + p2
1 p2

2)(p1 + p2)(k1 + k2)

−(k1k2 + p1 p2)(p2
1 + p2

2)(k
2
1 + k2

2)− (k3
2 + k3

1)(p1 + p2)p1 p2

−(p3
2 + p3

2)(k1 + k2)k1k2
)
− 2k3

1k3
2 − 2p3

1 p3
2)
]

where there is understood to be an overall momentum conservation delta-function

imposing p1 + p2 = k1 + k2. Finally we will also make use of the sextic vertex to

calculate the three-particle S-matrix and form factors:

p1

p2

p3

k1

k2

k3

: ib0

[
3(k1k2 + k1k3 + k2k3) + 3(p1 p2 + p1 p3 + p2 p3)

−2(k1 + k2 + k3)(p1 + p2 + p3)
]
+O(g2) (5.2.18)



98 Chapter 5. The Landau–Lifshitz model

where we have only written the leading term in O(g2). The subleading terms can be

extracted straightforwardly from the sextic potential (F.1).

5.2.4 The Landau-Lifshitz S-matrix

The calculation of the quantum S-matrix from the quartic vertex was carried out for

the leading-order LL model in [37] and was done for the generalized LL model in [38].

Here we briefly recap this calculation as it both provides a check on the form of our

action and is closely related to that of form factors. The two-body S-matrix is defined

by

〈k1k2| S |p1 p2〉 = 〈k1k2|Texp
(
−i
∫

d2x HI

)
|p1 p2〉 (5.2.19)

where HI is the interaction Hamiltonian, the asymptotic states are given simply by

|p1 p2〉 = a†
p1

a†
p2
|0〉 , 〈k1k2| = 〈0| ak1 ak2 (5.2.20)

and in the perturbative expansion we only keep amputated, connected terms. Due to

spatial- and time-translational invariance of the action the S-matrix elements (5.2.19)

naturally come with overall energy p0
i = ω(pi), momentum p1

i = pi, and delta-

functions

(2π)2δ(2)(pµ
1 + pµ

2 − kµ
1 − kµ

2 ) = J δ+(p1, p2, k1, k2) , (5.2.21)

where the Jacobian factor is J = (∂ω(p1)/∂p1 − ∂ω(p2)/∂p2)
−1 and

δ+(p1, p2, k1, k2) = (2π)2 (δ(p1 − k1)δ(p2 − k2) + δ(p1 − k2)δ(p2 − k1)) .

We can also define the T-matrix by S(p1, p2) = 1 + T(p1, p2), where

〈k1k2| S |p1 p2〉 = S(p1, p2)δ+(p1, p2, k1, k2) , (5.2.22)

to include the Jacobian factor.

The action (5.2.13) has an implicit small parameter, from the expansion in powers
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FIGURE 5.1: One-loop bubble diagram contribution to two-body S-
matrix.

of the fields, with which we can organize a diagrammatic expansion. For the two-

body S-matrix the leading term is the tree-level quartic contribution, which gives,

T(0)(p1, p2) =
2ip1 p2

p1 − p2
− 2ig2

b0

(5b1 + 4b2)p2
1 p2

2
p1 − p2

+
2ig4 p2

1 p2
2

b2
0(p1 − p2)

× (5.2.23)

×
[
10b2

1(p2
1 + p1 p2 + p2

2) + 8b1b2(p2
1 + p1 p2 + p2

2)

− b0
(
b5(p1 − p2)

2 + 2b4(p1 + p2)
2 + 7b3(3p2

1 − 2p1 p2 + 3p2
2)
) ]

.

Using the appropriate string values for the coefficients we obtain the LL limit of the

known string and spin-chain S-matrices to this order in g [38].

As was shown in [37], due to the nature of the LL propagator only bubble dia-

grams contribute to the S-matrix calculation, and these can be calculated by simple

contour integration. These observations remain true in the generalized model [38].

Considering higher orders in g results in higher powers of momenta in both the prop-

agators and numerators. However there are no additional powers of the energy, ω,

and so the contour argument goes through. We use the full vertex (5.2.17) and prop-

agator (5.2.16) before expanding in g to evaluate the diagram in Fig. 5.1. The result-

ing loop integral is naively UV divergent with power-like divergences: these can be

treated by use of dimensional regularization, which for practical purposes amounts

to essentially ignoring them [37]. To order g4, and using values for bi’s that reproduce

the tree-level BDS S-matrix we find, as in [38],

T(1)
gauge = −

2p2
1 p2

2
(p1 − p2)2 (1 + 4g2 p1 p2 − 4g4 p1 p2(p1 − p2)

2) (5.2.24)

which as we will see later agrees with the one-loop BDS result to O(g4). The corre-

sponding result with the string theory coefficients is quite similar but differs atO(g4),

T(1)
string = − 2p2

1 p2
2

(p1 − p2)2 (1 + 4g2 p1 p2 − 2g4 p1 p2(p1 − p2)
2) . (5.2.25)
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FIGURE 5.2: Higher loop bubble diagrams for the two-body S-matrix.

FIGURE 5.3: Contact and dog-diagram contribution to three-body S-
matrix.

As in the leading-order calculation this can be extended to two- and higher-loop by

evaluating higher loop bubble diagrams Fig. 5.2. Each bubble can be essentially eval-

uated independently and so the result is a geometric series which can be easily re-

summed.

As the theory is known to be integrable we of course expect the generalized LL

model to exhibit factorized scattering. This implies that the three-body S-matrix is

only non-vanishing when the out-going momenta are a permutation of the incoming

momenta. For the LL model and its generalization, as there are sextic terms in the po-

tential, such a factorization is not immediately apparent and results from a non-trivial

cancellation between diagrams. Factorization of scattering at one-loop for the stan-

dard LL-model was shown in [39] and was further studied in [40]. To check tree-level

factorization for the generalized LL-model to O(g4) we computed the 3 → 3 scatter-

ing by evaluating the diagrams Fig. 5.3 and then checked numerically that for generic

external momenta the scattering vanished to order g4. The result is that there are no

constraints on b1 and b2 (order g2), while the vanishing of the generic 3→ 3 S-matrix

requires cancellation between terms involving different bi’s (order g4). For example

fixing b0 through b4 as above, we find the condition 1 − 2b5 − 32b6 = 0, which is

naturally satisfied in both the gauge case (5.2.11) and the string case (5.2.11). When

the set of outgoing momenta is a permutation of the incoming momenta specific in-

ternal propagators in diagrams of the form Fig. 5.3 will go on-shell and so there are

additional non-vanishing contributions from delta-functions arising from using the
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principle value prescription

1
z + i0

= −iδ(z) + P.V.
[1

z

]
. (5.2.26)

We now turn to the analogous computations for form factors.

5.3 Diagonal form factors in the Landau–Lifshitz model

We will focus on the diagonal form factors introduced in Section 4.1.2, which we want

to compute in the case of the Landau–Lifshitz model. In other words, we will consider

the form factors of the operator O in terms of the momenta pi

FOD (p1, . . . , pn) =
out〈p1 + ε1, . . . , pn + εn|Õ(ωq, q)|p1, . . . , pn〉in , (5.3.1)

where we used the Fourier transform of the operator

O(t, x) =
∫ d2q

(2π)2 Õ(ωq, q)eiqx−iωqt . (5.3.2)

Then, as mentioned in Sec. 4.1.2, in order to obtain the diagonal form factors, we will

need to take the limit of (5.3.1) following the symmetric or connected prescription.

The conservation of overall energy and momentum implies

ωq =
N

∑
i=1

ω(pi + εi)−ω(pi) and q =
N

∑
i=1

εi . (5.3.3)

Thus we have that q → 0 and ωq → 0 in the diagonal limit, since the terms with εi

will disappear regardless of the choice of the prescription.

Let us also note that we can not write (5.3.1) in terms of the usual form factors

(4.1.5) since we do not have a way of defining crossing in the LL model. We will drop

the subscript D in the following when there is no ambiguity.

5.3.1 |ϕ|2-Operator

We will begin with the operator

Φ1 = |ϕ|2 , (5.3.4)
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p1

p2

k1

k2

q

FIGURE 5.4: Tree-level contribution to the two-particle form factor.

which corresponds to an operator with one impurity in the spin-chain language (see

Sec. 5.3.4). It is apparent that the vacuum expectation, or zero-particle form factor, is

vanishing FΦ1(∅) = 0, and the one-particle form factors are essentially trivial: they

receive no loop corrections, and with our normalizations are given by

FΦ1(p) = 1 (5.3.5)

which corresponds to a definition of the external states without normalization factors

involving the particle energy. Both of these facts follow from the vanishing of loop

diagrams with arrows forming a closed loop and are correspondingly true in both the

LL model and the generalization to higher order in g.

For the two-particle form factors F|ϕ|
2
(p1, p2), however, we have non-trivial re-

sults. Starting with the tree level, we must evaluate the diagram in Fig. 5.4 which at

O(g0) gives

−2b0
[
(k1 − q)k2 + p1 p2

]
ωk1 −ωq − b0(k1 − q)2 + i0

(5.3.6)

which is clearly singular in the diagonal limit. However after summing over the

diagrams with the insertion on the other legs the limit becomes regular and one finds

F(0)Φ1
s,c (p1, p2)

∣∣∣
O(g0)

= −2κs,c
p2

1 + p2
2

(p1 − p2)2 . (5.3.7)

This result is the same regardless of whether it is calculated using the symmetric or

the connected prescription up to the overall normalizations. In the connected pre-

scription one finds κc = 1 while in the symmetric prescription it is κs = 2. Given the

corrected propagator (5.2.16) and vertex (5.2.17) for the generalized LL-model we can
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extend this to higher orders in g2:

F(0)Φ1
s,c (p1, p2) = 2κs,c

[
− p2

1 + p2
2

(p1 − p2)2 + g2 2(4b2 + 5b1)p1 p2(p2
1 − p1 p2 + p2

2)

b0(p1 − p2)2

+g4 2p1 p2

b2
0(p1 − p2)2

[
(−10b1 − 8b1b2 + b0(21b3 + 2b4 + b5))(p4

1 + p4
2)

+(5b2
1 + 4b1b2 + b0(−63b3 + 2b4 − 5b5))(p3

1 p2 + p1 p3
2)

+(−20b2
1 − 16b1b2 + 8b0(14b3 + b5))p2

1 p2
2
]]

(5.3.8)

where the values of the coefficients for the different prescriptions κs,c are as above.

Using the specific choices for the coefficients bi we find that in the connected pre-

scription

F(0)Φ1
c (p1, p2) = −2(p2

1 + p2
2)

(p1 − p2)2 −
8g2 p1 p2(p2

1 − p1 p2 + p2
2)

(p1 − p2)2 (5.3.9)

to order O(g2) for both the string theory and BDS gauge theory cases while

F(0)Φ1
c (p1, p2)

∣∣∣
O(g4)

=
4p1 p2

(p1 − p2)2 ×


(p4

1 − 2p3
1 p2 + 4p2

1 p2
2 − 2p1 p2

2 + p4
2),

(2p4
1 − 7p3

1 p2 + 12p2
1 p2

2 − 7p1 p2
2 + 2p4

2) ,

where the first line is the string case and the second the gauge case, reflecting the

three-loop difference at the level of the form factor.

One-loop result In order to compute the one-loop results we must consider the di-

agrams shown in Fig. 5.5. The procedure for evaluating these diagrams is essentially

identical to that used in the case of the S-matrix, reviewed in the previous section. We

regularize any power-like divergences by dimensional regularization and evaluate

the integrals by using the residue theorem. In simplifying our formulas we explic-

itly assume that p1 > p2. The same assumption will be made in all loop-calculations

that we perform for form factors. The choice of the prescription for taking the di-

agonal limit superficially appears to make a more significant difference at loop level

as there are different contributions from individual diagrams. Using the symmetric

prescription we find that diagrams with the form factor inserted on external legs and

internal legs contribute equally at order O(g0), while at O(g2) the sum of the two
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FIGURE 5.5: One-loop diagrams for the two-particle form factor.

contributions cancels part of the denominator, giving

F(1)Φ1
s,c (p1, p2)

∣∣∣
O(g2)

= −4κs,cip1 p2(p2
1 + p2

2)

(p1 − p2)3 +
8κs,cg2ip1 p2(p2

1 + p2
2)

(p1 − p2)
. (5.3.10)

In the connected prescription the diagrams with the insertion on the external legs

do not contribute at all but the diagrams with the insertion on the internal legs con-

tributes the same as in the symmetric case. Hence we find that the connected scheme

gives half of symmetric result just as at tree-level.

All-loop result To extend these results to all-loop we need only to consider chains

of bubble diagrams, as noted above. There are again essentially two classes of dia-

grams: those with the insertion on the external leg and those with the insertion on an

internal loop leg. For each bubble we can perform the loop integration by evaluating

the residues. For the symmetric prescription we find equal contributions from the

insertions on the external legs and from the n internal insertions with the final result

that at n-loops we have,

F(n)Φ1
s (p1, p2)

∣∣∣
O(g0)

= 4(n + 1)
in+2 pn

1 pn
2(p2

1 + p2
2)

(p1 − p2)n+2 . (5.3.11)

Alternatively, for the connected prescription we find for the contribution with the

insertion on the external legs

2(n− 1)
in pn

1 pn
2(p2

1 + p2
2)

(p1 − p2)n+2 . (5.3.12)

Taking the connected diagonal limit for the diagrams with internal insertions is slightly

complicated but it can be numerically checked that it gives

4n
in+2 pn

1 pn
2(p2

1 + p2
2)

(p1 − p2)n+2 (5.3.13)
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FIGURE 5.6: Diagrams for the three-particle form factor.

so that

F(n)Φ1
c (p1, p2)

∣∣∣
O(g0)

= 2(n + 1)
in+2 pn

1 pn
2(p2

1 + p2
2)

(p1 − p2)n+2 , (5.3.14)

which is again simply half the symmetric prescription. In both cases we can sum up

the contributions from each loop order to give the all-loop quantum form factor:

FΦ1
s,c (p1, p2)

∣∣∣
O(g0)

= −2κs,c(p2
1 + p2

2)

(p1 − p2)2
1

[1− ip1 p2/(p1 − p2)]
2 . (5.3.15)

Three-particle form factor It is straightforward, if somewhat cumbersome, to ex-

tend to higher numbers of particles in the external states. In this case we must include

the contributions from the graphs in Fig. 5.6. From a perturbative perspective this is

of interest as it includes contributions from the sextic vertex. Furthermore in this case

the dependence on the prescription for taking the diagonal limit is more pronounced.

It is convenient to define the functions of external momenta

pij = pi − pj , χi,j,k = pi pj − pj pk + pk pi (5.3.16)

such that for the connected prescription the result can be written as

FΦ1
c (p1, p2, p3)

∣∣∣
O(g0)

=
4

p2
12 p2

13 p2
23

[
p4

1(p2
2 + p2

3) + p4
2(p2

1 + p2
3) + p4

3(p2
1 + p2

2)

− 2p1 p2 p3(p1χ1,2,3 + p2χ2,3,1 + p3χ3,1,2)
]

,
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while the symmetric prescription gives

FΦ1
s (p1, p2, p3)

∣∣∣
O(g0)

=

24
p2

12 p2
13 p2

23

[
(p2

1 p2
2 + p2

3 p2
1 + p2

2 p2
3)(p2

1 + p2
2 + p2

3 − p1 p2 − p3 p1 − p2 p3)
]

.

Further Quadratic Operators It is possible to consider other quadratic-in-field op-

erators by adding derivatives. One such operator which will be relevant to our later

considerations is

Φ2 = ϕ∗ ϕ́− ϕϕ́∗ (5.3.17)

for which we can calculate FΦ2
c,s (∅) = 0, FΦ2

c,s (p1) = 2ip1 and

FΦ2
c,s (p1, p2)

∣∣∣
O(g0)

= − 4iκc,s p1 p2

(p1 − p2)2
(p1 + p2)

[1− ip1 p2/(p1 − p2)]
2 . (5.3.18)

One feature of this calculation is that as the insertion operator involves derivatives

when it is inserted inside a loop, as in Fig. 5.5, it gives rise to additional numerator

factors. In this case care must be taken in the labelling of the loop momenta passing

through the insertion. In particular we must sum over contributions corresponding

to inserting the operator on the top line with loop momentum ` and the bottom line

with momentum −`+ p1 + p2 as these are not equal.

There are of course many other possible operators one could consider. If there

were two derivatives such terms could act as possible higher order corrections to the

|ϕ|2 operator, for example

Ocorr = |ϕ|2 + g2
[
α1(∂

2
x ϕ̄∗)ϕ + α2 ϕ̄∗(∂2

x ϕ) + α3(∂x ϕ̄∗)(∂x ϕ)
]

. (5.3.19)

Of course as the correction terms are related by total derivatives, for diagonal form

factors we would expect the three correction terms to give the same contributions and

so there is only one parameter at this order. As we will see, such corrections are likely

to play a role in understanding the relation to gauge theory structure constants.
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FIGURE 5.7: Two-particle tree-level form factor diagram.

FIGURE 5.8: Three-particle tree-level form factor diagrams.

5.3.2 |ϕ|4-Operator

We now turn to the |ϕ|4 operator which will correspond to an operator with two im-

purities in the spin-chain language. The zero-particle form factor is again obviously

vanishing as is the one-particle diagonal form factor. The two particle diagonal form

factor at tree-level is simply

F(0)Φ3(p1, p2)
∣∣∣
O(g0)

= 4 (5.3.20)

corresponding to Fig. 5.7. The loop corrections in the LL-model are given by essen-

tially the same diagrams as in the S-matrix calculation, Fig. 5.2, with one of the in-

teraction vertices replaced by the operator insertion. These diagrams can again be

resummed to give

FΦ3(p1, p2)
∣∣∣
O(g0)

=
4

[1− ip1 p2/(p1 − p2)]
2 (5.3.21)

where the result does not depend on the prescription used in taking the diagonal

limit.

Three-particle form factor For the |ϕ|4 operator it is particularly straightforward to

extend to three-particles by evaluating the diagrams shown in Fig. 5.8. However now

the result does depend on the presciption used to define the diagonal limit in much
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the same fashion as the two-particle form factors of |ϕ|2

F0,Φ3
s,c (p1, p2, p3)

∣∣∣
O(g0)

= 8(κs,c − 1)− 8κs,c

p2
12 p2

23 p2
31

[
p4

31χ2,3,1 + p4
23χ1,2,3 + p4

12χ3,1,2
]

,

where κs,c is the prescription dependent constant we introduced above.

These results can be extended to the generalized LL-model by including the higher-

loop gauge theory corrections to the interaction vertex and propagator. One finds, at

tree-level in the two-dimensional theory, to O(g2) that

F0,Φ3
s,c (p1, p2, p3)

∣∣∣
O(g2)

=
8(4b2 + 5b1)κs,c

b0 p2
12 p2

23 p2
31

[
p2

2 p2
31χ1,2,3 + p2

1 p2
23χ3,1,2 + p2

3 p2
12χ2,3,1

]
.

The result at O(g4) can be computed similarly (p123 = p1 + p2 + p3)

F0,Φ3
s,c (p1, p2, p3)

∣∣∣
O(g4)

=
2− κs,c

2b2
0

(5b1)
2 + 20b1b2 − b0(35b3 + 6b4 + b5))p1 p2 p3 p123

+
16κs,c

b2
0 p2

12 p2
23 p2

31

[
(10b2

1 + 8b1b2 − b0(21b3 + 2b4 + b5))p7
1(p3

2 − p2 p3(p2 + p3) + p3
3)

− (5b2
1 + 4b1b2 + b0(−63b3 + 2b4 − 5b5))p6

1(p4
2 + p4

3)

− 1
2
(85b2

1 + 68b1b2 + b0(49b3 − 30b4 + 11b5))p6
1(p3

2 p3 + p3
3 p2)

+ (95b2
1 + 76b1b2 + b0(−77b3 − 26b4 + b5))p6

1 p2
2 p2

3

+ 4(5b2
1 + 4b1b2 − 2b0(14b3 + b5))p5

1 p5
2

− 1
2
(15b2

1 + 12b1b2 + b0(−119b3 + 2b4 − 9b5))p5
1(p4

2 p3 + p4
3 p2)

+
1
2
(−25b2

1 − 20b1b2 + b0(105b3 + 2b4 + 7b5))p5
1(p3

2 p2
3 + p3

3 p2
2)

+ (35b2
1 + 28b1b2 − b0(161b3 + 2b4 + 11b5))p4

1 p4
2 p2

3

+ (−15b2
1 − 12b1b2 + b0(49b3 + 2b4 + 3b5))p4

1 p3
2 p3

3

+ cylic permutations of particle indices
]

. (5.3.22)

Further Quartic Operators Just as for the quadratic operators we can consider ad-

ditional operators by distributing derivatives across the fields. There is now an even

greater number of possibilities, though we will consider here only the operator

Φ4 = |ϕ|2(ϕ∗ ϕ́− ϕϕ́∗) . (5.3.23)
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It can be seen immediately that at tree-level the two-particle diagonal form factor sim-

ply acquires an additional factor of i(p1 + p2). This is actually the case also at any loop

order since when inserted in a chain of bubbles (as in Fig. 5.2 but with the operator re-

placing an interaction vertex) the loop-momenta from the vertex contribution always

cancel and the additional momentum factor can be pulled out. Hence we have

FΦ4(p1, p2)
∣∣∣
O(g0)

=
4i(p1 + p2)

[1− ip1 p2/(p1 − p2)]
2 . (5.3.24)

5.3.3 The spin-chain S-matrix and its LL limit

The Landau-Lifshitz theory can be found by considering the low-energy limit of the

spin-chain which can be done either at the level of the action or at the level of com-

puted quantities. We have seen the former limit in Section 5.1.2, and we will discuss

here the latter for the S-matrix and form factors. This can then be repeated for the

higher-loop results where the spin-chain Hamiltonian is significantly more compli-

cated or even unknown.

Let us briefly recall the basic quantities describing the XXX1/2 spin-chain intro-

duced in Section 3.2.1. We saw in Sec. 3.1.5 that, in a su(2) sector of N = 4 SYM,

the one-loop term in the expansion in g =
√

λ/4π of the dilatation operator is the

(rescaled) nearest-neighbour Hamiltonian (3.2.4)

H =
λ

16π2

L

∑
n=1

(
1− σi

nσi
n+1

)
. (5.3.25)

Its eigenstates |ΨM〉 are characterized by their magnon-number M, i.e. the number of

excitation from the ground state |0〉 = |↑↑ · · · ↑〉

|ΨM〉 = ∑
1≤n1<···<nM≤L

ψ(n1, . . . , nM) |n1, . . . , nM〉 , (5.3.26)

where |n1, n2, . . .〉 = |↑↓n1↑ · · · ↓n2 · · · ↑〉 (spin flipped in the n1, n2, . . . , nM positions).

The energies are given as a sum over single-magnon energies, e.g. in terms of the

rapidities uk

EΨ,M =
M

∑
k=1

ε(pk) =
1
2

M

∑
k=1

1
u2

k + 1/4
, u(p) =

1
2

cot
( p

2

)
, (5.3.27)
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where we have defined ε(p) ≡ EΨ,1 (u(p)) for convenience. The spin-chain S-matrix

which appears in the multi-particle wavefunctions ψ(n1, . . . , nM) as two-magnons are

exchanged is given by

S(p1, p2) =
u(p2)− u(p1) + i
u(p2)− u(p1)− i

. (5.3.28)

To take the LL-limit we rescale the magnon energy, ε → κ2ε, and consider the

small κ limit. For the rapidity variable we have that at leading order

u(p) ' 1
κ
√

ε
=

1
p

(5.3.29)

where the momentum is given by p = κ
√

ε and hence the S-matrix is

S(p1, p2) =
(p2)

−1 − (p1)
−1 + i

(p2)
−1 − (p1)

−1 − i
. (5.3.30)

This is the quantum S-matrix for the LL-model and written in this fashion there is no

small parameter. It can be perturbatively computed by resumming all loop orders in

the LL model. Note that though the momenta are not taken to be small it does not

reproduce the complete spin-chain S-matrix. To extract just the tree-level result we

reintroduce the small parameter by rescaling the momenta pi → γpi and then take

the small γ limit so that

S(p1, p2) = 1 +
∞

∑
i=0

γi+1T(i)(p1, p2) (5.3.31)

with

T(0)(p1, p2) =
2ip1 p2

p1 − p2
, (5.3.32)

which is the same as the leading term in the tree-level T-matrix computed perturba-

tively (5.2.23).

The extension to higher-loops in g =
√

λ/4π can be described in terms of the

generalized u(p) functions

u(p) =
1
2

cot
p
2

√
1 + 16g2 sin2 p

2
. (5.3.33)
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The all-order magnon energy is given by

2g2ε(p) =
√

1 + 16g2 sin2 p
2
− 1 (5.3.34)

and the S-matrix is

S(p1, p2) =
u(p2)− u(p1) + i
u(p2)− u(p1)− i

σ(u1, u2)
2 (5.3.35)

where σ(u1, u2) gives the well-known dressing phase. As the dressing phase does not

contribute until O(g8) it can be ignored for our purposes.

To study the low-energy limit to three-loops we again rescale ε → κ2ε but addi-

tionally we define g̃ = κg which is essentially the effective coupling that appears in

the BMN and other fast string expansions. We expand the magnon energy to O(g̃4)

so that

κ2ε = 4 sin2 p
2
− 16

g̃2

κ2 sin4 p
2
+−128

g̃4

κ4 sin4 p
2

. (5.3.36)

In the limit of small κ this implies

p = κ
√

ε

(
1 + g̃2 ε

2
− g̃4 ε2

8

)
(5.3.37)

or ε = p̃2 − g̃2 p̃4 + 2g̃4 p̃6 where p̃ = p/κ. Taking the same limit for u(p) we find

u(p) =
1
κ

ũ( p̃) =
1
κ

(
1
p̃
+ 2g̃2 p̃− 2g̃4 p̃3

)
(5.3.38)

so that

S(p1, p2) ≡
ũ(p2)− ũ(p1) + i
ũ(p2)− ũ(p1)− i

=

1 +
ip1 p2

p1 − p2
(1 + 2g̃2 p1 p2 − 2g̃4 p1 p2(p2

1 − p1 p2 + p2
2))

1− ip1 p2

p1 − p2
(1 + 2g̃2 p1 p2 − 2g̃4 p1 p2(p2

1 − p1 p2 + p2
2))

. (5.3.39)

This is the quantum S-matrix for the generalized LL-model. As in the LL-model,

in order to define the perturbative two-dimensional expansion we again rescale the
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momenta pi → γpi. However, in order to keep the correct scaling result we write5

g̃ = g/γ so that in the small γ limit we have

T(n)(p1, p2) = 2
[ ip1 p2

(p1 − p2)
(1 + 2g2 p1 p2 − 2g4 p1 p2(p2

1 − p1 p2 + p2
2))
]n+1

(5.3.40)

This result can be compared with the perturbative results above, (5.2.23) and (5.2.24),

and it can be seen that they agree.

5.3.4 Form Factors from the XXX spin-chain

Infinite volume diagonal spin-chain form factors, fO(p1, . . . , pn), have been calcu-

lated in [16] by extracting them from finite volume matrix elements. We will compare

the low-energy limit of these results with those calculated directly from the LL-model

and then consider the generalization to higher orders in g. Let us note that we will

find additional factors of the S-matrix when compared to fO as computed in [16]

because of different conventions in the definitions of the diagonal form factors. We

defined the FOD in Sec. 4.1.2 as expectation values between “in” and “out” states, while

they considered both states as “in” states. This difference in the ordering of the mo-

menta/rapidities will then amount to different factors of the S-matrix through the

relation

out〈k1, . . . , kM| = in〈p1, . . . , pN |S(p1, . . . , pN ; k1, . . . , kM) . (5.3.41)

Operators with one impurity

The operators with one impurity, which correspond to the gauge theory operators

Tr(ZZ̄), Tr(ZX̄), Tr(XZ̄) and Tr(XX̄), are described by the spin-chain operators acting

on the n-th spin-chain site:

E11
n =

1
2
(1+ σz

n) , E12
n = σ+

n , E21
n = σ−n , E22

n =
1
2
(1− σz

n) . (5.3.42)

5This careless use of notation gives sensible results as we naturally think of both small parameters
corresponding to the same large volume expansion, κ ' γ ' L−1.
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For example, denoting o1(n) = E11
n the vacuum, one-particle and two-particle diago-

nal form factors computed in [16] were

f o1(∅) = 1 , f o1(p) = ε(p) , f o1(p1, p2) = (ε(p1) + ε(p2))φ12 (5.3.43)

where ε(p) is the magnon energy as above and

φ12 =
2

1 + (u(p1)− u(p2))2 . (5.3.44)

These can be compared to the previous perturbative results by using the map between

the spin-chain and the LL-model via the coherent state representation, whereby the

spin-chain operator o1 corresponds to the LL operator

o1 =
1
2
(1 + σz

n)↔ 1− |ϕ|2 . (5.3.45)

We can see that compared to the LL operator considered in Sec. 5.3.1 there is an ad-

ditional identity operator. This contribution gives rise to the non-trivial vacuum ex-

pectation value but can be ignored for higher-particle form factors. To extract the

prediction for the LL-model we must also perform the low-energy rescaling described

above i.e. ε→ κ2ε with κ → 0. However in this limit all the multi-particle form factors

(5.3.43) will vanish due to the normalization of the one-particle states which results in

the factors of the magnon energy. To get a well defined limit we rescale by a factor of√
ε(pi) for each external leg. This results in the one-particle form factor being equal

to 1 which corresponds to the normalization used in the perturbative calculation. For

the two-particle case we find after this rescaling

f o1(p1, p2)

ε1ε2
→
(

1
ε(p1)

+
1

ε(p2)

)
4

1 + (1/p1 − 1/p2)
2 (5.3.46)

where on the r.h.s. we understand the dispersion relation to be that of the LL-model

i.e. ε(p) = p2. As a rule of thumb we see that the LL limit of infinite volume spin-

chain quantities is taken by replacing u(p) → 1/p while keeping constant terms that
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occur with differences of u’s. For example in the quantities φij we have

φij → φLL
ij =

2p2
i p2

j

(pi − pj)2

[
1 +

p2
i p2

j

(pi − pj)2

]−1

, (5.3.47)

where the terms that arise in the small momentum expansion corresponds to world-

sheet loop effects in the LL-model. For the two-particle form factor it is apparent that

this result (5.3.46) still does not match the LL result (5.3.15). However this is again a

consequence of the definition of the states used in defining the form factor and in fact

1
ε1ε2

SLL(p1, p2) f−o1(p1, p2)→ F|ϕ|
2

s (p1, p2) (5.3.48)

with the S-matrix factor due to the different ordering of momenta in the in- and out-

states.

A formula for multi-particle form factors was also proposed in [16]. For the oper-

ator o1, we have

f o1(p1, . . . , pn) = ∑
σ∈Sn

εσ(1)φσ(1)σ(2)φσ(2)σ(3) · · · φσ(n−1),σ(n) , (5.3.49)

where the sum is over the set of all permutations of the n-indices, Sn. As in the two-

particle case in order to have a non-vanishing answer in the LL-limit we must rescale

by a factor of (ε1 · · · εn)−1 and thus taking the limit we find

f o1(p1, . . . , pn)

ε1 · · · εn
→ 2n−1 ∑

σ∈Sn

p2
σ(1) · · · p

2
σ(n−1)

(pσ(1) − pσ(2))2 · · · (pσ(n−1) − pσ(n))2×

× 1

1 +
[

pσ(1)pσ(2)

/(
pσ(1) − pσ(2)

)]2 · · ·
1

1 +
[

pσ(n−1)pσ(n)

/(
pσ(n−1) − pσ(n)

)]2 .

To compare with the tree-level Landau-Lifshitz result for three particles computed in

Sec. 5.3.1 we expand in powers of the momenta and take the leading results. Up to an

overall sign agreement is found. At tree-level the S-matrix is simply 1, however we

would expect to see factors of the S-matrix by keeping higher orders in the momenta

corresponding to loop effects in the perturbative calculation.
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Higher-loop form factors As seen above, one can straightforwardly calculate higher-

loop form factors in the generalized Landau-Lifshitz model. An O(g2) prediction for

these form factors was given in [18] where they were related to the computation of

certain structure constants. The explicit perturbative computation involves several

contributions: corrections to the states due to the two-loop gauge theory corrections

to the dilatation generator and modifications due to operator insertions capturing the

effects of one-loop gauge theory Feynman diagrams [85, 86]. As a result, in the form

factor picture the operator itself must be viewed as acquiring O(g2) corrections

o1(g) = o1 + g2o′1 . (5.3.50)

Somewhat remarkably, the “sum over products" form of the tree-level result (5.3.49)

remains, with the corrections coming in the individual components. Specifically

f o1(g)(u1, . . . , un) = σ1ϕ12ϕ23 · · · ϕn−1,n + permutations (5.3.51)

where

σi =
1

u2
i + 1/4

+
8g2u2

i
(u2

i + 1/4)3
(5.3.52)

and

ϕij =
2

(ui − uj)2 + 1
+

4g2(u2
i − u2

j )

(u2
i + 1/4)(u2

j + 1/4)((ui − uj)2 + 1)
. (5.3.53)

For the one-particle form factor, f o1(g)(u(p1)), at the leading order O(g0), we

rescaled by the energy of the external particle to find agreement with the perturbative

LL calculation. As the σi’s do not correspond to the g-corrected expression for the

particle energy which is instead given by

ε(u) =
1

u2 + 1/4
+ g2 12u2 − 1

4(u2 + 1/4)3 , (5.3.54)
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we must add a correction to the operator. Computing the small momentum limit we

have

1
ε

f o1(g)(u)→ 1 + 5g2 p2 (5.3.55)

hence by considering the generalized LL operator Φ1(g) = ϕ∗ϕ + 5g2 ϕ́ϕ́∗ we have

that

1
ε

f o1(g)(u)→ FΦ1(g)(p) . (5.3.56)

For the two-particle form factor, again dividing by factors of the particle energy and

expanding in powers of the momenta, we have

1
ε1ε2

f o1(g)(p1, p2)→
2(p2

1 + p2)2

(p1 − p2)2

(
1 + g2(3p2

1 + 4p1 p2 + 3p2
2)
)

. (5.3.57)

This can be seen to not agree with (5.3.9) and also does not reproduce FΦ1(g)(p1, p2)

when the coefficients b1 and b2 appearing in the generalized LL action are set to their

string/BDS value. One can include further corrections to the operator, which as long

at they are at least quartic in the fields will not change the one-particle form factor

result,

Φ1(g) = ϕ∗ϕ + 5g2 ϕ́ϕ́∗ + α1g2(ϕ∗2 ϕ́2 + ϕ2 ϕ́∗2) + α2g2ϕϕ∗ ϕ́ϕ́∗, (5.3.58)

however there do not appear to be values of α1 and α2 that correctly reproduce the

limit of the two-particle form factor of o1(g) and it seems that a more general defor-

mation or extra contribution is required. 6

Operators with two impurities

We can additionally consider the spin-chain operators with two impurities

o1
2 = E11

n E11
n+1 , o2

2 = E12
n E21

n+1 , o3
2 = E21

n E12
n+1 (5.3.59)

6In [86] an operator correction reproducing the effect of the insertions to the heavy operator for the
one-particle form factor constructed, responsible for the “δH" correction, was given. It corresponds to
Φ′1 = ϕ∗ϕ + 2g2 ϕ́ϕ́∗ + g2(ϕ∗2 ϕ́2 + ϕ2 ϕ́∗2). However this does not reproduce the full two-particle form
factor.
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where the operators now sit on two spin-chain lattice sites and the infinite volume

form factors were again extracted from spin-chain matrix elements in [16]. For each

operator, O ∈ {o1
2, o2

2, o3
2}, they can be written as a combination of two terms

fO(u1, . . . , un) = fOE (u1, . . . , un) + fOS (u1, . . . , un) (5.3.60)

with each term given as a sum over permutations

fOE (u1, . . . , un) = ∑
σ∈Sn

[
εσ(1)φσ(1)σ(2) · · · φσ(n−1)σ(n)f

O
n

]
(5.3.61)

and

fOS (u1, . . . , un) = ∑
σ∈Sn

[ n−1

∑
i=1

εσ(1)φσ(1)σ(2) · · ·ψOσ(i−1)σ(i) · · · φσ(n−1)σ(n)ε
′
σ(n)

]
(5.3.62)

where ε is the energy and ε′ its derivative with respect to the rapidity variable u, φij is

as in (5.3.44) and

f
o1

2
i = 2 , ψ

o1
2

ij = −(ui − uj)(uiuj − 1/4)φij ,

f
o2

2
i =

ui − i/2
ui + i/2

, ψ
o2

2
ij = (ui − uj)(ui − i/2)(uj − i/2)φij ,

f
o3

2
i =

ui + i/2
ui − i/2

, ψ
o3

2
ij = (ui − uj)(ui + i/2)(uj + i/2)φij .

(5.3.63)

Of course one can consider linear combinations of these operators and one such com-

bination in which we will be interested is

o4
2 = E22

n E22
n+1 = 1− o1(n)− o1(n + 1) + o1

2(n) (5.3.64)

and for which we have

f
o4

2
i = 0 , ψ

o4
2

ij = −(ui − uj)(uiuj − 1/4)φij . (5.3.65)

Taking the continuum limit by using the replacement rule (5.3.45) it is easy to see that

the operator o4
2 corresponds to the LL operator |ϕ|4 up to derivative terms which we

neglect. Thus we can compare the form factors for this operator with those previously
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calculated perturbatively. The tree-level results can be found by simply making a

small momentum expansion. Explicitly, this gives

ε′ → −2p3 , and ψ
o1

4
ij →

2
(pi − pj)

, (5.3.66)

in addition to ε→ p2 and φij → φLL
ij . It is easy to see that the two-particle form factor,

once rescaled, has in the small momentum limit the trivial result

1
ε1ε2

f o4
2(p1, p2)→ F(0)|ϕ|4

c (p1, p2)
∣∣∣
O(g0)

= 4 , (5.3.67)

while the three-particle case gives

1
ε1ε2ε3

f o4
2(p1, p2, p3)→ −F(0)|ϕ|4

c (p1, p2, p3)
∣∣∣
O(g0)

, (5.3.68)

which means it agrees with the tree-level LL result up to a sign.

Furthermore the loop effects are reproduced by using our rule of thumb of replac-

ing u → p−1 and keeping those constants that are added to differences of u’s. In

particular this does not retain the factor of 1/4 in the definition of ψ
o4

2
ij . These factors

can be reproduced in the LL model by adding derivative terms to the operator.

5.4 Form Factor Perturbation Theory

One interesting application of diagonal form factors is to the study of perturbations

of integrable models. Form factor perturbation theory (FFPT) is such an approach to

studying non-integrable massive theories, introduced in [20] with a particular focus

on deformations of relativistic integrable models which themselves can be viewed as

deformations of conformal field theories. However, as the authors of [20] make clear,

their approach is quite general. Given an integrable model with actionAint
0 they study

the theory with action

A = Aint
0 −∑

j
gj

∫
d2x Φj(x) (5.4.1)

where Φj(x) are the deforming operators. An assumption behind this approach is

that, at least for small values of gj, asymptotic particle states are a good basis for
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studying the deformed theory and that while the integrable model has a different

spectrum it acts as a useful starting point. We will be interested in calculating the

S-matrix of the deformed theory

S(p1, . . . , pn; k1, . . . , km) =
out〈k1, . . . , km|p1, . . . , pn〉in . (5.4.2)

In order to preserve the normalization of the vacuum, in [20] the authors introduced

a counter-term corresponding to the vacuum energy so that

out〈0|0〉in = out
0〈0|0〉in0 = 1 , (5.4.3)

where, for example, |0〉in0 is the “in"-vacuum state in the undeformed theory. They

further introduced counter-terms to preserve the one-particle normalization. Here

we define the operators O(i)(0, 0), i = 1, 2, in terms of their form factors in the unper-

turbed, integrable theory,

FO
(1)
(p1, . . . , pn) = δn,1 , and FO

(2)
(p1, . . . , pn) = ip1δn,1 (5.4.4)

such that7

out〈k|p〉in = out
0〈k|p〉in0 = 2πδ(p− k) . (5.4.5)

As described in [20], a perturbative expansion for the S-matrix can be found by ex-

panding (5.4.2) in terms of matrix elements of time-ordered products of the deforma-

tions and inserting sums over asymptotic states of the undeformed theory. In prin-

ciple this gives an expansion to all orders in the couplings gj, with higher orders

involving progressively more sums over intermediate states much as in covariant

perturbation theory. Here we will only consider the leading-order terms

out〈k1, . . . , km|p1, . . . , pn〉in ' out
0〈k1, . . . , km|p1, . . . , pn〉in0 (5.4.6)

−i(2π)2δ(2)(∑ ki −∑ pj)
out

0〈k1, . . . , km|
[
∑

j
gjΦj −∑

i
δE (i)O(i) − δEvac

]
|p1, . . . , pn〉in0

7As we will be considering the Landau-Lifshitz model which is not Lorentz invariant we modify
several of the definitions of [20]; for example we don’t use the usual Lorentz invariant one-particle
normalizations.
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where the coefficients δE (i) and δEvac are determined by demanding that (5.4.3) and

(5.4.5) are satisfied.

5.4.1 Marginal Deformations

The use of integrable models in the study of the AdS/CFT correspondence has been

very fruitful but the vast majority of interesting theories are almost certainly non-

integrable. The corresponding world-sheet theories will likely involve multi-particle

production with a corresponding increase in analytical complexity of the world-sheet

S-matrix. Leigh-Strassler marginal deformations are one particularly simple class of

deformations ofN = 4 SYM that preserveN = 1 superconformal symmetry [87] and

which are parameterized by two complex parameters h and q = exp(2πiβ); thus, in-

cluding the gauge coupling, there is a three-dimensional space of finite theories. The

case with h = 0 is often called the β-deformed theory and, particularly for real β, it

has received a very significant amount of attention as the gravitational dual is known

[88] and the model is believed to be integrable – the string Lax pair was constructed

in [89], the all-loop asymptotic Bethe ansatz was proposed in [90] and Y-system in

[91]. The integrability of the β-deformed theory can be understood as arising from a

Drinfeld-Reshetikhin twist of the undeformed theory combined with twisted bound-

ary conditions [92].

For complex β, the one-loop dilatation operator restricted to two holomorphic

scalar fields corresponds to the su(2)q XXZ deformed spin chain and so is integrable

[93], however this does not extend beyond this subsector of fields [94]. For special

values of h 6= 0 and q ∈ C the one-loop Hamiltonian is integrable [95] which can be

understood in terms of Hopf twists of the real-β case [96]. More generally for generic

values of q and h the theory is not believed to be integrable. For general q and h the

R-matrix constructed by applying the Hopf algebraic transformation will not satisfy

the Yang-Baxter equations and so the usual methods of integrable spin-chains will not

be applicable, such deformations may however be studied by use of FFPT. In some

sense the one-loop marginal deformations in the su(2) sector which we study below

are too simple to be of much interest, however they will allow us the check the general

formula against known results and so demonstrate its reliability to this order.
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5.4.2 Deformed Landau-Lifshitz

Here will consider the Landau-Lifshitz model following from the low-energy limit

of the general Leigh-Strassler deformed one-loop spin-chain given in [95]. The LL

model for complex-β but h = 0 was considered in [97]8 where checks of the match

between the spin-chain and string descriptions were carried out. In keeping with our

previous considerations we will truncate to the case of two holomorphic scalars such

that the spin-chain Hamiltonian is given by

HD =
λ

16π|q|
L

∑
`=1

[(
1 + qq∗

2
+ hh∗

)
1⊗ 1−

(
1 + qq∗

2
− hh∗

)
σz
` ⊗ σz

`+1

−2q σ−` ⊗ σ+
`+1 − 2q∗σ+

` ⊗ σ−`+1

]
. (5.4.7)

Using the parameterization q = exp(β I + iβR), 2hh∗e−β I = Λ2 and taking the Landau-

Lifshitz limit we find that in order to have a sensible behaviour the deformation pa-

rameters must be taken to be small with β̃R = βR L
2π , β̃ I =

β I L
2π and Λ̃ = LΛ

2π fixed. With

this scaling the resulting deformed Landau-Lifshitz action is

A = ALL − λ

16πL

∫
dτdσ

[
β̃2

R

(
(n1)2 + (n2)2

)
+ 2β̃R

(
n1ń2 − n2ń1

)
+ β̃ I

2 (1− (n3)2)+ Λ̃2 (1 + (n3)2) ]
where ALL is the Landau-Lifshitz action (5.1.1). Setting Λ̃ = 0 and using

(n1, n2, n3) = (sin 2θ cos 2η, sin 2θ sin 2η, cos 2θ) (5.4.8)

one reproduces the result from [97]. Instead we rescale the coordinates as in (5.2.1) so

that the spatial coordinate has period L, use the complex field ϕ defined in (5.2.2) and

expand the action to quartic powers in the field

A = ALL −
∫

dxdt
[Λ2

2
+ (β2

I −Λ2)Φ1 − iβRΦ2

+(Λ2 − β2
I)Φ3 + iβRΦ4

]
(5.4.9)

8In [97] the authors use the complex parameter βC = βd + iκd where βd = βR/2π and κd = β I/2π.
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where the deformations are given by the operators considered previously

Φ1 = |ϕ|2 , Φ2 = (ϕ∗ ϕ́− ϕϕ́∗) , Φ3 = |ϕ|4 , Φ4 = |ϕ|2(ϕ∗ ϕ́− ϕϕ́∗) . (5.4.10)

We will use the form factor perturbation procedure to describe the corrections to the

S-matrix due to these deformations.

Integrable deformations As the Hamiltonian (5.4.7) with Λ = 0 is in fact integrable,

the full Bethe equations are known and we will be able to compare our results with

those previously calculated [97],

e−iβR L
[ ũk + i/2

ũk − i/2

]L
=

M

∏
j=1, j 6=k

ũk − ũj + i
tanh β I

2 tanh(β I/2)

(
1 + 4ũkũj tanh2(β I/2)

)
ũk − ũj − i

tanh β I

2 tanh(β I/2)

(
1 + 4ũkũj tanh2(β I/2)

)
where

e−iβR M
M

∏
k=1

ũk + i/2
ũk − i/2

= 1 (5.4.11)

and

E =
λ

8π2

M

∑
j=1

ε̃ j with ε̃ j =
1

ũ2
k + 1/4

+ 2(cosh β I − 1) . (5.4.12)

These equations give the corrections to the one-particle states, the two-particle S-

matrix and the general n-particle S-matrix which can be found as a product of two-

particle S-matrices. The results calculated using form factor perturbation theory will

be expressed in terms of rapidities and momenta of the undeformed theory. These

can be related to the deformed rapidities using the relation

ũ + i/2
ũ− i/2

= eiβR
u + i/2
u− i/2

(5.4.13)

or to leading order in βR, ũ = u− (u2 + 1/4)βR. Hence we find the correction to the

energy ε̃ = ε + δε, with

δε(u) = βR
2u

u2 + 1/4
+ β2

I (5.4.14)
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and to the S-matrix

δS(u1, u2) = 2iβR
u2

2 − u2
1

(u1 − u2 + i)2 + iβ2
I
(u1 − u2)(1− 4u1u2)

2(u1 − u2 + i)2 . (5.4.15)

We can take the low-energy limit of these results to compare with those calculated in

the LL-model. The modification of the periodicity condition can be accounted for by

shifting the relation between the rapidity and particle momentum

ũ(p) =
1
2

cot
p + βR

2
. (5.4.16)

In order to take the low-energy LL limit, we assume the momentum and βR to scale

as κ for κ → 0, so that we have

ũ(p) =
1

p + βR
' 1

p
− βR

p2 +O(β2
R) . (5.4.17)

The corresponding equation for the change in the energy is

δε = 2βR p + β2
I (5.4.18)

and for the change in the S-matrix

δS(p1, p2) =
2iβR(p1 + p2)

(p1 − p2) (1− ip1 p2
/

p1 − p2)
2 +

2iβ2
I(1 + γ p1 p2)

(p1 − p2) (1− ip1 p2
/

p1 − p2)
2 .(5.4.19)

Here we have introduced a parameter γ in the β2
I deformations; in taking the LL-limit

previously, Sec. 5.3.4, we have kept sub-leading terms of the form 1/(u1 − u2) but

dropped those of the form 1/(u1u2) which corresponds to setting γ = 0.

5.4.3 Deformed LL from Form Factor Perturbations

We can use our previous perturbative calculations of the LL form factors and the

general expression (5.4.6) to calculate the corrections to the S-matrix elements to linear

order in the deformations.

Vacuum Energy As none of the operators Φi have non-vanishing zero-particle form

factors the only correction to the vacuum energy comes from the coefficient of the
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identity operator, namely Λ2. Using the condition that the vacuum normalization

remains unchanged fixes the counterterm coefficient

δEvac =
Λ2

2
. (5.4.20)

One-particle states More interestingly, the quadratic operators Φ1 and Φ2 give rise

to corrections to the one-particle state normalizations

δE (1) = (β2
I −Λ2) , δE (2) = −2iβR . (5.4.21)

These deformations correspond to corrections to the dispersion relation

ω(p) = p2 + 2βR p + (β2
I −Λ2) (5.4.22)

and to calculate the one-particle energies one should multiply by the factor of λ/8π2

that arises from the rescaling of the time coordinate. If we consider the case Λ = 0 we

have

ε(p) = |p + βC|2 (5.4.23)

which strictly speaking should only be trusted to O(βR) in our calculations, where

βC = βR + iβ I and this result can be seen to agree with that previously calculated in

the deformed Landau-Lifshitz model [97].

Two-particle states For the two-particle form factors for the operators Φ3 and Φ4

we have the result

δS(p1, p2) =
−i

2(p1 − p2)

[
(Λ2 − β2

I)FΦ3 + iβRFΦ4
]

(5.4.24)

=
2i(p1 + p2)βR

(p1 − p2) (1− ip1 p2
/

p1 − p2)
2 +

2i(β2
I −Λ2)

(p1 − p2) (1− ip1 p2
/

p1 − p2)
2 .

were we have taken into account the Jacobian,−i/2(p1 − p2), relating the usual energy-

momentum δ-function and the momentum δ-functions in front of the S-matrix (in ad-

dition to the factor of −i from (5.4.6)). To compare with the Bethe Ansatz (5.4.19)

results we simply set Λ = 0 and the results can be seen to match. For the βR term this
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deformation essentially follows from the shift of the rapidities. The same deformed

S-matrix could be found by taking the fast-string limit of the string world-sheet the-

ory in the βR-deformed geometry. A perturbative calculation [98] of the world-sheet

S-matrix in the near-BMN limit of the deformed theory [99] has been previously car-

ried out and is consistent with the above result. For the β2
I term we see that we find

the γ = 0 result. In order to reproduce the γ = 1 result we would to have to add

appropriate derivative corrections to the deformation operator.

In principle there should be additional corrections to the S-matrix from Φ1 and Φ2

which have non-vanishing two-particle diagonal form factors:

δS(p1, p2) =
−i

2(p1 − p2)

[
(β2

I −Λ2)FΦ1 − iβRFΦ2
]

=
2i

(p1 − p2)3 (1− ip1 p2
/
(p1 − p2))

×

×
[
(β2

I −Λ2)(p2
1 + p2

2)− 2βR p1 p2(p1 + p2)
]

, (5.4.25)

where it is important to note that we use the symmetric prescription to evaluate the

diagonal form factors. These corrections correspond to the changes in the S-matrix

as a result of changes in the dispersion relation. The relativistic analogue of this was

discussed in [20], where as the invariant

s = 2m2(1 + cosh θ) (5.4.26)

is held constant under the deformation of a parameter, which we call δg, the resulting

change in the particle mass, δm, necessarily causes a shift of the rapidity

δθ = −2
δm
m

coth
θ

2
(5.4.27)

and so the change in the S-matrix has two components

δS(θ) =
∂S(θ)

∂θ
δθ +

∂S(θ, g)
∂g

∣∣∣∣
g=0

δg . (5.4.28)
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The generalized LL-model, being non-relativistic, does not satisfy the same relation

but we can define an analogous variation due to changes in the particle momenta

δS(p1, p2) =
∂S(p1, p2)

∂p1
δp1 +

∂S(p1, p2)

∂p2
δp2 + ∑

i

∂S(p1, p2, gi)

∂gi

∣∣∣∣
gi=0

δgi (5.4.29)

where in this case we are considering gi ∈ {βR, β2
I , Λ2}. The variations w.r.t. the cou-

plings give the terms calculated previously (5.4.24) while the first two terms should

correspond to (5.4.25). This is clearest for the β2
I , Λ2 deformations where if we de-

mand that total incoming momentum and energy are unchanged by the deformation,

i.e. δε1 + δε2 = 0, we have that

2δp1 p1 + 2δp2 p2 = −2(β2
I −Λ2) , δp1 + δp2 = 0 . (5.4.30)

and solving for δp1 and δp2 and substituting into the first two terms of (5.4.29) we

find the corresponding terms in (5.4.25). To reproduce the βR terms we must modify

the variation conditions such that

2δp1 p1 + 2δp2 p2 = −4(p1 + p2)βR − 2(β2
I −Λ2) , δp1 + δp2 = −2βR . (5.4.31)

Integrable form factors As the spin-chain form factors have been computed via the

algebraic Bethe ansatz, our results are in fact generalizable to that theory without the

need to take the LL low-energy limit. While the perturbative approach we have taken

can be used to find the deformed S-matrix for low numbers of external particles, such

integrable methods potentially give a method to completely determine the n-particle

S-matrix. To leading order in the deformations, we can write the Hamiltonian as

HD = HXXX +
λ

8π
OD , (5.4.32)

where

OD =
L

∑
`=1

[
iβR

(
o2

2(`)− o3
2(`)

)
+ (Λ2 − β2

I)
(

o1
2(`)− o1(`)

)
+

1
2

Λ2
]

. (5.4.33)

A proposal for the n-particle diagonal form factors (including n > 2) of this deforma-

tion can be given by simply taking linear combinations of the results found in [16],



5.4. Form Factor Perturbation Theory 127

multiplying by the appropriate factor of the undeformed S-matrix, and including fac-

tors of particle energies to correct the state normalizations:

FOD(∅) =
1
2

Λ2 , FOD(u1) =
1
ε1

fOD(u1) , (5.4.34)

and for n ≥ 2

FOD(u1, . . . , un) =
∏n

i 6=j S(ui, uj)

ε1 . . . εn
fO

D
(u1, . . . , un) , (5.4.35)

where the spin-chain form factors fO
D

are given by (5.3.60) with

fO
D

= iβR(f
o2

2 − fo
3
2) + (Λ2 − β2

I)(f
o1

2 − 1)

= −2βR
u

u2 + 1/4
+ (Λ2 − β2

I) (5.4.36)

and

ψO
D

ij = (ui − uj)
[

βR(ui + uj)− (Λ2 − β2
I)(uiuj − 1

4 )
]
φij . (5.4.37)

These can now be used to compute the corrections to the spin-chain S-matrix. It can be

seen by comparison with (5.4.14) that the factor fO
D

, which only contributes to the fE

term in (5.3.60), gives the (negative of) the corrections to the magnon energies which

is consistent as it is the sole contribution to the n = 1 form factor in the absence of the

counterterms. Similarly by comparison with (5.4.15) we can see that the deformation

of the two-particle S-matrix is reproduced entirely by the fS part of the two-particle

form factor from (5.3.60). Thus we have

δS = −iS(u1, u2)ψ12 , (5.4.38)

with the additional terms appearing in FOD(u1, u2) being cancelled by the Jacobian

from the energy-momentum δ-functions. Importantly here we are not taking the low-

energy LL-limit and the results are valid for arbitrary momenta in the infinite volume

limit and in particular we capture the factor of 1/4 in ψO
D

12 that is missed in the LL

limit. Additionally, there is a contribution from the fE part of the two-particle form

factor; as in the LL theory these should be related to the change in the S-matrix due
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to the change in the definition of the rapidity.
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Conclusions

The focus of this thesis has been on the computation of form factors in the world-

sheet theory describing strings in AdS5×S5 and in the related generalized Landau–

Lifshitz model. We started with an introduction to the AdS/CFT correspondence. We

then presented in detail the world-sheet theory describing strings in AdS5×S5 in the

uniform light-cone gauge, discussing its quantization and symmetries in the large-

tension limit. We turned to the gauge side, introducing N = 4 super Yang–Mills and

explaining the connection with the spin chain and the emergence of integrability in

this context. The goal was to provide a concise and almost self-contained presentation

of the notions needed in the rest of the thesis, where we discussed the form factors

for the world-sheet string and the generalized Landau-Lifshitz model.

In Chapter 4, we defined the form factors, with particular attention to the case

of the world-sheet string. We mentioned the world-sheet form factors axioms [12],

which would allow to extend the S-matrix bootstrap approach to off-shell quantities if

a general solution is found. We then studied form factors perturbatively. We extended

the calculations done in the closed su(2) sector in [12, 13] to other fields of the theory,

obtaining the full tree-level three-particle form factor, which is one of the main results

of the thesis.

Chapter 5 was dedicated to the Landau-Lifshitz model, an integrable non-rela-

tivistic two-dimensional theory, which can be derived as a thermodynamic limit of

the Heisenberg XXX1/2 spin chain. Thus from the calculation of the conformal dimen-

sions in N = 4 SYM, which can be obtained as the eigenvalues of the Hamiltonian of

a spin chain, we have a connection to a generalized LL model through the thermody-

namic limit. We also discussed how the LL model has been derived as a double limit

of the AdS5×S5 string, which allowed to explore how to match string energies and

anomalous dimensions in a simpler setting. We then turned to the perturbative com-

putation of the two- and three-particle diagonal form factors for different operators in
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the generalized LL model. In particular, we were able to compute the form factors at

any loop, writing them as a series and resumming to obtain the all-loop result. More

specifically, the other main result of this work is the all-loop computation of the two-

particle diagonal form factor for the quadratic operator ϕ2. To better understand the

answers, we compared the tree-level and one-loop part to the spin-chain calculations

done in [16] at leading order in λ, reproducing part of the expected XXX1/2 spin chain

form factor, for small momenta. Finally, we mentioned how the form factors can be

used to study perturbations of integrable models, introducing FFPT [20].

While there are a number of different directions to pursue, for example other form

factors at higher-orders in λ, different deformations, and deformations in larger sec-

tors of the theory, they all ultimately require the exact calculation of the form factors

for the AdS string world-sheet theory. Such quantities would provide an alternative

method for computing planar gauge-theory structure constants, or equivalently the

string vertex operator [100] which satisfies a similar set of axioms, and would also

provide a means for computing the world-sheet S-matrix for deformed theories to

all orders in λ. One approach to the computation of form factors is the free field

representation developed by Lukyanov [101] (see also [102]) which has been success-

fully applied to a range of models, for example the SU(2) Thirring and sine-Gordon

models [101], the O(3) non-linear sigma-model [103], the SU(N) Gross-Neveu models

[104] and, of particular relevance to the string world-sheet theory, the principal chiral

model with a product group structure [105].

A semi-classical approach to studying deformations of the AdS5×S5 geometry,

being valid at large g, would be complementary to the methods considered here.

The classical world-sheet theory in deformed backgrounds, for example the marginal

deformations discussed above but also black-hole geometries, will no longer be in-

tegrable but in those cases where there is a parameter that can be taken small one

may attempt to use techniques based upon the inverse scattering transform or related

methods, previously used for nearly integrable systems [106], to construct classical

solutions and compute their charges. Given the relation between deformations and

FFPT such methods may also be useful for studying world-sheet form factors semi-

classically [14, 15].
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Appendix A

Introduction to the S-matrix

A.1 The definition

The S-matrix S is a unitary operator relating free (asymptotic) states called “in”-states

and “out”-states, as we will explain below. Let us consider first a generic theory with

creation/annihilation operators a†
i , ai, where i labels the flavor of the particles, and

from them define the operators a†
in,i, ain,i and a†

out,i, aout,i as operators acting on the

same Hilbert space which satisfy

a(p, τ) = U†
in(τ) · ain(p, τ) ·Uin(τ) ,

a(p, τ) = Uout(τ) · aout(p, τ) ·U†
out(τ) , (A.1)

where the U are unitary operator, so that the “in” and “out” operators (separately)

satisfy the canonical commutation relations. The U are determined up to a constant

unitary transformation, which can be fixed (up to an overall phase) by imposing the

boundary conditions

Uin(−∞) = 1 , Uout(+∞) = 1 . (A.2)

which imply

a†
in,i|−∞ = a†

i |−∞ , ain,i|−∞ = ai|−∞ , a†
out,i|+∞ = a†

i |+∞ , aout,i|+∞ = ai|+∞ ,

We call “in”-states and “out”-states respectively the states obtained by acting with

the “in” and “out” creation operators on the vacuum of the Hilbert space |0〉, i.e.



132 Appendix A. Introduction to the S-matrix

ai,in/out |0〉 = 0 ∀i,

|p1, . . . , pn〉(in)i1,...,in
= a†

in,i1(p1) a†
in,i2(p2) · · · a†

in,in
(pn) |0〉 , (A.3)

|p1, . . . , pn〉(out)
i1,...,in

= a†
out,i1(p1) a†

out,i2(p2) · · · a†
out,in

(pn) |0〉 , (A.4)

where pl and il are respectively the momentum and flavor of the l-th particle.

The S-matrix is defined as a unitary operator which maps out-states to in-states

(or vice versa depending on conventions)

|p1, p2, . . . , pn〉ini1,i2,...,in
= S |p1, p2, . . . , pn〉out

i1,i2,...,in
, (A.5)

or in terms of the creation/annihilation operators

ain(p, τ) = S · aout(p, τ) · S† , S |0〉 = |0〉 . (A.6)

In terms of creation and annihilation operators a, a† the free Hamiltonian H f takes

the form

H f =
∫

dp ∑
i

ε
(i)
p a†

i (p, τ)ai (p, τ) , (A.7)

where the full Hamiltonian is H = H f + V. The operators a, a† (and H f ) are inter-

acting Heisenberg fields obeying the equations of motion

∂

∂τ
ai(p, τ) = i [H , ai(p, τ) ] = −i ε(i) ai(p, τ) + i [V , ai(p, τ) ] , (A.8)

where V = V(a† , a) is a function of a†
k and ak.

From the definitions of the “in” and “out” creation/annihilation operators (A.1)

and the S-matrix (A.6), it follows

S = Uin(τ) ·Uout(τ) . (A.9)
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Since we have the same time-evolution in the Heisenberg picture for “in” and “out”

operators by definition

∂

∂τ
a†

in,i(p, τ) = i
[

H2(a†
in, ain), a†

in,i(p, τ)
]

,

∂

∂τ
a†

out,i(p, τ)= i
[

H2(a†
out, aout), a†

out,i(p, τ)
]

, (A.10)

the time dependence in (A.6) and (A.9) factors out and the S-matrix is actually time-

independent, thus we can fix τ to any convenient value in the definition of S.

S = Uin(+∞) = Uout(−∞) . (A.11)

We can write Uin/out explicitly using (A.1) derived w.r.t. τ and the equations of mo-

tion above to find

U̇inU†
in + i V(a†

in, ain) = 0 , U̇outU
†
out − i V(a†

out, aout) = 0 (A.12)

These equations for Uin/out with boundary conditions (A.2) have the unique solution

Uin(τ) =Texp
(
−i
∫ τ

−∞
dτ′ V

(
a†

in(τ
′), ain(τ

′)
))

, (A.13)

Uout(τ) =Texp
(
−i
∫ +∞

τ
dτ′ V

(
a†

out(τ
′), aout(τ

′)
))

, (A.14)

where Texp is the time-ordered exponential. Then (A.11) becomes

Uin(τ) =Texp
(
−i
∫ τ

−∞
dτ′ V

(
a†

in(τ
′), ain(τ

′)
))

, (A.15)

Uout(τ) =Texp
(
−i
∫ +∞

τ
dτ′ V

(
a†

out(τ
′), aout(τ

′)
))

. (A.16)

We can expand perturbatively the S-matrix (A.9) to obtain

S = I + i
1
g

T , T = −g
∫ ∞

−∞
dτ V(τ) + · · · , (A.17)

where T is called T-matrix. For our world-sheet string, we have H f = H2 and V =

H4.



134 Appendix A. Introduction to the S-matrix

A.2 S-matrix bootstrap

In a two-dimensional (1+1) integrable QFT, the bootstrap program allows to deter-

mine the S-matrix exactly from scattering data, together with the symmetries of the

theory [8]. More precisely, the existence of local conserved charges implies that (i)

there is no particle production, (ii) the final (out) state has the same particles’ mo-

menta than the initial one1, and (iii) the n → n S-matrix factorizes into a product of

2 → 2 S-matrices. Asking that the S-matrix satisfies (i) and (ii) is enough to determine

the 2 → 2 scattering amplitude, and then the n→ n one can be found using (iii).

FIGURE A.1: Graphical representation of the Yang–Baxter equation.

Moreover, the two-particle S-matrix must satisfy the Yang–Baxter equation

S(p2, p3)S(p1, p3)S(p1, p2) = S(p1, p2)S(p1, p3)S(p2, p3) ,

represented in Fig. A.1, which acts as a consistency condition for the S-matrix. The

YBE is related to associativity of the symmetry algebra of the theory, and it can be used

as a starting point to find the S-matrix, together with additional conditions, though

depending on the theory there may be more convenient ways to complete the boot-

strap program, i.e. to conjecture the structure of the S-matrix. See e.g. [107] for a

review of the topic, or [9] for a pedagogical introduction.

1Though not necessarily in the same order.



135

Appendix B

Global Symmetry Currents

While the complete expressions for the gauge fixed global currents are quite involved,

the explicit expressions at the quadratic level are relatively straightforward and can

be found in the literature [58, 42] (however we will here follow the notations and

conventions of [51]). We reproduce them here for completeness and consider their

transformation properties under parity and time-reversal.

The world-sheet fields Yaḃ, Zαβ̇ and Ψaα̇, Υαȧ transform under the parity transfor-

mation, P : σ→ −σ, as

P : {Y, Z, Ψ, Υ}(σ)→ {Y, Z, iΨ, iΥ}(−σ) , (B.1)

where in particular the fermionic fields acquire a factor of i [42]. Time-reversal T :

τ → −τ is implemented by an anti-unitary operator, Uτ under which

Uτ{Y, Z, Ψ, Υ}(τ)U−1
τ = {Y, Z, Ψ, Υ}(−τ) . (B.2)

We will also define the operation R which acts on charges by reversing the contour

of integration defining the charge. This reversal can be taken in two different senses

(by a clockwise or counterclockwise rotation) and so we define R±π = R±πPT . As

the bosonic su(2)⊕ su(2) symmetry charges are purely local, their behaviour under

parity and time-reversal is straightforward and follows from the corresponding action

on the fundamental fields. That is from

La
b =

∫
dσ
[ i

2

(
PbċYaċ − PaċYbċ

)
,+

1
2

(
Ψ∗aγ̇Ψbγ̇ −Ψ∗bγ̇Ψaγ̇

) ]
Rα

β =
∫

dσ
[ i

2

(
Pβγ̇Zδγ̇ − Pαγ̇Zβγ̇

)
+

1
2

(
Υ∗αċΥβċ − Υ∗βċΥαċ

) ]
. (B.3)
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and making use of the antiunitarity of the time-reversal it is straightforward to see

that

R±π : La
b → −La

b , R±π : Rα
β → −Rα

β . (B.4)

Correspondingly, for the Hamiltonian and the world-sheet momentum

H =
∫

dσ
[1

2
PaȧP∗aȧ +

1
2

Ý∗aȧÝaȧ +
1
2

Y∗aȧYaȧ +
1
2

Pαα̇P∗αα̇ +
1
2

Ź∗αα̇Źαα̇ +
1
2

Z∗αα̇Zαα̇

+
i
2
(
Ψ∗aα̇Ψ́∗aα̇ + Ψaα̇Ψ́aα̇

)
+ Ψ∗aα̇Ψ∗aα̇ +

i
2
(
Υ∗αȧΎ∗αȧ + ΥαȧΎαȧ)+ Υ∗αȧΥ∗αȧ

]
,

P =− 1
g

∫
dσ
(

PaȧÝaȧ + Pαα̇Źαα̇ + iΨ∗aα̇Ψ́aα̇ + iΥ∗αȧΎαȧ) , (B.5)

we naturally have R±π : {H, P} → {−H,−P}.

The odd generators are defined by

Qα
b =

i√
2

∫
dσ eiX−C /2

[
PbċΥ∗αċ − iYbċΥ∗αċ −YbċΎαċ + P∗αα̇Ψbα̇ + iZαα̇Ψbα̇ − Zαα̇Ψ́∗bα̇

]
,

Q†
b

α =
−i√

2

∫
dσ e−iX−C /2

[
P∗bċΥαċ + iY∗bċΥαċ −Y∗bċΎ∗αċ + Pαα̇Ψ∗bα̇

− iZ∗αα̇Ψ∗bα̇ − Z∗αα̇Ψ́bα̇

]
. (B.6)

Due to the non-locality described by the contour C defining X−C the transformation is

slightly more non-trivial:

PT : X−C (σ)→ −X−C̃ (−σ) =
1
g

∫ −σ

∞
dσ′PMX́M(σ′) + . . . (B.7)

where X−C̃ is defined by a contour C̃ which starts at σ = ∞ rather than σ = −∞. If we

write this as
∫

C̃ =
∫ −∞

∞ +
∫

C we see that

−X−C̃ (−σ) = P− X−C (−σ) (B.8)

so that PT : Qα
b → e−

i
2 P

Qα
b , and hence

R±π : Qα
b → −e−

i
2 P

Qα
b . (B.9)
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Similarly for the central charges we use the expressions in the literature [58, 42]

C = − g
2

∫ ∞

−∞
dσ X́−eiX−C , C† = − g

2

∫ ∞

−∞
dσ X́−e−iX−C (B.10)

to find PT : C → − g
2

∫ ∞
−∞ dσ X́−(−σ)ei(−P+X−C (−σ)) and again when we include the

reversal of integration orientation we find an additional sign. To summarize, we find

using the notation of (2.2.11)

R±π : {QA
B, H, C, C†} → {−e−iεABPQA

B,−H,−e−iPC,−eiPC†} , (B.11)

and we note the e−iαP are simply related to the inverse of the global braiding factors

ΘI
J .





139

Appendix C

Asymptotic Fields

We collect here the explicit formulae for the free on-shell fields, which are needed to

define our asymptotic states. We will introduce the rapidity parameter θ in terms of

which we can write the particle energy, momenta and fermionic wave functions

ε = cosh θ , p = sinh θ , u(p) = cosh θ
2 , v(p) = sinh θ

2 . (C.1)

For the bosonic fields with commutation relations

[Yaȧ(σ), Pbḃ(σ′)] = iδ(σ− σ′)δb
aδḃ

ȧ , [Zαα̇(σ), Pββ̇(σ′)] = iδ(σ− σ′)δ
β
α δ

β̇
α̇ , (C.2)

we have the mode expansions (see (C.3))

Yaȧ(σ) =
∫ dp

2π

1√
2ε

[
aaȧ(p)e−ipσ + a†

aȧ(p)eipσ
]

,

Paȧ(σ) = −i
∫ dp

2π

√
ε

2
[
aaȧ(p)e−ipσ − a†aȧ(p)eipσ

]
,

Zαα̇(σ) =
∫ dp

2π

1√
2ε

[
aαα̇(p)e−ipσ + a†

αα̇(p)eipσ
]

,

Pαα̇(σ) = −i
∫ dp

2π

√
ε

2
[
aαα̇(p)e−ipσ − a†αα̇(p)eipσ

]
.

Additionally due to the reality condition for the bosonic fields, i.e. Yaȧ(σ) = Y∗aȧ(σ)

and Paȧ(σ) = P∗aȧ(σ), the oscillators satisfy (aaȧ)∗ = a†aȧ. For the fermionic fields with

anti-commutators

{Υ∗αȧ(σ), Υβḃ(σ
′)} = δ(σ− σ′)δα

βδȧ
ḃ , {Ψ∗aα̇(σ), Ψbβ̇(σ

′)} = δ(σ− σ′)δa
bδα̇

β̇
(C.3)
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we have the mode expansions

Υαȧ =
∫ dp

2π

1√
ε
(u(p)bαȧ(p)e−ipσ + v(p)b†

αȧ(p)e+ipσ) ,

Υ∗αȧ =
∫ dp

2π

1√
ε
(v(p)bαȧ(p)e−ipσ + u(p)b†αȧ(p)e+ipσ) ,

Ψaα̇ =
∫ dp

2π

1√
ε
(u(p)baα̇(p)e−ipσ + v(p)b†

aα̇(p)e+ipσ) ,

Ψ∗aα̇ =
∫ dp

2π

1√
ε
(v(p)baα̇(p)e−ipσ + u(p)b†aα̇(p)e+ipσ) . (C.4)
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Appendix D

Hopf Algebra Consistency

Conditions

We will present here the consistency conditions of the graded Hopf algebra, expressed

in terms of the coefficients mc
ab, µbc

a , sb
a , εa defined by

eaeb = mc
abec , ∆(ea) = µbc

a eb ⊗ eb ,

s(ea) = sb
aeb , ε(ea) = εa , (D.1)

and εaea = 1. To be consistent with our grading we define ε(ea) = 0 for [a] = 1. This

is in keeping with our physical interpretation of the co-unit as the vacuum expectation

value of the generators. We can express the consistency conditions as

mc
abεa = mc

baεa = δc
b , µbc

a εc = µcb
a εc = δb

a

mc
abmb

de = mb
admc

be , µbc
a µde

b = µdb
a µec

b ,

mb
ijs

j
kµik

a = mb
jis

j
kµki

a = εaεb ,

along with mc
abεc = εaεb and

mi
absc

i = (−1)[a][b]sj
bsk

amc
jk , µab

i si
c = (−1)[a][b]sa

j sb
kµ

kj
c ,

(−1)[k][j]µij
aµkl

b mc
ikmd

jl = mi
abµcd

i .

The skew-coproduct can be defined by

∆op(ea) = (−1)[b][c]µbc
a ec ⊗ eb , (D.2)
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and the skew-antipode, s′, can be then consistently defined if

(−1)[b][c]µbc
a (s′)d

c me
db = (−1)[b][c]µbc

a (s′)d
bme

cd = εaεe . (D.3)
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Appendix E

AdS strings/gauge theory duality

In this appendix we will introduce briefly the dictionary between the world-sheet

string in AdS5×S5 and the corresponding sector of the SYM operators. The first quan-

tities to take into consideration are the string energy E = i∂t and angular momentum

J = −i∂ψ. The former corresponds to the conformal dimension ∆ of the SYM operator,

while J in the gauge theory is the U(1) R-charge rotating φ5 into φ6 for example.

In order to understand the connection between these quantities, let us examine

the implications of the BMN limit in the dual theory. Remembering the definition

of the light-cone coordinates, we have the following relation between the conjugated

variables

2 p− = i∂x+ = µ i(∂t + ∂ψ) = µ (E− J) (E.1)

2 p+ = i∂x− =
1

µ R2 i(∂t − ∂ψ) =
E + J
µ R2 , (E.2)

and we also define 2 p− = H, the new light-cone Hamiltonian. Then, in the limit

R → ∞, the momentum p+ vanishes unless J ∼ R2 but we see from (E.2) that we

need also E ∼ J. Now we can translate the r.h.s. of (E.1) in the gauge theory language

to obtain the key relation
Elc

µ
←→ ∆− J . (E.3)

Returning to the discussion of R → ∞ with J ∼ R2, we need the AdS/CFT relation

R4 = α′2g2
YMN to see that the corresponding limit in the gauge theory is N → ∞ with

J ∼
√

N and gYM fixed. Moreover, because of the condition E ∼ J, the limit selects

operators with ∆ ∼ J, and these are the protected ones, e.g. Tr[Z J ] or Tr[φiZ J ].

Let us consider now a small number of insertions of operators with ∆ − J = 1,
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the so-called “impurities”, which violate the protectedness of the BMN operator. Al-

though the usual loop-counting parameter λ is divergent, we can write the quantum

corrections as an expansion in g2
YM.

Now we have the tools to identify string states and SYM operators: we need to

compare those that satisfy (E.3). Thus the operator dual to the ground state |0, p+〉

(Elc = 0) is Tr Z J , which has the protected dimension ∆ = J. For the zero-mode

excitations we have the following relations with the chiral primaries :

Elc = 0 |0, p+〉 ←→ Tr Z J ∆− J = 0

Elc = µ α† I
0 |0, p+〉 ←→ Tr (φI Z J) ∆− J = 1

Elc = 2µ α† I
0 α† K

0 |0, p+〉 ←→
J

∑
j=0

Tr (φI Zj φK Z J−j) ∆− J = 2

· · ·

The other zero-modes in each level correspond to the descendants of the chiral pri-

maries, e.g. at first level (Elc = µ) to describe the rest of the 8 bosonic excitations

we have α†
0 µ |0, p+〉, which is dual to Tr (DµZ Z J−1), and similarly for the 8 fermionic

ones. For non-zero modes building the dictionary is not as straightforward: we see

from (E.3) that they cannot be dual to protected operators, “impurities” must be

added to have the right dimension ∆ according to (E.3). To clarify this statement,

let us look at the first mode:

Elc = 2µ

√
1 +

n2

(α′p+µ)2 αI
−n α̃K

−n |0, p+〉 . (E.4)

The dual operator is

Oij
n ∼

J

∑
l=0

Tr (φi Zl φj Z J−l) e2 π i n l/J ∆pl = J + 2 +
g2

YM N
J2 n2 +O(g2

YM)

and using the relations above it can be shown that they satisfy (E.3) at first order in

g2
YM.
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Appendix F

Higher-Order Potential Terms

We record here the quartic and sextic terms of the potential to O(g4) which are used

to compute the Feynman rules for the generalized LL model in Section 5.2.3.

Quartic terms up to order g4:

Vquartic =
b0

2
(ϕ∗2(∂x ϕ)2 + ϕ2(∂x ϕ∗)2) +

g2

2

[
b1
(

ϕ2(∂2
x ϕ∗)2

+ ϕ∗2(∂2
x ϕ)2 + 8∂x ϕ∂x ϕ∗(ϕ∗∂2

x ϕ + ϕ∂2
x ϕ∗)

)
+ 4(3b1 + 2b2)(∂x ϕ)2(∂x ϕ∗)2

]
− g4

[
b3
(

ϕ∗2(∂3
x ϕ)2 + (∂3

x ϕ∗)2ϕ2 + 18(∂x ϕ∗)2(∂2
x ϕ)2 + 18(∂2

x ϕ∗)2(∂x ϕ)2

+6(ϕ∂x ϕ∗ − ϕ∗∂x ϕ)
(
∂3

x ϕ∗∂2
x ϕ− ∂3

x ϕ∂2
x ϕ∗
)

+6∂3
x ϕ∗ϕ∂2

x ϕ∗∂x ϕ + 6ϕ∗∂3
x ϕ∂x ϕ∗∂2

x ϕ

+6∂x ϕ∂x ϕ∗
(
6∂2

x ϕ∗∂2
x ϕ− ∂3

x ϕ∗∂x ϕ− ∂3
x ϕ∂x ϕ∗

))
+8b4 ∂x ϕ∗∂2

x ϕ∗∂x ϕ∂2
x ϕ + 2b5

(
∂x ϕ∗∂2

x ϕ + ∂2
x ϕ∗∂x ϕ

)2
]
+ O(g6) .
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Sextic terms up to order g4:

Vsextic = −b0

4
ϕϕ∗(ϕ∗∂x ϕ + ϕ∂x ϕ∗)2 +

g2

2

[
b1

(
8|ϕ|2|∂x ϕ|4

+ϕ∗∂2
x ϕ(2|ϕ|2|∂x ϕ|2 + 1

2 |ϕ|
2ϕ∗∂2

x ϕ− 3ϕ∗2(∂x ϕ)2

+ϕ∂2
x ϕ∗(2|ϕ|2|∂x ϕ|2 + 1

2 |ϕ|
2ϕ∂2

x ϕ∗ − 3ϕ2(∂x ϕ∗)2)
+8b2(ϕ∗2(∂x ϕ)2 + ϕ2(∂x ϕ∗)2)

]
+

g4

2

[
− b3

(
2ϕ∗2∂3

x ϕ∗∂3
x ϕϕ2 − 3∂3

x ϕϕ2(∂x ϕ∗)3 + 3ϕ∗∂3
x ϕ

+ϕ2∂x ϕ∗∂2
x ϕ∗ + ϕ∗3∂3

x ϕ2ϕ + 36ϕ∗ϕ(∂x ϕ∗)2(∂2
x ϕ)2

+9ϕ∗∂3
x ϕ∗ϕ2∂x ϕ∗∂2

x ϕ + 36ϕ2(∂x ϕ∗)2∂2
x ϕ∗∂2

x ϕ− 3ϕ∗2∂3
x ϕ∗(∂x ϕ)3

+36ϕ∗ϕ(∂2
x ϕ∗)2(∂x ϕ)2 + 36(∂x ϕ∗)3(∂x ϕ)3 + 9ϕ∗∂3

x ϕ∗ϕ2∂2
x ϕ∗∂x ϕ

−3∂3
x ϕ∗ϕ2(∂x ϕ∗)2∂x ϕ− 6ϕ∗∂3

x ϕ∗ϕ∂x ϕ∗(∂x ϕ)2 + 36ϕ2∂x ϕ∗(∂2
x ϕ∗)2∂x ϕ

+72ϕ(∂x ϕ∗)2∂2
x ϕ∗(∂x ϕ)2 + 36ϕ∗∂x ϕ∗∂2

x ϕ∗(∂x ϕ)3 + 9ϕ∗2∂3
x ϕϕ∂x ϕ∗∂2

x ϕ

+9ϕ∗2∂3
x ϕϕ∂2

x ϕ∗∂x ϕ− 6ϕ∗∂3
x ϕϕ(∂x ϕ∗)2∂x ϕ− 3ϕ∗2∂3

x ϕ∂x ϕ∗(∂x ϕ)2

+3ϕ∗2∂3
x ϕ∗ϕ∂x ϕ∂2

x ϕ + 36ϕ∗2∂2
x ϕ∗(∂x ϕ)2∂2

x ϕ + 36ϕ(∂x ϕ∗)3∂x ϕ∂2
x ϕ

+36ϕ∗2∂x ϕ∗∂x ϕ(∂2
x ϕ)2 + 72ϕ∗(∂x ϕ∗)2(∂x ϕ)2∂2

x ϕ + ϕ∗(∂3
x ϕ∗)2ϕ3

+108ϕ∗ϕ∂x ϕ∗∂2
x ϕ∗∂x ϕ∂2

x ϕ + 3ϕ∗3∂3
x ϕ∂x ϕ∂2

x ϕ + 3∂3
x ϕ∗ϕ3∂x ϕ∗∂2

x ϕ∗
)

−b4
(
8∂2

x ϕ∗∂2
x ϕ
(

ϕ∗2(∂x ϕ)2 + ϕ2(∂x ϕ∗)2)
+8∂x ϕ∗∂x ϕ

(
ϕ2(∂2

x ϕ∗)2 + ϕ∗2(∂2
x ϕ)2 − 2ϕ(∂x ϕ∗)2∂2

x ϕ− 2ϕ∗∂2
x ϕ∗(∂x ϕ)2

+4ϕ∂x ϕ∗∂2
x ϕ∗∂x ϕ + 4ϕ∗∂x ϕ∗∂x ϕ∂2

x ϕ + 8(∂x ϕ∗)2(∂x ϕ)2))
−8b5

(
∂x ϕ∗∂2

x ϕ + ∂2
x ϕ∗∂x ϕ

) (
ϕ(∂x ϕ∗)2∂x ϕ + ϕ∗∂x ϕ∗(∂x ϕ)2

+(ϕ∗)2∂x ϕ∂2
x ϕ + ϕ2∂x ϕ∗∂2

x ϕ∗
)

−64b6(∂x ϕ∗)3(∂x ϕ)3
]
+ O(g6) .
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