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Abstract

The Standard Model of particle physics describes the elementary particles and interac-

tions at an energy level around 100 GeV or less with unprecedented success. However, it is

far from being conclusive, with some essential pieces not exactly understood. While the di-

rect access to new physics beyond the Standard Model may be beyond the energy reach of

the current operating accelerators, one can look for them in virtual transitions, such as the

rare gluonic penguin decays B → ϕKπ(π). Furthermore, in the B → ϕ(1020)K∗(892)

decay an interesting polarization puzzle which could indicate some new physics effects has

been observed and thereby motivates this thesis.

Three amplitude and angular analyses on decays B → ϕK
(∗)
J are performed based on

about 465 million or 384 millionBB pairs recorded with the BABAR detector. Twelve K (∗)
J

resonances are included in four different final states K+π−, K0
Sπ

+, K+π0 and K+π+π−.

Branching fractions, CP -violation parameters and polarizations measurements are made.

The branching fractions of vector–scalar decays B0 → ϕ(Kπ)∗00 and B± → ϕ(Kπ)∗±0

are measured to be (4.3±0.6±0.4)×10−6 and (7.0±1.3±0.9)×10−6, respectively. The
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branching fractions of vector–tensor decays B0 → ϕK∗
2(1430)0 and B+ → ϕK∗

2(1430)+

are measured to be (7.5 ± 0.9 ± 0.5) × 10−6 and (8.4 ± 1.8 ± 1.0) × 10−6, respectively.

The longitudinal polarizations fL of vector–tensor decays B0 → ϕK∗
2 (1430)0 and B+ →

ϕK∗
2(1430)+ are measured to be 0.901+0.046

−0.058 ± 0.037 and 0.80+0.09
−0.10 ± 0.03, both consistent

with the naive Standard Model prediction of fL ≈ 1.

Vector–axial-vector decay B± → ϕK1(1270)± is observed for the first time with 5.0σ

significance. The branching fraction and the longitudinal polarization of this decay are

measured to be (6.1± 1.6± 1.1)× 10−6 and 0.46+0.12+0.06
−0.13−0.07, respectively. This polarization

measurement is not consistent with the naive standard model expectation, requiring the

presence of a positive-helicity amplitude from a currently unknown source.

Upper limits at 90% confidence level are placed on the branching fractions of decays

B0 and B± to final states with ϕ and K∗(1680)0, K∗
3(1780)0, K∗

4 (2045)0 and D0, and

K1(1400)±, K∗(1410)± and K2(1770)± or K2(1820)± mesons.

Primary Reader: Andrei V. Gritsan

Secondary Reader: Petar Maksimovic
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Chapter 1

Introduction

1.1 Introduction to the Standard Model

1.1.1 Elementary Particles and Interactions

The Standard Model (SM) of particles and interactions is built to understand the laws of

the nature at the fundamental level, by addressing the questions of what are the elementary

building blocks of matter and how do they interact. It is based on the combination of

quantum theory and special relativity, namely quantum field theory, in which particles are

introduced as quantum fields and the physics is formulated by the Lagrangian L.

According to this model, the basic constituents of matter are fermions with spin- 1
2
,

consisting of quarks that form the hadrons (protons, neutrons, pions, etc.) and leptons

(electrons, muons, neutrinos, etc.). The basic properties are given by Table 1.1. They
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obey Fermi-Dirac statistics based on the Pauli Exclusion Principle. So far, there are six

kinds (flavors) of quarks and leptons, naturally grouped in three generations (families),

the origin of which is not given by the Standard Model itself, rather as an experimental

observation. The six quarks are up and down (u, d), charmed and strange (c, s), top and

bottom (t, b). The leptons are neutrinoes and charged leptons (νe, e), (νµ, µ
−) and (ντ , τ

−).

The interactions of the fermions within each generation are the same. But the universe is

primarily composed of the least massive first generation fermions (u, d) and (νe, e
−). The

second and third generation fermions are usually produced in the accelerators, and decay

rapidly to the first generation fermions. There are two types of hadrons. A baryon like the

proton is built primarily from three quarks qqq, while a meson like the pion is built from a

quark and an antiquark (q̄).

In the Standard Model, fundamental interactions are interpreted in terms of exchanges

of the other type of elementary particles, bosons with integral spins. Three of the four

fundamental forces are included in the Standard Model, electromagnetic force mediated by

massless spin-1 photons γ, weak force mediated by massive spin-1 W ± (81 GeV) and Z0

(91 GeV) bosons, and strong force mediated by eight massless spin-1 gluons g. The quarks

participate in all the interactions, while the leptons do not interact via the strong force. The

bosons are also referred to as gauge bosons, as the interactions in the Standard Model are

called gauge theories, where there is an intrinsic invariance principle (gauge invariance)

that requires the presence of these interactions, thereby the gauge bosons. The other funda-
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Table 1.1: Basic properties of leptons and quarks [56]. The u-, d- and s-quark masses are
estimates of so-called “current quark” masses, in a mass-independent subtraction scheme
such as MS at a scale µ ≈ 2 GeV. The c- and b-quark masses are the “running” masses in
the MS scheme.

Leptons Quarks

Generation Charge(e) Mass(MeV) Flavor Charge(e) Mass(MeV)

First νe 0 > 0? up 2/3 1.5-3.3

e -1 0.51 down -1/3 3.5-6.0

Second νµ 0 > 0? charmed 2/3 104+26
−34

µ -1 105.7 strange -1/3 1270+70
−110

Third ντ 0 > 0? top 2/3 (4.2+0.2
−0.1) × 103

τ -1 1776.8 bottom -1/3 (171.2 ± 2.1) × 103

3
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mental interaction not included in the Standard Model is the much weaker gravity, which

is expected to be mediated by massless spin-2 gravitons. Its effect becomes strong at a

much higher energy level, the Planck scale around 1028eV, compared with the electroweak

interaction energy scale 1011eV. Many theorists believe that it can only be described in the

framework of string theory. To indicate the relative magnitudes of the four forces, the com-

parative strengths of the force between two protons when just in contact are roughly shown

in Table 1.2.

Table 1.2: Relative strengths of the four forces between two protons when just in contact.

strong electromagnetic weak gravity

1 10−2 10−7 10−39

The Standard Model describes the elementary particles and interactions at an energy

level of around 100 GeV or less with unprecedented success. But it is logically inconsis-

tent. Some essential pieces are not exactly understood, such as origin of mass and how

to extrapolate the SM physics to an arbituarily high energy scale such as the Planck scale.

There are also a variety of fundamental questions not included in the model, such as the

nature of dark matter and how to unify gravity with other interactions, the understanding

of which has to rely on some new physics beyond the SM.
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1.1.2 The Standard Model Lagrangian

Similar to the classical mechanics, the Standard Model Lagrangian L = T − V , T

for the kinetic energy of free fermions and V describing the interactions. The Standard

Model Lagrangian L is assumed to be internally invariant under three sets of transforma-

tions SU(2)×U(1)×SU(3), each of which is associated with some physical interactions.

The free fermions satisfy the relativistic equation of motion, the DiracEquation [1],

(iγµ∂µ −m)ψ = 0 (1.1)

instead of the Schrödinger Equation to ensure its invariance under the Lorentz trans-

formation. In this notation, the spin- 1
2

fermions are represented by the four-component

spinor ψ. The 4 × 4 γ-matrices γµ : (γ0, γi) are chosen mathematically to be consis-

tent with the experimentally observed interactions. The Lagrangian of the free fermions

DiracKinetic Energy is thus given by (not derived!),

L = ψ̄(iγµ∂µ −m)ψ. (1.2)

The four-component spinor ψ solution of the Dirac equation can be rewritten as a pair of

two-component spinors

ψ =




ψR

ψL


 .

The DiracEquation can be reduced to the 2 × 2 forms. It turns out that the ψR (right-

handed fermion) and ψL (left-handed fermion) are two different eigenstates under the parity

5
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transformation, where ~x → −~x, ~p → −~p. However, only the left-handed fermions feel the

weak force in the SM.

The interactions enter the L by replacing ∂µ in ψγµ∂µψ by covariant derivative Dµ,

Dµ = ∂µ − ig1
Y

2
Bµ − ig2

τ i

2
W i

µ − ig3
λa

2
Ga

µ. (1.3)

The second term represents the U(1) symmetry, with one spin-1 fieldBµ needed to maintain

the U(1) gauge invariance. Similarly, the third and fourth terms represents the SU(2) and

SU(3) symmetries, with three vector fields W i
µ, i = 1, 2, 3 and eight vector fields Ga

µ, a =

1 − 8 needed to maintain the SU(2) and SU(3) gauge invariance respectively. Each of the

vector fields is associated with a generator, represented by a constant Y in the SU(1) space,

a 2×2 matrix τ i in SU(2) space and a 3×3 matrices λa in SU(3) space. These vector fields

do not necessarily all represent the physical gauge bosons, but are associated with the gauge

bosons that are given later. The g1, g2, g3 terms are introduced as coupling constants to

be measured experimentally. Now the Lagrangian for the first generation fermions can be

written as [2]:

Lferm =
∑

f = L, eR, QL, uR, dR

f̄ iγµDµf. (1.4)

The Lagrangian L for the second and third generation fermions Ls can be obtained by

substituting the (νe, e, u, d) with (νµ, µ, c, s) and (ντ , τ, t, b). The L and QL are for the

left-handed negatively charged leptons and quarks respectively, described as doublet in the

SU(2) space. The eR, uR, dR are for the right-handed fermions, described as singlet in the

SU(2) space. There is no experimental evidence for right-handed neutrinoes in the nature.

6
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The U(1) and SU(2) terms are built to describe the electromagnetic force and the weak

force, respectively. The W i are converted to states W±
µ ,W

0
µ , and the W±

µ are identified

as the physical weak force carriers which allow uL ↔ dL and νe ↔ e−. To connect the

vector fields Bµ and W 0
µ to the observed photon (γ) and Z0, two requirements regarding

the handedness (parity property) of fermions need to be satisfied. The electromagnetic

interaction conserves the parity, while only the left-handed fermions contribute to the weak

force. The two constraints are accommodated by combining and redefining the fields as:

Aµ =
g2Bµ − g1YLW

0
µ√

(g2
2 + g2

1Y
2
L )

(1.5)

Zµ =
g1YLBµ + g2W

0
µ√

(g2
2 + g2

1Y
2
L )

.

In this way the electromagnetic force and the weak force are unified as the electroweak

force. An additional photon-like neutral current Zµ is introduced to mediate the elec-

troweak force between any two charged fermions. The classical electric charge can be

defined from U(1) gauge invariance through the Noether ′s theorem [5], which states that

any continuous symmetry which leaves the action
∫
L invariant leads to a conserved current

Sµ, with ∂µSµ = 0. It is always possible to define a charge Q(t) =
∫
d3xS0(x).

The SU(3) terms describe the strong interactions by Quantum Chromodynamics

(QCD). Quarks are labeled with an additional property, referred to as color charge, namely

red, blue, green. The color charge originates from strong interaction Lagrangian the same

way as the electric charge arises from the electromagnetic interaction Lagrangian. Leptons

are colorless, thus do not participate in the strong force. The eight gluons Ga interact with

7
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the quarks in a similar way as the photons interact with the electrons. However, unlike

the electrically neutral photons, the gluons have color charge and interact with each other.

The QCD coupling constant has the so-called asymptotic freedom feature. It decreases

dramatically as the energy increases.

The mass terms on the other hand cannot be easily defined as mψ̄ψ to satisfy all the

gauge invariance. In fact, it is mathematically proven that the only way to satisfy the

SU(2)×U(1)× SU(3) invariance is to set all particles massless, in sharp contradiction to

nature. The Standard Model solves this problem technically (rather satisfactorily) by the

HiggsMechanism [3, 4]. It introduces a fundamental field called Higgs φ, described as

an SU(2) doublelet in the electroweak space. The Lagrangian containing the Higgs breaks

the SU(2) × U(1) invariance in a very subtle way (spontaneous symmetry breaking) so

that the good effects of the invariances are preserved. The Higgs field acquires mass from

the vacuum potential in the L, and generates the masses of the W ±, Z0 by substitutions

φ∂µφ↔ φDµφ. It is also possible to write SU(2) gauge invariant interactions between the

Higgs and fermions, which leads to the mass of fermions. However, the exact number of

Higgs fields is not certain and is model dependent. None of them has been observed.

1.1.3 Discrete Symmetries and CP Violations

In the Standard Model there are three irreducible discrete symmetry operations: charge

conjugation (C), parity (P ) and time reversal (T ). Parity and time reversal are spacetime

8
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symmetries, which send the (t, ~x) to (t,−~x) and (−t, ~x), respectively. Each particle is

assigned an intrinsic parity quantum number P = ±1 to reflect its behavior under the parity

transformation. The charge conjugation interchanges particles and anti-particles without

changing the helicity. Thus, only the neutral particles can be the eigenstates of the charge

conjugation. The combination of CP changes a particle to its anti-particle and reverses its

momentum and helicity.

The Standard Model Lagrangian is assumed to be symmetric under the combination of

CPT . It is found experimentally that electromagnetic and strong interactions are invariant

under all three operations. In the weak interaction C and P are violated separately, as only

left-handed fermions participate in the flavor changing charged process mediated by W ±
µ .

However the CP and T symmetries are good approximation. Only certain processes such

as the neutral K and B meson mixing violate the CP asymmetry.

1.1.4 The CKM Quark Mixing Matrix

The quarks that participate in the electroweak interactions through the flavor changing

charged currentsW±
µ are not the mass eigenstates. Instead, the quarks with the same charge

mix with each other to produce the electroweak interaction Lagrangian. However, the cross

generation mixing is experimentally known to be small. The quarks’ mixing is described by

the unitary Cabbibo-Kobayashi-Maskawa (CKM) matrix [6, 7], usually in the Wolfenstein

9
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parametrization [8]:

VCKM ≡




Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb




'




1 − λ2 λ Aλ3(ρ− iη)

λ 1 − λ2 Aλ2

Aλ3(1 − ρ− iη) −Aλ2 1



,

where A = 0.818+0.007
−0.017, λ = 0.2272 ± 0.0010, ρ = 0.221+0.064

−0.028, and η = 0.340+0.017
−0.045, as

measured by experiments.

The non-trivial phases in Vub and Vtd, referred to as weak phases, are the sources of all

CP violation processes related to the weak interactions within the Standard Model. These

phases are usually described by angles α, β, and γ in the so-called Unitarity Triangle,

shown by Fig. 1.1. The angles α, β, and γ are defined as

V   Vud      ub
*

V   Vcd      cb
*

V   Vtd      tb
*

V   Vcd      cb
*

βγ

α

(1,0)(0,0)

(ρ,η)

 

Figure 1.1: The Unitarity Triangle in the ρ̄-η̄ plane.

α ≡ arg [−VtdV
∗
tb/VudV

∗
ub] ,

β ≡ arg [−VcdV
∗
cb/VtdV

∗
tb] , (1.6)

γ ≡ arg [−VudV
∗
ub/VcdV

∗
cb] ≡ π − α− β.
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These angles can be experimentally extracted from a number of B meson decays, and are

the most important parameters in the understanding of CP violation processes.

1.2 The B-meson Production at BABAR

Fig. 1.2 shows the cross-section for the production of Υ (nS) hadrons in the e+e− colli-

sions in the center-of-mass energy region near 10 GeV. The cross-section for the production

of fermion pairs at the Υ (4S) are shown in Table 1.3. Accompanying the resonant produc-

tion of B-mesons is the so-called continuum physics of roughly 2.5 nb of cross section. It

consists of the e+e− annihilation into quark pairs (uū, dd̄, ss̄, cc̄) and lepton pairs (e+e−,

µ+µ−, τ+τ−). The light quark (u , d , s) and lepton (e, µ) events are less interesting, and

used primarily for the normalization of the experiment.

Table 1.3: Production cross-section at
√
s = M(Υ (4S)). The e+e− cross-section is the

effective cross-section, expected with the experimental acceptance.

e+e− → bb̄ cc̄ ss̄ uū dd̄ τ+τ− µ+µ− e+e−

Cross-section (nb) 1.05 1.30 0.35 1.39 0.35 0.94 1.16 40

The Υ (4S) resonance decays almost exclusively to pairs of B-mesons with the follow-

ing features.

• Since the Υ (4S) decays to only two particles, the daughterBB mesons have a unique

momentum in the Υ (4S) center-of-mass frame. In addition, the fraction of all events
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Figure 1.2: The cross section for the production of hadrons in e+e− collisions in the center-
of-mass energy region near 10 GeV. The data are characterized by a series of resonances,
the Υ family, which herald the onset of the b quark threshold. The data in (a) are from the
CUSB detector group; the data in (b) are from the CLEO detector group.
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that contain a BB pair is 30%, significantly greater than at higher energies or in

proton collisions. These two effects greatly limit contamination from continuum

backgrounds (non-b quarks) that accompany the Υ (4S).

• When the Υ (4S) decays, theBB are coherently produced in a P-wave state, resulting

two nonidentical B mesons. One is a B0/B− and the other is a B0/B+. This feature

is particularly advantageous for CP violation studies.

• The multiplicity of hadrons in the Υ (4S) decay is relatively small, which keeps com-

binatorial backgrounds at a reasonable level in the B meson reconstruction.

1.3 The Gluonic Penguin Decays B → ϕK∗

The B-mesons decay dominantly through flavor changing charged current b → cW −,

as indicated by the CKM matrix diagonal element Vcb [6, 7]. The charmless B-meson de-

cays to the final states without charm quarks provide abundant source of events to measure

the other CKM matrix elements (such as Vub), and to search for phenomena outside the

SM, including charged Higgs bosons and SUSY particles [9, 10].

Among the many charmless B-decays, the rare gluonic penguin decay B → ϕK ∗(892)

through the b → s flavor changing neutral current (FCNC) is particularly of interest for

several reasons. Within the SM the B → ϕK∗ decay is dominated by the pure QCD pen-

guin diagram shown in Fig. 1.3, followed by strong decays ϕ → K+K− and K∗ → Kπ.

13
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Without the pollution from a tree level process, the CP violation effects in this decay are

expected to be suppressed in the SM. The b → sss̄ transition is sensitive to contributions

from beyond the SM, as the new physics (NP) particles at higher energy level may con-

tribute off-shell in the loop. The vector-vector decay B → ϕK∗ also enables rich angular

analysis. Many parameters sensitive to both the SM and NP interactions can be studied.

�

� �
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� �
��	� �
�� �� 


�����
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Figure 1.3: Penguin (loop) diagram describing the decays B → ϕK∗.

1.3.1 Polarization Puzzle

The first experimental evidence for B → φK∗(892) was provided by the CLEO [11]

and BABAR [12] experiments. Furthermore, an interesting effect known as the polarization

puzzle [13–15] has been observed in this decay. It reveals a large discrepancy between the

measured polarization and the naive SM prediction has been observed in this decay.

The momentum and angular momentum conservation in the decay B → ϕK ∗(892)

indicates that ϕ and K∗(892) have the same helicity λ ≡ ~S · p̂ = ±1, 0. The decay

14
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amplitude is thus the sum of three complex helicity amplitudes, one longitudinal A0 and

two transverseA+1 andA−1. The longitudinal polarization is defined as fL = |A0|2/Σ|Aλ|2

and the two transverse amplitudes can be rewritten in terms of theCP -even amplitudeA‖ =

(A+1 + A−1)/
√

2 and CP -odd amplitude A⊥ = (A+1 − A−1)/
√

2. Accordingly, the total

and CP -odd transverse polarizations are defined as fT = 1 − fL and f⊥ = |A⊥|2/Σ|Aλ|2.

From naive SM factorization, the transverse amplitudes A‖ and A⊥ are suppressed by

factors of mϕ/mB and m2
ϕ/m

2
B respectively compared to the longitudinal amplitude A0.

This amplitude hierarchy can be understood intuitively (see Sec. 1.3.2 for more) from two

constraints in the SM, the (V -A) structure in the weak interaction sector and the helic-

ity conservation in the strong interaction sector. The (V -A) structure indicates that only

left-handed or right-handed quarks or anti-quarks contribute in the b → s or b̄ → s̄ weak

interaction, shown in Fig. 1.3. The helicity conservation in strong interaction sector sug-

gests that the ss̄ pairs emitted from the hard gluon bear opposite helicities. Considering

both constraints, it is obvious that A0 amplitude dominates. The A+1 and A−1 amplitudes

suppressions can be obtained in the helicity flip framework [17].

The amplitudes hierarchy A0 � A+1 � A−1 predicted by the naive SM factor-

ization puts fL ≈ 1 for the decay B → ϕK∗(892). In contrast, fL was measured as

0.52 ± 0.05 ± 0.02 [15]. The discrepancy between the SM predication and experimen-

tal measurement in fL has become known as the “polarization puzzle”. It has raised a lot

of interest among both the experimental and theoretical particle physics community. The
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SM predicted longitudinal dominance was confirmed experimentally for the SU(3) related

vector-vector decays B → ρρ and ρK∗ [18, 19], which proceed through dominant b → d

penguin loops and CKM suppressed tree processes (B+ → ρ+K∗0 is pure penguin). The

theoretical efforts are summarized in the next section.

1.3.2 Theoretical Approaches

The polarization puzzle in the decay B → ϕK∗(892) has motivated a number of pro-

posed contributions from the NP [20–28] beyond the SM. On the other hand, there are

some explanations within the SM based on new mechanisms, such as the penguin annihi-

lation [17,29–34], electroweak penguin [35] and QCD rescattering [36–39]. The naive and

QCD factorization of SM prediction and the NP effects are to be discussed below.

To understand the QCD effects in hadronic B-decays quantitatively, two useful

tools from quantum field theory are usually employed, the operator product expansion

(OPE) [40] and the renormalization group [42–47]. In the OPE, the SM low-energy ef-

fective Hamiltonian for the pure penguin b→ sss̄ [50] transition can be written as

Hs
eff = −GF√

2

10∑

i=3

(VubV
∗
usc

u
i + VcbV

∗
csc

c
i + VtbV

∗
tsc

t
i)Os

i + h.c., (1.7)

where the superscript u, c, t indicates the quark which is internal or involved in the penguin

loop. The ci are Wilson coefficients and the Oi are the local operators shown by Eq. (1.8).

Both the ci and Oi depend on the QCD renormalization scale µ. The ci depend on the

mass of the W± bosons and other heavy particles such as the t and b quarks. The O3−6 are
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the strong gluon-induced penguin operators. The O7−10 are due to the γ and Z0 exchange

(electroweak penguins) and “box” diagrams at loop level.

O3 = (s̄αbα)V −A

∑

q

(q̄βqβ)V −A

O4 = (s̄αbβ)V −A

∑

q

(q̄βqα)V −A

O5 = (s̄αbα)V −A

∑

q

(q̄βqβ)V +A

O6 = (s̄αbβ)V −A

∑

q

(q̄βqα)V +A

O7 =
3

2
(s̄αbα)V −A

∑

q

eq(q̄βqβ)V +A

O8 =
3

2
(s̄αbβ)V −A

∑

q

eq(q̄βqα)V +A

O9 =
3

2
(s̄αbα)V −A

∑

q

eq(q̄βqβ)V −A

O10 =
3

2
(s̄αbβ)V −A

∑

q

eq(q̄βqα)V −A (1.8)

Within the naive SM factorization, the decay amplitude can be written as [48]

A[B → ϕK∗] =
GF√

2
XPϕ , (1.9)

with

X = −
∑

q=u,c,t

V ∗
qbVqs ×

[
aq

3 + aq
4 + aq

5 −
1

2
(aq

7 + aq
9 + aq

10)

]
,

Pϕ = decay constant × form factor (1.10)

= 〈ϕ|s̄γµs|0〉〈K∗|b̄γµ(1 − γ5)s|B〉 = mϕgϕη
∗µ
ϕ 〈K∗|b̄γµ(1 − γ5)s|B〉,
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where ai are the combinations of Wilson Coefficiencies

ai =





ci + ci−1/Nc , i even ,

ci + ci+1/Nc , i odd .

(1.11)

The quantities mϕ, gϕ and η∗µϕ represent the mass, decay constant and the polarization

four-vector of the ϕ meson. The polarization amplitudes are then given by

A0 ≈ GF√
2
2mBmϕgϕX

√
2

3

[(
Ã1 − Ã2

)

+
mK∗

mB

(
Ã1 + Ã2

)] m2
B

4mϕmK∗

,

A‖ ≈ −GF√
2

√
2mB

1√
2

[
mϕgϕ

(
1 +

mK∗

mB

)
Ã1X

]
,

A⊥ ≈ −GF√
2

√
2mB

1√
2

[
mϕgϕ

(
1 − mK∗

mB

)
Ṽ X

]
, (1.12)

where Ã1, Ã2 and Ṽ areB → K∗ form factors. In the large energy limit (ΛQCD, mϕ,K∗) �

mB), these form factors can be expressed in terms of two universal form factors [41].

The relative magnitudes between the two universal form factors are uncertain in the QCDf

and shown crucial to explain the polarization puzzle. The polarization fractions satisfy

1 − fL = O(1/m2
b), f⊥/f‖ = 1 +O(1/mb) indicating the hierarchy A0 � A+1 � A−1.

Electroweak penguin contribution to the B → ϕK∗ decay is color suppressed. An

enhanced electromagnetic penguin contribution is proposed in Ref. [35] to explain the po-

larization puzzle in the same b → s penguin dominated decayB → ρ0K∗. However, it only

lowers the fL of B → ϕK∗(892) by 0.05, not enough to account for the large transverse

amplitude observed in B → ϕK∗(892) decay.
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Beyond the naive factorization, several models based on SM QCD factorization

(QCDf) [36–39] are also proposed. Assuming that there is a single explanation for the

large transverse amplitude, there are two plausible SM QCDf solutions, penguin annihila-

tion [17] and rescattering [36–39].

Ref. [17] shows that the longitudinal dominance persists formally in the QCDf. How-

ever, the contributions of QCD penguin annihilation (illustrated by Fig. 1.4) that are for-

mally power suppressed in the 1/mb expansion can be numerically tuned to be the order

O(1). In this case, the observed large transverse amplitudes can be accommodated with

large theoretical uncertainties, such as those from the CKM matrix elements, decay con-

stants and transition form factors. Besides, in QCDf the penguin annihilation is not calcu-

lable due to the divergences parameterized in terms of unknown parameters, that depend on

the K∗ final-state wave function. It is interesting to extend the polarization measurements

to other K∗ spin resonances, such as tensor K∗
2 (1430) and axial-vector K1(1270).

The other SM solution is based on the existence of large nonperturbative SM rescatter-

ing (see Fig. 1.5) contributions that are not suppressed by O(1/mb) [36–39]. It has been

suggested that rescattering effects involving charm intermediate states can produce large

transverse polarization fT in B → ϕK∗. A particular realization of this scenario is [37,39]

to consider the decay B+ → D∗+
s D∗0, generated by the operator b̄O′cc̄O′s. Since the final-

state vector mesons D∗+
s and D∗0 are heavy, the transverse polarization can be large. The

state D∗+
s D̄∗0 can rescatter to ϕK∗(892)+. If the fT is reduced in the scattering process,
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Figure 1.4: The penguin annihilation diagrams.

this will lead to large fT/fL in B+ → ϕK∗(892)+ (A similar rescattering effect can take

place for B0 → ϕK∗(892)0.) These proposals are viable but not convincing, as the rescat-

tering calculation also depends on a set of parameters that are specific to the K∗(892) final

state and virtually impossible to calculate within QCDf.

The NP contributions are only considered assuming that the naive SM predictions are

generally correct but their extensions in the SM such as penguin annihilation and rescatter-

ing are not satisfactory. There have been several hints of such NP scenarios in the b → s

FCNC, such as right-handed currents [17, 20, 21], scalar or tensor couplings [22, 23], R-

parity violating SUSY [24, 25], nonuniversal Z ′ couplings [26] and generalized four quark

operators [27,28]. Just as the SM QCD attempts, some of the NP predictions accommodate
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Figure 1.5: The rescattering diagrams.

the experimental findings, and some others do not. However, as the NP mechanism itself is

not clear and the hadronic matrix elements of the new operators in NP are subject to similar

QCD uncertainties, none of these NP predictions is conclusive. On the other hand, if one or

some processes reflected true NP, similar effects would be seen in other decays B → ϕK ∗
J .

For example, right-handed currents [17,20,21] generated by s̄γµ(1 + γ5)bs̄γ
µ(1± γ5)s

contribute constructively to the CP -odd amplitude A⊥, while destructively to the CP -even

amplitude A‖,0. It leads to the distinct polarization signature f⊥ � f‖, in contradiction to

the experimental finding f⊥ = 0.22 ± 0.05 ± 0.02 ≈ f‖ [15].

Another example considers tree level scalar interactions [22] b → sH → sss̄ in a

generalized Higgs doublet model. The Higgs coupling to a flavor changing current between

two down-type quarks is estimated as ξij = λij
√
mimj/v using the ansatz [51, 52] . It has

been analyzed phenomenologically that the coupling λsb for b → sH transition could be

as large as O(10) [52]. The coupling λss for H → ss̄ can be order of tan β ∼ mt/mb

in the type II Higgs-doublet model due to the potential enhancement in tanβ. The scalar
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interaction calculation depends on unknown parameters such as ζ = λbs/λsb. With various

ζ assumptions, a set of predictions on the polarizations and branching fractions can be

made and the large fT can be realized numerically.

To summarize, there are many mechanisms proposed to resolve the polarization

anomaly observed in B → ϕK∗, both within and beyond the SM. However, none of them

is conclusive or satisfactory. They are all model and parameter dependent and their pred-

ications are associated with large theoretical uncertainties from the complicated QCD dy-

namics. Therefore, to distinguish these models and help resolve the polarization puzzle, it

is necessary to extend the polarization study on B → ϕK∗(892) to other K∗ final states.

1.3.3 New Search Window

To provide input to resolve the polarization puzzle in B → ϕK∗(892), several am-

plitude and angular analyses on decays B → ϕK
(∗)
J , including the K(∗)

J mesons listed in

Table 1.4 are performed. The J refers to the spin of the Kπ(π) system. For J 6= 0, the

decay amplitudes for B0 → ϕK∗0
J or B+ → ϕK

(∗)+
J and B0 → ϕK∗0

J or B− → ϕK
(∗)−
J

decays are sums of complex amplitudes AJλ and AJλ, respectively. The λ = ±1, 0 is the

spin projection of the ϕ meson onto the direction opposite to the B meson flight direc-

tion in the ϕ rest frame. The CP −even and CP −odd amplitudes A‖J and A⊥J can be

transformed from AJ±1 = (AJ‖ ± AJ⊥)/
√

2.

The branching fraction polarization parameters, strong phases and CP asymmetries can
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Table 1.4: Summary of Kπ(π) resonances and D0 meson described in this thesis, with the
mean and width taken from PDG [56].

Resonance JP Mean (MeV) Width (MeV)

K∗
0(1430) 0+ 1425 ± 50 270 ± 80

K∗(892)0 1− 896.00 ± 0.25 50.3 ± 0.6

K∗(892)+ 1− 891.66 ± 0.26 50.8 ± 0.9

K∗(1410)+ 1− 1414 ± 15 232 ± 21

K∗(1680)0 1− 1717 ± 27 322 ± 110

K1(1270)+ 1+ 1272 ± 7 90 ± 20

K1(1400)+ 1+ 1403 ± 7 174 ± 13

K∗
2 (1430)0 2+ 1432.4 ± 1.3 109 ± 5

K∗
2 (1430)+ 2+ 1425.6 ± 1.5 98.5 ± 2.7

K2(1770)+ 2− 1773 ± 8 186 ± 14

K2(1820)+ 2− 1816 ± 13 276 ± 35

K∗
3 (1780)0 3− 1776 ± 7 159 ± 21

K∗
4 (2045)0 4+ 2045 ± 9 198 ± 30

D0 0+ 1864.5 ± 0.4 1.6 × 10−9
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be measured for each decay mode. They can be expressed as six CP -averaged and six CP -

violating parameters, as summarized in Table 1.5. The π in the definitions of φ⊥J and ∆φ⊥J

accounts for the sign flip A⊥J = −A⊥J if CP is conserved. The phases δ0J are extracted

from the interference (see Sec. 3.3) between decays B → ϕK
(∗)
J and ϕK∗

0 (1430).

The parameterization in Table 1.5 is motivated by the negligible CP violation expected

in these decays. Therefore, the polarization parameters specific to either B (superscript

“−”) or B (superscript “+”) are the CP -averaged parameters with small CP -violating cor-

rections which are either multiplicative (for rates) or additive (for phases):

B±
J = BJ · (1 ±ACPJ)/2 (1.13)

f±
LJ = fLJ · (1 ±A0

CPJ) (1.14)

f±
⊥J = f⊥J · (1 ±A⊥

CPJ) (1.15)

φ±
‖J = φ‖J ± ∆φ‖J (1.16)

φ±
⊥J = φ⊥J ± ∆φ⊥J +

π

2
± π

2
(1.17)

δ±0J = δ0J ± ∆δ0J . (1.18)

All quantities in Eq. (1.13-1.18) are expected to be negligible in the SM with a single

dominant penguin contribution in the decay amplitude. However, new particles in the pen-

guin loops, such as charged Higgs or SUSY particles, may introduce additional phases and

asymmetries between the B and B decay amplitudes.

Meanwhile, the SM highly suppressed decay B0 → ϕD0 can also be studied in the

same final states as decays B0 → ϕ(K+π−). An annihilation diagram with external OZI-

24



CHAPTER 1. INTRODUCTION

Table 1.5: Definitions of real parameters measurable with the B0 → ϕK
(∗)
J decays. The

branching fraction B is calculated as a ratio of the average partial decay widths for B0 (Γ)
and B0 (Γ) and the total width Γtotal, where any difference in the B0 and B0 widths is
neglected. This definition allows for differences between the B and B decay amplitudes,
AJλ and AJλ, as discussed in the text. For those decay modes with limited statistics, not all
of these measurements are feasible, such as the CP asymmetries. The detail of the results
are given in section. 4.1.

CP −Averaged Parameters

BJ
1
2
(ΓJ + ΓJ)/Γtotal

fLJ
1
2
(|AJ0|2/Σ|AJλ|2 + |AJ0|2/Σ|AJλ|2)

f⊥J
1
2
(|AJ⊥|2/Σ|AJλ|2 + |AJ⊥|2/Σ|AJλ|2)

φ‖J
1
2
(arg(AJ‖/AJ0) + arg(AJ‖/AJ0))

φ⊥J
1
2
(arg(AJ⊥/AJ0) + arg(AJ⊥/AJ0) − π)

δ0J
1
2
(arg(A00/AJ0) + arg(A00/AJ0))

CP −violating Parameters

ACPJ (ΓJ − ΓJ)/(ΓJ + ΓJ)

A0
CPJ (|AJ0|2/Σ|AJλ|2 − |AJ0|2/Σ|AJλ|2)/(|AJ0|2/Σ|AJλ|2 + |AJ0|2/Σ|AJλ|2)

A⊥
CPJ (|AJ⊥|2/Σ|AJλ|2 − |AJ⊥|2/Σ|AJλ|2)/(|AJ⊥|2/Σ|AJλ|2 + |AJ⊥|2/Σ|AJλ|2)

∆φ‖J
1
2
(arg(AJ‖/AJ0) − arg(AJ‖/AJ0))

∆φ⊥J
1
2
(arg(AJ⊥/AJ0) − arg(AJ⊥/AJ0) − π)

∆δ0J
1
2
(arg(A00/AJ0) − arg(A00/AJ0))
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suppressed ϕ production is required, such as the quark diagrams in Fig. 1.6.
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Figure 1.6: Quark diagrams for decays B → Dϕ.

In a summary, decays B → ϕK
(∗)
J are analyzed in four regions:

• Decays B0 → ϕK∗0
J (K+π−) in the Kπ mass range (1.13 - 1.53 GeV), with two

(Kπ) resonances, tensor K∗
2 (1430) (2+) and scalar K∗

0 (1430) (0+).

• Decays B0 → ϕK∗0
J (K+π−) and B0 → ϕD0 → (K+K−)(K+π−) in the Kπ mass

range (1.60 - 2.15 GeV), with four (Kπ) resonances, scalarD0 (0+), vectorK∗(1680)

(1−), and tensors K∗
3(1780) (3−) and K∗

4 (2045) (4+).

• Decays B± → ϕK±
J (K+π+π−) in the Kππ mass range (1.10 - 2.15 GeV), with

six (Kππ) resonances, vector K∗(1410) (1−), axial-vectors K1(1270) (1+) and

K1(1400) (1+), and tensors K∗
2 (1430) (2+), K2(1770) (2−) and K2(1820) (2−).

• Decays B± → ϕK∗±
J (K0

Sπ
+/K+π0) in in the Kπ mass range (1.10 - 1.60 GeV),

with two (Kπ) resonances, tensor K∗
2(1430) and scalar K∗

0 (1430).
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Chapter 2

The BABAR Experiment

The BABAR Experiment is a high energy experiment based on the BABAR high energy

particle detector operating at the Positron Electron Project II (PEP-II) e+e− collider at the

Stanford Linear Accelerator Center (SLAC).

The primary goal of the BABAR experiment is the extensive study of CP asymmetries

in the decays of neutral B mesons. In addition to this, a sensitive measurement of the

CKM matrix element Vub can be made, and a number of rare B meson decays (such as

B → ϕKπ(π)) may be measured, together enabling good constraints on fundamental

parameters of the SM and limits on the physics beyond the SM. A range of other physics

may also be studied, including other B physics, the physics of charm and tau leptons, and

two-photon physics. These versatile physics goals are reflected in the technical designs of

the accelerator and each subsystem of the BABAR detector, to be described in this chapter.
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2.1 PEP-II Asymmetric B Factory

The electron and positron beams are accelerated to the energies of 9.0 and 3.1 GeV

respectively by the 3-km long SLAC linear accelerator (LINAC). After the acceleration, the

beams are then independently injected into the two 2.2-km-diameter PEP-II storage rings,

high-energy ring (HER) for electrons and the low-energy ring (LER) for positrons. The

beams collide head-on at interaction region 2 (IR2) of PEP-II, where the BABAR detector

is located, as shown in Fig. 2.1.
Page 1 of 1

11/17/2008http://www.slac.stanford.edu/BFROOT/www/Organization/PubBoard/OfficialPlots/PEP/...

Figure 2.1: Schematic view of LINAC and PEP-II rings.

Electrons are produced by a polarized electron gun, in which polarized laser light

knocks electrons off the surface of a semiconductor. They are then drawn towards the

linac by an applied electric field. Part of the electron beams are diverted from the linac and

collide with tungsten, producing a large number of e+e− pairs. The positrons are collected
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and sent back along a separate line to the start of the linac. Because the beams tend to

spread out in the transverse directions, they are made to circulate through small storage

rings called damping rings, where their transverse motion is reduced by a combination of

synchrotron radiation and applied electric magnetic field. After that, the focused beams are

fed back to the linac, accelerated to their desired energies, and enter the PEP-II from the

beam switchyard.

The PEP-II makes use of a series of magnets to steer the beams through the storage

rings. Each beam circulates in its own vacuum chamber except in the IR2. A pair of

dipole magnets (B1) on each side of the e+e− interaction point (IP) are used to align the

beams before collision and pairs of quadrapole magnets (Q1) provide final focusing in the

vertical direction. Immediately after the collision, the e+e− beams are separated in the

horizontal plane by the B1 and Q1 magnets before they return to the storage rings for the

next collision.

Table 2.1 shows some important parameters of PEP-II. The most critical ones are lu-

minosity, beam energies, and the position, angles and size of the luminous area. The high

beam currents and the large number of closely-spaced bunches achieved by PEP-II produce

the desired high luminosity. For the majority of the data taking, the center-of-mass energy

of the e+e− beams is chosen as 10.58 GeV, corresponding to the mass of Υ (4S) resonance,

which decays exclusively to pairs of B mesons (B0B0 and B+B−). The kinematic con-

straints yield exceptionally clean isolation of theB mesons with large signal-to-background
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ratios. The unequal e−e+ beams energies result in a Lorentz boost of βγ = 0.56 to the

Υ (4S). This allows us to reconstruct the displaced decay vertices of the B mesons sepa-

rately, and, thus to measure the relative travel distance of the two B decays. The ability to

measure this distance is crucial to measure the CP violation in B-mesons. For this reason

the PEP-II collider is commonly referred as an e−e+ asymmetric B factory.

Table 2.1: PEP-II beam parameters. Values are given both for the design and for typical
colliding beam operation in 2006. HER and LER refer to the high energy e− and low energy
e+ beams respectively. σLx, σLy and σLz refer to the horizontal, vertical and longitudinal
r.m.s. size of the luminous region.

Parameters Design Typical

Energy HER/LER (GeV) 9.0/3.1 9.0/3.1

Current HER/LER (A) 0.75/2.15 1.7/2.9

Number of bunches 1658 1722

Bunch spacing (ns) 4.2 4.1

σLx (µm) 3.3 2.9

σLy (µm) 9 10

σLz (µm) 3 10

Luminosity (1033cm−2s−1) 3 10

Luminosity (pb−1/d) 135 700

The PEP-II B Factory ran from 1998 to 2008 and produced 475 million BB pairs. It

was designed to operate at a luminosity of 3× 1033cm−2s−1 and above. With the surpassed
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design BABAR achieved a peak luminosity of greater than 1.2 × 1034cm−2s−1 later on.

Fig. 2.2 shows the integrated PEP-II-delivered and BABAR-recorded luminosity over the

lifetime of BABAR experiment. While 81% of the data is recorded at the Υ (4S) resonance,

6% and 2% of the data are recorded at the Υ (3S) and Υ (2S) resonance respectively. The

rest of the data is taken at 40 MeV lower the resonance for background study.
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Figure 2.2: Total integrated luminosity delivered by the PEP-II and recorded by
BABAR over the lifetime of the experiment.
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2.2 The BABAR Detector

The BABAR detector operates at the IR2 of PEP-II. Fig. 2.3 shows the longitudinal

section through the center and an end view with the principal dimensions. To maximize the

asymmetric acceptance for the boosted Υ (4S) decays, the whole detector is offset relative

the beam-beam IP by 0.37m in the boost direction. As indicated in the two plots, the right

handed coordinate system is anchored on the main tracking system, the drift chamber, with

the z-axis coinciding with its principal axis. This axis is offset relative to the beam axis by

about 20 mrad in the horizontal plane. The positive y-axis points upward and the positive

x-axis points away from the center of the PEP-II storage rings.

From the inside out, the BABAR detector consists of five subsystems: silicon vertex

tracker (SVT), drift chamber (DCH), detector of internally reflected Cherenkov light sys-

tem (DIRC), electromagnetic calorimeter (EMC) and instrumented flux return (IFR). The

SVT, DCH, DIRC, and EMC are located inside a magnetic field of 1.5 T provided by the

BABAR magnetic system composed of a superconducting solenoid, a segmented flux return

and a field compensating or bucking coil. Each subsystem is discussed individually in the

following subsections.
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Figure 2.3: The longitudinal (top) and end (bottom) view of the BABAR detector.
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2.2.1 The Silicon Vertex Tracker

Being the innermost layer of the BABAR detector, the silicon vertex tracker (SVT) is

a five-layer double-sided Silicon (Si) detector. It is designed primarily to provide precise

reconstruction of the charged particle trajectories and decay vertices near the IP, as re-

quired by the physics goals outlined earlier. For instance, to measure the CP violation in

Υ (4S) → B0B0, the SVT must be able to precisely measure the roughly 250 µm average

separation between the B meson decay vertices. Additionally, it provides a precise mea-

surement of track angle required to perform charge particle identification using the DIRC

(see Sec. 2.2.3) and EMC (see Sec. 2.2.4) for high momentum tracks.

Mechanically, the SVT consists of 340 separate Si wafers, arranged in 5 co-axial

roughly cylindrical layers, see Fig. 2.4. Each layer is divided in azimuth into between

6 and 18 modules, arranged symmetrically around the cylinder z axis. The modules in the

inner three layers are tilted by 5 degrees in azimuth (φ), allowing an overlap region between

the adjacent modules. Two types of linear implants (strips) are built on the wafer, oriented

orthogonally to each other on each side, with the φ (z) measuring strips parallel (transverse)

to the beam axis. The signals from the φ and z strips are routed to the electronics through

the fanout circuits and then digitalized through the Front End Electronics (FEE). The digi-

talized signals are then transmitted to the matching cards, from where they are routed to

more conventional cables. Just outside the detector, signals are multiplexed by the MUX

modules, converted into optical signals and transmitted to the Readout Modules (ROMs).
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The SVT is connected to the BABAR online detector control and monitoring system via the

industry standard CAN bus.

580 mm

350 mrad520 mrad

ee +-

Beam Pipe

Space Frame 

Fwd. support

        cone

Bkwd.

support

cone

Front end 

electronics

Beam Pipe 27.8mm radius

Layer 5a
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Layer 4b

Layer 4a

Layer 3

Layer 2

Layer 1

Figure 2.4: The longitudinal (top) and transverse (bottom) schematic view of SVT. The
roman numbers label the six different types of sensors.

The knowledge of the relative positions and orientations of the 340 wafers is essen-

tial to the precise reconstruction of the charged tracks. Though the wafer positions can be

measured accurately during the construction, they can shift due to mechanical and thermal

stress during and after the detector installation. They cannot be measured using the con-
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Figure 2.5: φ-dependence of the mean (left) and σ (right) of the µ+µ− track d0 mismatch.
The BABAR data are shown as points, Monte Carlo simulation as histograms.

ventional survey techniques once the detector has been installed as the SVT is confined.

Instead, they are determined from the SVT signal readout, through a procedure called SVT

local alignment [55]. It uses the track data recorded during normal BABAR running, fil-

tered and prescaled to produce a fixed sample (e+e− → e+e−, µ+µ− and cosmic rays) that

roughly uniformly illuminates all the wafers. Track-based information is combined with

direct measurements of the relative positions and orientations of Si wafers made during

the construction to produce a statistically correct and systematically robust measure of the

consistency (χ2) of a wafer’s position and orientation within the detector.

The performance of the SVT local alignment is validated through self-consistency tests.

For example, Fig. 2.5 shows the φ-dependence of the µ+µ− tracks transverse impact pa-

rameter d0 mismatch on the left and its resolution on the right. The plotted points are the

mean and the σ of a Gaussian fit to Σd0 in each φ bin, respectively. The d0 mean shows

some structure at the level of a few microns RMS, coming from track fit biases due to dead

electronics in the inner layers of the SVT, which are partially simulated in the MC. The d0
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resolution (σ) shows a periodic variation due to the six-fold symmetry of the inner layers

of the SVT (see Fig. 2.4), which modulates the extrapolation of the hit error according to

the distance from the innermost hit to the production point.

2.2.2 The Drift Chamber

Being right outside the SVT, the drift chamber (DCH) is the main tracking device of

BABAR, designed to detect the charged particles and measure their momentum and angles

precisely and efficiently. Measurements from the DCH complement the reconstruction and

vertex measurements of the SVT for most of the charged tracks initiated from the SVT.

However, for the particles that decay outside the SVT (like K0
S), the DCH provides the sole

reconstruction information. For low momentum charged particles, the DCH also supplies

particle identification by measuring the ionization energy loss dE/dx with a resolution of

7%, allowing the π/K separation up to 700 MeV/c. In addition, the DCH provides one of

the principal triggers (discussed in Sec. 2.3) for BABAR.

The DCH is a 2.8 m long cylinder, with an inner (outer) radius of 23.6 (80.9) cm,

shown in Fig. 2.6. It consists of 7104 hexagonal drift cells (1.2 × 1.8cm2), arranged in 40

cylindrical layers, providing 40 spatial and dE/dxmeasurements for charged particles with

pT > 180 MeV/c. The 40 layers are grouped by four into ten superlayers (see Fig. 2.7),

with the same wire orientation and equal number of cells in each layer of a superlayer. Each

drift cell consists of one sense wire surrounded by six field wires, with the field wires held
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Figure 2.6: Longitudinal section of the DCH with principal dimensions (measured in mm);
the chamber center is offset by 370 mm from the interaction point.

at ground potential and the sense wire subject to a positive high voltage of 1960 V at the

normal operation. The cells are placed in a 5.2m3 helium-isobutane (80:20) gas mixture.

Helium is chosen to provide the most ionization per radiation length (X0), and the isobutane

chosen to absorb photons and prevent photoelectric electrons.

High energetic charged particles ionize the helium gas while transversing the DCH.

The ionized electrons drift toward the sense wire under the electric field. When the Ee >

Eionization, a chain reaction with an avalanche gain of about 5×104 takes place. Electrons

are collected on the wire in less than 1 ns, while the ions drift to the field wires, producing

the electronic signal (voltage) to be shaped, amplified and digitalized by the DCH readout

system. The calculated isochrones and drift paths for ions in adjacent cells of layer 3 and 4

of an axial superlayer are presented in Fig. 2.8. The position measurement is obtained by

the Time-To-Distance (T2D) relation, which is determined from samples of e+e− → µ+µ−
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Figure 2.7: Schematic layout of drift cells for the four innermost superlayers. Lines are
added between field wires to aid in visualization of the cell boundaries. The diameters of
the sense wire and the field wires are 20 µm and 120 µm respectively. The numbers on
the right side give the stereo angles (mrad) of sense wires in each layer. The 1 mm-thick
beryllium inner wall is shown inside of the first layer.
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events. On the other hand, the ionization energy loss dE/dx for charged particles is derived

from measurement of total charge deposited in each drift cell.
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Figure 2.8: Left: Drift cell isochrones, the contours of equal drift times of ions in cells of
layers 3 and 4 of an axial superlayer. The isochrones are spaced by 100 ns. Right: The
drift time versus distance relation for left and right half of a cell, obtained from the data
averaged over all cells in a single layer.

2.2.3 The DIRC

The detector of internally reflected Cherenkov Radiation (DIRC) [57] is a new kind of

ring imaging Cherenkov detector, designed to provide the particle identification for BABAR.

A π/K separation of 4σ or greater is achieved for all tracks 4.2 GeV/c from B-meson

decays using a fixed π Cherenkov threshold.

Fig. 2.9 shows a schematic view of the DIRC geometry illustrating the principles of
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production, transport, and imaging of the light. The radiator consists of 144 long, straight

bars of synthetic quartz (refraction index n = 1.473) with rectangular cross section arranged

in a 12-sided polygonal barrel. As charged particles pass through with a velocity v > c/n,

Cherenkov radiation is emitted at a constant Cherenkov angle θc with respect to the particle

trajectory, given by cos θc = 1/nβ (β = v/c). The radiated photons propagate at group

velocity of −c/(n − λdn/dλ). As βn >
√

2, some photons will always be captured and

transported to one or both ends of the bar through total internal reflection. The photon

radiation rate ∼ sin2 θc makes roughly a few photons close to threshold.

A mirror is placed on the forward end of the bar to reflect the photons backward where

photon detectors are instrumented. Once photons arrive at the instrumented end, most of

them emerge into a water-filled expansion region (standoff box). A fused silica wedge at

the exit of the bar reflects photons at large angles relative to the bar axis to reduce the size

of the required detection surface. It recovers those photons that would otherwise be lost

due to internal reflection at the fused silica/water interface. The photons are detected by an

array of densely packed photomultiplier tubes (PMTs), each surrounded by reflecting light

catcher cones to capture the light that would otherwise miss the active area of the PMT.

The expected Cherenkov light pattern at this surface is essentially a conic section, where

the cone opening angle is the Cherenkov production angle modified by refraction at the exit

from the fused silica window. The Cherenkov angles θc can be derived from the position

and the arrival time of the PMT signals.
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The DIRC reconstruction calculates for each charged track, together with an estimation

of the Cherenkov angle and its error, a confidence level for each of the five mass hypotheses

e, µ, π, K and p. The probability for a kaon in the DIRC acceptance to be given the largest

confidence level for the kaon hypothesis is of order 95% or larger for all dip angles and

all momenta above the kaon threshold, while the fraction of pions misidentified as kaons is

lower than 3% up to momenta of 3 GeV/c.
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Figure 2.9: Left: Schematics of the DIRC fused silica radiator bar and imaging region. Not
shown is a 6mrad angle on the bottom surface of the wedge (see text for detail). Right:
Elevation view of the nominal DIRC system geometry. All dimensions are given in mm.

2.2.4 The Electromagnetic Calorimeter

The electromagnetic calorimeter (EMC) is designed to identify the electrons and pho-

tons by measuring their corresponding electromagnetic showers. It is designed to provide

the measurements with excellent efficiency for both the energy and the angular resolu-
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tion over the energy range (20 MeV - 9 GeV). The upper bound of 9 GeV is set to mea-

sure QED processes, like e+e− → γγ, for calibration and luminosity determination. The

lower bound is set to reconstruct the the low energy π0s and η0s from B-decays, such

as B → ϕK+π0(γγ) in this analysis. Below energies of 2 GeV, the π0 mass resolution

is dominated by the energy resolution while the angular resolution becomes dominant at

higher energies.

The energy resolution (measured in GeV) in a calorimeter can be empirically described

by a sum of an energy dependent and a constant term σE
E

= a
E1/4 ⊕ b. Under ideal condi-

tions values of a and b can be close to 1-2%. The angular resolution is determined by the

transverse crystal size and the distance from the interaction point. It is empirically param-

eterized as σθ = σφ = c/
√
E ⊕ d. A position resolution of a few mm will translate into

an angular resolution of a few mrad, corresponding to c ≈ 3 mrd and d ≈ 1 mrad. This

capacity allows the detection of the photons from the π0 and η decays, as well as from the

electromagnetic and radiative processes.

The physics requirements stated above led to the EMC design based on 6,580 tapered

trapezoidal thallium-doped cesium iodide(CsI(Il)) crystals, which have high light yield

(50,000 γ/MeV) and short radiation length (1.85 cm). The crystals are arrayed in a cylin-

drical barrel and a conical forward endcap, as shown in Fig. 2.10. This structure enables

a full coverage in azimuth and extends in polar angle from 15.8 to 141.8 degrees, corre-

sponding to a solid-angle coverage of 90% in the center-of-mass system. The energy of
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the entering particles can be absorbed totally by the crystals and channeled to an electronic

readout package at the rear of the crystal. The electronic package consists of two silicon

PIN diodes, each of which is directly connected to a low-noise preamplifier.

For low energy photons the energy resolution is calibrated by a 6.13 MeV radioactive

source. For high energy photons, BABAR uses Bhabha events (e+e− → e+e−(γ)) for cal-

ibration. The EMC energy deposit can be matched up with the charged track information

from DCH for the electron identification.
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Figure 2.10: A longitudinal cross section of the EMC (only the top half is shown) indicating
the arrangement of the 56 crystal rings. The detector is axially symmetric around the z-axis.
All dimensions are given in mm.

2.2.5 The Instrumented Flux Return

The Instrumented Flux Return (IFR) is designed to identify muons and neutral hadrons

(primarily K0
L and neutrons) over a wide range of momenta and angles. The muon iden-
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tification is crucial for the study of various decays, such as the b flavor tagging for the

semi-leptonic neutral B decays, and other rare B, D, and τ decays involving leptons. The

K0
L identification also plays an important role in the study of some exclusive B decays,

especially for the CP eigenstates like B0 → J/ψK0
L, where J/ψ → µ+µ−.

The IFR uses the steel flux return of the magnet as a muon filter and hadron absorber. It

is instrumented with single gap resistive plate chambers (PRC) with two-coordinate readout

in the gaps of the finely segmented steel of the barrel and the end doors of the flux return,

as shown in Fig. 2.11. RPCs detect streamers from ionizing particles via capacitive readout

strips. The position resolution depends on the segmentation of the readout. The RPCs

started to degrade and failed to deliver the required efficiency after a few years’ running. In

the summer of 2004 and 2006, the RPCs in the barrel region were replaced with Limited

Streamer Tube (LST) detectors.

The LSTs consist of graphite coated PVC channels of cross-sectional area 2.5cm2 with

a wire running the length of the channel. When a voltage of 5 kV is applied and the tube

is held at ground, the chamber is at the edge of breakdown. A passing muon will ionize

and start an avalanche of electrons moving towards the anode wire. This produces a signal

on the wire that can be read on top of the high voltage. Strip detectors are also positioned

perpendicular to the tubes to allow for 2-D position readout.

For the muon identification, charged tracks reconstructed in the tracking system SVT

and DCH are extrapolated to the IFR to project their intersections with the RPC planes. For
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each readout plane, all clusters detected within a predefined distance from the predicted

intersection are associated with the track. A number of variables are defined for each

IFR cluster associated with a charged track. Complicated selection criteria based on these

variables is implemented to provide the muon separation from other particles.
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Figure 2.11: Overview of the IFR: Barrel sectors and forward (FW) and backward (BW)
end doors; The shape and dimension (in mm) of the RPC modules are indicated.

K0
L’s and other remaining neutral hadrons interact in the steel of the IFR and can be

identified as clusters that are not associated with a charged track. Information on neutral

showers in the EMC is also used to match with the neutral hadrons detected in the IFR.

2.3 BABAR Trigger and Data Acqusition

The BABAR trigger is designed to select events of interest (e+e− → Υ (4S)), l+l−, qq̄

etc.) with a high, stable and well-understood efficiency and to reject background events,
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especially the beam-induced background (∼20 kHz), to keep the total event rate under 120

Hz. BABAR uses a two level trigger system, the Level 1 (L1) in hardware followed by the

Level 3 (L3) in software.

The L1 trigger decision is based on the pT threshold for charged tracks in the DCH,

showers in the EMC, and tracks detected in the IFR. The DCH trigger (DCT) and the EMC

trigger (EMT) both satisfy all trigger requirements independently with high efficiency, thus

providing a high degree of redundancy. The IFR trigger (IFT) is used to trigger on µ+µ−

and cosmic rays, mostly for diagnostic purposes. During normal operation, the L1 has a

typical rate of 1 kHz and yields > 99.9% efficiency for the BB0 events selection.

The L3 receives the output from L1, refines and augments the selection used in L1 to

achieve better rejection of background and Bhabha events. The output from the L3 trigger

is a set of classification decisions for luminosity determination, diagnostic and calibration

purposes. At design luminosity the L3 filter acceptance for physics is ∼90 Hz, while ∼30

Hz contain the other special event categories. The L3 algorithms comply with the same

software conventions and standards used in all other BABAR software, thereby simplifying

its design, testing and maintenance.

2.4 Particle Reconstruction

Excellent particle identification (PID) over a large range of solid angle and momentum

is essential to fulfill the physics goals, such as to enable the quark and lepton flavor tagging
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in the CP violation measurements. It is achieved with all subsystems contributing, the

SVT and DCH measure the momenta and dE/dx for charged tracks, the DIRC measures

the velocity β = v/c by cherenkov radiation, and the EMC and IFR provide additional

signatures for the charged electrons, muons and the neutral hadrons.

2.4.1 Charged Particle Identification

The BABAR reconstructs 5 stable charged particles e, µ, π, K, p. A charged particle

trajectory is a directional 1-D object in 3-D space. Position measurement in a single active

element of a tracking detector is referred to as a hit. A collection of hits presumably from

one particle forms a track, being reconstructed to estimate the momentum and trajectory.

The offline charged track reconstruction uses the standard pattern recognition algo-

rithms in both the SVT and DCH. It starts with a proto-track seed in the DCH far from

the beamline and searches for nearby hits which approximately lie on a line to form a

consistent straight track. Tracks found in the DCH (SVT) are extrapolated into the SVT

(DCH) respectively, and hits consistent with the original fit are added. The SVT hits which

cannot be added to the DCH tracks are passed to two complementary standalone tracking

finding algorithms to reconstruct the low pT tracks. In the end, an attempt is made to com-

bine tracks that are only found by one tracking system and thus recover tracks scattered

in the material of the support tube. The track finding and fitting procedures make use of

Kalman filter algorithm [58] that takes into account the detailed distribution of material in
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the detector and the full map of the magnetic field.

For the charged tracks with pT > 150 MeV/c the momentum measurements obtained

from the SVT and DCH are associated with the DIRC Cherenkov angle θC measurement

to determine their mass and identification. The left plot of Fig. 2.12 shows the relation

between the fitted θC and the lab frame momentum from an inclusive sample of multihadron

events. The π/K separation is achieved over a wide momentum range (1.7 - 4) GeV/c.
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Figure 2.12: Left: The fitted Cherenkov angle of tracks from an inclusive sample of multi-
hadron events plotted against the momentum of the tracks at the entrance to the DIRC bar
box. The grey lines are the predicted values of the θC for the different particle species.
Right: dE/dx measurement in the DCH as a function of track momenta. The data includes
large samples of beam background triggers, as evident from the high rate of protons. The
curves show the Bethe-Bloch predictions derived from selected control samples of particles
of different masses.

The particle identification (especially the π/K separation) below 700 MeV/c relies

mainly on the dE/dx measurements in the DCH and SVT, as the kaons fail to produce

49



CHAPTER 2. THE BABAR EXPERIMENT

Cherenkov light due to insufficient velocity. The ionization energy loss dE/dx is given by

Bethe-Bloch equation [56]

−dE
dx

=
4πnz2e4

mev2
[ln

2mev
2

I(1 − (v/c)2)
− (

v

c
)2] (2.1)

where n is the number of electrons per cm3 in the stopping substance, me is the electron

mass, ze and v are the charge and velocity of the incoming particle and I is the mean

excitation potential of the atoms of the stopping substance. The right plot of Fig. 2.12

shows the momentum dependence of dE/dx for particles transversing the DCH.

Electrons lose energy mainly in the EMC (see Sec. 2.2.4) by creating electromagnetic

showers. The measured electromagnetic shower is used to derive the electron energy, which

can be matched up with the charge track information from the DCH to provide the electron

PID. Muons lose little energy in the EMC and are identified in the IFR (see Sec. 2.2.5).

2.4.2 Neutral Particle Reconstruction

Neutral particles except photons are generally reconstructed through their decay prod-

ucts, most of which can be directly detected as charged stable particles or photons. This

section describes the reconstruction of π0 and K0
S that are relevant to this analysis.

The K0
S candidates with a proper decay length about 3 cm are reconstructed through

K0
S → π+π−, with the invariant mass measurement |mπ+π− −mK0| < 12 MeV. A vertex-

constrained fit is performed to require that the two tracks originate from a common vertex

and require that the lifetime significance of theK0
S be τ/στ > 5, where τ and στ are theK0

S
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lifetime and its uncertainty determined from the vertex-constrained fit. Besides, the cosine

of the angle between the flight direction from the interaction point and the momentum

direction is required to be > 0.995. The K0
S selection efficiency requirement is ≈ 90%.

The neutral π0 is reconstructed through π0 → γγ with the photons being detected in the

EMC (see Sec. 2.2.4). Fig. 2.13 shows γγ invariant mass in BB events. The π0 candidates

are selected using various kinematic cuts, such as invariant mass 0.120 < mγγ < 0.150

GeV, lateral moment LATγ < 0.8, and photon energy Eγ > 30 MeV. The mass of a π0

candidate meeting this criterion is then constrained to the nominal value [56] and, when

combined with other tracks or neutrals to form a B candidate, to originate from the B

candidate vertex. This improves the mass and energy resolution of the parent particle K ∗
J .
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Figure 2.13: Two-photon invariant mass in BB events. The energies of the photons and π0

are required to exceed 30 MeV and 300 MeV, respectively. The solid line is a fit to data.
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Chapter 3

Analysis Strategy

This chapter summaries the analysis techniques that are used in the analysis on rare

charmless decays B → ϕK
(∗)
J . The K(∗)

J can be reconstructed by Kπ and Kππ decays.

Four K∗
J resonances are considered in the Kπ final state: scalar (Kπ)∗0, vector K∗(1680)

and tensors K∗
2 (1430), K∗

3 (1780) and K∗
4(2045). Five K(∗)

J resonances are considered in

the Kππ final state: axial-vector K1(1270) and K1(1400), vector K∗(1410) and tensors

K∗
2 (1430), K2(1770) and K2(1820) (see. Table 1.4).

The phenomenological signatures to search for these decays are layed out first. The

helicity structure for each B → ϕK
(∗)
J decay channel can be extracted from the angular

distributions based on three angles, see Fig. 3.1. The combination of the angular andKπ(π)

invariant mass distributions makes it possible to experimentally distinguish the variousK (∗)
J

resonances. The effect of interference between different K∗
J resonances on the angular and
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amplitude measurements is discussed.

Experimental techniques on selecting the signal decaysB → ϕK
(∗)
J from the BABAR re-

constructed event-store database are described after that. The signal events are selected

based on the track information such as charge and four-momentum. Particle identification

requirements are also imposed on the final states ϕ → K+K− and K(∗)
J → K+π−, K0

Sπ
+

and K+π+π−. The dominant background decays e+e− → qq̄ are rejected or reduced by

kinematic observables mES and ∆E and the event shape parameter F . Since these de-

cays are rare decays with branching fractions on the order of a few per million B-decays,

preliminary cuts on kinematic observables mKK and mKπ(π) are also used to optimize the

signal to background ratio. The three angles cos θ1, cos θ2 and Φ are also extracted from

the four-momentum of the final state tracks.

In the end, an unbinned extended maximum-likelihood fit based on Ncand candidates

data sample is developed to simultaneously measure the signal yield, CP asymmetries and

angular parameters such as fL. For each event in the datasample, there are nine (eight)

primary observables mES, ∆E, F , mKππ, mKK , H1, H2, (Φ), Q}. Analyses at BABAR are

done using a blind technique. Numerical values of all physics parameters are kept hidden

until the analysis method is determined, validated and fixed.
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3.1 Angular Distributions

The helicity amplitudes AJλ are extracted from the angular distributions of decays

B → ϕK
(∗)
J based on three angles (θ1, θ2, Φ), as shown in Fig. 3.1. For the decays

B → ϕK∗
J(Kπ), the θ1 is the angle between the direction of the K meson from the

K∗
J → Kπ and the direction opposite the B in the K (∗)

J rest frame. The azimuthal an-

gle Φ is defined as the angle between the decay planes of the two mesons ϕ and K ∗
J . For

the decays B → ϕK
(∗)
J (Kππ), the θ1 is the angle between the normal to the three-body

decay plane (pointed out in Ref. [64]) of K (∗)
J → Kππ and the direction opposite the B

in the K(∗)
J rest frame. The azimuthal angle Φ is defined as the angle between the decay

plane of ϕmeson and the plane of theB meson decay axis and the normal to the three-body

decay plane K(∗)
J → Kππ. In both final states, the θ2 is the angle between the direction of

K+ and ϕ → K+K− and the direction opposite the B in the ϕ rest frame. The helicities

are defined as Hi = cos θi (i = 1, 2).

3.1.1 Angular Formalism of Decays B → ϕK∗
J(Kπ)

Consider a general two-body B-decay to spin J1 X1 and spin J2 X2, where both Xi

(i = 1, 2) decay to two pseudoscalars through parity conserving strong interactions. The

parity of both Xi (i = 1, 2) is Pi = (−1)Ji . Following the two-body decay formalism [64],
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Figure 3.1: Definition of decay angles given in the rest frames of the decaying parents.
Left plot: two-body decay of K∗ → Kπ; right plot: three-body decay of KJ → Kππ. In
the two-body decay, the two decay planes are defined as the actual decay planes. In the
three-body decay of KJ , the plane is replaced the plane consisting of K1’s flight line inB’s
restframe and the decay norm of the KJ ’s decay plane.

differential decay width of this decay is written as:

1

Γ

d3Γ

dcos θ1dcos θ2dΦ
=

1∑
|Aλ|2

∣∣∣∣∣
∑

λ

AλY
λ
J1

(θ1, 0)Y −λ
J2

(π − θ2,−Φ)

∣∣∣∣∣

2

. (3.1)

The suming index λ is the helicity value of both Xi and takes the value between (−j,+j),

with j being the smaller of J1 and J2. The Y λ
J are the spherical harmonic functions.

For the B → ϕK∗
J decays, J1 = J (K∗

J ) and J2 = 1 (ϕ). The angular distribution

for a vector-scalar decay B → ϕ(Kπ)∗0 is proportional to H2
1H2

2. For J 6= 0, the decay

amplitude can be expressed with the help of six real terms αiJ :

α1J = |A0|2

Σ|Aλ|2
= fLJ , (3.2)

α2J =
|A‖|2 + |A⊥|2

Σ|Aλ|2
=

|A+1|2 + |A−1|2
Σ|Aλ|2

= (1 − fL),

α3J =
|A‖|2 − |A⊥|2

Σ|Aλ|2
= 2 · <e(A+1A

∗
−1)

Σ|Aλ|2
= (1 − fL − 2 · f⊥),

α4J =
=m(A⊥A

∗
‖)

Σ|Aλ|2
=

=m(A+1A
∗
−1)

Σ|Aλ|2
=
√
f⊥ · (1 − fL − f⊥) · sin(φ⊥ − φ‖),
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α5J =
<e(A‖A

∗
0)

Σ|Aλ|2
=

<e(A+1A
∗
0 + A−1A

∗
0)√

2 · Σ|Aλ|2
=
√
fL · (1 − fL − f⊥) · cos(φ‖),

α6J =
=m(A⊥A

∗
0)

Σ|Aλ|2
=

=m(A+1A
∗
0 − A−1A

∗
0)√

2 · Σ|Aλ|2
=
√
f⊥ · fL · sin(φ⊥).

From Eq. (3.1) the angular distribution of the vector-vector decay B → ϕK∗(892)

(J = 1) is

8π

9Γ

d3Γ

dH1dH2dΦ
= P4body

JP =1−
(H1,H2,Φ) = α1J ×H2

1 H2
2 (3.3)

+α2J × (1 −H2
1) (1 −H2

2)

+α3J × (1 −H2
1) (1 −H2

2) cos 2Φ

+α4J × (1 −H2
1) (1 −H2

2) sin 2Φ

+α5J ×
√

1 −H2
1 H1

√
1 −H2

2 H2 cos Φ

+α6J ×
√

1 −H2
1 H1

√
1 −H2

2 H2 sin Φ.

The angular distribution of the vector-tensor B decays B → ϕK∗
2(1430) (J = 3) is

32π

15Γ

d3Γ

dH1dH2dΦ
== P4body

JP =2+(H1,H2,Φ) = α1J × (3H2
1 − 1)2 H2

2 (3.4)

+α2J × 12H2
1(1 −H2

1) (1 −H2
2)

+α3J × 12H2
1(1 −H2

1) (1 −H2
2) cos 2Φ

+α4J × 12H2
1(1 −H2

1) (1 −H2
2) sin 2Φ

+α5J × (2
√

3) (3H2
1 − 1)

√
1 −H2

1 H1

√
1 −H2

2 H2 cos Φ
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+α6J × (2
√

3) (3H2
1 − 1)

√
1 −H2

1 H1

√
1 −H2

2 H2 sin Φ.

Due to the relatively low statistics, the angular distributions of decaysB → ϕK∗
3(1780)

(J = 3) and B → ϕK∗
4 (2045) (J = 4) are simplified by integrating out the Φ angle. It

leads to a partial angular distribution for decay B → ϕK∗
3 (1780) as

16

21Γ

d2Γ

dH1dH2

= P4body
JP =3−

(H1,H2) = α1J × (5H3
1 − 3H1)

2 H2
2 (3.5)

+α2J × 3

2
(5H2

1 − 1)2(1 −H2
1) (1 −H2

2).

The partial angular distributions for decay B → ϕK∗
4(2045) is given as:

256

27Γ

d2Γ

dH1dH2

= P4body
JP =4+(H1,H2) = α1J × (35H4

1 − 30H2
1 + 3)2 H2

2 (3.6)

+α2J × 40H2
1(3 − 7H2

1)
2(1 −H2

1) (1 −H2
2).

3.1.2 Angular Formalism of Decays B → ϕK
(∗)
J (Kππ)

Consider a general two-body B-decay to spin J1 X1 and spin J2 X2. Particle X1 and

X2 decay to three and two pseudoscalars through parity-conserving strong interactions,

respectively. Following the three-body decay formalism [65], the differential decay width

of B → X1X2 can be written as

1

Γ

d3Γ

dcos θ1dcos θ2dΦ
∝ 1∑

|Aλ|2
∑

m

|Rm|2
∣∣∣∣∣
∑

λ

Aλd
J1

λ,m(θ1)Y
−λ
J2

(π − θ2,−Φ)

∣∣∣∣∣

2

, (3.7)

where the normalization factor is omitted for simplicity (in general it would include a com-

bination of the |Rm|2 parameters). The index m runs from −J2 to +J2 and λ runs from −j

and +j (with j again being the smaller of J1 and J2).
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Compared to the four body B-decays described in the previous section, one additional

phenomenological amplitude Rm is required to describe the three-body decay X1. It de-

pends on the X1 spin eigenvalue m but not on λ. The interferences between different Rm

amplitudes vanish as the decay width is integrated over the rotation angle around the nor-

mal to the decay plane. There are 2J1 + 1 real parameters |Rm|2. Additional symmetry

considerations could put constraints on |Rm|2 values, as discussed below and in Ref. [65].

It is found that for even (odd)parity of X1 only odd (even) values of m contribute,

that is P1 = (−1)m+1 [65]. This results in only m = 0 contributing to the decays with

JP1

1 = 1−, such as B → ϕK∗(1410). Thus, the Eq. (3.7) reduces to Eq. (3.1) due to the

simple relationship of the dJ
λ,m functions with m = 0 and the spherical harmonics Y λ

J . In a

general case of JP1

1 6= 1− quantum numbers, more than one |Rm|2 parameters contributes,

such as B decays to ϕ and K1(1270) (1+), K1(1400) (1+), K∗
2(1430) (2+), K2(1770)+

and K2(1820) (2−). In these cases similar three complex amplitudes AJλ are needed as in

the four body final states decays. But three new real terms αi may appear in the angular

distribution in addition to those shown in Eq. (3.2),

α7J =
<e(A⊥A

∗
‖)

Σ|Aλ|2
=

|A+1|2 − |A−1|2
2 · Σ|Aλ|2

=
√
f⊥ · (1 − fL − f⊥) · cos(φ⊥ − φ‖)

α8J =
=m(A‖A

∗
0)

Σ|Aλ|2
=

=m(A+1A
∗
0 + A−1A

∗
0)√

2 · Σ|Aλ|2
=
√
fL · (1 − fL − f⊥) · sin(φ‖)

α9J =
<e(A⊥A

∗
0)

Σ|Aλ|2
=

<e(A+1A
∗
0 − A−1A

∗
0)√

2 · Σ|Aλ|2
=
√
f⊥ · fL · cos(φ⊥). (3.8)
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To simplify the formalism, one can redefine some of the parameters

rm ≡ |Rm|2 − |R−m|2
|Rm|2 + |R−m|2

, (3.9)

r02 ≡
|R0|2

|R2|2 + |R−2|2
. (3.10)

From Eq. (3.7) the angular distribution of decay B → ϕK∗
2 (1430)(Kππ) is written as

64π

45Γ

d3Γ

dcos θ1dcos θ2dΦ
= P5body

JP =2+(H1,H2,Φ) = α1J × 4H2
1(1 −H2

1)H2
2 (3.11)

+α2J × 1

3
(4H4

1 − 3H2
1 + 1) (1 −H2

2)

−α3J × 1

3
(−4H4

1 + 5H2
1 − 1) (1 −H2

2) cos 2Φ

+α4J × 2

3
(−4H4

1 + 5H2
1 − 1) (1 −H2

2) sin 2Φ

−α5J × 8√
6
H1

√
1 −H2

1(2H2
1 − 1)H2

√
1 −H2

2 cos Φ

+α6J × 8√
6
H1

√
1 −H2

1(2H2
1 − 1)H2

√
1 −H2

2 sin Φ

+α7J × r1
4

3
H1(2H2

1 − 1) (1 −H2
2)

+α8J × r1
8√
6
H2

1

√
1 −H2

1 H2

√
1 −H2

2 sin Φ

−α9J × r1
8√
6
H2

1

√
1 −H2

1 H2

√
1 −H2

2 cos Φ.

For the vector–axial-vector decays B → ϕK1(Kππ), the angular distribution is

16π

9Γ

d3Γ

dcos θ1dcos θ2dΦ
= P5body

JP =1+(H1,H2,Φ) = α1J × (1 −H2
1)H2

2 (3.12)

+α2J × 1

4
(1 + H2

1) (1 −H2
2)
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−α3J × 1

4
(1 −H2

1) (1 −H2
2) cos 2Φ

+α4J × 1

2
(1 −H2

1) (1 −H2
2) sin 2Φ

−α5J ×
√

2H1

√
1 −H2

1 H2

√
1 −H2

2 cos Φ

+α6J ×
√

2H1

√
1 −H2

1 H2

√
1 −H2

2 sin Φ

+α7J × r1H1 (1 −H2
2)

+α8J × r1
√

2H1

√
1 −H2

1 H2

√
1 −H2

2 sin Φ

−α9J × r1
√

2H1

√
1 −H2

1 H2

√
1 −H2

2 cos Φ.

For the vector-tensor decays B → ϕK2(Kππ), the angular distribution is

64π(1 + r02)

45Γ

d3Γ

dcos θ1dcos θ2dΦ
= P5body

JP =2−
(H1,H2,Φ) (3.13)

= α1J × [(1 −H2
1)

2 + r02
2

3
(3H2

1 − 1)2]H2
2

+α2J × [
1

3
(1 −H4

1) + r02 2H2
1(1 −H2

1)] (1 −H2
2)

−α3J × [
1

3
(1 −H2

1)
2 − r02 2H2

1(1 −H2
1)] (1 −H2

2) cos 2Φ

+α3J × [
2

3
(1 −H2

1)
2 − r02 4H2

1(1 −H2
1)] (1 −H2

2) sin 2Φ

−α5J × [
4√
6
H1(1 −H2

1)
3

2 − r02
8√
6
H1

√
1 −H2

1(3H2
1 − 1)]H2

√
1 −H2

2 cos Φ

+α6J × [
4√
6
H1(1 −H2

1)
3

2 − r02
8√
6
H1

√
1 −H2

1(3H2
1 − 1)]H2

√
1 −H2

2 sin Φ

+α7J × r1
4

3
H1(2H2

1 − 1) (1 −H2
2)

+α8J × r1
8√
6
H2

1

√
1 −H2

1 H2

√
1 −H2

2 sin Φ
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−α9J × r1
8√
6
H2

1

√
1 −H2

1 H2

√
1 −H2

2 cos Φ.

The rm terms in Eqs. (3.11–3.13) would vanish if there was a symmetry with respect

to the inversion of the normal to the K (∗)
J decay plane, that is between the m and −m

terms. As was pointed out in Ref. [65], examples of such cases are two identical pseu-

doscalar particles or pions in an isotropic spin eigenstate, such as a sequential decay like

K1 → ρK → ππK. However, in the more general case −J < rm < J , Rm depends

on the three-body decay dynamics. The r02 term in Eq. (3.13) is also a priori unknown,

the understanding of which also depends on the dynamics of a specific three-body decay

K
(∗)
J → Kππ.

3.2 Invariant Mass Distributions

The differential decay widths given in Eq. (3.1) and (3.7) are parameterized as func-

tions of helicity angles. However, they also depend on the invariant mass mKπ(π) of the

Kπ(π) resonance. Without considering interference between different modes, this mass

dependence decouples from the angular dependence. Nonetheless, this dependence is im-

portant to separate differentKπ(π) states. The interference effects are discussed in Sec. 3.3.
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3.2.1 Kπ Invariant Mass Distributions

A relativistic spin-J Breit-Wigner (B-W) complex amplitudeRJ can be used to param-

eterize a spin-J resonance mass [56] of nominal mass m0 and width Γ

RJ(m) =
mJΓJ(m)

(m2
J −m2) − imJΓJ(m)

= sin δJe
iδJ , (3.14)

where

cot δJ =
m2

J −m2

mJΓJ(m)
. (3.15)

For the K∗
J → Kπ with J = 0, 1, 2, 3, 4, the Kπ mass distributions are given by

Γ0(m) = Γ
m0

m

[
q

q0

]
, (3.16)

Γ1(m) = Γ
m0

m

1 + r2q2
0

1 + r2q2

[
q

q0

]3

, (3.17)

Γ2(m) = Γ
m0

m

9 + 3r2q2
0 + r4q4

0

3 + 3r2q2 + r4q4

[
q

q0

]5

(3.18)

Γ3(m) = Γ0
m0

m

−45 + 243r2q2
0 − 30r4q4

0 + r6q6
0

−45 + 243r2q2 − 30r4q4 + r6q6

[
q

q0

]7

, (3.19)

Γ4(m) = Γ0
m0

m

(r4q4
0 − 45r2q2

0 + 105)2 + 25r2q2
0(2r

2q2
0 − 21)2

(r4q4 − 45r2q2 + 105)2 + 25r2q2(2r2q2 − 21)2

[
q

q0

]9

. (3.20)

The ‘q’ is the momentum of a daughter particle in the resonance system after its two-body

decay (q0 is evaluated at m0), and the r is the interaction radius. For the mKK distribution

of ϕ resonance, the same parametrization with Γ1(mKK) is used. The invariant amplitude

MJ(m) is proportional to RJ(m):

MJ(m) ∝ m

q
RJ(m) (3.21)
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The parameterization of the scalar (Kπ)∗00 mass distribution requires more attention.

Studies of Kπ scattering were performed by the LASS experiment [68, 69]. It was found

that the scattering is elastic up to about 1.5 GeV and can be parameterized with the ampli-

tude:

R0(m) = sin δ0e
iδ0 , (3.22)

where

δ0 = ∆R + ∆B. (3.23)

∆R represents a resonant K∗
0 (1430) contribution and ∆B represents a non-resonant con-

tribution. The mass dependence of ∆B is described by means of an effective range param-

eterization of the usual type

cot ∆B =
1

aq
+

1

2
rq, (3.24)

where a is the scattering length and r is the effective range. The mass dependence of ∆R

is described by means of a Breit-Wigner parameterization of the form

cot ∆R =
m2

0 −m2

m0Γ0(m)
, (3.25)

where m0 is the resonance mass, and Γ0(m) is defined as

Γ0(m) = Γ0
m0

m

(
q

q0

)
. (3.26)

The invariant amplitude M0(m) can be expressed as,

M0(m) ∝ m

q cot∆B − iq
+ e2i∆B Γ0m

2
0/q0

(m2
0 −m2) − im0Γ0(m)

. (3.27)
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The resulting (Kπ)∗00 invariant mass distribution is shown in Fig. 3.2.1, along with the phase

and distributions for the other resonances. Measurements of the LASS experiment are used
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Figure 3.2: Intensity |MJ(mKπ)|2 (a) and phase arg(MJ(mKπ)) (b) of the invariant ampli-
tudes for J = 0 (solid), J = 1 (dashed), and J = 2 (long-dashed) Kπ contributions as a
function of the invariant Kπ mass mKπ. The taller two arrows indicate the lowmKπ region,
while the shorter two arrows indicate the high mKπ region. The relative intensity of the
amplitudes is taken from the results described in Table 4.1, while the absolute intensity is
shown in arbitrary units.

for the parameters of the J = 0 contribution and for the interaction radius [68–70]. The

values of m0, Γ0, a, and b used in this analysis are listed in Table 3.1. They are different

from those quoted in Ref. [68, 69] due to better handling of the fit to the LASS data [70].

The two sets of values are consistent within errors and lead to similar results.

In order to properly account for the three-body kinematics in the analysis of decays

B → ϕKπ, the amplitude squared |MJ(m)|2 is multiplied by the phase-space factor:

FDalitz(mKπ) = 2 ×mKπ ×
[
m2

max(mKπ) −m2
min(mKπ)

]
, (3.28)

where m2
max and m2

min are the maximum and minimum values of the Dalitz plot range
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Table 3.1: Parameters in themKπ distribution for (Kπ)∗0 from the LASS experiment [68,69].

parameter notation value

resonance mass m0 1435 ± 5 ± 5

resonance width Γ0 279 ± 6 ± 21

scattering length a 1.95 ± 0.09 ± 0.06

effective range r 1.76 ± 0.36 ± 0.67

of m2
ϕK at any given value of mKπ (see kinematics section of Ref. [56]) with a uniform

population on the Dalitz plot overm2
ϕK . The 2×mKπ factor comes from the d(m2

Kπ) trans-

formation. Due to slow dependence of the factor in Eq. (3.28) on mKπ in any small range

of mKπ, the difference of this approach from the quasi-two-body approximation (without

the Dalitz plot phase-space factor) is small.

3.2.2 Kππ Invariant Mass Distributions

The three-body decays K (∗)
J → Kππ of K(∗)

J usually proceed through two-body se-

quential decays. The Breit-Wigner model described in the previous subsection is only an

approximation to describe the Kππ invariant mass amplitude. Since most of the three body

decays of K(∗)
J have contributions from the subchannel K∗(892)π (except for the K2), the

Kππ invariant mass amplitudes are parameterized with the spin-J K∗(892)π Breit-Wigner

shapes defined in Eqs. (3.14). The K1(1400) and K∗(1410) decay dominantly through the
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K∗(892)π subchannel, while the K1(1270) also decays through two other subchannels Kρ

and K∗
0 (1430). The decays of K2(1820) and K2(1770) are not known. The only input is

that the K2(1770) decays dominantly through K∗
2(1430)π. However, no additional Breit-

Wigner models are implemented for these three types sequential decays. Instead, the Geant

Based [71] Monte Carlo simulation data is used to tune on the interaction radius r to match

the tail of the shape in those two cases.

In the K∗(892)π mass B-W parameterization, J reflects the orbital angular momentum

of K∗ around π in the K(∗)
J → K∗(892)π decay. Unlike the two-body decays K∗

J → Kπ,

J is not fixed in the three-body decays K (∗)
J → Kππ, or necessarily equal to the spin of

the K∗
J . Rather, the values of J are constrained by the parity conservation in the decays

K∗
J → Kππ. From partial wave analysis, one can obtain J = 1 for the decay K∗(1410) →

K∗(892)π, and J = 2 for the decays K∗
2 (1430) → K∗(892)π and K2 → K2(1430)∗π. For

the axial-vector decays K1 → K∗(892)π, J = 0, 2 with the S-wave expected to dominate.

3.3 Interference Effects

The differential decay widths of B → ϕK
(∗)
J described by Eqs. (3.1) and (3.7) in-

volve interference terms between different K (∗)
J resonances. These interference terms have

unique angular and mass dependences which cannot be factorized in the full distribution.

They play important roles in the angular measurements. The effects to the branching frac-

tion measurements have a strong dependence on the relative size of the two interfering
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amplitudes. Maximum interference effects are observed for the two decays with equal

branching fractions.

In the lower Kπ mass range (1.13 < mKπ < 1.53 GeV) or (1.10 < mKπ < 1.60 GeV)

of decays B → ϕK∗
J , the overlap between the S−wave (Kπ)∗0 and D−wave K∗

2 (1430)

contributions is large, while the overlap between the P−wave K∗(892) and D−wave

K∗
2 (1430) contributions is negligible, as shown in Fig. 3.2.1. From the previous results

in [15], the yields of decays B → ϕK∗
2(1430) and B → ϕ(Kπ)∗0 are expected to be

close, which leads to a non-negligible interference effect in both the angular and branching

fraction measurements.

Non-trivial interference effects are also present between the ϕK∗(1680)0, ϕK∗
3 (1780)0

and ϕK∗
4(2045)0 in the higher Kπ mass range (1.60 < mKπ < 2.10 GeV) of decays

B0 → ϕK∗0
J , and between ϕK1(1270) and ϕK1(1400), ϕK2(1770) and ϕK2(1820) in the

decaysB+ → ϕK+π+π−. However, there is no prediction of the branching fraction of any

of these modes, these interference effects are temporarily ignored. If enough signal events

are observed, the fit would be remodeled to include the interference terms. Otherwise, the

interference effects will be accounted in the systematic uncertainties.

The interference between decays B → ϕK∗
2 (1430) and ϕ(Kπ)∗0 is discussed as the

following. However the formalism can be easily adapted to describe the interference be-

tween any two K(∗)
J resonances. The mass and angular amplitude for spin state J = 0, 2
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are parametrized as

A0(mKπ, θ1, θ2,Φ) = Y 0
0 (H1,Φ)Y 0

1 (−H2, 0)M0(mKπ)A00 (3.29)

A2(mKπ, θ1, θ2,Φ) =
∑

λ=0,±1

Y λ
2 (H1,Φ)Y −λ

1 (−H2, 0)M2(mKπ)A2λ. (3.30)

The interference term appears as 2<e(A0(mKπ, θ1, θ2,Φ)A∗
2(mKπ, θ1, θ2,Φ)). The result-

ing two interference terms, properly normalized, are defined as

2<e(AJA
∗
0)√

Σ|AJλ|2|A00|
=

3∑

i=1

βiJ(mKπ) fiJ(H1, H2, Φ) . (3.31)

For J = 2, the angular dependent terms fiJ are defined as

f1J = (3H2
1 − 1)H2

2 (3.32)

f2J =
√

6
√

1 −H2
1 H1

√
1 −H2

2 H2 cos Φ (3.33)

f3J = −
√

6
√

1 −H2
1 H1

√
1 −H2

2 H2 sin Φ (3.34)

Only the f10J term Eq. (3.32) remains if the Φ angle is integrated out. The mass dependent

terms βiJ(mKπ) are defined for i = 1, 2, 3 as:

β1J(mKπ) =
√
fLJ <e(MJ(mKπ)M

∗
0 (mKπ)e−iδ0J ) (3.35)

β2J(mKπ) =
√

1 − fLJf⊥J <e(MJ(mKπ)M∗
0 (mKπ)eiφ‖Je−iδ0J ) (3.36)

β3J(mKπ) =
√
f⊥J =m(MJ(mKπ)M

∗
0 (mKπ)eiφ⊥Je−iδ0J ). (3.37)

The Kπ invariant mass distributions M0(mKπ) and M2(mKπ) are described by the LASS

shape parameterization Eq. (3.27) and relativistic Breit-Wigner function Eq. (3.18) respec-

tively. The δ0J is defined as the relative phase between the S−wave and D−wave Kπ
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invariant mass amplitudes. The main difference now is that the interference terms βi have

a different dependence on mass to the αi in Eq. (3.2). This dependence now includes the

phase of the resonance amplitude as a function of mass and becomes crucial in resolving

the phase ambiguities.

From Eq. (3.2), for any given set of values (φ‖J , φ⊥J ,∆φ‖J ,∆φ⊥J) a simple transfor-

mation of phases, for example (2π − φ‖J , π − φ⊥J ,−∆φ‖J ,−∆φ⊥J), gives rise to an-

other set of values that satisfy the decay rates Eqs. (3.1) and (3.7) in an identical manner.

This results in a four-fold ambiguity (two-fold for each of B0 and B0 decays). At any

given value of mKπ the distributions, including the interference terms in Eqs. (3.36) and

(3.37), are still invariant under the above transformations if one flips the sign of the phase,

arg(MJ(mKπ)M
∗
0 (mKπ)e

−iδ±
0J ). At a given value of mKπ this phase has to be determined

from the data that leads to the ambiguity as well. However, the mass dependence of this

phase is unique, given that the parameters δ±0J are constant. Therefore, the two ambiguous

solutions for each B0 and B0 decay can be fully resolved from the mKπ dependence of the

angular distributions in Eq. (3.31).

This technique of resolving the two ambiguous solutions in B → V V decays has been

introduced in the analysis of B0 → J/ψK∗0 decays [?]. It is based on Wigner’s causality

principle [76], where the phase of a resonant amplitude increases with increasing invariant

mass, see Eq. (3.14). As a result, both the P -wave and D-wave resonance phase shifts

increase rapidly in the vicinity of the resonance, while the corresponding S-wave increases
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only gradually, as seen in Fig. 3.2.1.

3.4 Event Reconstruction

3.4.1 Data and Monte Carlo Samples

The analyses on decays B0 → ϕK∗0
J (K+π−) in the lowerKπ mass range (1.13−1.53)

GeV and decaysB+ → ϕK
(∗)+
J are based on the complete data sample of about 465 million

BB pairs recorded at BABAR , corresponding to an integrated luminosity of 426 fb−1. The

analysis on decays B0 → ϕK∗0
J (K+π−) in the higher Kπ mass range (1.60 − 2.10) GeV

is based on the data taken during 1999-2006 of 384 million BB pairs and an integrated

luminosity of 347 fb−1, shown in Fig. 2.2.

The raw data recorded by the detector is processed by dedicated reconstruction farms,

with the output written to an event-store database. Inside the database the reconstructed

events are grouped into collections, which are the basic units for BABAR users to perform

analysis. The most general one is the collection called AllEvents, which contains all

events passing a loose physics selection. The events of interests are further refined on the

analysis level by creating exclusive skims, being the subsets of the AllEvents collection.

For the analyses on decays B → ϕKπ, our selection is based on skims BFourHHHH,

BFourHHHK and BFourHHHP (see Table 3.2) which retain all B-decay candidates with

four tracks (K± or π±), neutral particles K0
S and neutral particles π0. For the analysis
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B → ϕKππ, skim InclPhi, which selects all B-decay candidates with a high-momentum

ϕ meson is used. The BFourHHHX skim covers the complete Kπ mass spectrum allowed

in the B → ϕKπ phase space, while the ϕ momentum requirement in InclPhi skim limits

the Kππ mass spectrum in the phase space. But this limit does not affect the analysis

described here.

Table 3.2: List of topologies and skims used in analysis on B → ϕK
(∗)
J .

topology final state skim

B → h+h−h+h− B0 → ϕK∗0(K+π−) BFourHHHH

B → h+h−h±K0
S B+ → ϕK∗+(K0π+) BFourHHHK

B → h+h−h±π0 B+ → ϕK∗+(K+π0) BFourHHHP

B → ϕX B+ → ϕK
(∗)+
J (K+π+π−) InclPhi

In addition to the data recorded from the detector, a large number of Monte Carlo (MC)

events are generated to simulate detector data, for the purpose of both detector study and

the physics measurements. The event generators are used to simulate various physics pro-

cesses, such as EvtGen+Jetset for the BB physics and the usdc continuum events.

The simulation of the trajectories of the final state particles in the detector is based on

Geant4 [71], while the detector response is simulated with digitization. Table 3.3 summa-

rizes the important MC samples used in the analyses described here.
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Table 3.3: Summary of MC samples. The polarization fL is quoted when relevant. The
longitudinal and transverse modes are grouped together.

Decay channel Mode number Generated Events (k) fL

B+B− generic 1235 641198 –

B0B0 generic 1237 652510 –

Weighted B0 → DX and D∗X 2222 70122 –

B0 → ϕK∗(892)0, ln (tr) 2296 (2297) 292 (292) 1.0 (0.0)

B0 → ϕK∗
2 (1430)0, ln (tr) 6840 (6931) 619 (619) 1.0 (0.0)

B0 → ϕK∗
2 (1430)0, angle3 6932 619 0.741

B0 → ϕK∗
2 (1430)0, angle4 6964 619 0.5

B0 → ϕK∗
0(1430)0 6924 619 –

B0 → ϕK∗(1680)0, ln (tr) 7239 (7240) 704 (704) 1.0 (0.0)

B0 → ϕK∗
3 (1780)0, ln (tr) 7241 (7242) 704 (704) 1.0 (0.0)

B0 → ϕK∗
4 (2045)0, ln (tr) 7243 (7244) 704 (704) 1.0 (0.0)

B+ → ϕK∗(1410)+, ln (tr) 7249 (7250) 778 (778) 1.0 (0.0)

B+ → ϕK∗
2 (1430)+, ln (tr) 7251 (7252) 778 (778) 1.0 (0.0)

B+ → ϕK1(1270)+, ln (tr) 7816 (7817) 778 (778) 1.0 (0.0)

B+ → ϕK1(1400)+, ln (tr) 7960 (7961) 778 (778) 1.0 (0.0)

B+ → ϕK2(1770)+, ln (tr) 8254 (8255) 827 (827) 1.0 (0.0)

B+ → ϕK2(1820)+, ln (tr) 8256 (8257) 827 (827) 1.0 (0.0)
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3.4.2 Kinematic Selections

In the reconstruction the charged tracks (except those from K0
S → π+π−) are produced

by the CompositionTools (Table 3.4). The electrons are vetoed by demanding that the

charged tracks have DIRC, EMC, and IFR signatures inconsistent with electrons. Further

pion and Kaon PID requirements are based on a likelihood selection developed from dE/dx

and Cherenkov angle information from the tracking detectors and DIRC, respectively. The

typical efficiency of PID requirements is >95% for charged tracks in our final states. The

K0
S and π0 selections, discussed in Sec. 2.4.2, yield purity 92% (88%) and 90% (68%),

respectively, in the signal sample (combinatorial background) based on MC studies.

The B meson candidatesare identified kinematically using two nearly independent vari-

ables, the energy-substituted mass and energy constraint:

mES = [(s/2 + pi · pB)2/E2
i − p

2
B]1/2 , (3.38)

∆E = (EiEB − pi · pB − s/2)/
√
s , (3.39)

where (Ei,pi) is the initial state four-momentum, obtained from the beam momenta, and

(EB,pB) is the four-momentum of the reconstructed B candidate. For signal events mES

peaks at the B mass and ∆E near zero. The typical mES resolution is 2.6 MeV and is dom-

inated by the beam energy uncertainties. The ∆E resolution is dominated by the energy

and momentum measurements of the decay products. It is typically 34 and 20 MeV for the

subchannels with and without a π0, respectively. The requirement of mES > 5.25 GeV and

|∆E| < 0.1 GeV is applied to retain sidebands for later fitting of parameters to describe
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Table 3.4: List of tracks produced by CompositionTools and used in the reconstruction
code. The d and z represent the closest distance of the track from the nominal beam spot
in the x− y plane and z direction respectively.

particle particle list Requirement

h± from K
(∗)
J GoodTracksVeryLoose(GVL)

p < 10 GeV/c

d < 1.5 cm

z < 10 cm

K± from ϕ GoodTracksLoose(GL)

all GVL requirements

pT > 100 MeV/c

> 12 DCH hits

rest of event
GoodTracksVeryLoose

CalorNeutral Any neutral cluster in the EMC
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the backgrounds. For decays B+ → ϕK
(∗+)
J → (K+K−)(K+π+π−), tighter requirement

|∆E| ≤ 0.08 GeV is applied to optimize the signal to background ratio.

The dominant light quark-antiquark (qq̄) background is rejected by the cut | cos θT | <

0.8, where θT is the angle between the B-candidate thrust axis and that of the rest of the

event, calculated in the c.m. frame. The distribution of | cos θT | is sharply peaked near 1

for combinations drawn from the jet-like qq pairs and is nearly uniform for the isotropic

B-meson decays. The angle θT is the most powerful of the event shape variables. Further

use of the event topology is made via the construction of a Fisher discriminant F , which is

subsequently used as a discriminating variable in the likelihood fit.

Our Fisher discriminant is an optimized linear combination of the remaining event

shape information excluding cos θT . The variables entering the Fisher discriminant are

the angles with respect to the beam axis of the B momentum and B thrust axis and the

zeroth and second angular moments L0,2 of the energy flow about the B thrust axis, all

calculated in the Υ (4S) center-of-mass frame. The moments are defined by

Lj =
∑

i

pi × |cos θi|j , (3.40)

where θi is the angle with respect to the B thrust axis of track or neutral cluster i, pi is its

momentum, and the sum excludes the B candidate. The coefficients used to combine these

variables are chosen to maximize the separation (difference of means divided by quadrature

sum of errors) between the signal and continuum background distributions of Lj , and are

determined from studies of signal MC and off-peak data. The optimization of F has been

75



CHAPTER 3. ANALYSIS STRATEGY

studied for a variety of signal modes, and find that the optimal sets of coefficients are nearly

identical for all. Because the information contained in F is correlated with | cos θT |, the

separation between signal and background is dependent on the | cos θT | requirement made

prior to the formation of F . The events with badly formed Fisher discriminant in the tails

of the distributions are rejected by the cut |F| ≤ 2, as shown in Fig. 3.16.

The ϕ and K
(∗)
J candidates are selected with requirements on their invariant masses

loose enough to retain sidebands for later fitting. The K+K− invariant mass selection

follows 0.990 ≤ m2 ≡ mK+K− ≤ 1.050 (GeV). TheKπ andKππ invariant mass selections

are the following:

• B0 → ϕK∗0
J → (K+K−)(K+π−): 1.13 ≤ m1 ≡ mKπ ≤ 1.53 (GeV), or 1.60 ≤

m1 ≡ mKπ ≤ 2.15 (GeV);

• B+ → ϕK∗+
J → (K+K−)(K0

Sπ
+): 1.10 ≤ mKπ ≤ 1.60 GeV;

• B+ → ϕK∗+
J → (K+K−)(K+π0): 1.10 ≤ mKπ ≤ 1.60 GeV, cos θ1 ≡ H1 ≤ 0.6;

• B+ → ϕK∗+
J → (K+K−)(K+π+π−): 1.10 ≤ mKππ ≤ 2.15 GeV.

The signal candidates that have decay products with invariant mass within 12 MeV of

the nominal mass values forD+
s orD+ → ϕπ+ are removed. This kinematic cut introduces

acceptance effects in the H1 distribution, see more detail in Ref. [15], and is accounted for

in the maximum likelihood fit parameterization.
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The B candidate vertex is fitted and requirement of χ2
vertex < 50 is applied. Occasion-

ally, more than one candidate are reconstructed for an event. It happens in (5% − 9%) of

ϕK+π−, 8% of ϕK0
Sπ

+, 3% of ϕK+π0 and 15% of ϕK+π+π− events. Only one candidate

is selected per event based on the lowest value of the χ2 of the charged-track vertex fit in

decays B0 → ϕK+π− and B+ → ϕK+π+π−, or the χ2 of invariant mass consistency of

the K0
S or π0 for decays B+ → ϕK0

Sπ
+/K+π0.

3.5 Background Estimation

The events passing the selections described in the previous section contain the potential

signal modes described in Table 3.5. The dominant background is from the e+e− → qq̄

decays. The background from the B-meson decays, namely B−background, is generally

found small due to selection on the narrow ϕ resonance, particle identification on three

kaons and good momentum resolution (in particular for ∆E). Some level of random B

background is inevitable and can be treated as combinatorial background.

The nonresonant contribution is taken into account naturally in the fit with bothKK and

Kπ(π) contributions allowed to vary. The KKK (∗)
J contribution is modeled as f0(Kπ)∗00

or f0K
∗(1680)0 in the lower or higher mass ranges of B0-decays, and f0K1(1400)+ in

the B+-decays. The ϕKπ(π) contribution is a part of the S-wave Kπ in the ϕK0
Sπ

+ and

ϕK+π0 final states, while ϕK∗0π+ decay is assumed for the B+ → ϕK+π+π− mode.

To estimate the effect of the B−meson decays which could mimic signal, a full
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GEANT4-based MC simulation of the Υ (4S) → BB events with a size three times of

that from data is studied. The categories of events which may have ∆E and mES distri-

butions similar to signal are fitted. The signal yields are found to be consistent with 0.

These events are later embedded into the data sample, with the observed variations to the

fit results are accounted for as systematic errors.

The selected signal B → ϕK
(∗)
J events contain a small fraction of incorrectly recon-

structed candidates. Misreconstruction occurs when at least one candidate track belongs

to the decay products of the other B from the Υ (4S) decay, which happens in about 5%

of the cases in the decays B → ϕK+π− and B → ϕK+π0, about (7 - 12)% in decays

B → φK0
Sπ

+, and about (11 - 22)% in five-body decays B → ϕK+π+π−. The distribu-

tions that show peaks for correctly reconstructed events have substantial tails, with large

uncertainties in MC simulation, when misreconstructed events are included. These tails

and incorrect angular dependence would reduce the power of the distributions to discrimi-

nate between the background and the collection of correctly and incorrectly reconstructed

events. Therefore, only the correctly reconstructed candidates is represented in the signal

PDF and both the correctly reconstructed and misreconstructed MC events are included to

calculate the reconstruction efficiency.
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3.6 Extended Maximum Likelihood Fit

The events passing the selection criteria described in Sec. 3.4 are grouped into five final

states, shown in Table 3.5. For each selected event, nine (eight) primary observables ~xi=

{ mES, ∆E, F , mKππ, mKK , H1, H2, (Φ), Q} are constructed as used as the input to

the unbinned, extended maximum-likelihood (ML) fits [14] to extract the measurements

in Table 1.5. Due to the relatively low statistics, the angular analyses in all decay modes

are simplified except for B0 → ϕK+π− in the range (1.13 < mKπ < 1.53 GeV). The

simplified angular analysis is also called partial angular analysis, since the observable Φ is

excluded as being integrated it out from the angular distributions in Eqs. (3.1) and (3.7).

3.6.1 Likelihood Functions

The extended likelihood function for a sample of Ncand candidates can be written as:

Lm = exp

(
−
∑

j

nj

)
Ncand∏

i

(
∑

j,k

nk
j Pk

j (~xi; µ
k, ~ζ, ~ξ).

)
(3.41)

The index m = 1 − 5 represents five final states, listed in Table 3.5; the index j for the

event types used in our data model for each final state, the signal decays B → ϕK
(∗)
J ,

B-Backgrounds, and the dominant qq̄ combinatorial background, listed in Table 3.5; and

the superscript k corresponds to the value of the flavor sign Q = ±1, which allows for a

CP -violating difference between the B0 and B0 decay amplitudes (A and A). The nk
j is the

event yield for a given event type j and flavor k, and the Pk
j (~xi; µk, ~ζ; ~ξ) is the probability
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density function (PDF) to be discussed in the next subsection.

The polarization parameters ~ζ are only relevant for the signal PDF. In the full angular

analysis, ~ζ ≡ {fLJ , f⊥J , φ‖J , φ⊥J , δ0J , A0
CPJ , A⊥

CPJ , ∆φ‖J , ∆φ⊥J , ∆δ0J}, while in the

partial angular analysis ~ζ ≡ {fLJ , δ0J , A0
CPJ , ∆δ0J}. The remaining PDF parameters ~ξ, in

all five final states are left free to vary in the fit for the combinatorial background and are

fixed to the values extracted from MC simulation and calibration B → Dπ decays for the

other event types.

Due to the non-negligible interference effects, the B → ϕK∗
2(1430) and B → ϕ(Kπ)∗0

modes are combined using the fraction µk. The yield and asymmetry, nsig and ACP , of

the B0 → ϕK∗
2(1430) and those B0 → ϕ(K+π−)∗00 modes are parameterized by applying

the fraction µk of the ϕ(Kπ)J yield to nk
1 . Hence, nsig = n+

1 × µ+ + n−
1 × µ−, ACP =

(n+
1 ×µ+−n−

1 ×µ−)/nsig, and the ϕ(K±π∓)∗00 yield is n+
1 ×(1−µ+)+n−

1 ×(1−µ−). This

treatment is necessary to include interference between the two decay modes as discussed

below. The interferences between the other final states are ignored due to low statistics.

For decays in (K+K−K+π−) final states two ML fits based on likelihood functions

L1 and L2 are implemented for the lower (1.13 - 1.53 GeV) and higher (1.60 - 2.15 GeV)

Kπ invariant mass ranges. Since the K∗
2 (1430)+ meson contributes to three K0π+, K+π0,

and K+π+π− final states and (Kπ)∗+0 contributes to two Kπ final states, a joint fit is

implemented to the data of all three final states. The total likelihood is defined as L =

∏
i=3,4,5 Li. In the joint fit all signal parameters other than the signal yields in Table 1.5 are
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Table 3.5: The datasets passing the preliminary kinematic selections. Aside from the
B−decay event types listed here, there exists a common combinatorial background qq̄
in each final state. The ϕ(Kπ)0,2 is the sum of ϕK∗

2 (1430) and ϕ(Kπ)∗0 modes. †: The
ϕK2(1770)+ mode is also considered in place of ϕK2(1820)+.

Final State mKπ(π) Range Ncand Signal B-Background

1 K+K−K+π− (1.13 - 1.53) GeV 7050 ϕ(Kπ)0
0,2 f0(Kπ)∗00

2 K+K−K+π− (1.60 - 2.15) GeV 38808

ϕK∗(1680)0 f0K
∗(1680)0

ϕK∗
3(1780)0 ϕK+π−

ϕK∗
4(2045)0 f0D

0

ϕD0

3 K+K−K0
Sπ

+

(1.10 - 1.60) GeV
1943

ϕ(Kπ)+
0,2 f0K

∗(892)+

4 K+K−K+π0 2511

5 K+K−K+π+π− (1.10 - 2.10) GeV 4145

ϕK1(1270)+

ϕK1(1400)+

ϕK∗(1410)+ f0K1(1400)+

ϕK∗
2(1430)+ ϕK+π+π−

ϕK2(1820)+†
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constrained to be the same when they appear in multiple channels. Any isospin violation is

negligible and thus is ignored.

The corresponding ϕK∗
2 (1430)+ and ϕ(Kπ)+

0 yields nk
sigJ in different final states are

related by the relative efficiencies Eqs. (3.42-3.44), taking into account the isospin relation-

ship, daughter branching fractions, and reconstruction efficiency corrections.

r1 =
Esig2(K0

Sπ
+)

Esig2(K+π0)
=
nsig2(K

0
Sπ

+)

nsig2(K+π0)
(3.42)

r2 =
Esig0(K0

Sπ
+)

Esig0(K+π0)
=
nsig0(K

0
Sπ

+)

nsig0(K+π0)
(3.43)

r3 =
Esig2(K+π+π−)

Esig2(K+π0)
=
nsig2(K

+π+π−)

nsig2(K+π0)
(3.44)

In the joint fit only two parameters are floated. One is the combined yield nk
tot of the

ϕK∗
0,2(1430) modes in K0

Sπ
+ and K+π0 final states. And the other is the ϕK∗

2(1430) yield

fraction µk in the K0
Sπ

+ final state. The yields nk
sigJ in the final state K0

Sπ
+ can be written

as:

nk
sig2 =

ntot µk r1 r2
µk (r2 − r1) + r1(r2 + 1)

(3.45)

nk
sig0 =

ntot (1 − µk) r1 r2
µk (r2 − r1) + r1(r2 + 1)

(3.46)

In the joint fit implementation, the input parameters are defined as:

a1 = ntot , a2 =
n+
tot

n+
tot + n−

tot

, a3 = µ+ , a4 = µ−. (3.47)

With two additional constants c1 = r2 − r1 , c2 = r1(r2 +1), the yields nsigJ in K0
Sπ

+ final
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state and the overall CP asymmetries ACPJ can be written as:

nsig2 = r1r2a1[
a2a3

(c1a3 + c2)
+

(1 − a2)a4

c1a4 + c2
] (3.48)

nsig0 = r1r2a1[
a2(1 − a3)

(c1a3 + c2)
+

(1 − a2)(1 − a4)

c1a4 + c2
] (3.49)

ACP2 =
2 a2a3(c1a4 + c2)

c2[a2(a3 − a4) + a4] + c1a3a4
− 1 (3.50)

ACP0 =
2 a2(1 − a3)(c1a4 + c2)

a2(1 − a3)(c1a4 + c2) + (1 − a2)(1 − a4)(c1a3 + c2)
− 1 (3.51)

The yields nsigJ in other final states can be obtained from the Eqs. (3.42-3.44).

In all three ML fits the −2 lnL functions are minimized using MINUIT [77] in the

ROOT framework [78]. The statistical error on a parameter is given by its change when the

quantity −2 lnL increases by one unit. The statistical significance is taken as the square

root of the difference between the value of −2 lnL for zero signal and the value at its

minimum. This procedure has been tested with simulated samples, where good agreement

with the statistical expectations is found.

3.6.2 PDF Parametrization

The PDF Pk
j (~xi; µk, ~ζ; ~ξ) for a given B → ϕKπ(π) candidate i is taken to be a joint

PDF for the helicity angles, resonance masses, and Q, and the product of the PDFs for each

of the remaining variables {mES, ∆E, F}. The assumption of negligible correlations in the

selected data sample among the discriminating variables, except for resonance masses and

helicity angles where relevant, has been validated by evaluating the correlation coefficients.
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This assumption was further tested with the MC simulation.

Double-Gaussian functions are used for the parameterization for signal ∆E and mES

PDFs. Low-degree polynomials are used for the background PDFs as required by the data.

In the case of mES an empirical threshold ARGUS function [79] is used:

f(x) ∝ x
√

1 − x2 exp[−ξ1(1 − x2)] , (3.52)

where x ≡ mES/Ebeam and ξ1 is a parameter that is determined from the fit with a typical

value of about 25.

The Fisher distributionF is described well by a Gaussian function with different widths

to the left and right of the mean for both the signal and background. For the combinatorial

background distribution, A second Gaussian function with a larger width is used to account

for a small tail in the signal F region. This additional component of the PDF is impor-

tant because it prevents the background probability from becoming too small in the region

where signal lies. Fig. 3.3 shows the PDF parametrizations of the mES, ∆E, and F for the

B-decay and qq̄ events.

A relativistic spin-J B-W amplitude parameterization is used for the resonance

masses [56, 72, 73], except for the (Kπ)∗00 mKπ amplitude, which is parameterized with

the LASS function [68–70]. The latter includes the K∗
0(1430)0 resonance together with a

nonresonant component. The detailed treatment of the invariant mass distribution is dis-

cussed in Section 3.2. No additional correction to the Kπ invariant mass parameterization

is found to be necessary because resolution effects of only a few MeV are negligibly small
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Figure 3.3: PDF parameterizations of mES , ∆E and F for B0 → ϕK+π− signal MC (top
row) and the combinatorial backgrounds.

compared with the resonance widths. On the other hand, the resolution effects are included

in the mKK parameterization.

For the combinatorial background we establish the functional forms and initial param-

eter values of the PDFs with data from sidebands in mES or ∆E. The main background

parameters (excluding the resonance-mass central values and widths) are then redefined by

allowing them to vary in the final fit so that they are determined by the full data sample.

The background parameterizations for candidate masses include resonant components to

account for resonance production in the background. The background shape for the he-

licity parameterization is also separated into contributions from combinatorial background

and from real mesons, both fit by low-degree polynomials.

Fig. 3.4 shows the PDF parameterizations of mKK for the mesons ϕ, f0(980), and qq̄
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combinatorial background in the final states K+K−K+π− (1.13 < mKπ < 1.53 GeV)

for example. Fig. 3.5 shows the PDF parameterization of mKπ for the mesons K∗(892)0,

(Kπ)∗00 , K∗
2 (1430)0, K∗(1680)0, K∗

3 (1780)0, K∗
4 (2045)0 and D0 in the MC simultion, and

the qq̄ combinatorial background in the lower (1.13 < mKπ < 1.53 GeV) and higher

(1.60 < mKπ < 2.10 GeV) mass ranges of the data from sidebands. Fig. 3.6 shows

the PDF parameterizations of mKππ for the mesons K1(1270)+, K1(1400)+, K∗(1410)+,

K∗
2 (1430)+ and K2(1820)+ in the MC simultion, and qq̄ combinatorial background for the

data from sidebands in the final states K+K−K+π+π−.
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Figure 3.4: PDF parameterizations of mKK for ϕ (a), f0(980) (b), and combinatorial back-
ground (c) in the lower K+π− mass range of (1.13−1.53 GeV. The dashed line in (c) rep-
resents the contribution from the real ϕ.

The mass-helicity PDF is the ideal distribution from Eqs. (3.29–3.31), multiplied by an

empirically-determined acceptance function G(H1,H2,Φ) ≡ G1(H1) × G2(H2), which is

a parameterization of the relative reconstruction efficiency as a function of helicity angles.

It was found with detailed MC simulation that resolution effects in the helicity angles in-

troduce negligible effects in the PDF parameterization and fit performance, and they are

therefore ignored. The angles between the final state particles and their parent resonances
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Figure 3.5: PDF parameterizations of mKπ for resonances K∗(892)0 (a), (Kπ)∗00 (b),
K∗

2 (1430)0 (c), K∗(1680)0 (d), K∗
3(1780)0 (e), K∗

4(2045)0 (f), D0 (g), and qq̄ combinatorial
background in the lower (h) and higher (i) mass ranges. The dashed line in (i) represents
the contribution from the real D0 meson. The cut off at 1.86 Gev in (f) is due to the incor-
rect modelling in the MC. This effect is accounted for the branching fraction calculation
and PDF model. The decay width of the D0 is 1.6 × 10−9 MeV, while the width in (g) for
the D0 meson is mainly due to the detector resolution.
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Figure 3.6: PDF parameterizations of mKππ for resonances K1(1270)+ (a), K1(1400)+ (b),
K∗(1410)+ (c), K∗

2(1430)+ (d) andK2(1820)+ (e) in MC simulation, and qq̄ combinatorial
background (f) for the data from sidebands.

are related to their momenta. The signal acceptance effects parameterized with the function

G(H1,H2,Φ) are due to kinematic correlations, whereas the detector geometry correlations

are negligible. Therefore, the above uncorrelated parameterization as a function of two he-

licity angles was found to be appropriate and was validated with detailed MC simulation.

Momentum in the laboratory frame is strongly correlated with detection efficiency,

which leads to the acceptance effects in the helicity observables Hi. It is most evident

for the large values of H1 corresponding to the slow π from the K∗ meson. However,

these acceptance effects are not present for the Φ angle; there is no correlation with the

actual direction with respect to the detector, which is random for the B decays. The accep-

tance effects for the two helicity angles H1 and H2 are shown in Fig. 3.7. The acceptance
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functions are obtained from the fit to the signal MC helicity distribution, with the known

relative components of longitudinal and transverse amplitudes generated with MC. The

D±
(s)-meson veto causes the sharp acceptance dips around 0.8 in the G1(H1) function in the

B0 → ϕK+π− analysis.

Fig. 3.8- 3.9 show the PDF parameterizations of H1 for the decaysB0 → ϕK∗0
J (K+π−)

and B+ → ϕK∗+
J (K+π+π−) in the MC simultion. The PDF parameterizations of H1 for

the qq̄ combinatorial background in all final states for the data from sidebands are shown in

Fig. 3.10. The PDF parameterizations of H2 are independent of theK∗0
J resonances, shown

in Fig. 3.11.
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Figure 3.7: Angular acceptance functions for H1 inϕK+π− (1.13 < mKπ < 1.53 GeV) (a),
in ϕK+π− (1.60 < mKπ < 2.10 GeV) (b), in ϕK0

Sπ
+ (c), in ϕK+

S π
0 (d), in ϕK+π+π−

(e),and for H2 (f). These plots show only relative efficiency between different helicity
points with arbitrary y-axis units. The D±

(s)-meson veto causes the sharp acceptance dips
near H1 = 0.8 seen in (a) and (b).
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Figure 3.8: PDF parameterization of H1 for the longitudinal (top row) and transverse (bot-
tom row) mode for decays B0 → ϕK∗0

J (K+π−), where the spin and parity of K∗0
J are

JP = 1− 2+, 3− 4+, for mesons K∗(1680)0 (a,e), K∗
2(1430)0 (b,f), K∗

3 (1780)0 (c,g), and
K∗

4 (2045)0 (d,h) respectively. The dots with error bars represent the MC simulation data,
while the solid lines show the angular distributions with acceptance effects applied.
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Figure 3.9: PDF parameterization of H1 for the longitudinal (top row) and transverse (bot-
tom row) mode for decays B+ → ϕK∗+

J (K+π+π−), where the spin and parity of K∗+
J

are JP = 1− 1+, 2+ 2−, for mesons K∗(1410)0, K1(1270)+, K∗
2 (1430)+ and K2(1820)+

respectively. The dots with error bars represent the MC simulation data, while the solid
lines show the angular distributions with acceptance effects applied.
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Figure 3.10: PDF parameterization of H1 for the qq̄ combinatorial background in the
lower (a) and higher (b) mass ranges in the final states K+K−K+π−, in the final states
K+K−K0

Sπ
+ (c), K+K−K+π0 (d) and K+K−K+π+π− (e). The dots with error bars

represent the data from the sidebands, while the solid line for the fit results.
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Figure 3.11: PDF parameterization of H2 for the longitudinal (a) and transverse (b) modes
of decays B0 → ϕK∗

2 (1430)0 in MC simulation, and the qq̄ combinatorial background (c)
in the final state K+K−K+π− for the data from sidebands.
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The interference between the J = 2 and the S-wave (Kπ) contributions is modeled

with the term 2<e(AJA
∗
0) in Eq. (3.31) with the four-dimensional angular and mKπ de-

pendence, as discussed in detail in Section 3.3. About 13800 ϕK∗
2 and ϕK∗

0 events are

generated with δ0 = 0, π/4, π/2 and π, with PDFs shown in Fig. 3.12. It has been shown

in the decays B0 → J/ψ(Kπ)∗00 and B± → π±(Kπ)∗00 [74, 75] that the amplitude behav-

ior as a function of mKπ is consistent with that observed by LASS except for a constant

phase shift. Integrating the probability distribution over (H1,H2,Φ), the interference term

2<e(AJA
∗
0) should vanish. However, the interference contribution becomes non-zero with

the introduction of the detector acceptance effects on (H1,H2). The total yield of the two

modes is corrected before calculating the branching fractions. The effect can be estimated

by comparing the integral of B → ϕK∗
2(1430), B → ϕ(Kπ)∗0 and the interference proba-

bility contribution. The interference term contribution to the total yield is found to be 3.5%

in theB0 → ϕK+π− mode, 3% in theB+ → ϕK0
Sπ

+ mode and 10% in theB+ → ϕK+π0

mode. The yields of ϕ(Kπ)0,2 are thus scaled by 96.5%, 97% and 90% in theK+π−,K0
Sπ

+

and K+π0 final states, respectively, while calculating the branching fractions.

The parameterization of the nonresonant signal-like contribution B → f0K
∗ →

(K+K−)K∗ is identical to the signal in the primary kinematic observables mES, ∆E,

and F , but is different in the angular and mKK distributions. For B → f0K
∗, the ideal

angular distribution is uniform in Φ and H2 and is proportional to H2
1, due to angular mo-

mentum conservation. A coupled-channel B-W function is used to model the K+K− mass

92



CHAPTER 3. ANALYSIS STRATEGY

htemp
Entries  27295
Mean   -0.004936
RMS    0.6137
Underflow       0
Overflow        0
Integral  2.73e+04

tHL1
-1 -0.5 0 0.5 10

100

200

300

400

500

600

htemp
Entries  27295
Mean   -0.004936
RMS    0.6137
Underflow       0
Overflow        0
Integral  2.73e+04

tHL1 htemp
Entries  27295
Mean   -0.004326
RMS     0.753
Underflow       0
Overflow        0
Integral  2.73e+04

tHL2
-1 -0.5 0 0.5 10

100

200

300

400

500

600

700

800

htemp
Entries  27295
Mean   -0.004326
RMS     0.753
Underflow       0
Overflow        0
Integral  2.73e+04

tHL2 htemp
Entries  27295
Mean   0.000536
RMS     1.822
Underflow       0
Overflow        0
Integral  2.73e+04

tPHI
-3 -2 -1 0 1 2 30

50

100

150

200

250

300

350

400

htemp
Entries  27295
Mean   0.000536
RMS     1.822
Underflow       0
Overflow        0
Integral  2.73e+04

tPHI

htemp
Entries  27295
Mean   -0.007745
RMS    0.7297
Underflow       0
Overflow        0
Integral  2.73e+04

tHL1
-1 -0.5 0 0.5 10

200

400

600

800

1000

htemp
Entries  27295
Mean   -0.007745
RMS    0.7297
Underflow       0
Overflow        0
Integral  2.73e+04

tHL1 htemp
Entries  27295
Mean   0.007886
RMS    0.7508
Underflow       0
Overflow        0
Integral  2.73e+04

tHL2
-1 -0.5 0 0.5 10

100

200

300

400

500

600

700

800

htemp
Entries  27295
Mean   0.007886
RMS    0.7508
Underflow       0
Overflow        0
Integral  2.73e+04

tHL2 htemp
Entries  27295
Mean   0.003465
RMS     1.818
Underflow       0
Overflow        0
Integral  2.73e+04

tPHI
-3 -2 -1 0 1 2 30

50

100

150

200

250

300

350

htemp
Entries  27295
Mean   0.003465
RMS     1.818
Underflow       0
Overflow        0
Integral  2.73e+04

tPHI

htemp
Entries  27295
Mean   -0.001514
RMS    0.6194
Underflow       0
Overflow        0
Integral  2.73e+04

tHL1
-1 -0.5 0 0.5 10

100

200

300

400

500

600

700

htemp
Entries  27295
Mean   -0.001514
RMS    0.6194
Underflow       0
Overflow        0
Integral  2.73e+04

tHL1 htemp
Entries  27295
Mean   0.0002252
RMS    0.7525
Underflow       0
Overflow        0
Integral  2.73e+04

tHL2
-1 -0.5 0 0.5 10

100

200

300

400

500

600

700

800

htemp
Entries  27295
Mean   0.0002252
RMS    0.7525
Underflow       0
Overflow        0
Integral  2.73e+04

tHL2 htemp
Entries  27295
Mean   -0.001429
RMS     1.823
Underflow       0
Overflow        0
Integral  2.73e+04

tPHI
-3 -2 -1 0 1 2 30

50

100

150

200

250

300

350

htemp
Entries  27295
Mean   -0.001429
RMS     1.823
Underflow       0
Overflow        0
Integral  2.73e+04

tPHI

htemp
Entries  27295
Mean   -0.002652
RMS    0.4893
Underflow       0
Overflow        0
Integral  2.73e+04

tHL1
-1 -0.5 0 0.5 10

100

200

300

400

500

htemp
Entries  27295
Mean   -0.002652
RMS    0.4893
Underflow       0
Overflow        0
Integral  2.73e+04

tHL1 htemp
Entries  27295
Mean   -0.0007876
RMS     0.753
Underflow       0
Overflow        0
Integral  2.73e+04

tHL2
-1 -0.5 0 0.5 10

100

200

300

400

500

600

700

800

900

htemp
Entries  27295
Mean   -0.0007876
RMS     0.753
Underflow       0
Overflow        0
Integral  2.73e+04

tHL2 htemp
Entries  27295
Mean   -0.0162
RMS      1.83
Underflow       0
Overflow        0
Integral  2.73e+04

tPHI
-3 -2 -1 0 1 2 30

50

100

150

200

250

300

350

htemp
Entries  27295
Mean   -0.0162
RMS      1.83
Underflow       0
Overflow        0
Integral  2.73e+04

tPHI

htemp
Entries  27295
Mean   0.000701
RMS    0.4869
Underflow       0
Overflow        0
Integral  2.73e+04

tHL1
-1 -0.5 0 0.5 10

100

200

300

400

500

htemp
Entries  27295
Mean   0.000701
RMS    0.4869
Underflow       0
Overflow        0
Integral  2.73e+04

tHL1 htemp
Entries  27295
Mean   -0.0007346
RMS    0.7552
Underflow       0
Overflow        0
Integral  2.73e+04

tHL2
-1 -0.5 0 0.5 10

100

200

300

400

500

600

700

800

900

htemp
Entries  27295
Mean   -0.0007346
RMS    0.7552
Underflow       0
Overflow        0
Integral  2.73e+04

tHL2 htemp
Entries  27295
Mean   -0.02369
RMS     1.824
Underflow       0
Overflow        0
Integral  2.73e+04

tPHI
-3 -2 -1 0 1 2 30

50

100

150

200

250

300

350

htemp
Entries  27295
Mean   -0.02369
RMS     1.824
Underflow       0
Overflow        0
Integral  2.73e+04

tPHI

Figure 3.12: Interference effects on angular PDFs in higher-mass region. cos θ1, cos θ2 and
φ distributions are shown from left to right for each δ0. The first row shows the distributions
without interference. Second, third, fourth and fifth rows show the distributions with δ0 =
0, π/4, π/2 and π respectively.
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distribution for the f0 [72, 73]. The broad invariant mass distribution of f0 compared to

the narrow ϕ resonance was found to account well for any broad mKK contribution. This

PDF parameterization is further varied as part of the systematic uncertainty studies. The

mKπ(π) distribution in f0K
∗ is parameterized as a (Kπ)∗00 in the lower mass range and

K∗(1680)0 in the higher mass range of B0 decays, and as K∗(892)+ and K1(1400)+ in the

KSπ
+/K+π0 and K+π+π− final states.

3.6.3 Fit Validation

The analysis selection and fit performance are validated in a number of cross-check

analyses. Fits on the data collected below the Υ (4S) resonance and on GEANT-based [71]

MC simulation of about three times the statistics of the data sample for both qq production

(continuum) and generic Υ (4S) → BB decays are performed to To test the treatment of

combinatorial background in the PDF. The contribution of several dozen exclusiveB meson

decays which could potentially mimic the signal is also tested with statistics of more than

an order of magnitude greater than their expectation. No significant bias in the background

treatment was found. Systematic uncertainties associated with this treatment are discussed

in the next chapter.

To test the signal PDF parameterization and the overall fit performance, a large number

of MC experiments are generated. Each one represents a statistically independent modeling

of the fit to the data. The signal events are taken from the generated MC samples, while
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background is generated from the PDF with the total sample size corresponding to the on-

resonance data sample. Signal-like events are embedded according to expectation. The fit

performance is studed based on the (xfitted − xgenerated)/σ(x) distributions (x pull distribu-

tions), where x denotes one of the signal parameters. The mean of the (xfitted − xgenerated)

distribution is taken as the systematic error due to the fit bias, listed in Sec. 4.3 in the next

chapter. In general, the results of the MC experiments are found to be in good agreement

with the expectations and the error estimates to be correct.

Figs. 3.13 show the (xfitted − xgenerated)/σ(x) distributions for the parameters {nsigJ ,

ACPJ , fL2, f⊥2, φ‖2, δ02}, in the lower mass range of decays B0 → ϕK+π−. The means

and widths of most of these distributions are within about 5% of the expected values of

zero and one, which results in negligibly small uncertainty in the fit result. The large mean

(about 0.2) in the polarization fL2 pull distribution is mainly because the generated value

is so close to the physical boundary (1.0) that the (xfitted − xgenerated) distribution becomes

asymmetrical rather than Gaussian. As shown in Table 4.6, the fit bias of fL2 dominates the

systematic error. The large means (around ±0.2) in the signal yields nsigJ pull distributions

of ϕK∗
2(1430)0 and (Kπ)∗00 are due to the large correlation between the two modes. The

mean of the pull distribution of the total yield remains within 5%.

Figs. 3.14 show the (xfitted − xgenerated)/σ(x) distributions for the parameters nsigJ in

the higher mass range of decays B0 → ϕK+π−. The signal events according to the up-

per limits on the measured yields are embedded to avoid the physical fit boundaries on the
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Figure 3.13: Distributions of (xfitted −xgenerated)/σ(x) for a large number of generated MC
experiments for the lower mass range B0 → ϕK∗0

J (K+π−) (1.13 < mKπ < 1.53 GeV).
A Gaussian fit is superimposed for each plot, and x denotes signal parameters: fL2 (a),
f⊥2 (b), φ‖ (c), φ⊥ (d) and δ02 (e) for ϕK∗

2(1430)+, the yields of decays ϕK∗
2 (1430)0 (f),

ϕ(Kπ)∗00 (g), and the overal CP asymmetries of decays ϕK∗
2(1430)0 (h), ϕ(Kπ)∗00 (i).
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yields. Large fit bias on the yields measurements are found due to the limited statistics.

As shown in further tests the fit bias on all yields would decrease significantly if provided

larger signal events. The CP -violation parameters are constrained to zero in these decay

amplitudes. The interferences between the final states B → φ(Kπ)J with different J are

also ignored because no significant signal is observed, see Table 4.2. The polarization

parameters fLJ with J = 1, 3, 4 for B0 → ϕK∗(1680, ϕK∗
3(1780) and ϕK∗

4(2045)0 are

allowed to float to account for any statistical fluctuations. However, due to the low signif-

icance (around 1.0σ), these polarization measurements are consistent with any physically

allowed value. The interferences between different (Kπ) resonances are ignored. Since the

acceptance in the decay angles is nearly uniform, the event yields are almost completely

unaffected by interference among states of different J .

Figs. 3.15 show the (xfitted − xgenerated)/σ(x) distributions for the yield parameters

nsigJ for B+ → ϕK
(∗+)
J decays and polarization parameters fL2 and fL1 for the vector-

tensor (ϕK∗
2 (1430)+) and vector–axial-vector (ϕK1(1270)+) decays. The CP -violation

paramters in the decay amplitudes of B+ → ϕK∗(1410)+, ϕK1(1400)+ and ϕK2(1820)+

are constrained to zero, as no significant signal has been observed in any of these modes,

see Table 4.3. scalar (Kπ)∗+0 contributions is implemented in the same way as in the

B0 → ϕ(Kπ)0
0,2 decays. The interferences between the other decays are ignored, with the

effects accounted for in the systematics, discussed in Sec. 4.3.

A “blind” technique is used at all analysis development steps. Numerical values of all
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Figure 3.14: Distributions of (xfitted −xgenerated)/σ(x) for a large number of generated MC
experiments for the higher mass range B0 → ϕK∗0

J (K+π−) (1.60 < mKπ < 2.10 GeV). A
Gaussian fit is superimposed for each plot, and x denotes the yields parameters for decays
B0 → ϕK∗(1680)0 (a), ϕK∗

3(1780)0 (b), ϕK∗
4(2045)0 (c), ϕK+π− (d) and ϕD0 (e).

physics parameters nsigJ , ACPJ and ~ζ were kept hidden until the analysis method and tools

were selected, validated and fixed. Consistency between the blind fit results and prediction

from generated samples for the likelihood L and error values were used to judge the good-

ness of fit. The projection of data and likelihood fit PDFs onto individual variables with the

enhancement of either signal or background to judge consistency are also examined. De-

tailed study of the systematic errors did not reveal any uncertainties which would exceed

statistical errors.
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Figure 3.15: Distributions of (xfitted − xgenerated)/σ(x) of the yields measurements for
a large number of generated MC experiments in decays B+ → ϕK∗+

J . A Gaussian fit
is superimposed in each plot, and x denotes signal parameters: fL2 (a) and δ02 (b) for
ϕK∗

2(1430)+, fL1 (c) for ϕK1(1270)+, the yields of decays ϕK∗
2(1430)+ (d), ϕ(Kπ)∗+0

(e), ϕK1(1270)+ (f), ϕK1(1400)+ (g), ϕK∗(1410)+ (h), ϕK2(1820)+ (i).
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3.7 B → D̄π Control Sample Study

In order to establish that the MC simulation reproduces the kinematic observables in the

data, such as mES, ∆E, and F , high-statistics B0-meson decays with similar kinematics

and topology are studied, such as the B0 → D−π+ → (K+π−π−)(π+) decays.

There is good agreement between data and MC formES, ∆E and F with the validation

shown in Table 3.6, and the projection plots shown in Fig. 3.16. The deviations in the

means of the distributions of mES and ∆E vary according to the data taking conditions.

The average deviations are 0.7 MeV for mES, 4 MeV for ∆E, much smaller than the

resolutions. These corrections into account in the study of the B0 → ϕKπ(π) decays. The

deviations in the F are negligible, with no additional corrections needed.
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Table 3.6: Data–MC validation for mES, ∆Eand F width decays B0 → D−π+.

Observable Data MC Data-MC Shift

mES (MeV) 5278.920 ± 0.022 5279.610 ± 0.009 −0.690

σmES
(MeV) 2.598 ± 0.018 2.483 ± 0.008 –

∆E (MeV) −4.717 ± 0.194 −0.785 ± 0.084 −3.932

σ∆E (MeV) 20.416 ± 0.178 18.565 ± 0.103 –

F Mean −0.603 ± 0.004 −0.606 ± 0.001 +0.003

F R.M.S. 0.453 ± 0.003 0.457 ± 0.001 –

F Asym. 0.061 ± 0.013 0.093 ± 0.004 –
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Figure 3.16: Projections onto the variables mES, ∆E and F are shown from left to right for
MonteCarlo (first row) and the Run1-6 on peak data (second row). The solid lines represent
fit results, while dots with error bars represent the data. Dashed lines in Data plots represent
combinatorial background.
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Chapter 4

Analysis Results

This chapters describes the results on the decaysB → ϕK
(∗)
J , published in Ref. [59,60,

62], including the fit results, signal significance, systematic uncertainties, signal efficiency

and branching fractions.

The fit results are presented in three parts based on the three ML fit models on four

sub-decays K(∗0)
J → K+π− and K∗+

J → K0
Sπ

+, K+π0 and K+π+π−, see Sec. 3.6.1. The

signal significance is defined as the square root of the change in 2 lnL when the yield is

constrained to zero in the likelihood L. The systematic errors are discussed in Sec. 4.3. The

total efficiency ε of a signal decay is defined as the product of reconstructed efficiency εreco

obtained from the MC samples, and the daughter branching fractions of ϕ and K (∗)
J [56].

The branching fraction of B → ϕK
(∗)
J is defined as B = nsig/(nBB · E), where the nsig

is the number of signal events, E is the reconstructed efficiency, and nBB is the number of
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BB mesons produced.

4.1 Fit Results

4.1.1 Decays B0 → ϕK+π− in Lower Kπ Mass Range

In the lower mass range (1.13 < mKπ < 1.53 GeV) of decays B0 → ϕK+π−, non-

zero yields with more than 10σ significance (including systematic uncertainties) in both

ϕK∗
2(1430)0 and ϕ(Kπ)∗00 modes are observed.

Projections onto the discriminating variables are shown in Fig. 4.1. For illustration,

the signal fraction is enhanced with a requirement on the signal-to-background probability

ratio to be greater than a value within the range (0.85 – 0.95), calculated with the plotted

variable excluded. This requirement is at least 50% efficient for the signal events. In

Tables 4.1 the nsigJ , ACPJ , and ~ζ ≡ {fL2, f⊥2, φ‖2, δ02, A0
CP2, ∆φ‖2, and ∆δ02} parameters

of the ϕK∗
2(1430)0, and ϕ(Kπ)∗00 decays are shown.

The longitudinal polarization fL of the vector–tensor decay B0 → ϕK∗
2 (1430)0 is mea-

sured as 0.901+0.046
−0.058 ± 0.037, consistent with the naive expectation of the longitudinal po-

larization dominance [17, 29–34]. However its difference from the value observed in the

vector-vector decay 0.494 ± 0.034 ± 0.013 [63] brings additional puzzle. It points to a

unique role for the spin-1 particle recoiling against the ϕ in the B → ϕK∗ polarization

puzzle. Projections onto H1 and H2 in Fig. 4.1 (e,f) confirm predominant longitudinal po-
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Figure 4.1: Projections onto the variables mES(a), ∆E(b),mKπ (c), mKK (d), H1 (e) and
H2 (f) for the signal B0 → ϕK∗

2 (1430)0 and ϕ(Kπ)∗00 candidates combined. The D(s)±-
meson veto causes the sharp acceptance dips near H1 = 0.8 in (a), and the long-dashed line
represents the PDF projection without the interference term included. Data distributions
are shown with a requirement on the signal-to-background probability ratio calculated with
the plotted variable excluded. The solid (dashed) lines show the signal-plus-background
(background) PDF projections in the left,
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Table 4.1: Fit results on B0 → ϕK+π− in the lower mass range, see Table 1.5 for defini-
tion of the parameters. The dominant fit correlation coefficients (ρ) are presented for the
ϕK∗

2(1430)0 mode where correlations of δ0 with φ‖ and of ∆δ0 with ∆φ‖ are shown. The
systematic errors are quoted last.

parameter ϕ(Kπ)∗00 ϕK∗
2(1430)0 ρ

J = 0 J = 2

nsigJ (events) 158 ± 22 ± 13 158 ± 20 ± 7

S(σ) > 10 > 10

fLJ 0.901+0.046
−0.058 ± 0.037

}−15%
f⊥J 0.002+0.018

−0.002 ± 0.031

φ‖J (rad) 3.96 ± 0.38 ± 0.06 –

δ0J (rad) 3.41 ± 0.13 ± 0.13 19%

ACPJ +0.20 ± 0.14 ± 0.06 −0.08 ± 0.12 ± 0.05

A0
CPJ −0.05 ± 0.06 ± 0.01 –

∆φ‖J (rad) −1.00 ± 0.38 ± 0.09 –

∆δ0J (rad) +0.11 ± 0.13 ± 0.06 16%
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larization with sizable (3H2
1−1)2H2

2 and H2
2 contributions for the vector-tensor ϕK∗

2(1430)

and vector-scalar ϕ(Kπ)∗0 decays. Fig. 4.1 (e) illustrates the effect of tensor-scalar Kπ in-

terference, which could either enhance events in the middle of the H1 distribution and

deplete them at the edges, or the other way around. Fig. 4.1 (e) indeed shows significant

improvement in the H1 parameterization with the inclusion of interference, corresponding

to the observed δ02 ' π.

The three quantities φ⊥2, A⊥
CP2 and ∆φ⊥2, which characterize parity-odd transverse

amplitudes in the vector-tensor decay are not measured because f⊥2 is found to be consis-

tent with zero. Due to the low significance of the measurements of f‖2 = (1 − fL2 − f⊥2)

(1.9σ) and f⊥2 (0σ) in the B0 → ϕK∗
2(1430)0 decay, there is no sufficient information to

constrain φ‖2 at higher significance or to measure φ⊥2, A⊥
CP2, or ∆φ⊥2, which are thus con-

strained to zero in the fit. The yield of nonresonant decay B0 → f0(Kπ)∗0 is found to be

consistent with zero, resulting in negligible interference with the signal modes B → ϕK ∗
J .

4.1.2 Decays B0 → ϕK+π− in Higher Kπ Mass Range

In the higher mass range (1.60 < mKπ < 2.15 GeV) of decays B0 → ϕ(K+π−) no sig-

nificant signal is found in any of these four modes ϕK∗(1680)0, ϕK∗
3 (1780)0, ϕK∗

4 (2045)0

or ϕD0. However, the significance of theB0 → ϕ(K+π−) decay with (Kπ)∗00 , K∗(1680)0,

K∗
3 (1780)0 and K∗

4(2045)0 combined is larger than 5σ.

In Table 4.2, the nsigJ and signal significance are shown for B0 → ϕ(K+π−) decays.

107



CHAPTER 4. ANALYSIS RESULTS

The likelihood distributions in the physically allowed ranges are integrated to compute

the upper limits on the branching fractions, shown in Table 4.14. Projections onto the

discriminating variables are shown in Fig. 4.2, where data distributions are shown with a

requirement on the signal-to-background probability ratio calculated with the plotted vari-

able excluded. In each plot this requirement is independently optimized to enhance the

ϕK+π− signals, and results in an efficiency factor of (60–90)%.

Table 4.2: Fit results on B0 → ϕK+π− in the higher mass range. Yields nsigJ (events) and
significance are shown. The systematic errors are quoted last.

parameter ϕ(Kπ)∗00 ϕD0 ϕK∗(1680)0 ϕK∗
3 (1780)0 ϕK∗

4(2045)0

J = 0 J = 0 J = 1 J = 3 J = 4

nsigJ 47 ± 16 ± 15 16 ± 7 ± 3 8+10
−7 ± 11 −6 ± 10 ± 7 18+14

−12 ± 12

S(σ) 2.2 2.2 0.6 0.0 1.2

The nonresonant ϕ(Kπ)∗00 contribution is measured to be 47±16±15 events, consistent

with extrapolation (33 events) from the lower mass range. As the flavor asymmetries are

constrained to zero, the branching fraction limit on B → ϕD refer to the sum of two flavor

final states, ϕD0 and ϕD0. The limit on the B0 → ϕD0 decay provides a test of the B

decay mechanisms involving ϕ mesons in the final state. It is later used as a confirmation

in Ref. [80] for the small ω−ϕ mixing and the insignificant enhancement from rescattering

processes like B0 → ρ+D− → ϕD0 or B0 → K∗+D−
s → ϕD0.

Due to large correlation among various signal yields of the decay modes with broad Kπ
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Figure 4.2: Projections onto the variables mES(a), ∆E(b),mKπ (c), mKK (d), H1 (e) and
H2 (f) for the B0 → ϕ(Kπ) signal candidates combined in the higher mass range (right).
The pronounced D0 mass peak in (d) is predominantly due to background. Data distribu-
tions are shown with a requirement on the signal-to-background probability ratio calculated
with the plotted variable excluded. The solid (dotted-dashed) line shows the signal-plus-
background (background only) PDF projection, while the dashed (long-dashed) line shows
PDF projection for the sum of four B0 → ϕ(Kπ) categories (for B0 → ϕD0).
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distributions, the errors on individual decay modes are relatively large. Thus in the fit, both

event yields and polarization fractions fLJ are constrained to the physically allowed ranges,

nsig > 0 and 0 < fLJ < 1. The negative event yield in the B0 → ϕK∗
3(1780)0 decay is

obtained by using the likelihood in the positive event region and fitting its shape with a

parabolic function whose minimum is in the negative event region. The B0 → f0(980)K∗0

yield is found to be consistent with zero for any of the K∗0 spin assumptions, thus its

interference with the signal modes is ignored.

For the three B0 → ϕK∗0
J decay modes with J ≥ 1, the fLJ fit results are consistent

with any allowed value between 0 and 1. Therefore, the central values on fLJ measurements

are not reported. In the branching fraction upper limits calculations for these modes, To be

conservative, the polarization which gives the smallest reconstruction efficiency is used in

the branching fraction upper limits calculations for these modes.

4.1.3 Decays B+ → ϕKπ(π)

In the B+ → ϕK
(∗)+
J decays, nonzero signals ϕK1(1270)+ and ϕK∗

2(1430)+ are ob-

served with significances (excluding systematic uncertainties in parentheses) of 5.0(5.3)σ

and 5.5(6.0)σ, respectively. The combined ϕK1(1270)+ and ϕK1(1400)+ significance is

5.7(6.4)σ. This procedure is tested with the generated MC samples and account for a small

observed deviation from the one-dimensional χ2 statistical treatment, see Sec. 4.2.

In Tables 4.3 and 4.4 nsigJ and signal significance S(σ) of all B+ → ϕK
(∗+)
J decays,
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Table 4.3: Fit results on B+ → ϕKππ: the number of signal events nsigJ ; significance S;
fraction of longitudinal polarization fL; and the flavor asymmetry ACP . The ϕK2(1770)+

yield is not considered in the nominal fit and the value indicated with † is obtained with
these ϕK2(1820)+ yield constrained to zero. The systematic errors are quoted last.

Mode nsigJ S (σ) fL ACP

ϕK1(1270)+ 116 ± 26 +15
−14 5.0 0.46+0.12

−0.13
+0.06
−0.07 +0.15 ± 0.19 ± 0.05

ϕK1(1400)+ 7 ± 39 ± 18 0.2

ϕK∗
2(1430)+ 130 ± 27 ± 14 5.5 0.80+0.09

−0.10 ± 0.03 −0.23 ± 0.19 ± 0.06

→ K0
Sπ

+ 27 ± 6 ± 3

→ K±π0 39 ± 8 ± 4

→ K+π+π− 64 ± 14 ± 7

ϕ(Kπ)∗+0 128 ± 21 ± 12 8.2 +0.04 ± 0.15 ± 0.04

→ K0
Sπ

+ 48 ± 8 ± 4

→ K+π0 80 ± 13 ± 8

ϕK∗(1410)+ 64 ± 31+20
−31 < 2

ϕK2(1770)+ (90 ± 32 +39
−46)

† < 2

ϕK2(1820)+ 122 ± 40+26
−83 < 2

Table 4.4: Interference parameters δ0 and ∆δ0 for ϕK∗
2(1430)+ and ϕ(Kπ)∗+0 .

δ0 ∆δ0

Results 3.59 ± 0.19 ± 0.12 −0.05 ± 0.19 ± 0.06
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Figure 4.3: Projections onto the variables mES (a), and mKK (b) for the signal B+ →
ϕ(Kπ) and B+ → ϕ(Kππ) candidates. Data distributions are shown with a requirement
on the signal-to-background probability ratio calculated with the plotted variable excluded.
The solid (dotted) lines show the signal-plus-background (combinatorial background) PDF
projections, while the dashed lines show the full PDF projections excluding the signal.

flavor asymmetries ACPJ and ~ζ ≡ {fL2, fL1, δ02,∆δ02} of decays ϕK∗
2 (1430)+, ϕ(Kπ)∗+0

and ϕK1(1270)+ are shown. The combined results are obtained from the simultaneous

fit to the three decay subchannels B → ϕK0
Sπ

+, ϕK+π0 and ϕK+π+π−, see Sec. 3.6.1.

When several subchannels contribute, the signal yield is quoted for each subchannel. The

signal is illustrated in the projection plots in Figs. 4.3 and 4.4, where in the latter either the

ϕK1(1270)+ signal (left) or the ϕK∗
2(1430)+ signal (right) is enhanced.

The polarization of a vector–axial-vector decay B+ → ϕK1(1270)+ is measured for

the first time as 0.46+0.12 +0.06
−0.13 −0.07, resulting in a large fraction of transverse amplitude just as

the vector-vector decay B → ϕK∗(892) [59, 61, 63]. It indicate substantial A1+1 or A1−1

amplitude from an uncertain source, such as penguin annihilation [17, 29–34] and non-

perturbative QCD rescattering [36–39] in the SM, or scalar and right-handed currents from

multi-Higgs models beyond the SM [20–28] (see Sec. 1.3).
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Figure 4.4: Left column: projections onto the variables mKππ (a), ∆E (b), H1 (c), and
H2 (d) for the signal ϕK1(1270)± candidate. Right column: projections onto the variables
mKπ (e), ∆E (f), H1 (g), and H2 (h) for the signal ϕK∗

2 (1430)± and ϕ(Kπ)∗±0 candidates
combined. The step in (g) is due to selection requirement H1 < 0.6 in the channel with π0.
Data distributions are shown with a requirement on the signal-to-background probability
ratio calculated with the plotted variable excluded. The solid (dotted) lines show the signal-
plus-background (combinatorial background) PDF projections, while the dashed lines show
the full PDF projections excluding ϕK±

1 (left) or ϕK∗
2 (1430)± (right).
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Similar to the other final states, the yield of decay B0 → f0K1, the nonresonantK+K−

contribution under the ϕ is found to be consistent with zero. The nonresonant category

ϕKππ yield is 148 ± 54 with statistical errors only.

4.2 Signal Significance

Signal significance is defined as the square root of the change in 2 lnL when the yield

is constrained to zero in the likelihood L, corresponding to one-dimensional χ2 statisti-

cal treatment. However, if the signal PDF has additional parameters other than the yield,

such as polarization fLJ , the significance can be overestimated by this treatment. This

is critical for the decays with significance lower than 10σ, such as B+ → ϕK1(1270)+

and ϕK∗
2 (1430)+, where a nuisance parameter fL is present. In that case, as the yield is

constrained to zero, it may correspond to more than one degrees of freedom change to the

original fit. However, as the yield and fL are correlated, the significance would be under-

estimated in the two-dimensional χ2 statistical treatment. The true value can be estimated

with the generated MC samples, to be discussed below.

The probabilities of observing a signal yield with significance larger than n σ calcu-

lated in both one-dimensional and two-dimensional χ2 statistical treatment are shown in

Table 4.5. On the other hand, it can also be determined experimentally by repeating the

significance measurement on a large number of independent datasets without the signal de-

cay embedded. As shown in Table 4.5, 10 million independent significance measurements
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are required to test the significance up to 5σ. With the complicate joint fit, it may take as

long as several years. For this consideration the significance of decay B+ → ϕK1(1270)+

is only tested up to 4σ, by performing 62000 significance measurements on 62000 inde-

pendently generated MC samples without the signal ϕK1(1270). The results are listed in

Table 4.5. It is found that the observed probability corresponds to a significance in the

middle of the one and two dimensional χ2 treatment. The procedure is fully tested in the

decays B → ϕK∗(892)(K0
Sπ

0), shown in Table 4.5.

The statistical significance of decay B+ → φK1(1270)+ is 5.5σ or 5.1σ with one-

dimensional or two-dimensional χ2 statistical treatment, and chosen as 5.3σ as the best

estimation. Similarly, the significance for the combined signal of B → ϕK1(1270) and

ϕK1(1400) modes is found to be 6.6σ or 6.3σ with one-dimensional or two-dimensionalχ2

statistical treatment so 6.4σ is chosen as the best estimation. For decayB+ → φK∗
2(1430)+

the statistical significance is 6.2σ or 5.8σ with one-dimensional or two-dimensional χ2

statistical treatment so 6.0σ is chosen as the best estimation.

In the end, the statistical and systematic errors are convoluted to obtain the total sig-

nificance. The systematic errors due to the interference does not affect the significance of

B+ → ϕK1(1270)+ or ϕK∗
2(1430)+. This is because in the null hypothesis (with the signal

yield constrained to 0), the interference term vanishes leaving the L unchanged, while in

the nominal fit L can only get larger with interference added. However, the systematic er-

ror due the interference is taken into account in the significance evaluation of the combined
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signal B → ϕK1.

Table 4.5: Probability of observing a signal yield with significance larger than n σ. Sta-
tistical expectation based on one-dimensional (one-dim) and two-dimensional χ2 treat-
ment, and the tests are based on MC studies on decays B+ → ϕK1(1270)+(K+π+π−)
(ϕK1(1270)) and B0 → ϕK∗(892)0(K0

Sπ
0) [63] are shown.

n 1-D 2-D ϕK1(1270)+ ϕK∗(892)0

0 50% 50% 57.7% 41.8%

1 15.9% 30.3% 24.5% 17.7%

2 2.27% 6.76% 5.10% 17.7%

3 0.13% 0.56% 0.39% 0.23%

3.2 0.07% 0.30% 0.21% –

3.4 0.034% 0.15% 0.12% –

3.6 0.016% 0.077% 0.063% –

3.8 0.007% 0.037% 0.023% –

4.0 0.003% 0.017% 0.010% 0.006%

5.0 2.9 × 10−5% 0.002% 0 7 × 10−5%

4.3 Systematic Uncertainties Estimation

The dominant sources of systematic errors in the signal parameters for decays B0 →

ϕK∗0
J and B+ → ϕK

(∗)+
J are summarized in Tables 4.6-4.8
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Table 4.6: Systematic errors in the signal yields ϕK∗
J (%) and other signal parameters

(absolute values) for B0 → ϕ(K+π−). Uncertainties due to PDF parameterization, ac-
ceptance (acc.) function modeling, B-background (B-bkgd), fit response, mKK PDF for
the f0(980)(K+K−), charge asymmetry in reconstruction, assumptions about the uncon-
strained CP asymmetries A⊥

CP2 and ∆φ⊥2 (CP asym.), and the total errors are quoted.

PDF mKK(f0) acc. B-bkgd fit charge CP -asym. total

ϕ(Kπ)∗0 7.1 – – 3.4 2.7 – – 8.3

ϕK∗
2(1430) 3.3 – – 0.8 2.8 – – 4.4

ϕK∗(1680) 22.7 100.0 – 1.1 110.7 – – 150.7

ϕK∗
3(1780) 45.6 100.0 – 14.5 32.3 – – 116.1

ϕK∗
4(2045) 9.0 60.1 – 1.1 27.0 – – 66.3

ϕ(Kπ)† 6.0 20.9 – 0.6 22.8 – – 31.4

ϕD 5.8 19.4 – 6.5 7.1 – – 21.3

ACP0 0.036 – 0.002 0.048 0.001 0.020 0.008 0.064

fL2 0.006 – 0.001 0.016 0.033 – 0.004 0.037

f⊥2 0.001 – 0.001 0.004 0.031 – 0.003 0.031

φ‖2 0.051 – 0.002 0.021 0.029 – 0.012 0.063

ACP2 0.037 – 0.002 0.029 0.001 0.020 0.005 0.051

A0
CP2 0.012 – 0.001 0.005 0.002 – 0.003 0.014

∆φ‖2 0.027 – 0.002 0.088 0.012 – 0.011 0.093

δ02 0.117 – 0.004 0.062 0.009 – 0.006 0.133

∆δ02 0.012 – 0.004 0.057 0.009 – 0.007 0.059
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Table 4.7: Systematic errors in the signal yields (events) for decays B+ → ϕK
(∗+)
J . Un-

certainties due to the PDF parameterization of mKππ PDF for K∗
2(1430) and nonresonant

B+ → ϕK+π+π−, mKK PDF for f0(980), B-background (B-bkgd), fixed B-background
(fixed B-bkgd), fit response, assumptions about the constrained angular and yield param-
eters fLJ , r02 for decays ϕK∗(1410) and ϕK2, reconstructed efficiencies (E), interference
between the ϕK∗

2(1430)+ and (Kπ)∗+0 (K∗(1430) interf), and between the ϕK1(1270)+

and K1(1400)+ (K1 interf) and the total errors are quoted.

B+ → ϕ K∗
2 (Kπ)∗0 K1 K ′

1 K1† K∗ K2(1770) K2(1820)

PDF 4.1 2.8 8.7 7.5 +8.8
−6.1 8.4 12.6 15.6

mKππ(K
∗
2 ) 0.5 0.3 +2.0

−0.0 1.1 +3.1
−0.0 2.0 1.0 0.9

mKππ(nonres) 2.8 0.9 +6.0
−0.0 9.5 +15.5

−0.0 17.3 7.0 15.8

mKK(f0) 0.2 2.3 0.4 +5.0
−0.0

+4.7
−0.0 0.5 1.0 0.1

B-bkgd 1.5 0.9 0.2 0.4 0.2 1.5 1.5 0.1

Fixed B-bkgd 0.2 1.8 0.0 0.1 0.1 0.1 1.0 0.0

fit 4.8 7.1 0.6 1.9 1.3 5.1 5.3 12.3

fL(ϕK∗(1410)) +9.1
−1.3 1.8 +1.5

−0.0
+5.8
−2.4

+5.9
−0.9

+ 0.0
−20.1

+0.0
−13.3

+ 5.3
−15.3

fL(ϕK2) 0.4 0.1 +0.0
−1.3

+0.0
−3.6

+0.0
−4.9

+0.0
−5.4

+ 4.7
−20.9

+ 0.0
−26.2

r02(ϕK2) 0.7 0.5 +0.0
−2.8

+0.0
−4.8

+0.0
−7.6

+ 0.6
−17.6

+ 0.0
−36.4

+ 0.0
−66.1

K2(1770) 0.7 0.5 +0.0
−2.1

+0.0
−8.7

+0.0
−6.3

+0.0
−9.0

+35.6
− 0.0

+ 0.0
−35.6

E 8.2 5.0 1.0 3.0 2.0 2.5 1.0 0.1

K∗(1430) interf 3.3 5.0 – – – – –

K1 interf – – 10.3 11.0 7.6 – – –

Total +14.6
−11.5 11.4 +15.0

−14.0
+18.5
−17.6

+21.2
−17.3

+20.2
−30.5

+39.1
−46.2

+25.6
−83.4
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Table 4.8: Systematic errors in angular and CP -asymmetries parameters (absolute val-
ues) for decays B+ → ϕK∗+

J . Uncertainties due to PDF parameterization, mKππ PDF
for K∗

2 (1430) and nonresonant K+π+π−, mKK PDF for f0(980), acceptance (acc.) func-
tion modeling, B-background (B-bkgd), fixed B-background (fixed B-bkgd), fit response,
charge asymmetry in reconstruction, assumptions about the constrained angular and yield
parameters fLJ , r02 for decays ϕK∗(1410) and ϕK2, and the total errors are quoted.

ϕK∗
2 (1430)+ ϕ(Kπ)∗+0 Interference ϕK+

1

fL2 ACP2 ACP0 δ02 ∆δ02 fL1 ACP1

PDF 0.008 0.025 0.015 0.040 0.015 0.022 0.042

mKππ(K
∗
2) 0.005 0.011 0.003 0.001 0.001 0.008 0.005

mKππ(nonres) 0.004 0.004 0.001 0.002 0.001 0.054 0.001

mKK(f0) 0.007 0.002 0.004 0.023 0.007 0.004 0.001

acceptance 0.002 0.001 0.002 0.032 0.035 0.010 0.002

B-bkgd 0.012 0.006 0.025 0.069 0.014 0.003 0.001

Fixed B-bkgd 0.003 0.001 0.002 0.008 0.001 0.000 0.000

fit 0.020 0.013 0.009 0.060 0.017 +0.001
−0.037 0.014

charge – 0.020 0.020 – – – 0.020

fL(ϕK∗(1410)) 0.011 0.013 0.003 0.004 0.005 0.008 0.005

fL(ϕK2) 0.003 0.002 0.001 0.001 0.035 +0.000
−0.020 0.007

r02(ϕK2) 0.005 0.005 0.002 0.001 0.001 +0.000
−0.041 0.005

K2(1770) 0.004 0.005 0.000 0.000 0.003 +0.000
−0.032 0.002

E 0.006 0.024 0.002 0.010 0.009 0.004 0.003

Total 0.030 0.048 0.038 0.108 0.060 +0.061
−0.072 0.050
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4.3.1 PDF Uncertainties

Certain assumptions are made about the signal and background distributions in the fit.

Most background parameters are allowed to vary in the fit, but most B-decay parameters

to the expectations are constrained based on MC and control samples. In order to account

for the resulting uncertainties, these parameters are allowed to vary within their errors to

account for the correlations among the parameters. Uncertainties on mES, ∆E, and F are

obtained from the control samples discussed in Sec. 3.7. The invariant mass uncertainties

incorporate errors on the resonance parameters as quoted in Table 1.4 and Ref. [56]. The

resolution in the Kπ and K+K− invariant masses are also accounted for with the corre-

sponding errors on the absolute values of 1 MeV and 0.3 MeV, respectively. For most of

the Kπ(π) resonances the errors from the PDG [56] dominate.

In B+ → ϕK∗+
J (K+π−π−) decays additional systematics to the mKππ PDF param-

eterizations is assigned due to the sequential subchannels of decays K∗
J → Kππ. The

systematic errors mKππ(K
∗
2 ) and mKππ(nonres) systematics come from the uncertainties in

the mKππ PDF of the signal B+ → ϕK∗
2(1430)+ and nonresonant decay ϕK+π+π−. The

nominal fit includes only the subchannel K∗0π+ → K+π+π−, which is then replaced by

subchannel K+ρ0 → K+π+π− as cross-checks. The alternativemKππ PDF for K∗
2 (1430)+

and three-body kinematics phase term ϕK+ρ0 are validated with the generated MC sample.

The substitution induced changes to the nominal results taken as systematic errors.

In all channels the f0(Kπ) or f0(Kππ) mode represents for both the nonresonant
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KKK∗
J mode and the f0K

∗
J resonance. The exact composition is not clear. Thus, as

cross-checks, the empirical Flatte distribution [72, 73] of mKK PDF is replaced by both

flat line and pure B → K+K−K∗
J Dalitz term, with the largest deviation from the nominal

results quoted as the systematics due to “mKK (f0)” in This effect is found negligible in

other final states except in the higher mass range of B0 → ϕK∗0
J (K+π−).

There is a special class of PDF uncertainties for the helicity angles, due to the accep-

tance function. In addition to statistical errors in the MC sample, the momentum-dependent

uncertainty of the tracking efficiency is also considered. The main effect is on the curva-

ture of the acceptance function shown in Fig. 3.7 due to a strong correlation between the

momentum of a track and the value of the helicity angle. Moreover, in order to study the

effects of charge asymmetry in angular distributions, the acceptance correction is applied

independently to only B or only B decay subsamples. The largest deviation is taken the

systematic error due to acceptance in Tables 4.6 and 4.8.

4.3.2 Uncertainties Due to B-background

To estimate the effect of the B-background which could mimic signal, a full GEANT4-

based [71] MC simulation of the Υ (4S) → BB events are studied. The events which may

have ∆E and mES distributions similar to signal are embedded into the data sample and

fitted. The observed variations to the nominal fit results are taken as systematic errors “B-

bkgd” in Tables 4.6-4.8. The nonresonant contribution is taken into account naturally in
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the fit with both KK and Kπ(π) contributions allowed to vary. The KKK (∗)
J contribution

is modeled as f0(Kπ)∗00 or f0K
∗(1680)0 in the lower or higher mass ranges of B0-decays,

and f0K1(1400)+ in the B+-decays.

In the nominal fit the number of B0 → ϕK∗(892)0 events constrained to the the value

extrapolated from measured branching fraction [59]. As cross-checks this number is varied

corresponding to ±1σ change to the ϕK∗(892) branching fractions. The resulting varia-

tions to the nominal fit results are found negligible for decays B0 → ϕK∗0
J (K+π−), and

quoted as systematic errors “Fixed B-bkgd” for decays B+ → ϕK∗+
J (K0

Sπ
+/K+π0) in

Tables 4.7 and 4.8.

4.3.3 Potential Fit Bias

The selected signal B → ϕK
(∗)
J events contain a small fraction of incorrectly recon-

structed candidates. Misreconstruction occurs when at least one candidate track belongs

to the decay products of the other B from the Υ (4S) decay, which happens in about 5%

of the cases in the B0 → ϕK+π− decay. The distributions that show peaks for cor-

rectly reconstructed events have substantial tails, with large uncertainties in MC simulation,

when misreconstructed events are included. These tails and incorrect angular dependence

would reduce the power of the distributions to discriminate between the background and

the collection of correctly and incorrectly reconstructed events. Therefore, in the analyses

described here, the signal PDF is chosen to represent only the correctly reconstructed can-
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didates, while the reconstruction efficiency accounts for both the correctly reconstructed

and misreconstructed MC events.

Fitting the generated samples to determine the number of correctly reconstructed can-

didates has an efficiency close to 100% in spite of a few percent of selected candidates

are identified as background. This is accounted with a systematic error taken as half the

fraction of candidates identified as background. Similarly, systematic errors on other pa-

rameters are taken as the largest deviation from the expectation. This includes a potential

bias from the finite resolution in the helicity angle measurement and a possible dilution due

to the misreconstructed component. These uncertainties are quoted as the the systematic

error “fit”in Tables 4.6-4.8.

4.3.4 Charge Bias

The charge bias uncertainty affects only the relative yields of B and B events. A sys-

tematic error of 2% is assigned account for a possible asymmetry in the reconstruction of

a charged kaon from a K∗0 [13], quoted as “charge” in Tables 4.6 and 4.8. Overall charge

asymmetry has a negligible effect on the angular asymmetry parameters, while the angu-

lar dependence of the charge asymmetry is tested with the flavor-dependent acceptance

function discussed in the above.
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4.3.5 Constrained Signal Parameters

Due to the limited statistics, some signal parameters are not measured properly. The fit

results could have statistical errors large enough to accommodate the whole fit range (such

as the polarizations for extremely low statistics modes), or by including those parameters

the fit becomes very unstable (such as CP asymmetries). Thus, in the nominal fit values

of these parameters are constrained to the SM favored values, while the sensitivity of the

fit results to these parameters is studied in extensive cross-checks. Additional systematic

errors are assigned if non-negligible variations to the nominal results are seen in those

cross-checks, to be described in the following.

The twoCP parameters A⊥
CP2 and ∆φ⊥2 are not measured in decayB0 → ϕK∗

2 (1430)0.

They are constrained to be zero in nominal fit, and varied in the cross-checks within ±0.2

for the direct-CP asymmetry and ±0.5 rad for the phase asymmetry. This introduces

a small effect to the angular parameters in decays B0 → ϕK∗(892)0 and ϕK∗
2 (1430)0,

quoted as the uncertainties due to “CP -asym.” in Table 4.6.

For the low statistics decays B+ → ϕK∗(1410)+ and ϕK+
2 , the longitudinal polariza-

tions are constrained to 0.8 in the nominal fit and varied between 0.5 and 0.93 in cross-

checks. The largest variations to the results are quoted as the systematic errors “fL(ϕK∗)”

and “fL(ϕK2)” in Tables 4.7 and 4.8. Asymmetric behavior of the yields of decays

B → ϕK1(1400), B → ϕK∗(1410) and B → ϕK2(1770) are observed usually in the

negative side. This affects the polarization fL of B → ϕK1 in the negative side as well.
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The kinematic parameter r02 in Ref. [66]) describing K+
2 → Kππ decays is not

predicted well. It is thus varied to a set of values corresponding to various partial

waves of the quasi-two-body K2 decay channels as cross-checks. The dominant decay

is K2(1770) → K∗
2 (1430)π from the PDG [56]. There is no branching fraction measure-

ment or predication forK2(1820) decay, it is assumed thatK2(1820) decays toK∗
2(1430)π.

In the K2 → K∗
2 (1430)π decays the total orbital angular momentum of the system takes

the value of 0, 2 or 4, considering parity conservation. Large statistics MC samples are

generated from these three partial wave states, from which r02 is found as 0.329 ± 0.006,

1.908 ± 0.074 and 0.132 ± 0.007 for L = 0, 2, 4, respectively. The alternative subchannel

K2 → K∗(892)π is also tested, and r02 is found as 0.110±0.002 and 0.178±0.006, corre-

sponding to withL = 1, 3. In the nominal fit the r02 is constrained to 0.333, as the value ob-

tained from expected dominant S-wave state. It is then replaced by {0, 0.1, 0.15, 1.0, 2.0}

in cross-checks. The largest variations to the nominal results are quoted as the systematic

error “r02(ϕK2)” in Tables 4.7 and 4.8.

As discussed in Sec. 3.6.3, the fit model can not separate the contributions from

K2(1770) from K2(1820) in B+ → ϕK+
2 decays. The exact decay mechanism of

the K2(1770) and K2(1820) is not clear. No significant signal is observed for the two

B+ → ϕK+
2 decays, see Table 4.3, either. So to avoid any model dependence and double

counting, only the upper limits on the branching fractions of decays B → ϕK2(1820) or

B → ϕK2(1770) are quoted, assuming no B → ϕK2(1770) or B → ϕK2(1820) contri-
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bution. In the nominal fit only the K2(1820) contribution is included, as the decay width

of K2(1820) is broad enough to cover the K2(1770) resonance. Systematic errors to the

yields of B → ϕK2(1820) or ϕK2(1770) mode are assigned by replacing the K2(1820) or

K2(1770) with K2(1770) or K2(1820). This action doesn’t affect the other modes.

4.3.6 Uncertainties Due to Interference

This section describes the systematic errors due to the interference between decays

B → φK∗
2(1430) and (Kπ)∗0, and between the B+ → ϕK1(1270)+ and ϕK1(1400)+.

The interference between B → ϕK∗
2 (1430) and (Kπ)∗0 is described by a composite

PDF based on {mKπ, H1, H2, Φ}, shown in Eq. (3.31) of Sec. 3.3. Given ideal angular

distributions, the integrated interference term 2<e(A0(mKπ, θ1, θ2,Φ)A∗
2(mKπ, θ1, θ2,Φ))

over full angular ranges should vanish. However, as the detector acceptance effects

G(H1,H2,Φ) (see Fig. 3.7) is introduced, the interference contribution becomes non-zero.

The total yield of the two modes needs to corrected before calculating the branching frac-

tions, by comparing the integral of the differential decay widths of B → ϕK∗
2(1430) and

ϕ(Kπ)∗0 and the interference probability contribution, as discussed in Sec. 3.6.2.

The interference contribution depends on the signal parameters fL2, the fraction µ of

the ϕK∗
2(1430) yield in the total yield, and δ0J . It is found that the interference contribution

to the total yield finter is 3.5% in the B0 → ϕK+π− mode, 3% in the B+ → ϕK0
Sπ

+ mode

and 10% in the B+ → ϕK+π0 mode. The uncertainty of this contribution is propagated
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Figure 4.5: Intensity |MJ(mKππ)|2 of the invariant amplitudes for K1(1270) (solid) and
K1(1400) Kππ separately (a) and the combined K1 (Right) contributions. In plot (b), the
histogram represents the intensity without the interference contribution, while the open tri-
angles (4), filled cirles (•) and open squares (�)represent the intensities with interference
δ as 0, 1/2π and π respectively. The relative intensity of the amplitudes is taken from the
results in Table 4.3, while the absolute intensity is shown in arbitrary units.

from the errors of the depending signal parameters. In the joint fit to the B+ → ϕK∗+
J

data these corrections are put back to the ML fit to obtain the final results. To test the

sensitivity of the fit results to these correction, each of them is allowed to vary by ±1σ

from the central value. The largest variations to the nominal results are quoted as as the

systematics “K∗(1430) interf.” in Tables 4.7.

The interference between B → ϕK1(1270) and ϕK1(1400) is ignored in the fit model

to start with. Since the observed yield of B → ϕK1(1400) is found consistent with 0 (see

Table 4.3), the interference effects are thus accounted for as systematic errors rather than in

the nominal fit. Fig. 4.5 shows the two K1 resonances mKππ distributions with the relative

size scaled by the results in Table 4.3.
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Figure 4.6: Left: m2
Kπ − m2

Kππ Dalitz plot for the three body decays Kππ, in the Kππ
invariant mass range (1.33 - 1.36) GeV. The left plot shows the contributions from decays
K∗π (cross) and Kρ (dot), while the right plot shows the contribution from K∗(892)π
(cross) and K∗

0(1430)π (dot) decays.

Similar to the interference treatment in ϕK∗
2 and (Kπ)∗0, a composite PDF can be built

from ϕK1(1270) and ϕK1(1400) modes as

PDF(K1) = f · |A1|2 + (1 − f) · |A2|2 +
√
f(1 − f) · α · 2Re(A1 · eiδA∗

2), (4.1)

where f is the fraction of B → ϕK1(1270) yield in the total yield of B → ϕK1; A1 or

A2 is the normalized mKππ PDF of K1(1270) or K1(1400); α (0 - 1) denotes the degree of

overlap of the K1 → Kππ subchannels.

While K1(1270) decays through three channels (K∗(892)π, K0(1430)∗π and Kρ),

K1(1400) decays to K∗(892)π dominantly. In the Dalitz plot m2
Kπ −m2

ππ, the K∗(892)π

channel of the two K1 resonances overlap completely. The overlap between the other two

subchannels of K1(1270) (K0(1430)∗π and Kρ of K1(1270)) and the K∗(892)π subchan-

nel of K1(1400) can be illustrated with the Dalitz plots shown in Fig. 4.6. The phase of α
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is absorbed in the overall phase δ, while the amplitude of α can be estimated by

α = |f1 · α1 + f2 · α2 · eiδ2 + f3 · α3e
iδ3 | (4.2)

where f1, f2 and f3 describe the branching fractions of each decay subchannel K∗π, K∗
0π

andKρ ofK1(1270), respectively. The α1, α2 and α3 are complex numbers, the amplitudes

of which describe the degree of overlap between these three subchannels (K ∗(892)0π+,

K∗
0 (1430)0π+ and K+ρ0) of B → ϕK1(1270) and the K∗(892)0π+ of B → ϕK1(1400).

The αi can be estimated by integrating out the mass dependence of the differential decay

width at mKππ = 1.34 GeV, which corresponds to the middle of the interference zone of

the two K1

α1 = 1 (4.3)

α2 =

∫
dm2

Kπ

∫
dm2

ππB1(mKπ)(K
∗
0 ) ·B2(mKπ)∗(K∗) = 0.26 + 0.40i (4.4)

α3 =

∫
dm2

Kπ

∫
dm2

ππB1(mππ)(ρ) ·B2(mKπ)∗(K∗) = 0.23 − 0.11i. (4.5)

In the above formulae, B1(mKπ)(K∗
0) and B1(mππ)(ρ) are Dalitz plot normalized ampli-

tudes of resonances (Kπ)∗00 and ρ0 from K1(1270); B2 is the B-W amplitude of resonance

K∗(892)0 from K1(1400) → K∗(892)π.

The phase factors δ2 and δ3 in α2 and α3 calculations are not known. However, the

maximum of |α| can be determined as f1 |α1| + f2 |α2| + f3 |α3| = 0.47. Assuming

δ2 = δ3 = 0, α is found to be 0.39. Ref. [81] on the analysis of decay B → K1π finds δ2

and δ3 as 109 and 123 degrees, from which it is found α = 0.357± 0.030. The errors on α

is propagated from the errors of the subchannel branching fractions fi.
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The remaining phase factor δ in Eq. 4.1 plays an important role in the direction of the

interference, destructive or constructive. Large MC samples are generated based on four

values across (0 − π) δ = 0, 1/2π, π, with the total decay amplitude shown in Fig. 4.5.

Constructive interference under the resonance K1(1270) is seen for δ = 1/2π and π, while

destructive interference is seen for δ = 0.

To estimate the interference effect to the fit results, 1000 MC samples are generated

from PDF directly for each phase δ = 0, 1/2π, π. Each of these 1000 MC samples are then

fit twice by two models, with and without the interference. The differences in the angular

parameters between the two fit models are found to be negligible, while differences in the

yields of decays B → ϕK1(1270)+ and K1(1400)+ are observed. The fraction f in Eq. 4.1

is also varied from the nominal value 0.95 to 0.75, corresponding to +1σ and −1σ change

to the observed ϕK1(1270) and ϕK1(1400) yields.

The largest deviations from the nominal fit results in the above tests are assigned as the

systematic errors due to the K1 interference. This introduces a systematic error of 10.3

events for B+ → ϕK1(1270)+, 11.0 events for B+ → ϕK1(1400)+, and 7.6 events to the

combined yield of B+ → ϕK+
1 , as one of the dominant sources of the systmatic errors.

4.4 Signal Efficiencies

In the branching fractions calculations the total efficiency ε of a signal decay is defined

as the product of reconstructed efficiency εreco and the daughter branching fractions of
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ϕ and K(∗)
J [56]. The reconstruction efficiency is obtained from signal MC samples, by

normalizing the reconstructed events to the number of generated events.

Tables 4.9-4.11 summarize the systematic errors in the efficiencies in all final states.

They affect the branching fraction error, but do not change the signal significance. The

errors on the reconstruction efficiency are typically due to imperfect MC simulation and

are obtained from independent studies, such as control samples. When several subchannels

contribute, efficiency is quoted for each subchannel.

The corrections to the track finding efficiencies are evaluated from a study of absolute

tracking efficiency, resulting in a systematic error of 0.5% per track and the total error of

2.0% for four charged tracks in theK+K−K+π− final states, 1.5% for three charged tracks

in the K+K−KSπ
+ and K+K−K+π0 final states, and 2.5% for five charged tracks in the

K+K−K+π+π− final states.

The error due to particle identification (PID) is about 1.2% for the kaon selection and

0.5% for the pion selection. The errors on the same type of mesons are added linearly, and

combined the different types of mesons in quadrature. Particle identification performance

has been validated with high-statistics data and MC control samples, such as D∗-tagged

D → Kπ decays. It has been found later that the errors have been underestimated, such

as for the B0 → ϕK+π− decays, the error is only 2.1%. As shown in Tables 4.9-4.11,

this change from around 3% to 2% does not affect the total efficiency or the branching

fraction. The K0
S selection efficiency systematic uncertainty is taken from an inclusive K0

S
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control sample study, giving a total error of 3.5%. The π0 reconstruction efficiency error is

estimated to be 3.0% from a study of τ decays to modes with π0 mesons.

The reconstruction efficiency has a weak dependence on the longitudinal polarization

(fLJ ) due to a non-uniform acceptance function of the helicity angles. The measured polar-

ization are used in the efficiency computation. The uncertainty in this measurement trans-

lates into a systematic error in the reconstruction efficiency. The polarization fLJ are not

properly measured for the low significance ( 1σ) decays B0 → ϕK∗(1680)0, K∗
3 (1780)0

and K∗
4(2045)0. The lowest reconstruction efficiency is thus used to calculate of branching

fraction upper limit of those decay modes as a conservative approach.

Several requirements on the multi-hadronic final state, minimum number of charged

tracks, event-shape, the thrust angle θT cut and vertex requirements result in a few percent

errors. They are found to be independent of the B → ϕKπ(π) final states.

The daughter branching fractions uncertainties are obtained from the PDG [56] for

the two body decays of ϕ and K∗
J . However for the three body decays (K+π+π−) of

K∗
2 (1430)+, K1(1270)+, and K1(1400)+, the branching fractions are taken as the sum

of all subchannels, shown in Tables 4.12- 4.13. The total uncertainties on the branching

fractions of decays K∗
2 (1430)+, K1(1270)+ and K1(1400)+ to (K+π+π−) are calculated

as the quadrature sum of the branching fraction weighted uncertainties in each subchannel.

Assumptions are made regarding to the branching fractions of decays K∗(1410) and

K2 to avoid model dependence. For the K∗(1410) decay there is only a lower limit of
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40% placed for K∗(1410) → K∗(892)π mode. It is because the only known branching

fraction for K∗(1410) decay is B(K∗(1410) → Kπ) = (6.6 ± 1.3)%. This leads to the

assumption B(K∗(1410) → K∗π) = 0.934 ± 0.013 in the branching fraction calculation

for decay B+ → ϕK∗(1410)+. On the other hand, there is no known branching fraction for

either K2(1770) or K2(1820) decay. The only input in PDG [56] is that K2(1770) decays

through K∗
2(1430)π dominantly. Thus, in the branching fraction calculations for decays

B+ → ϕK2(1770)+ and ϕK2(1820)+, only K2 → K∗
2(1430)π subchannel is considered.

The width of eachK∗
J resonance affects the selection efficiency. This effect is negligible

if the data selection window is wide enough to cover the whole resonance range. It is thus

only accounted for decays B0 → ϕK∗(1680)0/K∗
3 (1780)0/K∗

4 (2045)0, To estimate the

effect to the nominal results, the K∗
J width is varied within 1 σ from the central value,

leading to the changes in the efficiency, the largest value is then quoted as systematic error

in efficiency, shown in Table 4.9.

4.5 Branching Fraction Calculation

The branching fraction of B → ϕK
(∗)
J is defined as B = nsig/(nBB · E), where the nsig

is the number of signal events, E is the reconstructed efficiency, and nBB is the number

of BB mesons produced. The likelihood distributions in the physically allowed ranges are

integrated to compute the branching fraction upper limits at 90% confidence level.

Tables 4.14 and 4.15 show the branching fractions results for the decays B0 →
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Table 4.9: Systematic errors (%) in efficiency for decays B0 → ϕK∗0
J (K+π−). The K∗

0 ,
K∗

2 , K∗
3 and K∗

4 refer to K∗
0 (1430), K∗

2(1430), K∗
3 (1780) and K∗

4 (2045) respectively. The
(Kπ)† refers to the nonresonant B → ϕK+π− mode in the higher mass range. The
ϕ(Kπ)∗00 and ϕK∗

0 (1430)0 modes are separated to account for different errors in the daugh-
ter branching fractions, see Sec. 4.5.

B0 → ϕ K∗
2 (Kπ)∗0 K∗

0 K∗(1680) K∗
3 K∗

4 (Kπ)† D

track finding 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0

PID 2.1 2.1 2.1 3.5 3.5 3.5 3.5 3.5

fLJ 0.2 – – – – – – –

event selection 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0

thrust angle θT cut 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0

vertex requirement 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0

ϕ branching fraction 1.2 1.2 1.2 1.2 1.2 1.2 1.2 1.2

K∗
J branching fraction 2.4 0.0 10.8 6.5 5.3 12.1 0.0 1.8

K∗
J width – – – 13.2 2.4 4.3 0.0 0.0

total 4.7 4.0 11.5 15.5 9.2 15.0 4.9 5.2
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Table 4.10: Systematic errors (%) in efficiency for decays B+ → ϕK∗+
2 (1430), (Kπ)∗+0

andK∗
0 (1430)+, in the final statesK+K−(K0

Sπ
+/K+π0). The ϕ(Kπ)∗+0 and ϕK∗

0(1430)+

modes are separated to account for different errors in the daughter branching fractions, see
Sec. 4.5.

B+ → ϕ K∗
2 (1430)+ (Kπ)∗+0 K∗

0(1430)+

K∗+
J → KSπ

+ K+π0 K+π+π− KSπ
+ K+π0 KSπ

+ K+π0

track finding 1.5 1.5 2.5 1.5 1.5 1.5 1.5

PID 2.5 3.6 3.7 2.5 3.6 2.5 3.6

K0
S selection 3.5 – – 3.5 – 3.5 –

π0 selection – 3.0 – – 3.0 – 3.0

polarization fLJ 0.9 0.7 0.3 – – – –

event selection 1.0 1.0 1.0 1.0 1.0 1.0 1.0

thrust angle θT cut 1.0 1.0 1.0 1.0 1.0 1.0 1.0

vertex requirement 2.0 2.0 2.0 2.0 2.0 2.0 2.0

ϕ branching fraction 1.2 1.2 1.2 1.2 1.2 1.2 1.2

K∗
J branching fraction 2.4 2.4 5.2 0.0 0.0 10.8 10.8

total 5.9 6.2 7.4 5.3 5.6 12.0 12.1
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Table 4.11: Systematic errors (%) in efficiency for decays B+ → ϕK
(∗)+
J (K+π+π−),

including K1(1270), K1(1400), K∗(1410), K2(1770), and K2(1820).

B+ → ϕ K1(1270) K1(1400) K∗(1410) K2(1770) K2(1820)

track finding 2.5 2.5 2.5 2.5 2.5

PID 3.7 3.7 3.7 3.7 3.7

MC statistics 0.3 0.3 0.3 0.3 0.3

polarization fLJ 2.0 1.0 6.0 4.0 5.0

event selection 1.0 1.0 1.0 1.0 1.0

θT cut 1.0 1.0 1.0 1.0 1.0

vertex requirement 2.0 2.0 2.0 2.0 2.0

ϕ branching fraction 1.2 1.2 1.2 1.2 1.2

K∗
J branching fraction 11.1 6.7 1.4 2.4 2.4

total 12.0 8.6 8.1 7.0 7.6
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Table 4.12: Branching fraction calculation of K∗
2(1430)+. The branching fraction

K∗
2 (1430)+ → K+π+π− is the sum of two subchannels K∗(892)0π+ → K+π−π− and

K+ρ0 → K+π+π−, with isospin factors 2/3 or 1/3 considered. †: π0 → γγ branching
fraction is embedded in the MC.

Mode Intermediate Decays B(K∗+
2 → Kπ(π))

K+π+π−

B(K∗+
2 → K∗0π+) · B(K∗0 → K+π−)

(13.8 ± 0.7)%

2
3
(24.7 ± 1.5)% · 2

3

B(K+
1 → K+ρ0) · B(ρ0 → π+π−)

1
3
(8.7 ± 0.8)% · 100%

K0
S(π+π−)π+

B(K∗+
2 → K0π+) · B(K0 → K0

S(π+π−))
(11.51 ± 0.28)%

2
3
(49.9 ± 1.2)% · 1

2
(69.2)%

K+π0†
B(K∗+

2 → K+π0)
(16.63 ± 0.40)%

1
3
(49.9 ± 1.2)%
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Table 4.13: Branching fraction calculation of K+
1 → K+π+π−, as the sum of three sub-

channels K∗0π+ → K+π−π+, K+ρ0 → K+π+π− and K∗0
0 π

+ → K+π+π−. Isospin
factors 2/3 or 1/3 are considered.

K1(1270)+ K1(1400)+

B(K+
1 → K∗0π+) · B(K∗0 → K+π−) 2

3
(16 ± 5)% · 2

3
2
3
(94 ± 6)% · 2

3

B(K+
1 → K+ρ0) · B(ρ0 → π+π−) 1

3
(42 ± 6)% · 100% 1

3
(3 ± 3)% · 100%

B(K+
1 → K∗0

0 π
+) · B(K∗0

0 → K+π−) 2
3
(28 ± 4)% · 2

3
(93 ± 10)% –

B(K1 → K+π+π−) (32.68 ± 3.64)% (42.78 ± 2.85)%

ϕK∗0
J (K+π−) and B+ → ϕK

(∗)+
J (K0

Sπ
+/K+π0/K+π+π−). The errors on the branching

fractions are propagated from the errors on the yields (see Tables 4.6-4.7) and efficiencies

(see Tables 4.9-4.10). The errors on nBB is estimated to be 1.1%, where equal decay rates

of Υ (4S) → B0B0 and B+B− are assumed. The branching fractions upper limits of de-

cays ϕK∗(1680)0, ϕK∗
3(1780)0 and ϕK∗

4 (2045)0 are calculated based on the smaller value

of the longitudinal (ln) and transverse (tr) reconstruction efficiencies. The 90% confidence

level upper limit on B is quoted with the central values and errors in parentheses. The neg-

ative event yield (or B) for ϕK∗
3 (1780)0 in Table 4.14 is extrapolated from the likelihood

distribution in the physical range.

The branching fraction B(B → ϕ(Kπ)∗0) refers to the coherent sum |Ares + Anon-res|2

of the K∗
0(1430) resonance and an effective range non-resonant component below the in-

variant mass of 1.6 GeV, see Sec. 3.2. The resonant and non-resonant contributions cannot
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Table 4.14: Results on decays B0 → ϕK∗0
J (K+π−): the reconstruction efficiency εreco;

the total efficiency ε including the daughter branching fractions [56]; the number of signal
events nsigJ ; significance (S) of the signal; the branching fraction BJ with the upper limit
(UL) at 90% C.L. listed in the parenthesis. The branching fractions upper limits of decays
ϕK∗(1680)0, K∗

3 (1780)0 and K∗
4 (2045)0 are calculated based on the smaller value of the

longitudinal (ln) and transverse (tr) reconstruction efficiencies. The B(B0 → (Kπ)∗00 †)
refers to the nonresonant JP = 0+ Kπ components quoted for 1.60 < mKπ < 2.15 GeV.
The systematic errors are quoted last.

B0 → ϕ εreco (%) ε (%) nsigJ S (σ) B (10−6)

Lower Mass Range (1.13 < mKπ < 1.53 GeV)

K∗
0(1430)0 3.9 ± 0.5 ± 0.6

(Kπ)∗00 23.2 ± 0.9 7.6 ± 0.3 158 ± 22 ± 13 > 10 4.3 ± 0.6 ± 0.4

K∗
2(1430)0 26.7 ± 1.0 4.4 ± 0.2 158 ± 20 ± 7 > 10 7.5 ± 0.9 ± 0.5

Higher Mass Range (1.60 < mKπ < 2.10 GeV)

K∗(1680)0

20.8 ± 2.9 (ln)
2.6 ± 0.4 8+10

−7 ± 11 0.6
0.7+1.0

−0.7 ± 1.1

21.6 ± 3.0 (tr) (< 3.5)

K∗
3(1780)0

27.7 ± 2.0 (ln)
1.7 ± 0.2 −6 ± 10 ± 7 0.0

−0.9 ± 1.4 ± 1.1

28.2 ± 2.1 (tr) (< 2.7)

K∗
4(2045)0

23.6 ± 2.1 (ln)
0.8 ± 0.1 18+14

−12 ± 12 1.2
6.0+4.8

−4.0 ± 4.1

24.5 ± 2.2 (tr) (< 15.3)

(Kπ)∗00 † 34.8 ± 1.6 11.4 ± 0.6 47 ± 16 ± 15 2.2
1.1 ± 0.4 ± 0.3

(< 1.7)

D0 33.1 ± 1.6 0.6 ± 0.0 16 ± 7 ± 3 2.4
6.5+3.1

−2.7 ± 1.4

(< 11.6)
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Table 4.15: Results for decays B± → ϕK
(∗)±
J : the reconstruction efficiency εreco; the

total efficiency ε, including the daughter branching fractions [56] the number of signal
events nsig; significance (S) of the signal; the branching fraction B with the upper limit
(UL) at 90% C.L. listed in the parenthesis. When several subchannels contribute, yield
and efficiency are quoted for each subchannel. The ϕK2(1770)± yield is not considered
in the nominal fit and the value indicated with † is obtained with these ϕK2(1820)± yield
constrained to 0. The systematic errors are quoted last.

B± → ϕ εreco (%) ε (%) nsigJ (events) S (σ) B (10−6)

K1(1270)± 25.4 ± 1.4 4.07 ± 0.51 116 ± 26 +15
−14 5.0 6.1 ± 1.6 ± 1.1

K1(1400)± 24.6 ± 1.3 5.19 ± 0.44 7 ± 39 ± 18 < 2
0.3 ± 1.6 ± 0.7

(< 3.2)

K∗
2(1430)± 3.34 ± 0.14 130 ± 27 ± 14 5.5 8.4 ± 1.8 ± 1.0

→ K0
Sπ

± 11.9 ± 0.6 0.64 ± 0.04 27 ± 6 ± 3

→ K±π0 12.2 ± 0.7 1.00 ± 0.06 39 ± 8 ± 4

→ K±π+π− 24.7 ± 1.3 1.68 ± 0.12 64 ± 14 ± 7

(Kπ)∗±0 3.33 ± 0.13 128 ± 21 ± 12 8.2 8.3 ± 1.4 ± 0.8

→ K0
Sπ

± 10.9 ± 0.6 1.24 ± 0.07 48 ± 8 ± 4

→ K±π0 12.8 ± 0.7 2.09 ± 0.12 80 ± 13 ± 8

K∗
0(1430)± 7.0 ± 1.3 ± 0.9

K∗(1410)± 28.0 ± 2.2 5.71 ± 0.44 64 ± 31+20
−31 < 2

2.4 ± 1.2 +0.8
−1.2

(< 4.3)

K2(1770)± 20.8 ± 1.4 2.27 ± 0.16 (90 ± 32 +39
−46)

† < 2 < 15.0

K2(1820)± 21.6 ± 1.5 2.35 ± 0.18 122 ± 40+26
−83 < 2 < 16.3
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be simply separated because of their destructive interference. Therefore, the branching

fraction of B → ϕK∗
0(1430) and (Kπ)∗0 modes are quoted separately.

The signal yield of (B → ϕ(Kπ)∗0) is obtained from the fit. The reconstruction ef-

ficiency needs additional correction as the MC sample is generated with resonant decay

B → ϕK∗
0(1430). The MC sample is re-weighted to yield the correct LASS shape for

(Kπ)∗0. So the number of reconstructed events cannot be simply normalized to the num-

ber of generated events to get the reconstruction efficiency. Furthermore, the LASS shape

has been only tested below 1.6 GeV, see also Ref. [82] for discussion of this effect in the

B → Kπ decay. The branching fraction of B → ϕ(Kπ)∗0 is thus quoted up to 1.60 GeV.

When re-weighting MC for reconstructed efficiency, the difference of generated mKπ

Breit-Wigner distribution and the empirical LASS distribution is accounted. The recon-

structed efficiency of B → ϕ(Kπ)∗0 with the LASS shape is estimated from the efficiency

of Breit-Wigner shape by multiplying the ratio

∫ 1.60

1.10
|ALASS|2(mKπ) × FDalitz(mKπ) dmKπ∫ 1.60

1.10
|ABW|2(mKπ) × FDalitz(mKπ) dmKπ

, (4.6)

where |ABW|2 is normalized in the whole physical range (mK + mπ, mB − mφ), while

|ALASS|2 is normalized in the range (mK +mπ, 1.6)GeV.

The branching fraction of decays B → ϕK∗
0 (1430) is derived from it by integrating

separately the Breit-Wigner formula of the resonant component without mKπ restriction.

The B → ϕK∗
0 (1430) yield is calculated as the product of the B → ϕ(Kπ)∗0 yield (ob-
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tained directly from the fit) and a correction ratio

Rres =

∫ mU

mL
|Ares|2(mKπ) × FDalitz(mKπ) dmKπ∫ mU

mL
|Ares + Anon-res|2(mKπ) × FDalitz(mKπ) dmKπ

, (4.7)

where mL and mH represent the lower and upper boundaries of the Kπ mass, either (1.13-

1.53) GeV for the B0 modes or (1.10-1.60) GeV for the B+ modes, and the FDalitz terms

are the phase-space factors for the B → ϕKπ defined in Eq. (3.28). This ratio is 83.3%

for the B0 → ϕK∗(1430)0 and 91.5% for the B+ → ϕK∗(1430)+. It varies less than 0.1%

from the two final states (KSπ
+) and (K+π0).
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Summary and Discussion

In a summary, this thesis describes three amplitude analyses [59, 60, 62, 63] on decays

B → ϕK
(∗)
J based on 465 or 384 million BB pairs recorded at BABAR detector. A total

of fourteen K(∗)
J resonances and D0 meson are studied, with the projections onto invariant

massmKπ shown in Fig. 5.1. Tables 5.1− 5.3 summarize the results on branching fractions,

polarizations, CP -violation parameters, and parameters sensitive to final-state interactions.

Eleven parameters each on vector–vector decays B → ϕK∗(892)0 and B± →

ϕK∗(892)± 1, nine or five parameters on vector–tensor decay B0 → ϕK∗
2(1430)0 or

B+ → ϕK∗
2 (1430)+, and two parameters on vector–scalar decays B0 → ϕK∗

0 (1430)0

and B± → ϕK∗
0 (1430)± are extracted. Upper limits at 90% confidence level are placed on

branching fractions of B0 and B± decays to final states with ϕ and K∗(1680)0, K∗
3 (1780)0,

K∗
4 (2045)0, D0, and K1(1400)±, K∗(1410)± and K2(1770)± or K2(1820)±.

1Results on vector–vector decays B → ϕK∗(892) are updated by Zijin Guo in a joint effort.
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Figure 5.1: Distribution of the Kπ invariant mass for the study of decays B0 → ϕ(K+π−)
(left) and B± → ϕ(K0

Sπ
±)/(K±π0) (right). The data distribution is shown with a re-

quirement to enhance the signal. The solid (dashed) line shows the signal-plus-background
(background) expected distributions.

The (V -A) structure of the weak interaction and the s-quark spin-flip suppression in

the process shown in Fig. 1.3 suggest |AJ0| � |AJ+1| � |AJ−1| [17, 29–34]. The rel-

atively small value of fL1 = 0.494 ± 0.034 ± 0.013 and the relatively large value of

f⊥1 = 0.212± 0.032± 0.013 in the vector–vector decay remain a puzzle. Furthermore, the

polarization of a vector–axial-vector decay B+ → ϕK1(1270)+ is measured for the first

time as 0.46+0.12 +0.06
−0.13 −0.07, resulting in a large fraction of transverse amplitude as well. Both

measurements indicate substantial A1+1 (or still possible A1−1 for vector–axial-vector de-

cay) amplitude from an uncertain source, such as penguin annihilation [17, 29–34] and

non-perturbative QCD rescattering [36–39] in the SM, or scalar and right-handed currents

from multi-Higgs models beyond the SM [20–28] (see Sec. 1.3).

The naive SM expectation is that the (V -A) nature of the weak decays requires that an
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Table 5.1: Measurements of the branching fraction B, significance and overall flavor asym-
metry ACPJ for B → ϕK∗

J
and B → ϕD0. Numbers in parentheses indicate observables

measured with less than 4σ significance. The systematic errors are quoted last.

Mode B (10−6) S (σ) ACPJ

ϕK∗
0(1430)0 3.9 ± 0.5 ± 0.6 > 10 +0.20 ± 0.14 ± 0.06

ϕK∗
0(1430)+ 7.0 ± 1.3 ± 0.9 8.2 +0.04 ± 0.15 ± 0.04

ϕK∗(892)0 9.7 ± 0.5 ± 0.5 +0.01 ± 0.06 ± 0.03

ϕK∗(892)+ 11.2 ± 1.0 ± 0.9 > 10 +0.00 ± 0.09 ± 0.04

ϕK∗(1680)0 < 3.5(0.7+1.0
−0.7 ± 1.1) < 2 Fixed to 0

ϕK∗
2(1430)0 7.5 ± 0.9 ± 0.5 > 10 −0.08 ± 0.12 ± 0.05

ϕK∗
2(1430)+ 8.4 ± 1.8 ± 1.0 5.5 −0.23 ± 0.19 ± 0.06

ϕK∗
3(1780)0 < 2.7(−0.9 ± 1.4 ± 1.1) < 2 Fixed to 0

ϕK∗
4(2045)0 < 15.3(6.0+4.8

−4.0 ± 4.1) < 2 Fixed to 0

ϕK1(1270)+ 6.1 ± 1.6 ± 1.1 5.0 +0.15 ± 0.19 ± 0.05

ϕK1(1400)+ < 3.2(0.3 ± 1.6 ± 0.7) < 2 Fixed to 0

ϕK∗(1410)+ < 4.3(2.4 ± 1.2+0.8
1.2 ) < 2 Fixed to 0

ϕK2(1770)+ < 15.0 < 2 Fixed to 0

ϕK2(1820)+ < 16.3 < 2 Fixed to 0

ϕD0 < 11.6(6.5+3.1
−2.7 ± 1.4) 2.4 Fixed to 0
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Table 5.2: Summary of the angular measurements, see Table 1.5 for definition of the pa-
rameters. The measurements in the parenthesis are for B+ → ϕK∗(892)+ or ϕK∗

2(1430)+

decays. The systematic errors are quoted last.

parameter ϕK∗(892)0(+) ϕK1(1270)+ ϕK∗
2(1430)0(+)

fLJ

0.494 ± 0.034 ± 0.013
0.46+0.12 +0.06

−0.13 −0.07

0.901+0.046
−0.058 ± 0.037

(0.49 ± 0.05 ± 0.03) (0.80+0.09
−0.10 ± 0.03)

f⊥J

0.212 ± 0.032 ± 0.013
0.002+0.018

−0.002 ± 0.031
(0.21 ± 0.05 ± 0.02)

φ‖J (−π) (rad)
2.40 ± 0.13 ± 0.08

3.96 ± 0.38 ± 0.06
(−0.67+0.20

−0.19 ± 0.07)

φ⊥J (−π) (rad)
2.35 ± 0.13 ± 0.09

(−0.45+0.19
−0.20 ± 0.07)

A0
CPJ

+0.01 ± 0.07 ± 0.02
−0.05 ± 0.06 ± 0.01

(+0.17 ± 0.11 ± 0.02)

A⊥
CPJ

−0.04 ± 0.15 ± 0.06

(+0.22+0.24
−0.23 ± 0.08)

∆φ‖J (rad)
+0.22 ± 0.12 ± 0.08

−1.00 ± 0.38 ± 0.09
(+0.07 ± 0.20 ± 0.05)

∆φ⊥J (rad)
+0.21 ± 0.13 ± 0.08

(+0.19+0.20
−0.19 ± 0.07)
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Table 5.3: Summary of the interference measurements, see Table 1.5 for definition of
the parameters. The measurements in the parenthesis are for B+ → ϕK∗(892)+ or
ϕK∗

2(1430)+ decays. The systematic errors are quoted last.

parameter ϕK∗(892)0(+) ϕK∗
2(1430)0(+)

δ0J (−π) (rad)
2.82 ± 0.15 ± 0.09 3.41 ± 0.13 ± 0.13

(−0.07 ± 0.18 ± 0.06) (3.59 ± 0.0.19 ± 0.12)

∆δ0J (rad)
+0.27 ± 0.14 ± 0.08 +0.11 ± 0.13 ± 0.06

(+0.20 ± 0.18 ± 0.03) (−0.05 ± 0.19 ± 0.06)

anti-quark originating from the b̄ → q̄W+ decay be produced in helicity state + 1
2
. This

argument applies to the penguin loop which is a purely weak transition, b̄ → s̄, with the

double-W coupling in the SM. The s̄ anti-quark can couple to the s quark (see Fig. 1.3) to

produce the ϕ state with helicity of either λ = 0 or λ = +1, but not λ = −1. However, the

K∗ state should have the same helicity as the ϕ due to angular momentum conservation.

The λ = +1 state is not allowed in this case because both s and s̄ quarks would have

helicity +1
2
, in violation of helicity conservation in the vector coupling, g → ss̄. The

spin-flip can alter both of the above requirements, but its suppression factor is of order

∼ mV /mB for each flip, where mV is the mass of the ϕ or K∗0 mesons. It leads to the

amplitude hierarchy |AJ0| � |AJ+1| � |AJ−1|, or |AJ0| � |AJ⊥| and AJ⊥ ' AJ‖, where

AJ+1 is suppressed by one spin flip, while AJ−1 is suppressed by two spin flips.

The polarizations of the vector–tensor decays B0 → ϕK∗
2 (1430) and B+ →
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ϕK∗
2(1430)+ are measured to be 0.901+0.046

−0.058±0.037 and 0.80+0.09
−0.10±0.03 respectively, both

consistent with the naive expectation of the longitudinal polarization dominance. However

the difference in fL of the vector–tensor decay from the vector-vector(axial-vector) de-

cay brings additional puzzle. This points to a unique role for the spin-1 particle recoiling

against the ϕ in the B → ϕK∗ polarization puzzle.

The dependence on the Kπ invariant mass of the interference between the scalar and

vector or scalar and tensor components is implemented to resolve discrete ambiguities of

both the strong and weak phases (see Sec. 3.1 and 3.3). In B → ϕK∗(892) decays, the

solution φ‖1 ' φ⊥1 is found without discrete ambiguities. Combined with the approximate

solution fL1 ' 1/2 and f⊥1 ' (1−fL1)/2, this results in the approximate decay amplitude

hierarchy |A10| ' |A1+1| � |A1−1|. This measurement thus contradicts the proposed right-

handed current [17,20,21] prediction |A−1| � |A+1|. In addition, more than more than 5σ

(4 σ) or 3.1σ (2.4σ) deviation (including systematic uncertainties) is found of φ⊥(φ‖)from

either π or zero in the B0 → ϕK∗(892)0 or B± → ϕK∗(892)± decay. This indicates

the presence of final-state interactions (FSI) not accounted for in the naive factorization.

In the B0 → ϕK∗
2(1430)0 decay, there is no sufficient information to constrain the φ‖2 at

higher significance or to measure φ⊥2, A⊥
CP2, or ∆φ⊥2, due to the low significance of the

f‖2 = (1 − fL2 − f⊥2) (1.9σ) and f⊥2 (0σ) measurements.

The new polarization measurements on the vector–tensor and vector–axial-vector de-

cays have limited constraint on the current theoretical explanations. The penguin annihi-
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lation and rescattering solutions in the SM are not either ruled out or distinguished. This

is because there is new set of parameters specific to the new K∗
2 (1430) or K1(1270) final

state. Some of these parameters are virtually impossible to calculate due to the difficulties

in the QCD factorization, just as those parameters defined in B → ϕK∗(892) decays,

New physics scenarios are not ruled out either for two reasons. First, the coupling

strength of the NP sector to the SM physics is not exactly understood. Second, the calcu-

lations of the NP contributions also have similar large QCD uncertainties, such as the two

universal form factors in the B → K∗
J transition. However, it is pointed out in Ref. [28]

that, models which contain only V/A operators like those with SUSY or extra Z′ bosons

cannot explain both the B0 → ϕK0
S and B → ϕK∗ data. Nevertheless, it is safe to con-

clude that the models that have weak dependence on the K∗
J final states are not in favor.
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