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ABSTRACT

In an experiment at Fermilab, samples of 2~s produced by polarized and unpolarized
400 GeV neu'tra.l beams have been collected using a multi-wire proportional chamber
and magnetic spectrometer. The daia consisted of both polarized and unpolarized
samples of 0~ baryons. These samples were used to measure the decay asymmetry
parameters for the decay @~ — AKX ~. An analysis of 252,000 2~ baryons has yielded
a measurement of 0.0126 + 0.0042 for the decay asymmetry apag-. Using a polarized
sample of 234,600 2~ baryons the 8- /7q- ratio, ¢n-, has been measured to be ~3.4°+
10.3°. The results for the sign of the asymmetry parameter 7q- favored a positive value,

but were inconclusive,
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Chapter 1

Introduction

1.1 Introduction

High energy physics is the study of the fundamental constituents of nature and the
forces that govern their interactions. Much of the information known today in the field
has come from the study of the decay properties of elementary particles. As far as
we know, quarks are elementary particles which decay via the weak force. The study
of the decay properties of quarks has provided valuable insights into the weak force.
Because quarks are not free, their decays have to be observed while they are bound
inside a hadron where the strong force between quarks greatly influences their decay
properties. Thus, although quark decay is caused by the weak interaction, their decay
inside hadrons is modified by the strong force.

The Q~ decay is an important decay to study for several reasons. First, the 1~
is composed of quarks of the same flavor , three strange quarks, and thus provides a
good means of studying the decay of the strange quark. Second, the 0~ is assumed
to be a spin-% particle and is the only ‘stable’ spin-% baryon. Finally, the decays of
the 2~ have not been studied in great detail and therefore should provide useful new
information in a area were the knowledge is sparse.

1
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1.2 Nonleptonic Hyperon Decays

Even though the weak interaction is well understood, the decay properties of strange
quarks inside hadrons are not. One way of studying strange quark decay is through the
decay of hyperons, baryons which contain at least one strange quark. The dominant
mode of these decays is for a strange (s) quark in the parent hyperon to be converted
into an up (u) or down (d) quark as the hyperon itsell decays into a meson and a
baryon. The dominant decay modes for spin-1 hyperons, except for the £° which
decays electromagnetically, all have a 7 meson in the final state and so the decays are
usually represented by B; — Bjx. The Dominant decay mode for the -, a hyperon
with an assumed spin of 3, is 0~ — AK-.

The basic Feynman diagrams for the nonleptonic decays of spin~} hyperons are
shown in Figure 1.1 for quark annihilation, quark decay, and the penguin diagrams for
one gluon exchange. The ”W” in the diagrams is a charged vector boson, represented
by a dashed line, which carries the weak force. The ”g” in the the penguin diagrams
is the gluon. The gluon is the carrier of the strong force and is represented by a curly
line. Note that the 2, like the 5~ and £, does not have an annihilation diagram.
The basic interaction diagrams for the decay 2~ — AKX~ are shown in Figure 1.2.
While progress has been made in understanding the qualitative nature of these decays,
the ability to quantitatively predict the influence of the strong force on the nonleptonic
weak decays of hyperons has not been achieved. More experimental data could help
this situation.

Conservation of angular momentum (!) plays an important role in understanding
these decays. When a spin-% hyperon decays nonleptonically, the daughter baryon is
also a spin-% particle while the daughter meson has spin zero. Because of the complica-
tions of the strong interaction, one needs an effective weak Hamiltonian to describe these

decays. This Hamiltonian, because of angular momentum conservation, is restricted to

3
having only ! = 0 (s-wave) and { = 1 (p-wave) components. In order to satisfy Lorentz
invariance, the matrix element must be a sum of scalar and pseudoscalar quantities.
With this in mind, the weak Hamiltonian matrix element for these decays can be writ-

ten [1]:
m = (Bjx | Hy | B;) = W(A+ Bys)u (1.1)

where A and B are the s-wave and the p-wave amplitudes respectively. Note that the
final state pion is a pseudoscalar and has negative parity. The term #Bysu is also a
pseudoscalar and so B is called the parity conserving amplitude. The term TAu is a
scalar and has positive parity. Since this term has the opposite parity of the pion, A is
called the parity violating amplitude.

A more physically meaningful quantity than B is B = ((E; — m;)/(E; + m;))B,
where E; is the daughter baryon energy and m; is its mass in the parent particle’s rest
frame. The amplitude B appears in an analogous manner to A in the formulas for the
decay rate and asymmetries, and is thus more easily extracted from these measurable
quantities than B. Using these definitions and the weak Hamiltonian matrix element

the decay rate becomes:

(1.2)

_1 7, 5 (it mj)
r=tiargar+smEE

where M; is the parent baryon mass and | ¢ | is the decay momentum. The decay rate
can also be written as I' = A(BR)/t, where (BR) is the branching ratio for the decay
in question and r is the lifetime of the parent baryon.

A similar analysis can be used for the decay 2~ — AK~. Now a spin-g baryon
decays into a spin-} baryon and a spin-0 meson. In this case the weak Hamiltonian

matrix element is (1]:

")
m=(AK" | Hy |27) = L %(B + Cys)u, _ (1.3)
My
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where B and C are the p-wave and d-wave (I = 2) amplitudes, and u, is a Rarita-
Schwinger vector-spinor. In this case B is the parity conserving amplitude and C is
the parity violating amplitude. Also note that C is kinematically suppressed by a
factor of (M=o — Ma)/(M=o + My) with respect to B [2]. This suppression factor has
a value of approximately 0.08. Once again the higher angular momentum term has the
more meaningful expression C = ((Ex — ma)/(Ea + ma))C. Using the above weak

Hamiltonian matrix element the decay rate becomes [1]:

lef® (Ep + ma)
F= (B + 1T (14

1
47 Im
1.2.1 Decay Asymmetries for Spin-} Baryons

Before preceding to a description of the spin-% amplitudes, it is useful to consider the
principles with the spin-} decay amplitudes. In fact a comparison between these two
cases provides valuable insight into the harder to understand spin-% decay. In the spin-
% decay, and in the spin~% as will be seen later, there are several other useful relations
involving the decay amplitudes.

Other useful relations involving A and B amplitudes are the decay asymmetries
proposed by Lee and Yang [3]:

__2Re(A’B) 5= 2Im(A*B) y = |A|’—|'E|’
THAP+IBPR) T (APR+IBPY JAP+1B)

(1.5)

a

and the normalization condition a? 4+ 8% + 7% = 1. These decay asymmetries describe
the angular distribution of the daughter baryon and its polarization. The angular
distribution of the daughter baryon in the rest frame of the parent hyperon can be

written as:
1 ;o
I(om¢n)=z;(l+aﬂ,PB,'") (1.6)

with PEJ being the polarization of the decaying baryon and # the momentum direction

of the daughter baryon in the rest frame of the parent baryon. The polarization of the

daughter baryon in its own rest frame is:

Py x llas+ Bo-A)A +8=(Fe x A ) +4=lA x(FaxA)]) (17)

1

T 1tez A
where the subscripts for the decay - — Ax~ were used for clarity. Note that a 3
vector polarization is only well defined in the rest frame of the polarized particle [4],
and so the polarization terms on the left hand side of equation 1.7 are measured in the
A rest frame, while those on the right hand side are measured in the - rest frame. For
most purposes time reversal invariance can be assumed and the situation becomes less
complex. In this case, the A and B amplitudes are real up to an overall phase factor if
final state interactions are neglected. Because A and B are relatively real, § = 0 and
a = 2AB/(| A]?> + | B |*). Now except for an overall phase factor, measurements of
(BR), 7 and a for nonleptonic hyperon decays are sufficient for determining A and B.
Final state interactions can give a small nonzero value to g [5].

The decay asymmetry parameters a, §, and v describe both the daughter baryon
polarization and its angular distribution in the rest frame of the parent hyperon. While
the following discussion will focus on the decay sequence =~ — Ar followed by A —
pr~, the equations involved can be easily converted for other nonleptonic weak hyperon
decays. In order to convert the equations to another decay sequence, all that need be
done is replace all occurrences of the subscript =~ by the new parent hyperon, and all
occurrences of the subscript A by the new daughter baryon.

First consider the decay =~ — Ax. From section 1.2 the angular distribution can

be written in terms of the decay asymmetry az- and the polarization P=- as:
1 P
16,88) = (1 + az-Fe- - A) (18)

where 8, and ¢, are the spherical angles describing the momentum direction of A
(A) with respect to P=_. The angular distribution can be expanded in terms of an

arbitrary axis #. Consider a spherical coordinate system about the axis #i. The angular
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distribution then can be rewritten in this system as:
1 = N
[(8ny6n) = =(1 + 0z-Fz- - i - A) (1.9)

where 8, and ¢, are the usual spherical angles describing the direction of A with respect
to the axis # (see Figure 1.3). In the above equation, cosfy, = f - A. Also, the equation
is independent of ¢,, 80 by substituting in cos 6, and integrating over ¢n, the angular

distribution reduces to:
1 o
1(8,) = §(1+aE-PE- + #i cos 6,) (1.10)

Now consider the angular distribution of the proton from the decay of the daughter

A. The distribution can then be projected onto the 3 helicity frame axes

. . P-xA ., Y xA
A potexA g ¥YxA (1.11)
|P=- x Al 1Y x Al

This distribution can be integrated over the appropriate ¢ angle for each of the
helicity frame axes. Finally, after integrating over cos@; and ¢;, the spherical angles

describing the A direction in the =~ rest frame about an arbitrary axis, the angular

distribution projections become [6]):

IA-5) = 30 +arezh 5) (1.12)
KEB) = 30-TeaPersX 5) (1.13)
K75) = 30+ 5anPsef 5) (1.14)

The first projection can be used to measure az-. The second two provide measure-
ments of fz- and 7z- if the cascade sample is polarized (Pz- # 0). Notice that in the
ratio of the slopes for the X and ¥ projections only the terms f=— and y=- do not

cancel out. Therefore, the ratio of f=- /y=- only requires that P=- # 0.

1.2.2 Decay Asymmetries for the Q= — AKX~ Decay

The decay asymmetries for the decay 2~ — AK~ have the same basic form and nor-
malization condition as in the case of spin-1 baryon decay. In this case, the decay

asymmetries are defined in terms of the B and C amplitudes as:

___2Re(B*C) __2Im(B*C) _|BpR-|CP?
- =GBRE+ICH T uBRaieH T usrriem MY

As mentioned earlier, C is kinematically suppressed and so the expected values are

ag- = 0, fg- = 0, and 79- = 1. In this case measurements of (BR), r and a

for 2~ — AK~ are sufficient for determining the magnitudes of B and C. Therefore

measurements must be of sufficient precession to test beyond this kinematic suppression.
The polarization of the daughter A from this decay is (7, 8, 9):

P = [L+ (2 + 1)1g-1Py- (1.16)

1
A7 +1)
where J is the spin of the ~. This formula was derived by integrating the angular
distribution over the spherical angles describing the A direction in the Q= rest frame
about an arbitrary axis.

The angular distribution projections can be found by doing the same integrations as
was done in the spin-§ case. Assuming that the Q- has a spin of J = § (10, 11], the

angular distribution projections onto the helicity frame axes are (see appendix A):

IA-p) = %(1+0AanA'ﬁ) (1.17)
1£5) = 31 -Zayrak 70 - /Lol (118)
I7-5) = 31+ 3rando? - #Pa — [ Fts0) (L19)

The projection onto the A axis is completely analogous to the spin-% case. The X and
Y projections are complicated by the tensor polarization term tyg. Fortunately, if the

quantity (P - %ﬁtw) is nonzero, then the ratio fig-/7a- can stiil be measured. In

this case, the measur. t will be independent of Py- and tag.
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Figure 1.1: Feynman diagrams for quark annihilation, quark decay and penguins for
nonleptonic weak decays of the spin-% hyperons. The symbols i, j and k stand for u, d
or g quarks.
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Figure 1.2: Feynman diagrams for quark decay and penguins for the nonleptonic weak
decay - — AK~.
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Figure 1.3: Spherical coordinate system in the =~ rest frame.

11

1.3 Experimental Status of the Decay Asymmetries

The present world averages for the measurements of the decay asymmetries are given
in Table 1.1 {12]. The usual way of reporting the ratio of #/v is in terms of the angle
@

¢ = tan™! (g) (1.20)

For both the decays A — nx® and @~ — AK ™ no previous measurement has been made
of the §/y angle ¢. Although ¢g- is expected to be small or zero, it is still important
to check this experimentally. ag- has been measured before and shown to be consistent
with zero, as expected [7, 13]. Using the world average values for the lifetime, branching
ratio and alpha asymmetry parameter listed in Table 1.1, the magnitudes of the B and
C amplitudes for the decay 2~ — AK~ can be calculated. Table 1.2 shows the
magnitudes of the B and C amplitudes based on thése measurements. Two of the
theoretical predictions for the magnitude of the B amplitude are 4.73x10~7 [14] and
7.70x10~7 [15], neither of which show very good agreement with experimental results.
The prediction for the C amplitude is zero, which agrees well with experiment. The ratio
of the C amplitude to the B amplitude is 0.14 + 0.14, which is in good agreement with
the kinematic suppression factor of 0.08. Still, an improvement of the ag- measurement
should provide a better limit on the suppression of the d-wave in this decay process.
Also, the world average for ag- is based on two previous measurements neither of
which were high statistics measurements (1743 events and 12,000 events). Having low
statistics in these types of measurements makes it hard to control the systematics. All of
the events go into making the minimal measurement and thus precluding a strong study
of the signal for systematic effects. Therefore, a sample of several hundred thousand of
these events would greatly improve the understanding of this measurement.

The A and B amplitudes from the spin-1 hyperon decays are listed in Table 1.3 for

comparison, and were calculated using the world average lifetime, branching ratio, and
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alpha asymmetry parameter listed in Table 1.1 for the various modes. In both cases

the amplitudes are on the order of 10~7,

Decay a lifetime branching ¢
asymmetry (10-19) ratio
A= nn® 0.638 £ 0.066 2.624 £ 0.008 | 0.3581 + 0.0049 none
A - pr~ 0.642 £ 0.013 2.624 £ 0.008 | 0.6419 % 0.0049 | -6.5° + 3.5°
Tt o nnt 0.068 £ 0.013 | 0.7997 £ 0.0036 | 0.4836 + 0.0030 | 167.° + 20.°
Tt o pa® -0.980 £ 0.015 | 0.7997 £ 0.0036 | 0.5164 £ 0.0030 | 36.° + 34.°
L~ — nx~ | -0.0681 & 0.0077 | 1.482 £ 0.011 > 0.99 10.° £ 15.°
BEY -0.399 £ 0.015 2.97 £ 0.04 > 0.99 21.° + 12.°
=" = Ar~ -0.455 £ 0.015 1.642 1 0.015 > 0.99 4° +4.°
N~ - AK~ | -0.026 £ 0.026 0.822 £ 0.012 0.678 £ 0.007 none

Table 1.1: Measured hyperon decay asymmetry parameters.

Decay B C
(10-7) (10°7)
N~ — AK~ | 5.60 £ 0.05 ] 0.78 + 0.78

Table 1.2: The parity conserving and parity violating amplitudes, B and C respectively,
from experimental results.

Decay A B
(1077) (107"
A—>ar® [-239+ 004 [-15.61 + 1.26
A—-pr~ | 3.25+0.02 ] 22114 052
Tt Snxt | 0.14 £ 003 | 4219+ 0.16
Tt o pr? [-3.26 £0.10 [ 26.73 £ 1.24
- onx- | 426+ 002 | -1.43£0.16
0 Ax0 [ 3404 0.02 | -11.72 £ 047
E- 5 Ar- | -4491002] 17.41 £ 061

Table 1.3: The parity violating and parity conserving amplitudes, A and B respectively,
from experimental results.




Chapter 2
The Apparatus

2.1 Imtroduction

In order to make a measurement of the 1~ decay asymmetry, a large sample of 2" s
were required. In addition to the 2s, a much larger sample of =~s were collected
simultaneously. Collecting data under different target and beam conditions allowed for
greatly improved background and systematic studies. The various samples of 2~5 and
E-s were produced by using a high energy proton beam and a series of two target and
magnet stations. By varying the fields in the two magnets and removing the first target,
the production of 2~ and =~ particles under several different conditions was possible.

The usual decay mode for the Q= particle (occurring 67.8% of the time) is 2~ —
AK~, while for =76 the primary decay mode is =~ — Ax~ (occurring over 99% of the
time). The subsequent decay of the A into a proton and = occurs 64.1% of the time.
In both cases, there are two negatively charged daughter mesons and one daughter
proton after the primary and the A decay. Table 2.1 gives the typical decay distances
for the Q~, =, and A hyperons in this experiment. Measurements of the positions and
the momenta of the proton and two mesons were made with a magnetic spectrometer.
A signal developed by the presence of at least two oppositely charged tracks indicated
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Particle From Average v yer
Momentum
(Gev/c) (cm)
z- target 396. 300. | 1473.
[ target 394. 236. | 580.
A Z7 — An~ 334. 299. | 2359.
| A Q- - AK~ 262. 235. | 1854.

Table 2.1: The relativistic parameter 4 and the lifetime ycr for A, =~ and Q~ based
on their average momentum in this experiment.

a possible decay event in the spectrometer. This signal triggered the data acquisition
system which read out the detector information and wrote it to buffered memory. The
buffered memory was read out by a computer between proton spills and the information

was written to magnetic tape for future analysis.

2.2 The Proton Beam

The Fermi National Accelerator Laboratory (Fermilab) has been the site of numerous
fixed target experiments as well as several collider experiments. One of these fixed target
experiments, E800, which operated during the 1991 and 1992 fixed target run, collected
the data used in this dissertation. The accelerator provided 800 GeV protons, at an
intensity of over 1.2 x 10" protons per 23 second period (or spill), which was divided
among the various beamlines and subsequently among the fixed target experiments.
The duty cycle of the accelerator was 60 seconds.

E800 was located at the end of the Proton Center beamline and required intensities
which varied from 5.0 x 10' to 2.0 x 10'? protons per spill, depending on the mode
of operation. The Proton Center beamline provided several functions beyond simple
beam transport. First the beam was required to be 2 mm or less in diameter when it hit

the target, and thus had to be focused as it was being transported. The focusing was
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accomplished by a series of quadrapole magnets. Since quadrapole magnets focus in
one plane and defocus in the plane perpendicular to the first, the quadrapole magnets’
polarity had to be alternated so that the overall effect was focusing in both the vertical
and the horizontal planes. Another task required of the beamline was the ability to
steer the beam off the centerline so that it could be brought to the targets at various
angles in the vertical plane. The three typical angles used in this experiment were £1.8
mrad and 0 mrad.

To accomplish the nonzero angles, the beam was bent using two dipole magnets.
First the beam was bent away from the vertical zero line by a magnet called PC3V1
(see Figure 2.1). Next the beam was bent back toward the vertical zero line, by a
magnet called PC3V2, so that it would cross the cepterline at the desired target (either
the upstream target or the downstream target depending on the mode of operation).
The position of the beam along the beamline was monitored by a series of segmented
wire jon chambers (SWICs) placed at various locations along the beamline. Three of
these SWICs (PC3IWC2, PC3WC3 and PC3WC4) were used to monitor the angle of
the beam as it approached the targets. PC3WC2 was placed between magnets PC3V1
and PC3V2. PC3WC3 was place in front of the upstream target and PC3IWC4 was
placed in front of the downstream target. All three of these SWICs had a 0.5 mm wire
spacing.

Another device used to monitor the proton beam was a secondary emission monitor
(SEM). The SEM provided a means of monitoring the intensity of the proton beam in
the Proton Center beamline. By using the SEM and the SWICs together the experiment
was able to monitor the quality of the proton beam as it approached the target on a

spill by spill basis.
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D PC3WC2 D PC3WC3

PC3WC4

T [T —— el E
Upstream
Cgllimamr T od
Collimator
PC3SW
PC3Vi PC3V2 PC3ANA

Figure 2.1: Nllustration of the section of beamline used to develop the different targeting
angies. T1 and T2 are the upstream and downstream targets respectively.

2.3 Collimators and Targeting

Background and systematic studies were an important part of the asymmetry measure-
ments, and were greatly enhanced by the use of data samples from several different
target and beam conditions. Polarization can effect the asymmetry measurements and
is not expected to be the same under all production conditions (see for example refer-
ences (8, 16, 17, 18]). E800 was designed to be able to switch between a secondary and
a tertiary beam experiment, and so required two collimators and two targets. In the
tertiary mode the upstream collimator served as a proton dump and a neutral beam
selector and was referred to as the neutral collimator. In this mode the downstream
collimator, called the charged collimator, was used to select a negative beam and as a
neutral beam dump. To operate in the tertiary mode both targets had to be used and
both collimators were in regions of high magnetic field. In the secondary beam mode,

the idea was to bring the proton beam though the upstream collimator unchanged. To
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accomplish this, the defining aperture of the upstream collimator had to be wider than
the proton beam. In this mode, the charged collimator would act as a proton beam
dump and a negative beam selector. Since the proton beam would be passing though
the upstream collimator, only the downstream target was needed and the upstream
collimator was in a field free region.

The proton production scheme was the only secondary beam mode used. In Fig-
ure 2.2a the secondary beam was produced by protons incident on the downstream
target at nonzero angle. Note that the production angle is defined as the angle between
the incoming and outgoing particle momenta.

On the other hand, there were two modes of neutral beam production both of which
were tertiary beam modes. In Spin Transfer Production, Figure 2.2b, protons hit
the upstream target at a nonzero angle and the resulting polarized neutral beam was
directed at the downstream target at 0 mrad thus producing the charged tertiary beam.
For the Neutral Production mode, depicted in Figure 2.2c, protons hit the upstream
target at 0 mrad producing an unpolarized neutral beam which then hit the downstream
target at a nonzero angle to produce a charged tertiary beam.

Note that since the incident angle was also in the bend plane of the upstream magnet,
the field of the magnet had to be reversed when the beam angle was reversed in order
to insure that the proton beam dumped outside of the defining aperture and not too
close to the vertical zero line. For Spin Transfer the field in the upstream collimator
bent positive particles down when the targeting angle was negative, and up when the
targeting angle was positive. By configuring the magnet this way for Spin Transfer, the
proton beam was dumped well outside the defining aperture of the upstream collimator.
For Neutral Production, the field direction was chosen at each angle so that the opposite
situation occurred to keep the proton beam from dumping close to the vertical zero line

of the charged collimator.
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2.3.1 The Targets

The two targets used in the experiment were made of Beryllium to maximize the fraction
of high momentum baryons produced. Both targets were approximately 0.37 interaction
lengths long. The upstream target was 150.72 mm long, while the downstream target
was 149.70 mm long. The center of the upstream target was 12.1 e¢m in front of the
upstream end of the upstream collimator. This target was cylindrical in shape with
a diameter of 6.55 mm. The downstream target, unlike the upstream target, was
rectangular in shape with its center located 13.2 cm in front of the upstream end of the
charged collimator and 62.2 cm downstream of the upstream collimator. The width of

this target was 5.15 mm, while its height was 5.28 mm.

2.3.2 The Upstream Collimator

The upstream collimator, Figure 2.3 and Table 2.2, fit inside a standard Fermilab B2
dipole magnet. The field of the B2 magnet was 1.8 T and its length was 607.0 cm. A
vacuum pipe 640.0 cm in length was mounted through the center of the B2 magnet,
extending 16.5 cm beyond the magnet on either side. The collimator was placed inside
the vacuum pipe and was made from brass and tungsten segments. The tungsten
segments were placed where the proton beam was expected to dump when the incident
angle was between 0. and 2. mrad. The defining aperture was 0.254 cm by 0.254 cm
and had a length of 91.44 cm. It began at a z position of 396.24 cm downstream from
the upstream end of the magnet. Thus, the solid angle of the upstream collimator was
approximately 0.41 microsteradian.

The B2 magnet which contained the upstream collimator was mounted on two step-
per motors which allowed remote vertical positioning of the magnet and thus the up-
stream collimator. One stepper motor was placed 55.1 cm from the upstream edge of

the magnet, the other motor was placed 51.4 cm from the downstream edge thus giving
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Plan View Elevation View
Z Max Min | Width | Max Min | Width
(cm) | (em) | {em) | (em) | (em) | (cm) | (cm)
0.00 | 1.206 | -1.206 | 2.413 | 1.524 | -1.524 | 3.048
76.20 | 1.206 | -1.206 | 2.413 | 1.524 | -1.524 | 3.048
76.20 | 1.206 | -1.206 | 2.413 | 1.206 | -1.206 | 2.413
228.60 | 1.206 | -1.206 | 2.413 | 1.206 | -1.206 | 2.413
228.60 | 1.206 | -1.206 | 2.413 | 1.524 | -1.524 | 3.048
411.48 | 1.206 | -1.206 | 2.413 | 1.524 | -1.524 | 3.048
41148 | 0.135 | -0.135 | 0.269 | 0.135 | -0.135 | 0.269
502.92 [ 0.135 | -0.135 | 0.269 | 0.135 | -0.135 | 0.269
502.92 [ 0.356 | -0.356 | 0.711 | 0.356 | -0.356 | 0.711
594.36 [ 0.356 | -0.356 | 0.711 | 0.356 | -0.356 | 0.711
594.36 | 0.406 | -0.406 | 0.813 | 0.406 | -0.406 | 0.813
640.00 | 0.406 | -0.406 | 0.813 | 0.406 | -0.406 | 0.813
Placement of tungsten
Plan View Elevation View
Z min | Z max | Length | Z min { Z max { Length
(em) | (em) | (em) | (em) | (em) | (em)
350.52 | 502.92 | 152.40 | 411.48 | 502.92 | 91.44

Table 2.2: The E800 upstream collimator aperture values.

a 500.4 cm separation between the two pivot points. Whenever an angle change at
the downstream target was needed, as in an angle change in the Neutral Production
mode, the stepper motors were used to reposition the magnet and thus the upstream
collimator. This process of vertically changing the position of the magnet typically
took 20 minutes. Because the stepper motors had 74,676 counts per cm and 87,630
counts per ¢m for the upstream and downstream motors respectively, the vertical po-
sition of the upstream collimator could be precisely determined each time the magnet
was moved. The ability to precisely determine the vertical position of the upstream
collimator also enabled the experimenters to reproduce a desired collimator position as

needed to better than 0.01 cm.
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2.3.3 The Charged Collimator

The charged collimator, Figure 2.4 and Table 2.3, waz designed to fit inside the Proton
Center Hyperon Magnet. The central orbit momentum was designed to be 400 GeV at
a B-field of 3.35 T, which corresponded to a central orbit radius of 39828.55 cm. The
bend angle for this central orbit through the hyperon magnet was 18.37 mrad. Most
data was taken at a field of 3.33 T and a smaller sample at 2.39 T corresponding to a
magnet current of 2900 amps and 750 amps respectively. The collimator itself fit into
the aperture of a holder which in turn fit inside the Hyperon Magnet. The gap in which
the collimator fit was 7.72 cm (x view) by 2.29 cm (y view) and had a length of 731.52
cm. The collimator holder was composed of three sections, the upstream section was
335.28 cm long and the two downstream sections were 198.12 cm long. The defining
channel had an upstream aperture of 0.508 cm by 0.508 cm located 274.32 cm from the
upstream end of the magnet. The exit point of the defining channel was at 457.20 cm
where the aperture was 0.762 cm by 0.762 cm. The solid angle entering the defining
channel was 3.43 microsteradian.

A plot of field versus current for the hyperon magnet is shown in Figure 2.5. This plot
clearly shows that at 2900 amps, current used in the dominant mode for data taking, the
hyperon magnet is in the saturation region. In Figure 2.6 plots of the overall collimator
acceptance and the channel acceptance as a function of momentum are shown. The
overall collimator acceptance is defined as the number of charged particles exiting the
downstream end of the collimator divided by the number of charged particles produced
in the target. A plot of the overall collimator acceptance is useful in the design stage
of the experiment, especially during the design of the collimator itself. The channel
acceptance is defined as the number of charged particles exiting the downstream end of
the collimator divided by the number of charged particles entering the defining channel.

The channel acceptance demonstrates the efficiency of the collimator in transporting
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Plan View Elevation View
Z Max | Min | Width | Max | Min | Width
(em) | (em) | (em) | (em) | (cm) | (em) | (cm)
0.00 |1.267|-1.273 | 2.540 | 1.143 | 1.143 | 2.286
30.48 | 1.532 | -1.008 | 2.540 | 1.143 | -1.143 | 2.286
60.96 | 1.770 | -0.770 | 2.540 | 1.143 | -1.143 | 2.286
91.44 | 1.986 | -0.554 | 2.540 | 1.143 | -1.143 | 2.286
121.92 | 2.179 | -0.361 | 2.540 | 1.143 | -1.143 | 2.286
152.40 | 2.349 | -0.191 | 2.540 | 1.143 | -1.143 | 2.286
182.88 | 2.494 | -0.046 | 2.540 | 1.143 | -1.143 | 2.286
213.36 | 2.616 | 0.076 | 2.540 [ 1.143 | -1.143 | 2.286
243.84 | 2.715 | 0.175 | 2.540 | 1.143 | -1.143 | 2.286
243.84 | 2.461 | 0.429 | 2.032 | 1.143 | -1.143 | 2.286
274.32 | 2.540 | 0.508 | 2.032 | 1.143 | -1.143 | 2.286
274321 1.778 | 1.270 | 0.508 | 0.254 | -0.254 | 0.508
304.80 | 1.829 | 1.321 | 0.508 | 0.254 | -0.254 | 0.508
304.80 | 1.956 | 1.194 | 0.762 | 0.381 | -0.381 | 0.762
335.28 | 1.986 | 1.224 | 0.762 | 0.381 | -0.381 | 0.762
365.76 | 1.991 | 1.229 | 0.762 | 0.381 | -0.381 | 0.762
396.24 | 1.976 | 1.214 | 0.762 | 0.381 | -0.381 | 0.762
426.72 | 1.933 | 1.171 | 0.762 | 0.381 | -0.381 | 0.762
457.20 1 1.872 | 1.110 | 0.762 | 0.381 | -0.381 | 0.762
457.20 | 2.507 | 0.475 | 2.032 | 0.508 | -0.508 | 1.016
487.68 | 2.418 | 0.386 | 2.032 | 0.508 | -0.508 | 1.016
518.16 | 2.309 | 0.277 | 2.032 | 0.508 | -0.508 | 1.016
548.64 | 2.174 | 0.142 | 2.032 | 0.508 | -0.508 | 1.016
579.12 | 2.017 | -0.015 | 2.032 | 0.508 | -0.508 | 1.016
609.60 | 1.836 | -0.196 | 2.032 | 0.508 | -0.508 | 1.016
609.60 | 1.455 | 0.185 | 1.270 | 0.635 | -0.635 | 1.270
640.08 | 1.252 | -0.018 | 1.270 | 0.635 | -0.635 | 1.270
670.56 | 1.024 | -0.246 | 1.270 | 0.635 | -0.635 | 1.270
701.04 | 0.775 | -0.495 | 1.270 | 0.635 | -0.635 | 1.270
731.52 | 0.500 | -0.770 | 1.270 | 0.635 | -0.635 | 1.270

Table 2.3: The E800 charged collimator aperture values.
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the charged beam after exclusion of neutral particles or oppositely charged particles
(positively charged particles for a negatively charge beam). The channel acceptance
is more important than the overall collimator acceptance for studying the charged
beam acceptance of the spectrometer. The difference between the overall collimator
acceptance and the channel acceptance is the loss from producing a clean charged

beam.
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Figure 2.4: The E800 Charged Collimator. The arrow indicates the direction of the
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Figure 2.6: The overall collimator acceptance and the channel acceptance, left and right

respectively, for the charge collimator.
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2.4 The Charged Particle Spectrometer

2.4.1 The Design

The charged particle spectrometer can be described in terms of a right-handed coor-
dinate system with the origin placed at the exit of the charged collimator. The z-axis
is defined as the direction of the tangent line to the central orbit of the charged colli-
mator at this origin, and pointing downstream. The y-axis pointed up and the x-axis
was just the cross-product of the y-axis into the z-axis. The spectrometer was designed
to measure the momentum vectors of the charged particles in the decay sequence of
" = A+ K-, A = p+ r~. The design also worked well for the very similar decay
chain 2~ —+ A+ 77, A — p+x~. This spectrometer consisted of 12 MWPCs (multi wire
proportional chambers), 8 SSD planes (silicon strip detectors), 4 scintillation counters
and 2 analysis magnets (see Table 2.4 and Figure 2.7). The analysis magnets (dipole
magnets with their fields parallel to the vertical axis) were used to measure the momenta
of the two daughter mesons and the proton. In order to reduce the multiple scattering
in the air, tubes and bags filled with Helium were placed between the detectors and
inside the magnet apertures.

The acceptance of the spectrometer can be defined as the number of events which
satisfy the trigger divided by the number of charged particles exiting the downstream
end of the charged collimator for a given decay sequence (for example =~ - A+ K,
A = p+77). The combined spectrometer and channel acceptance is the product of the
spectrometer acceptance and the channel acceptance (see section 2.3.3). The combined
acceptance demonstrates the efficiency for detecting the desired topology for particles
in the charged beam. Both the spectrometer acceptance and the combined spectrom-
eter and channel acceptance as a function of momentum are shown in Figure 2.8. A
comparison of the two plots shows that the channel acceptance is well matched to the

spectrometer acceptance. Note that bumps on the tails of these plots are due to small
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statistics.

2.4.2 The Silicon Strip Detectors

After exiting the charged collimator, a particle enters the spectrometer. The first part of
the spectrometer encountered was a set of eight SSD planes. The planes were grouped
in pairs, the first of a pair being able to detect the particle’s position in x and the
second doing the same for the particle’s position in y. There were four sets of these x
and y planes. The planes were built by Hamamatsu and had 280 strips of 100 um pitch
and were 300um thick. The signals were amplified first by a pre-amplifier [19] mounted
close to the signal plane, and later by an amplifier which routed the signal to a latch.
Because the signals from the amplifiers had to arrive in coincidence with the trigger
which was formed in the electronics trailer, these signals had to be delayed otherwise
they would arrive too far ahead of the trigger. This delay was achieved through the
combination of long cables and adjustable electronic delays within the latches. The
added delay did not affect the deadtime. The front end electronics were built by Laben
and the amplifiers and latches by Nanometric Systems, Inc. Multiple crates of latches
could be read by one CAMAC interface module (N-281). The Nanometric interface
module provided the interface between the data aquisition system and the front end

SSD latches.

2.4.3 The Multi Wire Proportional Chambers

The first three 1 mm MWPCs (C1, C2 and C3) were also instrumented with the Nano-
metric readout electronics. Together with the SSDs, the electronics for these chambers
consisted of nine crates of latches daisy-chained together. These chambers were con-
structed by Fermilab and consisted of 128 wires of 1mm pitch in both the x and y

views. Unlike the SSDs, it wasn’t necessary to use pre-amplifiers and so the signals



30

Detector | Position | Width | Height | Depth | Pitch | Device type
(cm) (ecm) | (cm) [ (cm) [(mm)

SSDI(y) | 7922 | 28 | 28 | .03 | .10 SSD
SSDI(x) | 7443 | 28 | 28 | 03 | .10 55D
SSD2(y) | 109.97 2.8 2.8 .03 .10 SSD
S$SD2(x) | 100.97 2.8 2.8 .03 .10 SSD
SSD3(y) | 137.80 2.8 2.8 .03 .10 SSD
S$SD3(x) | 129.46 2.8 2.8 .03 .10 SSD
SSD4(y) | 166.29 2.8 2.8 .03 10 SSD
SSD4(x) | 15843 | 2.8 | 28 | 03 | .10 SSD

S1 360. 6.35 3.81 .30 n/a | Scintillation
Cl(x,y) 560. 12.8 12.8 nfa 1.0 MWPC
C2(x,y) 775. 12.8 12.8 n/a 1.0 MWPC

V1 800. 32.38 | 8.89 32 n/a | Scintillation
Vi{hole) | 800. 1143 | 6.35 32 n/a n/a

S2 800. 10.79 | 6.35 30 n/a | Scintillation
Cd(xy) | 987. | 128 | 128 | n/a | 10 | MWPC

V2 1020. | 41.91 | 11.43 32 nfa | Scintillation
V2(hole) | 1020. 13.97 | 8.25 .32 n/a n/a
C4(x,y) 1510. 25.6 25.6 n/a 1.0 MWPC
Ch(x,y) | 2008. | 256 | 256 | n/a | 1.0 | MWPC
C6(x,y) 2499, 51.2 25.6 nfa 2.0 MWPC
Ci(uy)y | 3012, | 128 | 128 | nja | 1.0 MWPC
C8(u,v) | 3088. 51.2 51.2 nfa | 2.0 MWPC
C9(x,y) | 3697. | 51.2 | 51.2 | n/a | 20 | MWPC
C10(x,y) | 4261. 63.8 25.6 n/a 2.0 MWPC
Cli(xy) | 4840. | 128. | 384 | nja | 20 MWPC
C12(x,y) | 6154. 128. 38.4 n/a 2.0 MWPC

Table 2.4: The size and z position of the detectors in the spectrometer.
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Detector | Voltage | Detector | Voltage | Detector | Voltage

(kV) (kV) (kV)
S1 2150. Cl 2.66 C7 2.85
S2 1600. C2 2.66 C8 2.80

VI1E 1800. C3 2.66 C9/9u | 2.91/450.
VIW 1700. C4 3.82 C10 3.02
V2E 2150. C5 3.83 C11 3.03
V2w 2150. Cé 2.94 C12 3.15

Table 2.5: The high voltage settings for the MWPCs and the scintillators.

went directly to amplifiers and then into latches. These chambers were also unlike the
other MWPCs used in this experiment. As mentioned above they were read out by the
Nanometric front end electronics system. They also had high voltage foil planes made
of 0.25 mils thick aluminized mylar instead of wire planes (as was true for the rest of
the chambers). The nominal high voltage settings for these chambers were as listed in
Table 2.5.

The high voltage setting for the rest of the MWPCs tended to be higher than those
for the Fermilab MWPCs. Two of the large Imm (C4 and C7) and all of the 2mm (C6,
C8, C9, C10, C11 and C12) chambers were built with high voltage wire planes, made
with wires 2 mils thick, instead of foils. C5 was the only large Imm chamber with high
voltage foil planes made of 0.25 mils thick aluminized mylar. All of the chambers had
an x sense plane and a y sense plane except C7 and C8. For these two chambers the
sense planes were rotated by 45° and were referred to as u and v planes. In addition to
an x and a y sense plane, C9 had a third sense plane with a 45° rotation.

The front end readout electronics for these chambers were custom built. Signals
from the sense wires went directly into amplifiers and then into latches. The latches
in a chamber comprised a sequential chain. Starting at the downstream chamber, each

chamber was daisy-chained to the next chamber upstream. In this manner, the rest
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of MWPCs were linked together in a readout chain. Only wires with hits were read
out. To handle the reading of this chain, a custom built interface module was used {20].
This interface module provided the interface between the data acquisition system and
the front end readout electronics for most of the MWPCs.

The chambers were run with a gas mixture, by volume of 94.9% Argon, 0.1% Freon
and 5% Methylal. The first stage of the gas system was used to achieve the correct
mixture of Argon and Freon. After passing through fiowmeters, the gas from two bottles
of Argon and one bottle of Argon-Freon (0.5% Freon, 99.5% Argon) was merged into
one gas line. The next step was to add the Methylal to the gas. In order to have
5% Methylal added to the mixture, the gas had to be bubbled through a reservoir of
Methylal near 2° C. The Methylal temperature was maintained by placing the reservoir
in a refrigerator with an electronic temperature monitor and controller. After passing
through the bubbler the gas was routed to a manifold and distributed to the MWPCs.
Each MWPC had an exhaust gas line which was connected to an oil bubbler. The oil
bubbler provided two useful functions. First, it prevented a sudden pressure change
from forcing air to back flow into a chamber. Second, it provided a visual means for
monitoring the gas flow to the chambers. If bubbles formed in the oil, the flow was

good.

2.4.4 The Scintillation Counters

Four scintillation counters (51,52,V1,V2) were used in the spectrometer. Signals in S1
and S2 were viewed as indications of a potentially good track. Signals in V1 or V2,
on the other hand, indicated additional tracks too far out from the beamline and were
used as vetos. These events were vetoed because they contained tracks outside of the
beam region and therefore could not be -5 that were produced in the downstream
target and decayed inside the decay volume of the spectrometer. The dimensions of the

counters were as listed in Table 2.4, while the nominal high voltage settings for their
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photomultiplier tube bases were as shown in Table 2.5. Unlike S1 and S2, the veto
counters had two sets of photomultiplier tubes and bases and so two signals. The main
reason for having two signals from each veto counter was that these counters had a hole
cut out of their centers. Consider a counter with a hole in the center and a tube on the
west end only. This type of counter has a good probability of being more efficient at
detecting particles passing through the west side of the counter than the east side. If a
particle passed through the counter to the east of the hole, the light emitted would have
to travel around the hole to reach the counter on the west side. By placing a second
tube on the counter, this time on the east end, the east to west asymmetry is removed.
All of the signals were discriminated using NIM electronics. The discriminated signals

were used in the trigger as well as being latched.

2.4.5 The Analysis Magnets

Two BM109 magnets, with their fields parallel to the vertical, were used to deflect the
daughter particles and allow measurement of the particles’ momenta. The upstream
BM109’s z position was 3758.0 cm downstream of the spectrometer origin (see sec-
tion 2.4.1). The downstream BM109 was 56.0 cm downstream of the upstream BM109
and each magnet was 182.0 cm in length. The apertures of each magnet were centered
about the beam axis. Both magnets had an x-aperture of 61.0 cm. The upstream
magnet had a y-aperture of 25.4 cm, while the downstream magnet had a y-aperture
of 30.5 cm.

The magnetic field of these two magnets was examined using two different technigues.
The first technique, a Fermilab field mapping system called ”Ziptrack II”, measured
the field strength of the magnets at different points in a three dimensional lattice setup
in the apertures of the magnets. The field integral could then be calculated for the
magnets at different y and x positions. Also, because the magnets were ramped just

before the start of each spill, tests were done to determine the effect ramping had on the
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field integral during the spill. Comparisons between the field integral for the ramped
mode versus the constant current mode showed differences below 0.08% (less than a
few hundred gauss). These small differences were deemed negligible. The total field
integral of the upstream and downstream magnet combined was —4.817 Tm. Treating
the two magnet system in the thin lens approximation gave a pr kick of —1.445 GeV.

The second technique for examining the total field integral of the two magnets in-
volved using the reconstruction program. By fitting the 2~ and the A masses, the
overall pr kick of the two magnet system could be better determined. The value found
from this method was -1.465. The value determined from this technique was used in
the reconstruction because it provided a better measurement of the field integral, and
thus the pr kick, than the first method.

There are several reasons why the second technique provided a better measurement
of the field integral. One reason is that the known masses of the A and the =~ provide a
better calibration standard than was available for the probes used in the first technique.
Another reason is that the first technique sampled the field at set intervals while the
second technique can be considered a continuous probe. Thus, the first technique had
an added uncertainty due to fluctuations in the field between the sampling points.
While this uncertainty is probably negligible in the central regions of the magnets, it
has a good probability of being significant at the ends of the magnet where fringe fields
can change rapidly. In addition to these two differences, the first technique samples the
field along straight lines, while charged tracks curve in magnetic fields. This difference
in path length should be small, but it still represents a error not present in the second

technique.

Ci12

C11
Ci10

rosve [ .

C9

C8
Cc7

C6
cs

+Z

+¥_1 PC3ANA
/4
S\

TGT |
Figure 2.7: The E800 Spectrometer (Plan View). Not to scale.
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Figure 2.8: The spectrometer acceptance and the combined spectrometer and channel
channel acceptance left and right respectively.

2.5 The Trigger

The trigger was designed to be as simple as possible and still provide a rate that
could be handled by the readout electronics with a reasonable live time (greater than
60%). The live time can be thought of as the percentage of triggers that are read out.
For example, if 30 out of 40 triggers are read out the live time is 75%. The main
reason for keeping the trigger simple is that a complex trigger has a larger probability
of generating a systematic problem by preferentially selecting a subset of the desired
events. Therefore, a simple trigger is always better whenever feasible.

The trigger consisted of two basic parts. The first part of this trigger was very
effective in selecting single track particles and consisted of four scintillation counters.
To insure a charged particle entered the spectrometer roughly along the same path the
beam was expected to take, the trigger required §1-52-V1-V2. Events which satisfied

this trigger were primarily 7 s, but also included &=, 7, Q, and p events. The single
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TMode Protons on | 1ltrk | 3 trk 3 trk Live time |
target (10'1) | (10%) | (103) | read (16%)
neutral 1.6 421. | 276 17.9 65%

Table 2.6: The number of protons on the upstream target, single track triggers, 3 track
triggers (" V" topology triggers), 3 track triggers read out, and the live time for a typical
spill.

particle events were very valuable in aligning the spectrometer, as well as in measuring
chamber efficiencies. These benefits were the motivation behind writing the events to
most of the data tapes at a prescaled rate of between 32 and 1024. To filter out the

single track events, while keeping the =~ and 92~ decays, the trigger was modified to
also look for the characteristic "V” topology of A decays. To implement this scheme,
charged particles were required to pass through the = half of C11 and the proton half

of C12. With these additional constraints the trigger became:
51-52-V1-V2.C11,C12pr0t0n (2.1)

Table 2.6 shows the trigger rates for a typical spill in the neutral production mode at
1.8 mrad and a hyperon current of 2900 amps. The live time in this mode for a typical

spill of 1.6x10'! protons on the upstream target was 65%.

2.6 The Data Acquisition System

2.6.1 Software

The software portion of the data acquisition system consisted mainly of a subset of
the Fermilab Vaxonline system [21]. This package of programs proved very versatile
and user friendly. The specific programs used were divided into two classes. The first
class consisted of programs which made it easier to work in the software environment.

The second class of programs were responsible for actually moving the data around.
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Figure 2.9 shows a simplified diagram of these programs.

The first program which made the environment more friendly was Global Menu [21).
This program allowed different programs to be operated simultaneously from a single
terminal screen. Basically, Global Menu allowed communication between the user and
the other running programs. The second program in this class was Courier [21]. Courier
was a message routing program and allowed messages about the status of the data
acquisition programs to be routed over decnet to a window on another computer. This
ability to send status messages over Decnet made running the system remotely a great
deal easier. Another program that simplified remote running was Run Control [21]. Run
Control coordinated Event Builder and Output {21) (taking the data from hardware to
tape).

Event Builder, as mentioned above, was one of the programs responsible for actually
moving data around. Event Builder handled the link between the hardware and the
computer in the readout chain. The data was read out by Event Builder and placed in
an event pool. The event pool could be considered a 4 Mbyte storage place in memory
where other programs could access any or all of the data. The job performed by Output
was to take data from the event pool and write it to tape. The third program in this
class was Buffer Manager [21]. Buffer Manager also accessed the data in the event pool.
Its job was to send the data over Decnet to an analysis program running on another
computer. This allowed a sample of the events being written to tape to be analyzed,

without any effect on the data logging process.

2.6.2 Hardware

On the hardware end of the data acquisition system, a Vax 3200 computer with two
8mm tape drives handled the data logging. A Jorway 411 was the interface between

the computer and CAMAC. The actual data collection was accomplished by a CAMAC
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Smart Crate controller (SCC). The SCC would place data in a VME first-in-first-out
buffer memory (FIFO) of 16 Mbytes. Finally, a specially built interface between the
VME FIFO and CAMAC provided the ability to read the FIFQ out over a CAMAC
parallel branch highway.

2.6.3 Operational Overview

In order to eliminate any computer overhead on an event by event basis, the data ac-
quisition system was designed to operate in two very distinct stages. The first stage
could be called the data collection stage. In this stage, data was read from the spec-
trometer and placed in temporary storage. The second stage could be called the data
logging stage. In the second stage data was moved from storage and written to tape.
Figure 2.10 shows simplified flow charts for these two stages.

The data collection stage occurred during the spill. When a trigger arrived, the
SCC would begin to systematically read out the spectrometer. First the large MWPCs
would be read out. Next the small imm MWPCs and the SSDs would be read. Finally,
the designated scalers, latches, and ADCs would be read. After each dataword was
read by the SCC, the SCC would write it to the FIFO memory. In this manner the
SCC would continue to write the datawords of an event to the FIFO until the entire
event had been written. Upon completing the process of reading and writing an event,
the SCC would inform the trigger electronics that it was ready for another trigger. The
SCC would then wait until another trigger occurred, at which point the process would
be repeated. The entire process would take approximately 300 usec for a typical event
of approximately 120 words. During a nominal spill of 23 seconds, this process was
repeated for 20,000 to 30,000 triggers with a live time of about 65%. While data was
being collected, the computer did not interact with the data taking electronics.

Once the spill ended, so did the data collection stage. Next the data logging stage
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would begin. A signal called T6 was used to announce the arrival of the end of a spil.
At that time the computer was told to commence reading the CAMAC spill scalers.
These scalers contained information on the trigger element hits, counter rates, and other
diagnostic quantities summed over the entire spill. Next the computer began reading
out the contents of the FIFO memory. Finally, all of this information had to be written
to tape.

To read the scalers, T6 would be used to raise a specific CAMAC LAM, which will be
referred to as LAM 7. Event Builder would see this LAM 7 and execute the necessary
steps to read the scalers and place the data in the event pool. Next another specific
LAM, which will be referred to as LAM 11, would be raised by a gated pulse generator.
A LAM 11 would cause Event Builder to execute a different list of commands. This
new list was designed to handle the reading of data out of the FIFO memory and the
placing of it into the event pool. The software was originally designed to read out one
event at a time with a maximum size of 4000 datawords. Because of this limitation,
the system was unable to handle reading out the entire FIFO (up to 8 Mbytes) with
just one LAM 11. Therefore, a scheme was devised where muitiple LAM 11’8 were
generated and 4000 datawords were read for each LAM 11. At the end of the LAM 7
list a signal was sent to open the gate of a pulse generator, and each of these pulses
were used as a LAM 11 (Figure 2.11). This scheme proved to work exceedingly well.

While Event Builder was busy placing data in the event pool, Qutput would take
the data in the pool and write it to tape. These operations continued until all of the
data was written to tape. The time required to empty the FIFO into the event pool
typically took on order of 30 seconds for a spill, while to finish writing to tape typically
took about 15 seconds longer. Meanwhile Buffer Manager was also looking at the event
pool and sending data over Decnet to an analysis program on another computer. Since
the analysis program was CPU intensive, having it run on a separate computer allowed

data to be analyzed without effecting the process of logging all of the data to tape.
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The data itself was separated into runs. Each run consisted of approximately 500,000
events written to 8mm tape. Because the storage capacity of these tapes was so large,
typically eight to ten runs were put on each tape. Under normal operating conditions
the length of time for a run was about 20 minutes, while a typical run in the Spin

Transfer mode took several hours.
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Figure 2.9: Simplified diagram of the Vaxonline programs used. The lines represent
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Chapter 3

The Reconstruction

3.1 Introduction

The decay sequences of intereat were @~ — AK ™ followed by A — pr~,and = — Ax~
followed by A — pr~. These three track topologies allowed events to be completely
reconstructed using only the MWPC wire hits. In the following discussion, the 2~ and
the =~ will be referred to as the parent. Also, the K~ from the 2~ decay and the »~
from - decay will be referred to as the primary meson. The reconstruction did not
distinguish between different types of particles, except for charge, until the mass of the
parent was calculated. At this point the mass was calculated twice, once assuming the

primary meson was a K~ and once assuming it was a #~, This allowed both 2~ and

Z- decays to be treated essentially the same by the reconstruction program.

The analyzing magnets in the spectrometer were orientated so that charged tracks
would bend in the x view only, thus one characteristic of the topology was three straight
tracks in the y view. In addition, the proton had the highest momentum of the three
daughter particles as well as the opposite charge of the two mesons. Therefore, another
important characteristic of the topology was that the stiffest track bent in the opposite
direction of the other two tracks in the x view.
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Ideally, there should have been three hits in each chamber view downstream of the
daughter A decay. There were several different factors that could alter the number of
hits in a chamber view for this topology. First, less than perfect chamber efficiency
caused hits to be lost. Second, a track could miss a chamber and so not register any
hits in that chamber. Third, two tracks could be so close together that they hit the
same wire. There were also several factors that could cause too many hits in a chamber.
The first of these factors was electronic noise in the chamber. The second was that a
scattered electron (& ray) could go sideways through a chamber causing many wires to
register a hit. The third was if the track passed nearly midway between two wires, both
wires might record a hit. Therefore, the number of hits in each chamber view could
only be used as a loose constraint for the desired three track topology.

There were roughly 1.35x10° triggers written to tape in this experiment including
single track events for monitoring purposes. Because the trigger was simple, the per-
centage of good three track events written to tape was on order of 3% of all triggers.
Therefore, a simple filter to remove triggers that had no possibility of being recon-
structed as good three track events was used. The first pass analysis, employing simple
hit counting criteria, provided this filter and reduced the number of triggers by roughly
a factor of 3. The reconstruction program was designed to process as many events
as possible as quickly as possible. Roughly 450 million triggers were processed. To
accomplish this goal, the reconstruction first imposed additional hit counting criteria
before attempting to reconstruct an event. This second set of hit counting cuts was
designed to eliminate events that did not have enough information to be reconstructed
well. This second round of hit counting cuts reduced the data set by roughly a factor
of 2.2, leaving about 200 million triggers to be reconstructed.

Because of the size of this data set, the reconstruction program needed to be as
efficient as possible. In order to accomplish this task, up to three attempts were made

at reconstructing each trigger. Figure 3.1 shows a simplified diagram for the structure
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Pass | Percent

First | 68.3%
Second | 18.3%

Third | 13.4%

Table 3.1: The percentage of good events in the final sample from each of the recon-
struction passes.

of the multipass reconstruction. The first attempt, or pass, was designed to be quick
and efficient. This pass took on order of 0.02 seconds per trigger on a VAX 4000
workstation. If the trigger failed the first pass, it was sent to the second pass. The
second pass reconstruction was roughly a factor of 4 slower than the first, but recovered
a significant percentage of events. Events that failed the second pass were sent to a
third pass which recovered a smaller percentage of events and took approximately the
same time per event as the second pass. The percentage of events in the final sample
from each pass is listed in Table 3.1.

Once all three daughter tracks were reconstructed separately, they were fit to the

- and =~ hypotheses through the use of geometric and kinematic constraints.
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Selection Criteria
At least 3 of the planes C6x, C6y, C7x, C7y, C8x, C8y
have at least 2 hits
At least 2 hits in C10x,C11x,C12x
At least 4 of the planes C6y, C7y, C8y, C9y, C10y, Clly, C12y
have at least 2 hits

Table 3.2: The first pass analysis selection criteria.

Production | Angle | Current | Runs | Triggers | Three Track
Mode (mrad) | (amps) Candidates
Neutral -0.0 -2900 | 172 | 84187513 | 39097574
Neutral 0.0 -2000 | 170 | 82531343 | 38000350
Neutral -1.8 -2900 | 757 | 374297889 [ 110232099
Neutral -1.8 -750 289 [ 142700032 | 45346166
Neutral 1.8 -2900 | 711 | 346982603 | 102177861
Neutral 1.8 -750 308 | 150467562 | 46929723
Spin Transfer | -1.8 -2900 171 | 84086479 30240120
Spin Transfer { 1.8 -2900 | 182 | 87777817 | 34212605

Table 3.3: The first pass analysis event totals.

3.2 The First Pass Analysis

The first pass analysis was designed as a filter to perform two important functions. The
first function was to decode the raw data words into the chamber and wire numbers
they represented. The second function was to count the number of hits in each chamber
view and eliminate events with too few hits to be good three track candidates. The
selection criteria used are listed in Table 3.2. Table 3.3 shows the number of candidate
events before and after the first pass analysis.

Note that since a loose three track trigger was used (see section 2.5), most of the
events lost due to these selection criteria were not three track events. Approximately

33% of the triggers were potential three track candidates. In addition, simple criteria
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Selection Criteria

All of the planes Céy, C9y, C10y
have at least 2 hits

All of the planes C6x, C9x, C10x, Cllx |
have at least 2 hits
No more than 2 of the planes

Céy, C8y, C9y, C10y, Cl1ly, Cl2y,

Céx, C8x, C9x, C10x, Cl1x, C12x
have 5 or more hits

Table 3.4: The additional hit counting selection criteria.

like hit counting were not expected to bias the data.

3.3 Additional Hit Counting Requirements

Before a trigger was sent to the first pass reconstruction, additional hit counting criteria
were applied. These hit counting cuts eliminated triggers that could not be properly
reconstructed. Either they did not have enough hits or they had far too many hits.
The criteria used are listed in Table 3.4, These requirements removed approximately
55.4% of the triggers. The remaining roughly 200 million triggers were sent to the first

pass reconstruction.

3.4 The First Pass Reconstruction

The first step in this pass was to identify three tracks in the y view using five of the
six 2mm chambers (C6, C9, C10, C11 and C12). Next, the tracks upstream of the
analyzing magnets were found in the x view of the 2mm MWPCs. The next step was
to try matching the y view tracks and the upstream x view tracks using the U plane
of C9 and the U and V planes of C8. With the upstream x tracks matched to the y

tracks, the next task was to find the downstream x tracks and connect them to the
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upstream x tracks at the bendplane of the two analysis magnets. The bendplane of the
two magnets was defined using a thin lens approximation.

The next step in the reconstruction was to take the hits for the three tracks and
do a simultaneous fit in x and y to the three track topology. Here 13 parameters were
solved for, including the decay vertices for the parent and the A as well as the slopes of
the daughter tracks. In addition, the geometric chi-squared per degree of freedom was
calculated x%/DF. If an event passed this preliminary fit, then hits from the remaining
1mm chambers were added to the tracks and the event was refit.

The parent and the A vertices can be upstream or downstream of any of the lmm
chambers. Therefore, when assigning 1mm hits to a daughter track care must be taken
not to assign hits from the parent track. Since no lmm hits were allowed to be shared by
any of the tracks, the order in which the hits were assigned to the tracks was important.
The 1mm hits were assigned to the primary meson track first, the #~ track from the
A decay second, the proton track from the A decay third, and the parent track last.
Because of the expected decay topology, the A decay »~ and proton tracks should not
be upstream of the primary meson track. T herefore, all hits for the A decay proton and
x~ tracks were required to not be farther upstream than the farthest upstream chamber
with a hit for the primary meson. Also, any parent hit was required to be upstream
of the farthest upstream chamber with a hit for the primary meson. The 1mm tracks
were assigned to a track if the residual difference was 1.44 wire spacings or less.

The next step in the first pass was to perform a kinematic fit. In this fit, the
momenta of the proton and x~ (from the A decay) were varied within uncertainties
and the calculated A mass was constrained to its known value. The fit also calculated
a kinematic chi-squared, x}. Note that both the geometric fit and the kinematic fit
only used hits associated with the daughter tracks. No hits assigned to the parent track

were used in either fit.
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After the kinematic fit was completed, the parent track hits, along with all of the
primary meson track hits were used to make a separate determination of the parent
decay vertex. Choosing the best value for the decay vertex of the parent depended on
several factors. First, the method required a good parent track in the SSDs and so only
gave a good fit for events which decayed downstream of the SSDs. Second, it was found
that if the two solutions for the parent vertex differed by more than 300.0 cm, then the
solution farther upstream would statistically provide a more symmetric distribution for
the difference between the the real and reconstructed values. Therefore, for this class of
events the upstream solution was used. Finally, if both solutions were downstream of
the SSDs and within 300.0 cm of each other, then the vertex from the fit to the parent
track and the primary meson track was the better solution and was used. Using the
parent vertex, the parent track was traced back to the downstream target, and the data
tested to determine if the solution came form the target within expected uncertainty
(see section 3.5 below).

The final fit in the first pass reconstruction was used to improve the determination
of the daughter A decay vertex. All events that were successfully reconstructed were
passed to this fitter. This vertex fitter constrained the tracks at C8 for the proton
and x~ from the A decay and allowed their momenta, the A decay vertex and the A

mass to change. This fitter improved the decay vertex of the A and yielded a narrow

A mass width. After this fit was completed, all successfully fit events were written to a 7

summary file.

3.5 Criteria for Data Selection

There were two categories of data selection criteria applied to the events. Any events
failing in either category were sent to the next reconstruction pass. The first category

was simply events that failed to be fit by either the geometric fitter or the kinematic
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Parameter Lower Upper
Limit Limit
mg- 1.306 GeV/c? | 1.336 GeV/c?
mq- 1.657 GeV/c? | 1.687 GeV/c*
x&/DF N/A 4.0
Xk N/A 15.0
Yr -0.8 cm 0.8 cm
Xr -0.9 cm 0.9 cm

Table 3.5: The Data Selection Criteria.

fitter. All of these events had no solution and were sent to the next pass of the recon-
struction.

The second category was events that passed both the geometric fitter and the kine-
matic fitter, but didn’t pass the event selection criteria. These were events that had
a solution, but were not fit very well. Therefore, these events were sent to the next
reconstruction pass to see if a better fit could be found. In addition to removing data
from the tails of the mass, x%/DF, and xk distributions, data were also selected for
refit based on the projected downstream target (target 2) position of the reconstructed
parent track in both x and y (X7 and Yr). Table 3.5 lists the data selection criteria.
Since the experiment was designed to collect both =~ and Q~ events, an event needed
to pass either the mz- or the mg_ mass requirements.

The data selection criteria were chosen to reject possible background or badly re-
constructed events from the sample. About 7.1% of the triggers passed this first recon-

struction step while 37.5% were sent on to be refit.

3.6 The Second Pass Reconstruction

The second pass reconstruction was called for any event that failed to pass either of

the data selection categories. This reconstruction pass attempted to find all possible
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solutions for an event and pick the one with the best fit [19]. The method involved
first finding all the possible y tracks using C6, C9 and C10 and grouping them in sets
of three (one for the proton and one for each meson). For each set of three tracks, the
proton and the =~ from the A decay were required to intersect upstream of C6. Now
an attempt at finding tracks in the x view was made. The search for upstream x tracks
used C6 and C9, while C10 and C11 were used for finding downstream x tracks. The
upstream and downstream tracks were next linked together to form an overall x track
for a particle if their separation at the bendplane of the analysis magnets (in a thin lens
approximation) was not greater than 0.5 cm. The final step in finding a three track
topology was connecting the x view tracks to the y view tracks. As in the first pass
reconstruction, the rotated planes in C8 and C9 were used to accomplish this task.

There were several additional topological constraints imposed on the trial solutions.
The first constraint was that no tracks crossed or shared hits in the y view between C6
and C11. The second constraint was that no tracks crossed or shared hits in the x view
between C6 and C9.

All of the trial solutions for each event were next sent to a series of fitting routines.
Unlike in the first pass reconstruction, the CPU time required to perform the second
pass was a problem, and so these fitting routines were designed to eliminate the bad
solutions as quickly as possible. Since the algebra required for doing a geometric fit to
the A topology was exactly soluble and thus could be done quickly, the first fitter looked
for a good geometric fit for the A topology. The chi-squared per degree of freedom was
required to be 10 or less, otherwise the solution waas rejected.

The second fitter looked at the geometric fit to the three track topology as described
in section 3.4. Unlike in the first pass reconstruction though, the requirement on the
geometric chi-squared per degree of freedom was not as strict since this was still at a
preliminary stage in the second pass. Only solutions with x&/DF < 10 were passed on

to the third fitter, all others were eliminated.
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The third fitter was the kinematic fitter described in section 3.4. Once again since
this was still only a preliminary stage of the fit, a looser cut on the chi-squared was
used than in the first pass reconstruction. In this case, only solutions with x% < 100
were passed on to the next stage.

The next stage of the second pass reconstruction was the assignment of hits from
the rest of the 2mm chambers and the lmm chambers. The assignment of hits from
the lmm chambers was done in a different manner than those from the 2mm chambers.
The A was required to decay upstream of the 2mm chambers, so none of the 2mm hits
can belong to the parent track. The 2mm chamber hits were assigned by calculating
the residual difference between the hit and the fitted tracks. If this residual difference
was 2.5 wire spacings or less, the hit was assigned to the track. The 1mm hits were
assigned according to the same rules used in the first pass reconstruction.

With all of the hits assigned, the next step was to perform the final fits for the
solutions. First the geometric fitter was called, and then the kinematic fitter as was
done in the first pass reconstruction. Next all the the solutions were checked to see if
they passed the data selection criteria for mass, x%/DF, and x% listed in Table 3.5.
Finally, the best solution for the parent vertex was determined and the parent track
was traced back to the downstream target.

If more than one solution was still left, the remaining solutions were checked for
the one with the best fit. First the smallest value for x2/DF was determined for
the remaining solutions. Next any solution with x%/DF > ((x3/DF)min + 0.2) was
rejected. Finally, from the set of solutions within 0.2 of (x2 /D F)min, the one with the
lowest value of y} was chosen. The idea was that the solution with the lowest value
of x%/DF had the best chance of having all the hits assigned correctly. The geometric
chi-squared per degree of freedom did not distinguish differences below 0.2 and the best

fit to the A mass was used.
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If the event failed to have a good solution which passed all of the data selection
criteria, then the event was sent to the third pass reconstruction. Otherwise, a final
fit was performed to improve the A decay vertex as described previously and the event
was written out to a summary file as was done in the previous pass. Approximately
1.9% of the triggers passed this reconstruction stage while the remaining 35.6% were

sent to be refit.

3.7 The Third Pass Reconstruction

The third pass reconstruction was called for events which failed to have a good solution
after the previous passes. The order of the three passes was chosen to minimize the
overall execution time of the reconstruction program. The approach to the reconstruc-
tion here differed considerably from the previous two passes. In this pass, the main idea
was to use the upstream 1mm chambers and the SSDs to find the parent track. First the
primary meson track was searched for under the assumption that its track originated
at the parent decay vertex and thus had to intersect the parent track. Several possible
solutions were found, and for each solution the remaining hits were used in a two track
fitter for the A decay to find the proton track and the other 7~ track.

Each solution with a good A was sent to the geometric and kinematic fitters used
in the first and second pass reconstructions (see section 3.4). Next, as in the first two
passes, the best solution for the parent vertex was determined and the parent track
was traced back to the downstream target. Once again the data selection criteria were
invoked to determine if a valid solution was found. If more than one good solution still
remained, then the best solution was selected using the same method as in the second
pass reconstruction. At this point, if an event failed to have a good solution which
satisfied all of the data selection criteria, the event was removed from the sample. If

the event did have a valid solution, a final fit was performed to improve the A decay
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Production Angle | Current =" Q-
Mode (mrad) | (amps) | Candidates | Candidates
Neutral -0.0 -2900 1875620 230205
Neutral 0.0 -2900 1818638 223249
Neutral -1.8 -2900 14881637 1873727
Neutral -1.8 -750 5238496 726001
Neutral 1.8 -2900 14474537 1822051
Neutral 1.8 -750 5510850 765328
Spin Transfer | -1.8 -2900 1275716 161010
Spin Transfer 1.8 -2900 1201471 155917

Table 3.6: The good =~ and Q™ event totals for reconstructed real data.

vertex and the event was written out to a summary file in the same manner as the
previous passes. Approximately 1.4% of the triggers passed the final reconstruction
pass.

Finally, the number of events in the real data that passed the data selection criteria
as candidates for either a good =~ or 2~ are listed in Table 3.6. Note that most of the

events are Z”s. At this stage approximately 10.4% of the triggers were still candidates.

3.8 Additional Omega Minus Selection Criteria

Since the beam contains approximately 80 times the number of =~ 5 as 2~s, the largest
background in the Q- sample comes from the decay =~ — Ax~ which also reconstruct
as . The standard selection criteria do a good job of eliminating most of these
background events, but fail to remove a large background of them (see Figure 3.2).

There are two classes of =~ — Ax~ decays that end up as background to the @~ — Ax~
sample. The first class is composed of =~ events that fit both the desired =~ and 9~
decay hypotheses very well. The second class involves =~ decays inside the charged

collimator which reconstruct as good §2~ events but not as good =~ events.
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The first class of background events could be eliminated by making a cut on the =~
mass, thus eliminating any event which reconstructs as both a good =~ and a good
Q-. This type of cut works fairly well, but it also eliminates any £~ events which also
reconstructed as =~ decays. It turns out that there is another way of removing this
class of =~ background that works better [7, 22). Consider the spherical coordinate
system in the Q™ rest frame with axes parallel to the spectrometer axes. Note that the
Q- momentum direction is mostly along the spectrometer # axis in the lab frame. Let
cosOx = K~ -2 and ¢ = tan"Y (K~ - §/K~ - £), It turns out that the =~ background
events fall in the region cosfx < —.775. Figure 3.3 clearly shows a dark band in this
region. A Monte Carlo study of these events also show 2 dark band in the same region
as is evident in Figure 3.8 (see section 3.8.1 for more detail on the Monte Carlo study
of these events). Thus, a requirement of cos §x > —.775 was imposed.

These spherical angles also prove to be very helpful at eliminating the second class
of =~ background. These events have the daughter »~ track bending in the magnetic
field and so do not reconstruct as good =~ decays. In this case it turns out that the
background events are well described by cos 8k < (| 0.008125 x ¢ | —1.8125), which can
be seen as two darkened regions in Figure 3.4. The Monte Carlo distribution for these
background events is shown in Figure 3.9 and exhibit the same dark regions. Therefore,
a second angular requirement that cos 8x > (| 0.008125 x ¢ | —1.8125) was used. The
number of good 2~ candidates remaining after these two additional cuts are listed in
Table 3.7. From the Monte Carlo study these cuts eliminated 5.0% of the good Q~s
while reducing the background by over 99.9%. Figure 3.5 shows a plot of cos 8 versus
¢ after both of these cuts were imposed. The mass plots are shown in Figure 3.6 with
the additional selection criteria imposed and demonstrate a dramatic reduction in the
background.

At this point, it is estimated that there still remains a 3% background in the = —

AK - sample. This additional background is primarily due to misreconstruction of the
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Production | Angle | Current | Q-
Mode (mrad) | (amps) | Candidates

Neutral -0.0 -2900 14110
Neutral 0.0 -2900 13727
| Neutral .18 | -2900 135653
Neutral -1.8 -750 44056
Neutral 1.8 -2900 131047
Neutral 1.8 -750 46221

Spin Transfer [ -1.8 -2900 14467
Spin Transfer 1.8 -2900 14527

Table 3.7: The good Q™ event totals for reconstructed real data after anghlar cuts to
suppress background from =~ decays.

decay chain @~ — =%~ followed by Z% — AnC.

3.8.1 Monte Carlo Study of the Additional Omega Minus Selection

Criteria

The additional selection criteria for the 2~ sample were studied using the Monte Carlo.
In order to study these cuts, it was necessary to have =~ events that decayed inside the
collimator in addition to those that decayed in the nominal decay volume (downstream
of the collimator). Because the acceptance of decays inside the collimator was small, a
large number of Monte Carlo events were generated to insure there were enough of these
decays in the final sample of reconstructed events. Because of the low acceptance of
collimator decay events, the final sample was mostly composed of decays in the nominal
decay volume.

The Monte Carlo was used to generate a sample of 900,000 =~ decays. Since the
reconstruction program had no way of distinguishing between real data and Monte
Carlo data, these =~ events were reconstructed in exactly the same way as the real

data. As was seen in the real data, the standard selection criteria do a good job of
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eliminating these background events, but fail to remove all of them. Figure 3.7 clearly
shows that there are some =~ events which pass the standard selection criteria for £~
events. These events represent a slightly declining background in the 2~ mass range.

Notice that most of these events also look like good =~ events as evidenced by the fairly

clean =~ mass peak.

A plot of cosBk versus ¢y fot these Monte Carlo events is shown in Figure 3.8.
Most of these events fall in a dark band below cosfx = —.,775. Next a requirement
that cosfx > —.775 was imposed. As in the case of real data, this requirement re-
moved any Monte Carlo =~ events that reconstructed as both good 78 and good =7s.
Figure 3.9 shows a plot of cosfi versus ¢x for the Monte Carlo events after imposing
cos 0 > —.775. Almost all of the remaining events in Monte Carlo sample fall into two
regions which can be described by cosfg < (| 0.008125 x ¢, | —1.8125). Like the first
angular requirement, the second angular requitrement suggested by the real data is also
motivated by Monte Carlo background studies. The second angular requirement was

cos Bx > (] 0.008125 x ¢; | —1.8125). After these two cuts were made, it is estimated

that == decays represented a background of less than 1%.
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Figure 3.2: Normalized plots of 2~ and =~ masses for a subset of the 2~ candidate
events.
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Figure 3.3: Plot of cos@x versus ¢x for a subset of the ™ candidate events before any
angular cuts.
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Figure 3.4: Plot of cosfx versus ¢x for a subset of the £~ candidate events after
cos g > —.775 was imposed.
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Figure 3.5: Plot of cosf versus gy for a subset of the 1~ candidate events after
cosfx > —.775 and cosfk > (] 0.008125 x ¢ | —~1.8125) were imposed.
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Figure 3.8: Plot of cos 8x versus ¢ for Monte Carlo =~ events which reconstruct as
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Figure 3.9: Plot of cos 0 versus ¢x for Monte Carlo == events which reconstruct as
1~ candidate events after cos8x > —.775 was imposed.
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3.9 The Monte Carlo

A Monte Carlo program generated events which simulated the real data in most aspects.
This program proved to be a valuable tool for designing the experiment. The program
also provided the ability to carefully study the reconstruction program, which is an
important part of any measurement where systematic effects may be significant. Along
with an improved understanding of the reconstruction program, the Monte Carlo also
provided a means for better understanding the data. The basic structure of the Monte
Carlo program was simple. First events were generated in the downstream target. Then
they were projected through the experiment until they decayed. Next their decays
were generated and the daughter particles were projected through the spectrometer.
Finally, the events were checked to see if they satisfied the trigger requirements of the
experiment.

The event generation was started in the downstream target. The events were gen-
erated in this target with a gaussian distribution in x and y. The gaussian shape was
chosen since it best represented the expected shaped of the neutral beam incident on the
target. The next step was to pass the event through a curved collimator in a magpetic
field.

The lifetimes listed in the Review of Particle Properties [23] were used to generated
the decays of the -, £~ and the A particles. There were no boundary requirements
placed on the decay positions of these particles. All of these tracks were projected
through the spectrometer unless they decayed somewhere in the spectrometer. While
projecting these tracks through the spectrometer, the Monte Carlo also generated mul-
tiple scattering effects. Because of coulomb multiple scattering, a track could experience
a change in direction at each piece of material in its path. A list of the spectrometer
material in the beam path was compiled as a function of length and type of mate-

rial. The scattering angle (6,c,:) Was generated as a gaussian distribution with a width
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8 [23].

fo = i';c“%iz,/z/xo[l +0.0381n(z/ Xo)] (3.1)

In the above equation, fc, P and z are the velocity, momentum and and charge number
of the incident particle. The ratio of #/Xp is the thickness of the scattering material
measured in units of radiation lengths. The entire spectrometer contained less than
0.1 radiation lengths of material giving typical multiple scattering angles for the entire
spectrometer of 8x10~3 mrad.

The direction of each daughter track was also changed by the analyzing magnets. The
charged daughter particles were bent in the x direction in the two analyzing magnets.
There was evidence in the real data that the fields in these magnets were nonuniform
at the 1.5% to 2% level. Note that this is also the level of disagreement between
the two methods of measuring the field in the analyzing magnets (see section 2.4.5).
To approximate this effect in the Monte Carlo data, a field map was used which was
symmetric in x and y about the center of each magnet aperture. For values of x and y

at the entrance of the magnet, the y component of the field (B,) in each magnet was:

By = Bo[10+ A(z| -4.0)+ B(|z | -4.0)*+ C(|y| -4.0)+ D(| y | -4.07] (3:2)

A=5454x10"2cm™! .
if|2]>4.0
B =-3637x10"4em™?
A=B=00cm™! otherwise
C =3.286x 1073 em™! .
if|y|>4.0
D=-285Tx10"*em™?
C=D=00em™! otherwise
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where By was the full field integral for the magnet (2.666 Tm and 2.244 Tm for the
first and second magnets respectively).

For each particle, B, was calculated based on the particle’s entrance position to the
first magnet and used to trace the particle through that magnet. Next, the particle
was projected to the entrance of the second magnet. B, was calculated based on the
particle’s entrance position to the second magnet, and the particle was traced through
the magnet.

With the charged particles projected through the spectrometer, their calculated x
and y positions at each chamber were used to assign the wire hits. The wire pitch of
the chamber multiplied by the difference between the chamber center, determined from
alignment studies of the real data, and the x or y position of a track at the chamber were
used to calculate each wire hit. There were several factors that could effect the number
of hits in a chamber for each event. The first of these was the multiple hit probability.
If a track passes within 0.1 mm of the midpoint between two wires, then both wires
may register a hit. Another effect which can cause an increase in the number of wire
hits was random noise, which manifested itself as wires recording hits that were not
correlated to any of the tracks. The number of wire hits seen could also be decreased
because of inefficiencies. In Table 3.8 the efficiencies used in the Monte Carlo are listed.
These efficiencies were determined from one tape of data, and were representative of
the approximate efficiencies for the entire data sample. Another possible loss of wire
hits were dead wires, which were wires that never registered any hits. The dead wires
were easy to see in the chamber distributions for real data and thus could be easily
included in the Monte Carlo.

The final check before writing out the events was to see if the event passed the trigger
requirement of a hit in the pion side of C11 and the proton side of C12. Events which

made it past the trigger were written out to a file with the same format as the real
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Detector | Efficiency [ Detector | Efficiency
SSD1(y) 0.62 SSD1(x) 0.83
SSD2(y) 0.83 $5D2(x) 0.81
SSD3(y) 0.85 SSD3(x) 0.82
5SD4(y) 0.82 SSD4(x) 0.85
Cl(y) 0.93 Ci(x) 0.93
C2(y) 0.94 C2(x) 0.92
C3(y) 0.94 C3(x) 0.995
Ca(y) 0.73 C4(x) 0.74
C5(y) 0.94 C5(x) 0.93
C6(y) 0.99 C6(x) 0.98
C7(y) 0.98 C7(x) 0.95
C8(u) 0.98 C8(v) 0.96
C9(y) 0.96 C9(x) 0.95
Ci10(y) 0.99 C10(x) 0.98
Cl1i(y) 0.98 Cl1(x) 0.96
Ci2(y) 0.97 Cl12(x) 0.96

Table 3.8: The chamber efficiencies used in the Monte Carlo.

data. Thus, the reconstruction program did not distinguish between a file containing

real or Monte Carlo data since they both had the same format.

3.10 The Performance

The two most important criteria for measuring the performance of the reconstruction
program were how accurately the events were reconstructed, and how uniformly it
accepted events. To answer the first question, it is best to examine the accuracy of the
program for distributions directly related to the measurement of the Q- polarization
and o decay asymmetry. In this case, the distributions for cos 8, cos by, cosb,, and
co8 §, are sufficient. 6 is the angle between the # axis and the decay proton in the rest
frame of the A. Similarly, 6, and 0, are the angles between the decay proton and the

¥ and Z axes respectively. Finally, 8, is defined as the angle between the decay proton
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and the A axis in the rest frame of the A. The importance of these distributions will
be explained in more detail in chapter 4.

In Figures 3.10, 3.11, 3.12, and 3.13 the difference between the Monte Carlo and
reconstructed cos@ are plotted on log plots. The Monte Carlo used had noise, ineffi-
ciencies and muitiple scattering as described in section 3.9. The plots show that the
program does extremely well at reconstructing these four cosines correctly. The bin
size used in the analysis is 0.1 (20 bins ranging from -1.0 to 1.0), so a useful measure of
the accuracy of the reconstruction can be seen in what percentage of the reconstructed
events are within 0.1 of the Monte Carlo value for a given cos§. In the case of cosf;
and cos §,, approximately 99.9% of the events are within 0.1 of the Monte Carlo value.
For cos 8, approximately 99.8% satisfy this criteria. Finally, cosé, is accurate to the 0.1
level 99.7% of the time. The full width at half maximum for all four of the comparison
plots is 0.04, but it should be noted that the bin size for these plots is 0.02 and so the
actual full widths may be smaller.

The second question can be answered by a look at a comparison of the cos@ dis-
tributions for reconstructed Monte Carlo events and real events. Since not all Monte
Carlo events will be accepted, the reconstructed Monte Carlo distributions need to be
normalized to the number of real events. In Figures 3.14, 3.15, 3.16, and 3.17 the
difference between the reconstructed Monte Carlo and the real data cos @ distributions
are plotted. Unlike the previous set of plots where comparisons were made on an event
by event basis, these plots are comparisons between distributions containing a large
number of events. These comparisons of normalized reconstructed Monte Carlo to real
data for cos 8, cos8,, cosf,, and cosf, show that the Monte Carlo follows the general
trends as the data for acceptance as a function of cos . Note that the Monte Carlo was

generated with the previous world average for agq-.
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Figure 3.12: Normalized plot of the 2~ Monte Carlo cos 8, minus the reconstructed
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Figure 3.13: Normalized plot of the 2~ Monte Carlo cos 8, minus the reconstructed
Monte Carlo cosé,.
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Figure 3.16: Comparison of the normalized reconstructed Monte Carlo cosé, distribu-
tion to the real data cosd, distribution for 2~ events.
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Figure 3.17: Comparison of the normalized reconstructed Monte Carlo cosf, distribu-
tion to the real data cosd, distribution for {1~ events.
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3.11 Comparison of Reconstructed Monte Carlo to Real

Data

The Monte Carlo was used as a tool for understanding the reconstruction, but was not
used as part of the analysis. For this purpose, the Monte Carlo did a good job of repro-
ducing most of the effects seen in the real data. The plots for x% /D F and x% are shown
in Figures 3.18 and 3.22. Notice that these distributions show a sharp discontinuity
at 4.0 and 15.0 respectively. The reason these sharp edges appear is that these are the
upper limits allowed for these values in the reconstruction. In the case of masses (mq-
and mz-) and the target positions (X7 and Yr) shown in Figures 3.19, 3.20, 3.23, 3.24,
there are both upper and lower limits set in the reconstruction for these values and that
is why each of these plots has a discontinuity at both ends. The agreement between
Monte Carlo and real data is very good but not perfect for these plots. The 2~ mass
for the data has longer tails than the Monte Carlo (not seen for the =) which we
attribute to the background which was not includea in the Monte Carlo. In Figure 3.21
the decay vertices for the =~ and its daughter A are given, while Figure 3.25 shows the
decay verticies for the @~ and its daughter A. The spikes in these plots are artifacts of

the reconstruction which tends to place vertices at the z position of an MWPC.
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Figure 3.18: Comparison of the normalized x%/DF and x% distributions for Monte
Carlo (solid line) and real data (circles) for =~ events.
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Figure 3.19: Comparison of the normalized mz- mass and momentum distributions for
Monte Carlo (solid line) and real data (circles) for =~ events.
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Figure 3.20: Comparison of the normalized x and y positions of Z~ events at the
downstream target, X7 and Yr, for Monte Carlo (solid line) and rea} data (circles).
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Figure 3.21: Comparison of the normalized =~ and daughter A decay vertex distribu-
tions for Monte Carlo (solid line) and real data (circles).
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Figure 3.22: Comparison of the normalized x%/DF and x} distributions for Monte
Carlo (solid line) and real data (circles) for 2~ events.
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Figure 3.23: Comparison of the normalized mg- mass and momentum distributions for
Monte Carlo (solid line) and real data (circles) for 2~ events.
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Figure 3.24: Comparison of the normalized x and y positions of = events at the
downstream target, X7 and Yr, for Monte Carlo (solid line) and real data (circles).
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Figure 3.25: Comparison of the normalized 1~ and daughter A decay vertex distribu-
tions for Monte Carlo (solid line) and real data (circles).

Chapter 4

The Analysis

4.1 Introduction

Measurements of the decay asymmetry parameters a, 3, and v involve the angular
decay distribution projected onto the helicity frame axes (see Figures 4.1, 4.2, and 4.3
respectively). The helicity axes change on an event by event basis. In order to properly
define the helicity axes it is necessary to know the direction of the parent baryon polar-
ization. If this polarization direction is not explicitly known, then it can be measured
by projecting the angular distribution onto a set of axes which are the same for all
events. Usually, the set of axes used to measure polarization are defined parallel to the

spectrometer axes,
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Figure 4.1: Normalized cosd, distribution used in the measurement of apag- for 2~
events.
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Figure 4.2: Normalized cosfy distribution used in the measurement of axfq-Ap for
Q~ events.
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Figure 4.3: Normalized cosfx distribution used in the measurement of axyq- Ap for
Q= events.

4.2 The Hybrid Monte Carlo

The acceptance of the combination of the spectrometer and the reconstruction program
was not uniform for cos @, from —1. to 1. Any small dependence of the acceptance on
cos 8, could alter the values of the asymmetry measurements since these were linearly
dependent on cos#,. One way of accounting for the nonuniform acceptance was to
compare the distributions for reconstructed real data to those from a large sample of
reconstructed Monte Carlo events. There was one big drawback to this method. This
drawback was the fact that the asymmetry measurements would become potentially
sensitive to how well the Monte Carlo data simulated the real data.

Another way of correcting for nonuniform acceptance was a Hybrid Monte Carlo
technique [24). This was the method chosen to do the analysis. In this method a
set of Monte Carlo events were generated for each real event, and these Monte Carlo

events had many of the same parameters as the real event they were associated with.
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For example, if the asymmetry angle being probed was one in the A rest frame and
associated with the A decay, then the Hybrid Monte Carlo events had the same values
for the momenta and decay vertices for the parent and the A as the real events. They
also had the same value for the primary meson momenta, but different values for the
momenta of the proton and pion.

The reason why certain parameters were shared by the Hybrid events and the real
events had to do with the goal of the Hybrid Monte Carlo technique. The goal of this
technique was to account for any nonuniform acceptance as a function of cos#f,. To
do this, the value for cos @, for each Hybrid Monte Carlo event was randomly gener-
ated from a flat distribution. Since this angle described the direction of the daughter
particles in the parent rest frame, the momenta of these daughter particles were in a
different direction for the Hybrid events. Therefore, the daughter particle momenta
when boosted into the lab frame differed from those for the real event. Any other pa-
rameters dependent on the momenta of the daughter particle were also altered. All of
the other parameters remained the same as those for the real event.

Each real event was required to pass selection criteria to account for the apertures
of the spectrometer including the trigger boundaries. There were also criteria based on
reconstruction studies that required tracks to be well separated and fit at certain key
chambers, taking into account the loss of hits due to dead or hot wires. These wire hits
and separation criteria were based on Monte Carlo studies of the reconstruction and
were designed to minimize effects due to the resolution of the spectrometer and recon-
struction. By requiring events to fall in a region of uniform reconstruction efficiency,
effects due to resolution were minimized. If a real event passed these selection criteria,
then the generation of the Hybrid events began. Fake events were generated until either
30 of them passed the same selection criteria as the real events, or until a maximum
number of attempts were tried. If the maximum of 300 attempts was exceeded without

30 Hybrid events passing all the selection criteria, the real event was removed from the
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sample. This situation occurred approximately 2.4% of the time. Thus, the resulting
fake event sample experienced the same acceptance as the real data.

The full range cosé,, from —1. to 1., was divided into 20 bins of width 0.1 each.
All of the events were summed into these 20 bins, and these sums were kept separately
for the real and Hybrid events. Even though the Hybrid events were generated from a
flat distribution in cosf,, they were were not independent of the real events. Since the
distribution for the real events was affected by their asymmetry, the Hybrid events were
not independent of this asymmetry. To account for this coupling to the asymmetry of
the real events, each Hybrid event had to be given a weighting factor. Each Hybrid
event j with a cos 0n;, associated with a real event i with cosfy;, was weighted by Wi;:
where the asymmetry (@) and polarization (ﬁ) were for the parent particle. The number

of fake events in each bin was given by
ng(k) =) Wi (4.2)
i

for all fake events with cosfni; in bin k. Let n,(k) be equal to the number of real
events with cosf,; in bin k, N, and Ny be the total number of real and fake events

respectively. With these definitions, the x2(k) for each bin was written as

(n, —n{‘N../N,)2 @3)

r

X(k) =

with the total x? equal to the sum over k of x2(k). A power series expansion for Wj;,
and thus the x2, in terms aP, or any parameter in aP, can be performed. The x? can
be minimized by varying the expansion parameter. The best value for the parameter
was determined to be the one which gave the lowest x3. The error on the parameter was
found by varying the parameter about the point of minimum x* until the x? increased

by 1.
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4.3 The Preliminary Fit of ayaq-

The preliminary fit of apag- assumed that the Hybrid Monte Carlo program correctly
accounted for all sources of nonuniform acceptance. This fit also assumed that the
polarization of the {1~ sample was zero. In order to make a measurement of apagq-
directly, it was necessary to look at the angular distribution of the daunghter proton
from the decay of the daughter A in the A rest frame. In the A rest frame, it was
useful to define the unit vector A = —{2= (the opposite of the momentum direction
of the parent 27). With this definition, A in the A rest frame had the same spacial
orientation as A in the 1~ rest frame. In the A rest frame, apag- was measured by
analyzing the angular distribution of the daughter proton (p) about this new axis A7
The angle of interest was equal to the dot product of the proton momentum direction
and A (cos8, = p-A). Using this definition of cos 6, the angular distribution of the

daughter proton in this coordinate system was:
1(6.) = (1 + anazcos8,) (44)
and the slope of the angular distribution was equal to axaq-.

The preliminaty fit to apag- used the Hybrid weight factor W;;:

1+ apaqg- cos 0,”'1' (4.5)

Wi; = 1+ apag- cos by

The Taylor series expansion of W;; was

Wi; = 1~ (cos8y; ~cosbhni; Yarag-)
4+ €08 Bi(€08 O — €08 8uij)(anag-)?

— c08 82,(c08 B — 05 8ni; Y oacrg-)3... (4.6)

where only the first four terms were kept to perform the x*? minimization as a function

of apag-.
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4.4 The Fit of z745(1 + (2] + 1}ya-]1Po-

To make a measurement of m[l + (2J + 1)71q-] Py~ it was once again necessary to
look at the angular distribution of the daughter proton from the decay of the daughter
A in the A rest frame. This time however, the # axis was chosen to be parallel to one
of the lab axes &, §j, or Z. This analysis was repeated for each of the three orthogonal
axes.
Once again, the Hybrid Monte Carlo technique was used to fit the asymmetry. The
Hybrid weight factor used for this part of the analysis was:
Wi = 1+ ﬁm[l + (2J + 1)yg-}Py- cos b,.,;
1+ 3500+ (2 + 1)10-1Pa- cosbn;

The Taylor series expansion in _(#75[1 +(2J + 1)vq-)Pq- for this form of W;; was:

4.7

Wi; = 1~ (cosbp; —cos 0,,.,)( [14(2J + Yyyva-)Pa-)

+1)

+ €08 8 (€08 O ~ €08 855 ) =——=[1 + (27 + 1)1~ Pa-)?

25 +1)
~ cos 82;(cos b, — coso,..,)( )[l+(2J+1)7n [Pa-)%... (4.8)

Once again only the first four terms were kept to do the x? minimization. However,

this time the y* was minimized as a function of -Gﬁ;[l + (27 + Dyq-1Pa-.

4.4.1 Bias Cancelation in the Polarization Fit

The measurement of the asymmetry F(;!ﬁ}[l +(2J+1)yq-} Py~ assumed that all recon-
struction and spectrometer acceptances were accounted for. If there were any unknown
acceptance problems, then the measurement would be the sum of a real polarization
signal and a fake signal generated by the unknown acceptance problems. Since this fake
signal, or bias, was an artifact of the reconstruction program and the spectrometer, it
should not experience a sign change if the production angle was reversed. A real polar-

ization signal, on the other hand, would have a sign change if the production angle was
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reversed. Because of this, the polarization and bias could be separated [25, 8, 16, 17, 26].
Let A4 be the measured asymmetry at a positive production angle, and A_ be the

asymmetry for a negative production angle. In this scheme, the asymmetries could be

written as:
A = By+—"—"—[1 2J +1 P
n+ n 2G l)[ +(2J + )70‘] Q-
ax
An. = B, - *2(1 l)Il + (2.’ + 1) Vn—]}’n— (4.9)

where B, is the bias term. With these definitions, the polarization could be found by
taking the difference between the two asymmetries. These definitions could also be

used to find the bias by summing the two agsymmetries.

27N A ~ An_
—A 0 APy = Znt ™ fn-
2(_1+1)[ +(2J + 1)1-)Pq 3
A A,
B, _n%t_ (4.10)

4.5 The Second Stage Fit of ayoq-

The preliminary fit to apag- assumed that the polarization of the 275 was zero. Also,
any bias seen in the polarization measurement could effect the apag-~ asymmetry. From
equations 4.9, it can be seen that the asymmetry term measured could be written as
the sum of a real asymmetry and a bias term.

Preas = aPeg-nt+ B3 (4.11)
Therefore, for the second stage fit of apag- it was important to account for any nonzero

biases. The weight factor for this fit was:

o 1+(aAan-+EA~A co8 8,5
Wi = .) = (4.12)
1+ (apreq- + By - A) cos by

The Taylor series expansion for this weight function in asaq- was found to be:

= 14 EA - A cos Oni; _ | _cos Oni — cos b,,;
1+ By -Acosb,; (1+§A-1~\cos0,..-)2

(arag-)
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cos 0,“-(ci)s 0",‘ - cos 0,..-,')] (anag-)?
(14 Ba-Acosby)?

_ [cosaitcos ni — cos 0’“’"’] (arag-).. (4.13)
(14 Ba -Acosf,i)t

As before, the first four terms of this expansion were kept and the Hybrid Monte Carlo

technique was performed to measure the asymmetry with the bias correction included.

4.6 The Fit of the § and  projections

The projections necessary for measuring the §/+ ratio required that the parent polar-
ization be known so that the helicity axes could be defined for both the spin-% and
spin-% cases. Also, apart from some minor constant differences, and the t3p tensor
polarization term, the projections for the two spin cases are basically the same. In
addition, (Pa — l—sé\/gt;,o) will behave in a similar way to the polarization term in the
spin-% case, Therefore, for this analysis the two spin cases can be treated the same.
Let Ap be defined as:
Ap = 3 yifJ=1
s=3

E(Pa- ), if

In the A rest frame, ay SAp and apyAp were measured by analyzing the angular
distribution of the daughter proton () about the helicity axes ¥ and X (defined in
section 1.2.1) respectively. The angle of interest was equal to the dot product of the
proton momentum direction and the appropriate helicity axis (cosfy = p- ¥ for §
and cosfx = p- X for 7). Using these definitions of cosd, the angular distribution

projections of the daughter proton in this coordinate system were:
1
I(8y) = 5(1 + apfApcosby)

1(6x) = %(1 ~ anyApcosOx) (4.14)
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and the slopes of these angular distributions were a,8Ar and —asyAp respectively.
The asfAp fit used the Hybrid weight factor W;;:

_ 1+ aprBApcosé;;

Wij = 1+ apfApcosd; (4.15)
The hybrid weighting factor W;; can be expanded in a Taylor series:
Wi; = 1—(cosd; — cos8;;)(arBAp)
+ cos 8;(cos 8; — cos 0,»,-)(:1AﬂA)D)2
— cos 8% (cos §; — cos 6;;)(aaBApP)°... (4.16)

once again only the first four terms were kept for the x? minimization as a function of
aprBAp. The same procedure was performed for the ay7Ap fit. The hybrid weighting
factor for this asymmetry had the same form as in the 8 asymmetry measurement, and
can be deduced from equation 4.16 by replacing all occurrences of 3 by 7.

As in the polarization case, the asymmetries here could be a combination of bias

and signal. The asymmetries are:

Ay+ = By +arfAp
Ay-. = By —aafAp
Axy = Bx —oazvAp

Ax. = Bx +apxyAp (4.17)

Notice the sign difference between the # and 7 equations. This sign difference arises
because the hybrid weighting factor for the ¥ projection did not include the minus sign
shown in equation 4.14. These definitions can be used to find the signals and the biases

in the same manner as was done for the polarization. The results are:

Ayy — Ay-
arBAp = Y+_2"_
By = Ay + Ay_

2
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Axy — Ax-
-ax7Ap = AZ_
A Ax-

Bx = X+’2f X- (4.18)

The two asymmetry signals measured are apfAp and —ax1Ap, and so the ratio of

these two signals gives —p/-y.



Chapter 5

Results and Systematic

Uncertainty Studies

5.1 Results

The data listed in Table 3.7 was analyzed as described in the previous chapter for
apag- and ¢g-. The value of ap- was then determined using the world average value
for ap listed in Table 1.1. The data was divided up into sets according to the various
run conditions and analyzed separately to better study the systematics. Each of these
various sets are listed in Table 5.1 along with a short reference name.

All four data sets were used to measure the apap- asymmetry. In order to do a full
analysis of the o;Aun_ asymmetry it was necessary to first measure the biases for all
four data sets. Once the biases were determined, they were used to perform the final fit
of the asymmetry. There were several potential sources of systematic uncertainties in
the measurement (see section 5.2). A study of these potential systematic uncertainties

indicated no evidence of a significant systematic error. The result for this measurement
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Name | Description Events
Production | Angle | Current
Mode (mrad) | (amps)
N2900 Neutral +1.8 -2900 | 166300
N750 Neutral +1.8 -750 50000
X2900 | Spin Transfer | +1.8 -2900 | 18300
72900 Neutral 10.0 | -2900 | 17400

Table 5.1: The names and descriptions of the data sets analyzed.

was
apag- = 0.0126 + 0.0042

ap- = 0.0196 + 0.0066

In order to measure the fp/vn angle ¢g-, it is necessary to have a polarized sample of
0~ particles. While it is not as important for this measurement to know the magnitude
of the polarization, it is necessary to have an accurate determination of its direction.
The polarization of the Q~ is linearly proportional to the polarization of its daughter
A baryon (see equation 1.16). The relationship between these two polarizations is not

independent of yo-. Since the magnitude of yqo- is close to 1.,

Po- 2 Py , f1p-21.

Po--EPy , ifyg- % -1

This sign flip will cause both asymmetries to flip signs, and thus has no effect on the
ratio. Therefore, it is not necessary to know the sign of 4~ to perform the measurement
of ¢g-. It will be assumed in the following analysis that yg- is positive as predicted
by theory.

The goal of the experiment was to measure the magnetic moment of the 2~ by mea-

suring the precession of the polarization in a magnetic field. Because of the precession
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of the polarization, a good determination of the x and z components of the polariza-
tion was required (parity conservation in the strong interaction requires that the y
component be zero). Only the N2900 data set had enough statistics due to the small
polarization, on order of 4% to 6% (27, 28], to measure both the x and z components
accurately. Both the N750 data set and the X2900 data set had polarization signals
less than 3 sigma from zero (2.5 and 2.6 sigma respectively) and so it was unclear if
it was really polarized based on these signals alone. Since this measurement involves
the ratio of two signals which are defined only for the case of nonzero polarization, it
is important to have a clear indication of polarization in the data used. Additional
evidence that these sets were probably polarized came from studies of the £~ magnetic
moment measurement [27]. Therefore, the N2900 data set (which showed a polarization
signal 5.8 sigma from zero) along with the N750 and X2900 data sets were used in the
final determination of ¢q-. The N750 and the X2900 data sets also proved useful in
studying the systematics involved for this measurement (see section 5.3). The measure-
ment showed no signs of a significant systematic error. The angle for the ratio of fa/ra
was measured to be

$o- = —3.4°£10.3°

5.2 Systematic Studies for the Measurement of ajoq-

All four of the data sets were used in the measurement of apag-. The data were used
to study this asymmelry as a function of momentum, Hybrid Monte Carlo seed value,
uncertainty in the bias values, run type, time, and selection criteria.

For this asymmetry measurement it was desired to have an unpolarized €2~ data

sample to eliminate any possible systematic errors due to polarization. A polarization
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signal could effect the signal in a similar manner as the biases (see section 5.2.3). Since
the polarization of a sample reverses sign when the production angle is reversed, an
unpolarized {3~ sample can be obtained by mixing equal amounts of opposite production
angle data together. Also, data taken at a production angle of zero has to be unpolarized
in order to satisfy parity in the strong interaction. Therefore, roughly equal samples
of data taken at opposite production angles were added to the sample of data taken
at a production angle of zero and analyzed for this asymmetry measurement. The
residual polarization in the total sample was estimated to be a factor of 0.017 times
the polarization of the polarized sample. Since the polarized sample had a polarization
of roughly 0.05, the residual polarization was calculated to be 0.0008. The estimated
maximum effect this level of a signal would have on the asymmetry was less than 0.0001
and thus deemed negligible.

There were a couple of potential sources of systematic error in this measurement.
The maximum contributions to the overall systematic error are listed in Table 5.2. The
differences in the signal due to selection criteria and bias were 0.31 sigma and 0.17 sigma
respectively. These differences were considered consistent with statistical uncertainties
and thus were not deemed to represent asystematic error. The error estimated from the
seed value study was at a smaller level, but indicated a real limit to the accuracy of the
measurement technique. The error can be reduced by trying many more seed values,
although the limit is already negligible compared to the overall statistical error. A close
study of the time dependence indicated changes in signal were consistent with statistical

fluctuations. No evidence of a systematic error was found for this measurement.

5.2.1 Momentum Study for the Measurement of asaq-

The largest data set was the N2900 sample. Because of the higher statistics the data set
could be divided into 4 bins as a function of 2~ momentum. Any sign of a dependence

on momentum would be an indication of a systematic problem. The measured value of
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Study Estimated Maximum
Systematic Error
Momentum 0.0000
Seed Value 0.0002
Bias Uncertainty 0.0007
Run Type 0.0000
Criteria 0.0013
Time 0.0019

Table 5.2: The estimated maximum contributions to the total systematic error for the
measurement of ayagq-.

Before Bias Correction | After Bias Correction
Momentum apoqg- X2 apoq- P%
(GeV/c)
348. -0.0017 + 0.0102 ] 19 | 0.0004 + 0.6103 | 19
380. 0.0107 £ 0.0095 | 21 [ 0.0130 + 0.0095 | 21
403. 0.0183 + 0.0100 | 14 | 0.0228 + 0.0100 | 14
439. -0.0011 £ 0.0095 | 21 | 0.0068 + 0.0095 | 21

Table 5.3: Measured asymmetry asaq- before and after bias correction for the N2900
data set as a function of momentum. There were 19 degrees of freedom in the fit.

apaq- as a function of momentum for both before and after the bias correction analysis
is listed in Table 5.3 and plotted in Figure 5.1. The chi-squared per degree of freedom
for a fit to a single value was 0.90 for the four bias corrected values in Table 5.3. A
least squares fit to a line was also tried. The slope from this fit was 0.0027 + 0.0043,
consistent with zero to better than 0.63 sigma. The chi-squared per degree of freedom

for the line fit was 1.23. No systematic error due to momentum was found.

Momentum Bias x Bias y Bias z
(GeV/c)
348. -0.0073 + 0.0092 | 0.0166 £ 0.0097 | 0.0202 £ 0.0115
380. 0.0133 + 0.0084 | 0.0372 £ 0.0094 | 0.0370 + 0.0101
403. 0.0009 £ 0.0090 | -0.0028 + 0.0099 | 0.0560 1 0.0104
439. 0.0148 + 0.0086 | 0.0119 + 0.0090 | 0.0730 + 0.0100
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Table 5.4: The biases used in the momentum study of apag- for the N2900 data set.

5.2.2 Seed Value Dependence Study for the Measurement of ajag-

The analysis was rerun 10 times using different seed values for the Hybrid Monte Carlo
event generation. The average value of these 10 analyses was calculated, and the sys-

tematic error was determined to be 0.0002. This error was estimated by

o
ul 5.1
Vnseed 1)

where nseed is the number of different seed values tried, and o, is the sigma for the

distribution of differences from the average for the seed values. The average value was
0.0126 £+ 0.0042. The 10 runs are listed in Table 5.5 for both before and after bias

correction. The after bias correction results are shown in Figure 5.2.

5.2.3 Bias Uncertainty Study for the Measurement of ajag-

The biases were measured quantities which had significant uncertainties in them. In
order to estimate the systematic error due to the uncertainties in the biases, each of
the bjases were alternately changed by 1.0 sigma. The difference in the measured
asymmetry for each of these changes is listed in Table 5.6. No change was observed
when the y biases were altered. The asymmetry showed a slight change when the x
biases were altered, and a larger change for the z biases. The maximum error due to
uncertainties in the biases was estimated to be 0.0007. No significant systematic error

was found.
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Before Bias Correction | After Bias Correction

Run apag- X2 apop- D%
1 10.0099 + 0.0041 | 11 |0.0129 £0.0042 [ 11
2 0.0105 £ 0.0041 | 15 {0.0134 £+ 0.0042 | 16
3 [0.0090 + 0.0041] 15 |0.0120 + 0.0041 | 15
4 10.0103 + 0.0042 | 12 | 0.0132 + 0.0042 | 12
5 0.0092 + 0.0049 | 13 | 0.0121 £ 0.0042 | 13
6 | 0.0091 £ 0.0041 [ 10 [ 0.0121 + 0.0042 | 10
7 0.0089 £+ 0.0041 | 14 ) 0.0118 £ 0.0041 | 14
8 | 0.0107 £ 0.0041 | 13 | 0.0136 + 0.0042 | 13
9 0.0097 + 0.0041 | 14 | 0.0126 + 0.0042 | 14
10 { 0.0095 £ 0.0041 | 14 |0.0125 + 0.0041 | 14

Table 5.5: Measured asymmetry asag- before and after bias correction for different
seed values in the Hybrid Monte Carlo analysis. There were 19 degrees of freedom in
the fit.

Bias Aapag-
By = By + op, | -0.0001
By = B; —ap, { 0.0001
B, = B, + op, | 0.0000
By =By —gg, | 0.0000
B, =B, +on, ¢.0005
B, = B, —op, | -0.0006 |

Table 5.6: The change in asag- as the biases are altered within uncertainties for the
entire data set. B, is the n-axis bias
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Before Bias Correction | After Bias Correction

Set | Momentum | Events apoq- % apaq- X’
(GeV/c)

N2900 394. 166294 | 0.0074 £ 0.0049 | 16 | 0.0113 £ 0.0049 | 16

N750 304. 49984 | 0.0183 £ 0.0099 | 23 | 0.0179 + 0.0099 | 23

X2900 393. 18264 | 0.0203 + 0.0149 | 12 | 0.0231 £ 0.0149 | 12

72900 398. 17427 | 0.0023 £ 0.0152 | 11 | 0.0053 + 0.0152 | 11

Table 5.7: Measured asymmetry apaq- before and after bias correction for the four
data sets. There were 19 degrees of freedom in the fit.

Set Bias x Bias y Bias z

N2900

0.0049 + 0.0044

0.0161 + 0.0074

0.0488 + 0.0053

N750 | -0.0068 & 0.0083 | 0.0291 £ 0.0094 | -0.0034 + 0.0109
X2900 | 0.0098 + 0.0132 | -0.0062 + 0.0143 | 0.0417 £ 0.0154 |
72900 | -0.0029 £ 0.0136 | -0.0043 £ 0.0147 | 0.0423 + 0.0162

Table 5.8: The biases used in the fit for the asymmetry ajaq-~ for the run type study.

5.2.4 Run Type Study for the Measurement of a,aqn-

The four data sets were analyzed separately as an additional systematic check for the
apag- asymmetry measurement. Table 5.7 lists the asymmetry before and after bias
correction for the four data sets. The biases used for each dataset are listed in Table 5.8.
No significant dependence was observed. Figure 5.3 shows the asymmetry as a function

of run type.

5.2.5 Selection Criteria Study for the Measurement of ajaq-

The measurement was studied by varying some of the selection criteria. One of these
tests was to tighten the {2~ mass requirements. The default upper and lower mass limits
were 1.657 GeV/¢? and 1.687 GeV/c? respectively. The tighter limits used were 1.6645
GeV/c? and 1.6795 GeV/c?. The tighter limits reduced the estimated background from
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3.0% to 1.5% and thus provided a good indication of systematics due to background
events. Analysis with the tighter mass limits yielded a value of 0.0120 & 0.0043 and
indicated a maximum systematic error of 0.0006. Even doubling this error would give
agreement to within 0.3 sigma. Thus, it was determined that background events were
not a significant problem.

An additional test was performed using tighter chi-squared requirements. In this
test x4 < 3.0 and x% < 10. were required. The asymmetry was found to be 0.0113
+ 0.0043 for the tighter chi-squared criteria. The estimated potential systematic error
was 0.0013. The maximum contribution to the systematic error was estimated to be
0.0013. This test showed agreement at the 0.3 sigma level. No evidence of a significant

dependence on the selection criteria was found.

5.2.6 Time Dependence Study for the Measurement of ajaq-

The N2900 data sample was also studied as a function of time. The other 3 data sets
were too small to study as a function of time, but could be considered as individual
points in a time dependence study. The N2900 data set was divided into 3 subsets based
on when the data was taken. Subset 1 indicates earliest N2900 data taken and subset
3 was the last N2900 data taken. The measured values of apag- for the 3 subsets are
listed in Table 5.9, while the biases used are in Table 5.10. There is a possible time
dependent signal for the N2900 data set (see Figure 5.4). The two early subsets are
in very good agreement, but the first subset differs from the last by 2.7 sigma. The
chi-squared per degree of freedom for a fit of these three subsets was 2.50.

The overall data sample does not show this large of a time dependence and there
does not appear to be any trend in the values as a function of time. The X2900 sample
was taken between the first and second subset. The N750 was taken after the third

subset and the Z2900 was the last data set collected. The asymmetry as a function of
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Before Bias Correction | After Bias Correction
Subset apaq- X2 apaq- X2
1 -0.0036 £ 0.0089 | 29 | -0.0002 + 0.0089 | 29
2 -0.0015 + 0.0090 | 15 | 0.0032 + 0.0090 | 15
3 0.0204 + 0.0078 | 17 | 0.0238 + 0.0078 | 17

Table 5.9: Measured asymmetry axaq- before and after bias correction for the N2900
data set as a function of time. There were 19 degrees of freedom in the fit.

time for the whole data sample is shown in Figure 5.5.

To better study the possibility of a time dependent systematic problem, a large
sample of =~ events were analyzed for the asymmetry apaz-. The decay mode 2~ —~
Ar—, the dominant decay mode, has the same topology as the decay 2= — AK~.
Therefore, a time dependence problem should show up in the measurement of apaz- if
it exists in the measurement of ajag—. The asymmetry result for 1,300,000 =~ s taken
during the same time period as subset 2 of the 275, was compared to the result for
1,200,000 =5 taken during the time period of subset 3. These two results agreed to
within 1 sigma (0.0019), and yielded a chi-squared of 0.52 for a fit to a single value.
No time dependence was found in the axaz- measurement down to a level of 0.0019.
Other diagnostics of the data such as momentum distributions and vertex distributions
exhibited no differences in the two time frames. We concluded that the behavior of
ajag- was consistent with a statistical fluctuation and do not ascribe any systematic
error to it. The maximum contribution to the systematic error for the measurement
of apag- was estimated to be 0.0019, much smaller than the statistical error. No
evidence was found to indicate any time dependence existed, which indicated that the

signal experienced a statistical fluctuation.
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Subset Bias x Bias y Bias z
1 0.0044 + 0.0080 | -0.0010 + 0.0087 | 0.0426 £ 0.0096
2 0.0039 £ 0.0081 | 0.0223 + 0.0088 | 0.0620 & 0.0097
3 0.0075 £ 0.0070 [ 0.0195 £ 0.0075 | 0.0430 + 0.0083

Table 5.10: The biases used in the time study of axag- for the N2900 data set.
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Figure 5.1: The asymmetry apag- after bias correction for the N2900 data set as a
function of momentum. The solid line and dashed lines represent the measurement and
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Figure 5.2: The asymmetry axag- after bias correction for the different Hybrid seed
values. The solid line and dashed lines represent the measurement and its errors re-
spectively.

e~
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Figure 5.3: The asymmetry apag- after bias correction as a function of run type. The

solid line and dashed lines represent the measurement and its errors respectively.
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Figure 5.4: The asymmetry aaag- after bias correction for the 3 subsets of the N2900
dataset as a function of time. The solid line and dashed lines represent the measurement
and its errors respectively.
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Figure 5.5: The asymmetry ajaq- after bias correction for the 3 subsets of the N2900
data' set, the N759 da.ta set, the X2900 data set and the Z2900 data set as a function
of tlme.. The solid line and dashed lines represent the measurement and its errors
respectively.
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Set apPaz 7N PA, ap Py
N2900 | 0.0184 + 0.0044 | 0.0074 + 0.0048 | 0.0210 + 0.0053
N750 | 0.0179 + 0.0083 | 0.0067 + 0.00934 | 0.0171 + 0.0109
X2900 | -0.0236 + 0.0132 | 0.0079 + 0.0143 | -0.0339 + 0.0159

Table 5.11: The average polarization components for P,

5.3 Systematic Studies for the Measurement of ¢q-

The only one of the data sets with enough statistics to perform a good measurement of
¢~ was the N2900 set. The N750 and the X2900 sets did not have enough statistica to
allow an independent determination of the polarization direction, or a clear indication
that the sets were polarized. There was, however, enough evidence to indicate that
the N750 and the X2900 samples probably were polarized and so they were included
in the final result. It should be noted that including these two sets had only a small
effect on the overall answer. The x, y, and z components of the polarization were
determined using the bias cancelation method which also yielded the biases used in
the apan- analysis. The polarization signals for these three data sets are listed in
Table 5.11 [27, 28]. Note that the y component for all three sets is expected to be zero
because of parity conservation in the strong interaction. The measured values for the
y polarization are consistent with this prediction. Therefore, it will be assumed that
there is no polarization along § for this analysis.

The final determination of the polarization was made using the fact that the polar-
ization precessed in a magnetic field. This method used the 2~ magnetic moment as
a constraint and thus was more accurate than using the values from Table 5.11 (see
section 5.3.1).

The N2900 data set was used to study this asymmetry as a function of momentum

and Hybrid Monte Carlo seed value. The N750 and the X2900 data sets were used
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Study Estimated Maximum
Systematic Error

Momentum 0.0°

Seed Value 0.9°

Run Type 0.0°

Criteria 1.7°

Polarization Direction 2.2°

Table 5.12: The estimated contributions to the total systematic error for the measure-
ment of ¢g-.

to study any possible run condition dependence using an external constraint on the
polarization direction for these samples. " The potential contributions of the various
studies to the overall systematic error are listed in Table 5.12. The seed value error
was estimated to be very small compared to the statistical error and therefore can be
considered negligible. No evidence for any momentum or run type dependence was
found. No significant systematic error due to the selection criteria was found. The
largest potential systematic error was due to the determination of the polarization
direction. The polarization direction was varied within errors and the results agreed
to within 0.17 sigma. The measurement showed no evidence of a significant systematic

error.

5.3.1 Determination of the polarization direction for the Measure-

ment of ¢g-

The N750 and the X2900 data sets did not have enough statistics to allow an accurate
determination of the polarization direction. The error involved in determining the
polarization direction for these two sets can be removed by using the measured value
of the = magnetic moment to unfold the polarization direction under the assumption

that the polarization precessed through the magnetic field. It was also assumed that

o
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Set pa- | Field Integral P, P,
(n.m.) (Tm)
N2900 | -2.01 -24.36 0.662 | 0.749
N750 | -2.01 -17.48 0.821 | 0.571
X2900 | -2.01 -24.36 -0.662 | -0.749

Table 5.13: The 2~ magnetic moment, field integrals and the polarization direction
components calculated from them.

the initial direction of the polarization was perpendicular to the production plane as
required by parity consetvation in the strong interaction. The precession angle can be

written as {8, 29]

Brecesmion = Goog [’2‘—2:—: + 1] BDL (5.2)
where BDL is the field integral. The precession angle is linearly dependent on the
product of the magnetic moment and the field integral. Therefore, using the known
values of the field integral for these sets, the polarization direction error is related to the
error in the magnetic moment. The field integrals, Q~ magnetic moment (pq-) {27},
and the calculated components of the polarization direction are listed in Table 5.13.
Note that the polarization for the X2900 set had the opposite sign of the polarization
in the N2900 set. The N2900 data sample dominated the measurement of the magnetic
moment, and so the error in the polarization direction for the N750 and the X2900 sets

is the same as that of the N2900 set.

5.3.2 Momentum Study for the Measurement of ¢q-

The N2900 set was divided up as a function of momentum into four bins to search for
a possible momentum dependence. The polarization direction did not have to be mea-
sured as a function of mementum because a precession of the polarization in the mag-

netic field is independent of momentum when measured with respect to the momentum
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Momentum | Events aprfa-Ap Bias X’
(GeV/c) pn
349. 42452 | -0.0083 £ 0.0096 | 0.0021 £ 0.0096 | 20 20
380. 42484 | 0.0085 £ 0.0095 [ 0.0095 + 0.0095 | 12 14
403. 37322 | 0.0102 £ 0.0101 | -0.0176 + 0.0101 | 18 18
442. 44360 | -0.0028 £ 0.0095 | -0.0008 £ 0.0095 | 20 27
Momentum | Events apvp-Ap Bias x2
(GeV/c) pn
349. 42581 | -0.0324 + 0.0114 | -0.0146 £ 0.0114 | 18 28
380. 42400 | -0.0236 + 0.0097 | -0.0310 + 0.0097 | 19 25
403. 37199 | -0.0304 £ 0.0101 | -0.0430 + 0.0101 | 15 19
442, 44186 | -0.0097 £ 0.0099 | -0.0423 £ 0.0099 | 20 20

Table 5.14: Measured asymmetries asfBq- Ap and apyg- Ap using bias cancelation for
the N2900 data set as a function of momentum. There were 19 degrees of freedom in
the fit.

direction [30, 19]. Therefore, the direction determined for the polarization measured
for the entire N2900 data set was used for each momentum bin (see Table 5.13).

The required independence of momentum for the polarization direction made this
study possible. In Table 5.14 the asymmetries measured for asfq-Ap and azyg-Ap
using the bias cancelation technique are listed. The measured value of ¢g- for each
of the momentum bins is listed in Table 5.15. Plots of the asymmetries and the angle
¢q- are shown in Figures 5.6-5.8. The four measurements are consistent with zero. As
an additional check, a chi-squared fit was performed using the four measurements and
yielded a chi-squared per degree of freedom of 0.70 (2.11 for 3 degrees of freedom). No

evidence of a momentum dependence was found.

5.3.3 Seed Value Dependence Study for the Measurement of ¢g-

As was done for the measurement of ajag-, the analysis was rerun 10 times using
different seed values for the Hybrid Monte Carlo event generation (see Figures 5.9-

5.11). Table 5.13 lists the components of the direction of the 2~ polarization used in
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Momentum $a-
(GeV/c)
349. -14.4° £ 19.5°
380. 19.8° £ 22.2°
403. 18.5° + 18.0°
442, -16.1° £ 56.2°

Table 5.15: Measured ratio ¢q- for the N2900 sample as a function of 1~ momentum.

this study. The average value for ¢~ was calculated in two different ways. In the
first method the average of the ¢g- values in Table 5.17 was calculated. The second
method required that the averages for the two asymmetries be calculated for the values
in Table 5.16. These average asymmetries were then used to calculate a new average for
#q-. The second method was more logical since the angle was calculated using these

measured asymmetries. The averages for the two asymmetries were

aafa-Ap = 0.0001 + 0.0048
apvq-Ap = —0.0236 £ 0.0052

and yielded a value of 0.3° % 12.6° for ¢q- (note that this value was calculated from the
two averages before they were rounded off). The error was estimated in the same way
as in the apag- measurement using equation 5.1. This test showed that a systematic
limit of 0.9° existed in the measurement. The two methods agreed to within 0.02° and

so did not contribute to the systematic error.

5.3.4 Run Type Study for the Measurement of ¢q-

The N750 and the X2900 data sets were not large enough to make a good measurement
of the necessary asymmetries. However, these two sets were useful in studying the sys-
tematics of the measurement. The calculated components of the polarization direction

are listed in Table 5.13. The asymmetries and ¢g- for the three data sets using this
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Run

aprfn-Ap

Bias

X

pn

0.0013 + 0.0048

-0.0009 + 0.0048

720

-0.0003 £ 0.0048

-0.0012 £ 0.0048

6 22

0.0017 + 0.0048

-0.0007 £ 0.0048

923

0.0006 £ 0.0048

-0.0016 £ 0.0048

724

-0.0003 + 0.0048

-0.0015 £ 0.0048

725

-0.0004 £ 0.0048

-0.0006 + 0.0048

724

-0.0013 + 0.0048

-0.0014 + 0.0048

6 21

-0.0003 £+ 0.6048

-0.0024 + 0.0048

724

O]~y DOy ) I =

-0.0005 + 0.0048

0.0012 + 0.0048

6 20

—
=]

0.0007 + 0.0048

0.0002 £ 0.0048

8 21

=
133
El

arta-AF

Bias

X’)

pn

-0.0236 + 0.0052

-0.0357 + 0.0052

16 25

-0.0247 £ 0.0052

-0.0334 + 0.0052

16 22

-0.0231 + 0.0052

-0.0338 + 0.0052

14 28

-0.0233 + 0.0052

-0.0350 + 0.0052

18 23

-0.0241 + 0.0052

-0.0344 £ 0.0052

15 22

-0.0237 £ 0.0052

-0.0345 + 0.0052

14 24

-0.0232 1 0.0052

-0.0339 + 0.0052

17 27

-0.0225 + 0.0052

-0.0354 + 0.0052

15 24

C|oo|=a| || sfealnof =

-0.0249 + 0.0052

-0.0346 £ 0.0052

18 26 |

10

-0.0231 1 0.0052

-0.0339 £ 0.0052

14 24

Table 5.16: The N2900 data set asymmetries apfq- Ap and ap1qg- Ap for different seed
values in the Hybrid Monte Carlo analysis. There were 19 degrees of freedom in the fit.
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éa-
3.2° £ 12.6°
-0.7° £ 12.3°
4.2° + 12,9°
1.5° + 12.8°
-0.7° £ 12.4°
-1.0° £ 12.6°
-3.2° £ 12.8°
-0.7° £ 13.2°
-1.2° £ 12.0°
L7 % 12.0° |

scomqasu-uuw-—?
=

Table 5.17: Measured ratio ¢n- for the N2900 sample for different seed values in the
Hybrid Monte Carlo analysis.

technique are listed in Tables 5.18 and 5.19 respectively. Figures 5.12-5.14 show plots
of the asymmetries and the angle for the different run types. The angles measured this

way are consistent among the three data sets and so no systematic error was found.

5.3.5 Selection Criteria Study for the Measurement of ¢q-

Once again, some of the selection criteria were varied to look for a dependence on the
selection criteria. The main test involved tightening the 2~ mass requirements (see
section 5.2.5), and showed agreement to within 1.7°. This indicated that background
events did not create a significant problem for the measurement. As in section 5.2.5,
the chi-squared requirements were also varied. The signal agreed to within 0.8 for the
tighter chi-squared requirements. The maximum systematic error from these tests was
estimated to be 1.7°, much smaller than the statistical error. Therefore, no significant

systematic error was indicated by these tests.
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Set | Momentum [ Events apfq-Ap Bias X
(GeV/c) pn
N2900 394. 166300 | 0.0001 + 0.0048 | -0.0009 £ 0.0048 | 7 22
N750 304. 50000 | -0.0078 + 0.0102 | -0.0122 £ 0.0102 | 220
X2900 393. 18300_| -0.0006 + 0.0152 | 0.0163 % 0.0152 | 10 29
Set Momentum | Events apr1g-Ap Bias ]
(GeV/c) pn
N2900 394. 166300 | -0.0236 + 0.0052 | -0.0345 £ 0.0052 | 16 24
N750 304. 50000 | -0.0247 + 0.0105 | 0.0056 £ 0.0105 | 30 16
X2900 393. 18300 | -0.0323 £ 0.0159 | 0.0447 £ 0.0159 | 10 12

Table 5.18: Measured asymmetries asfg- Ap and aryg-
the N750 and the X2900 data sets. There were 19 degree

Table 5.19: Measured ratio ¢q- for the N2900 sample for the N750 and the X2900 data

sets.

Set da-
N2900 | 0.3° + 12.6°
N750 |-17.6° + 23.2° |
X2900 | -1.1° * 28.2°

Ap using bias cancelation for
s of freedom in the fit,
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5.3.6 Study of Polarization Direction Uncertainty for ¢q-

There were two different tests done to see how stable the measurement was when the
polarization vector was allowed to vary within one sigma. The first method was to
use the direction determined by the polarization asymmetry measurements without
constraining the = magnetic moment. The analysis was repeated for different seed
values and yielded an average value of -1.4° + 12.5°. This corresponds to a difference
in signal of 1.7° which is small compared to the overall statistical etror.

The second method was to run the analysis several times with the polarization

direction determined by altering the 2~ magnetic moment by +1 sigma. This study

‘indicated a potential systematic limit of 2.2°. This study showed agreement at the 0.17

sigma level and so did not indicate a significant systematic error.

5.3.7 Study of the Measurement of ¢z-

An additional test was performed using a subset of the =~ spin transfer data which
showed a large polarization of over 12%. The combination of both large statistics and
large polarization allowed for a fairly good determination of the polarization direction
of the =~ particles. An analysis of the polarization using the bias cancelatior‘l tech-
nique showed | apyz-Pz- |= 0.07425 £ 0.00417 (where P=— is the Cascade Minus

polarization). Using this value and the fact that
n
oarz-Ap = ~garye-Fe-

the asymmetry is predicted to have a value of -0.0583. The measured value of -0.0589
+ 0.0044 (see Table 5.20) agrees with the prediction to within 0.14 sigma. This test
demonstrated that the correct axes to make the ¢ measurement could be determined.

Determination of this axis required that the other two helicity axes be determined first.
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Momentum | Events aprf=-Ap Bias X
(GeV/c) pn
396. 195536 | -0.0074 + 0.0046 | -0.0048 + 0.0046 | 29 46
Momentum | Events ar7z-Ap Bias P
(GeV/c) pn
396. 196336 | -0.0589 x 0.0044 | -0.0101 & 0.0044 | 25 34

Table 5.20: Measured asymmetries a;fz-Ap and apy=-Ap using bias cancelation.
There were 19 degrees of freedom in the fit.

Using the two asymmetries from Table 5.20 yields

¢z = ~T.2° 242

which is close to zero as expected. The world average was 4° + 4° [23]. Both of these
values are consistent with zero. Although the two are 2.7 sigma apart, the world average
represents 9 measurements. A fit of this measurement with the 9 previous ones yields
a value of -2.2° + 3.1° with a chi-squared per degree of freedom of 1.19 (there were 9

degrees of freedom).
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Figure 5.6: The asymmetry ay - Ap after bias cancelation for the N2900 data set as
a function of momentum. The solid line and dashed lines represent the measurement
and its errors respectively.
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Figure 5.7: The asymmetry asvq- Ap after bias cancelation for the N2900 data set as
a function of momentum. The solid line and dashed lines represent the measurement
and its errors respectively.
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5.4 Study of Measuring the Sign of vq-

0

i,.u.ooa - N750 X2900 The sign of 7~ can be measured using the angular distribution defined in equation 1.18.
oo E
u_ozn; . N2900 The resulting equation is

B e (AR « S S

- 16 [5 5| ap Py aryp-Ap) 10

S T _________________ I_ ___________________________________ tap = —\/j[ anPy | + (ar7n P)_ (5.3)

—003 [ 5V7laa]|l+47p- azyg-  3x

-0.035 E

004 E The main problem is that unlike in the spin-% case (see equation 1.13), there is the

-0.045 £

~005 Bl R bt TR additional term 39 (a tensor polarization term) that adds an extra parameter to the

Run Type Subset equation. Since both ag- and ¢p- have been measured, the magnitude of 7p- can be

determined because of the normalization condition satisfied by the three asymmetry
i 5.13: The asymmetry aayn- Ap after bias cancelation as a function of run type. ) . . .
’1;1:: :ﬁd line and c{ashed liy;les rer;)resent the measurement and its errors respectively. parameters. Using this magnitude a measurement of ¢39 can be made for both signs of

Yn- tosee if one of the cases can be ruled out. Note that the measured quantities used as

input are ap, ap P, anfg- Ap, aavg-Ap, and apag- (see section 4.6 for a definition

of Ap). The values required for this test are listed in Tables 5.21-5.23. The -
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Input Values

oy 0.642 £ 0013 |
ap Py [0.0279 £ 0.0049
apag- | 0.0126 £ 0.0042
apfn-Ap | 0.0001 £ 0.0048
ar1g-Ap | -0.0236 + 0.0052

Table 5.21: The input values used in calculating t3o for the N2900 sample.

polarization, P- was related to the measured A polarization, P4, using equation 1.16.
The 4~ term in equation 5.3 can be rewritten as

= 1- ((al\ﬂn--)/ﬂ;\)2
L \/1 + ({(aaBn- Ap) (aa1a-Ar))? (5.4)

which is important for the proper propagation of errors.

This technique requires that theory can place some limits on the value of t3o and
that there is enough polarization and statistics. Using the Thomas Precession Model
of DeGrand and Miettinen {31] the prediction for ¢3 is zero in the neutral production
mode [22]. The value of {3y measured under both cases is Listed in Table 5.24 for the

three samples. The combined result was

t3 = 0,008+ 0022 , if 10- 1.
tso = 0.090£0.033 , if yo- X —1.

Both of these values are consistent with zero and each other. Therefore, the sign of -

could not be determined in this experiment, although the positive sign is favored.
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Input Values
7% 0.642 £ 0.013
ap Py 0.0234 + 0.0090
arog- 0.0126 4 0.0042
apfiq-Ap | -0.0078 + 0.0102
aa1a-Ap | -0.0247 £ 0.0105

Table 5.22: The input values used in calculating t3g for the N750 sample.

Input Values
ap 0.642 £+ 0.013
ap Py 0.0407 £ 0.0147
apag-~ 0.0126 + 0.0042
arfg-Ap | -0.0006 + 0.0152
anya-Ap | -0.0323 £ 0.0159

Table 5.23: The input values used in calculating 25 for the X2000 sample. Note that
a positive value for ap Py is listed since the § and 7 measurements were made in a
coordinate system which assumed a positive polarization.

Set Ta- tio
N2900 | =~ 1. ] 0.012 + 0.026
N2900 | = -1. | 0.090 + 0.038
N750 | 1. |-0.013 £ 0.050
N750 | > -1. | 0.059 £ 0.091
X2000 [ = 1. | 0.027 £ 0.077
X200 | = -1.1 0.141 % 0.113

Table 5.24: The value of 139 under both sign hypotheses for the N2900, N750 and X2900
samples.



Chapter 6

Conclusions

Measurements of the weak decay parameters provide an important probe of our under-
standing of quark decay processes. The Q™ hyperon provides a good opportunity to
probe quark decay processes in a spin-% system. The 0~ — AK~ decay is assumed to
have two amplitudes, a parity conserving amplitude and a parity violating amplitude (B
and C respectively). Theory predicts that the C amplitude is kinematically suppl?é‘ksed
with respect to the B amplitude by a factor of approximately 0.08. The decay is also
expected to satisly time reversal invariance.

The asymmetry parameter ag- for the decay 0~ — AK™ has been measured to be

apaqg- = 0.0126 £ 0.0042
ag- = 0.0196 £ 0.0066

The new measurement is roughly a factor of 3.9 more precise than the previous world
average of —0.026 £ 0.026 {23]. This new measurement is consistent with a small or
zero value for ag- as predicted by theory.

The ratio of fg- /1a-, Which is usually referred ta as the angle

#a- = tan™(Bo-/10-),
120
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is an important test of time reversal invariance. Neglecting final state interactions,
time reversal invariance predicts ¢qg- is zero. If final state interactions are included, at
most a small nonzero value would be allowed. A large value for this ratio would be an

indication of time reversal violation, This measurement gives

dq- = —-3.4° £ 10.3°

which is consistent with zero and time reversal invariance.

The sign of yo- indicates which decay amplitude is dominant. If yg- is positive,
the B amplitude is larger than the C amplitude. If yq- is negative, the C amplitude is
dominant. The sign of 7q- can be determined by measuring the value of the tensor po-
larization t3g under the assumption of each sign of 7g-. Using the angular distribution

defined in equation 1.18 this measurement gave

tao=0.0084 002 , ifyq- 1.
tao=009040.033 , ifyq- -1,

The theoretical prediction is that t3p = 0. While the former is slightly more consistent
with zero, the later cannot be completely ruled out. The measurement favors the
positive sign for 7q- which is consistent with theory.

Using these measurements, the B and C amplitudes can be determined if two as-
sumptions are made. The first assumption is that time reversal invariance holds. The
second assumption is that 9q- is positive. Both assumptions are consistent with the

measurements of this experiment, and the B and C amplitudes are found to be
B =5.60 x 10-7 £ 0.05 x 10~7
C =0.58x10-7 £ 0.24 x 10”7
C/B =0.10+0.04
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The ratio of these two amplitudes is in good agreement with the kinematic suppression
factor of 0.08. The measured ratjo of amplitudes also agrees well with the previous world
average of 0.14 1 0.14. The individual amplitudes also agree well with the previous
world averages of 5.60 x1077 + 0.05x10-7 and 0.78 x10-7 + 0.78x10°7 for the B
and C amplitudes respectively. This measurement represents more than a factor of 3
improvement over the world averages for the C amplitude and the ratio C/B.
Referring back to Tables 1.1, 1.2, 1.3 it can be seen that these measurements of the
2~ weak decay parameters makes the 0~ decay as well measured as the other hyperons.

It is now a challenge for theory.

Appendix A

Derivations of the Vector
Polarization and Angular

Distributions

A.1 Introduction

An analysis of the weak decay angular distributions will be presented, which is equally
valid for anti-hyperons as well as hyperons, following a formalism introduced by Byers
and Fenster {32]. Their formalism has been used by K. B. Luk to derive formulas for
measuring the vector polarization and the a parameter for a spin-J fermion [33]. The
analysis below will closely parallel the work of K. B. Luk and will also be extended to
derive formulas for determining 3 and ¥ for a spin-% fermion. The formalism will also
be used to treat the more familiar case ofa J = % fermion for completeness.

There are two sets of coordinate axes that are important in the analysis of the
angular distributions of weak decays. Both systems are defined in the rest frame of

the parent particle. The § frame is an event independent coordinate system with axes
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parallel to the lab axes. The S’ system is an event dependent coordinate helicity frame
(see section 1.2.1). The three helicity axes are defined as:

x=XXA

I’ Y x A

o
S

A, T=2

X

(A1)

Y
>.

!
The helicity axes can be expanded in two different bases which prove useful in the
analysis to follow. The first basis is the spherical coordinate system. Here the helicity

axes can be written as:

A = (sinfy cosgy ,sinby singy ,cosfp )
X = (cosfy cos¢p ,cosl, sindr ,—sinfy )
¥ = (—singy ,cos¢, ,0).

The second basis is composed of spherical harmonics and rotation matrices. The first
basis is useful in visualizing the coordinate system since it is the more familiar one.
The second basis helps to simplify the algebra involved in the calculations. In terms of

this second basis, the helicity frame axes are:

>
1]

1 i . .
('Z“(Dn - Dl + Dy, - DLyy), E(D:I - Dij + DL, - D1%,),-V2D}))

-
)

(5(D%i ~ D}y + DLy ~ ,),2(0,,+D + DLy, + D1y)),0)
N 1 /8
A= (5\/7’(1«-‘—Yn),g\/T(Y._.+Yl.),\/?y,o).

A.2 The Transition Matrix Elements

The derivation of the weak decay joint angular distribution, from which the polarization
and angular distribution projections can be derived, begins with the transition matrix

element. The transition matrix element for a weak decay from a spin-J state to a
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spin-1 state can be written as
Tan = (POSi A | T Jm)

= (POO;%A | RY(,6,0T | Jm).

where T is the transition operator and R} is the rotation operator. The completenesa
relation can be placed between the transition operator and the rotation operator, and
noting that the Wigner Rotation Matrices ( D7 ) have the property that (Jm' | Rty

Jm) = DI .(4,8,0), the expression for the transition matrix element reduces to
Tim = }:( AT JIm')Dn(,0,0).

The final system can also be written in the helicity coordinate system, a helicity
coordinate system which has the £ axis along the opposite direction of the parent

baryon in the daughter baryon’s rest frame and thus implies # = 0, as

I+ 4
T|Jm') 2 ZAL( SLX m = M| I
L=J-1r=-1

Ve (0,0) | %,\').

The next step is to calculate Ty, Since Yim(0,0) = /226, g and (A1 3X) = 6, v,

the transition matrix element T, becomes

J+i
= 3 Auginoramy Bty
L=J-}

With the help of an expression for the Clebsch-Gordon coefficient in the previous

equation (see section A.11), Ty, can be written as

J+i
2L +1 L+1 L
Z ALJ 5,\,m[\/2L+1 "L+§+\/;L—+f6J,L-}(6)«,§"6x,-})]

L=J-—%

2J +1
\/- m' A[AJ_L + AJ+L(6A I S ;_-})]-
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Therefore, by substituting T, into the expression for Ty, the transition matrix ele-

ment js found to be

Tam = ‘/- [Aj_l + AJ+L(6,\ l - 6,\ l)]D (¢v 0,0) (A‘2)
and since D (R™") = D27 .(R), it follows that
2J +1
Tl = —ﬁ S Ay + Ar (g — by Dien(8,6,0). (A.3)

A.3 Decay from a Statistical Mixture of States
The density matrix for a system of identical particles
p=Y wila)a|
i

can be written in terms of a new basis [ Jm) with the amplitudes a}, equal to the
product of the basis kets, (Jm | &'}, as
p= Y wiakaln | Jmp{Im'|.
i
One is free to choose the basis in which to expand the density matrix. Here a basis
described by Byers and Fenster {32] will be used following along a path similar to the
one used by K. B. Luk [33) and H. T. Diehl {22]. The technique involves an expansion

done in terms of the spherical tensor operators Qp,,.

p= Z Z @ QLm (A1)

L=0m=-L
The spherical tensor operators are define as

Qim = Y (QLm)mm | Jm)(JIm' | | (A.5)

mm'

Gim = tr(pQ,',m) (A-6)
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and it should be noted that tensor operators have the m—selection rule [34)
(Jm'| Quw | Jm") =0 if (m'#m+m")

Using the Wigner-Eckhart Theorem, and assuming (JNQciJ)y=v2L +1,

(I | Qum | Im") = \,i,‘—ﬁ(u; m'm | Jm'YJIQLnllS)

2L+1
2J+1

and using an expression relating the Clebsch-Gordon coefficient above to another one,

T (JLym"m | Jm'),

the spherical tensor operator becomes

Qim = 3 (~1Y™™"(JIm! —m" | LM) | Jm')(Jm" | (A7)

m'm?

Next the density matrix must be transformed into the helicity frame. This can be

accomplished by noting that the density matrix transforms as
#'0,9) = T(0,)T'(8,4).

Since the density matrix elements are (| p’ [}, the transformed density matrix elements

after expanding in states mm’ are

Pf\,\’ = Z Tam'Pmrm» ,!.uy (AB)

m'm”

J L
Pramn = 30 Y Y Gin(— 1) I = n | Lmp(Im' [ J)(In | Tm"),

L=0m=~L In
and so

bt = 3 Y Gl 1) L — | L. (A9)

L=0m=-L
Combining the expressions for Prostmats Tams, and T, 1,,), the density matrix element

in the helicity frame becomes

, 2J + 1
Pax =

2 Z Z D2y (6,8,00D235(6,8,0)g1 (~ 1) ™™ (JIm’ = m" | Lm). (A.10)

L=0m=-Lm'm”

[AJ_X + A5G -8 A, + Appp(Bag = O oy
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Note that for a decay to a particle of spin-J there are (27 +1)?~1 independent elements.
The exira constraint that reduces the number of independent elements from (2J + 1)?
istr(p) =1
The product of the Wigner rotation matrices can be reduced by noting that the

Clebsch-Gordon coefficients are real, and expanding the product in terms of the Clebsch-
Gordon series {35)

PGV SV AV DR GO Vi G5 Vi ¥ 4

mm’ Lilnmm’

(L1 3dm = (JJm — | Em)(JJA ~ N | L'n)

= Y (-1 "V DE S pLbmi(JIA ~ X | L'n)
Lin
= Y (=1)’"¥ DL (JIA~ X' | Ln).
n

The Clebsch-Gordon coefficient in the previous equation is zero unless n = A — X/,
therefore
S YD DL = (1) DI (JTA = M LA - QY.

mm’

Substituting this equation into the density matrix element gives

2J+1 .
p{\,\A = Br [AJ_% + AJ+L(6,\ 1= 64\ ‘))IAJ Y + AJ+%(61'.% - 61',-—%)1

}_j Z (=17 VD o (JIA~ A LA~ N). (A1)

L=0m=-L
A.4 The Angular Distribution of the Daughter Baryon

The angular distribution of the daughter baryon can be found by taking the trace of
the density matrix p’. Before taking the trace of the density matrix it is worthwhile
to make a few definitions which simplify the algebra involved. First the weak decay

asymmetry parameters are defined as

a= 2Re(A3_%AJ+%)
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8= QIm(A}_%AH,})

v=(14sy D?-(HAg D%

where the chosen normalization condition is

(AL P+ A 1P =1

The normalization condition above was only chosen to simplify the algebra and does
not effect the results of the calculations. Other useful quantities are the normalization

constants nj, and the spherical tensor terms t1,,.

"io:(‘l).’-% 2J+l

(JJ——-ILD)
2J+1

tn =\ S —gim
L ALy 1

The angular distribution of the daughter baryon is T, p},(, ), thus
2J +1

10.9) = ———14,_y + A“x(é“ =6 Ay + Apa 8y - 8t

Z Z Gim{ 1) "2 Diro(JIA - A | Lo).

L=0m=-L

Using the relation
(1M IIA = A L0) = (-1)~9-3(JJ ~ A Lo),

and upon regrouping terms the angular distribution becomes

106,6) = 2”12 2 qu]/2L+1YL.,.(JJ —%ILO)

L=0m=-L
(07444 + 4,408, + 4,0
DAL - 4,004,y - A0
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The angular distribution can be further reduced by substituting in the previously de-

fined normalization constants and spherical tensors. After making these substitutions

»

the angular distribution becomes

2J L 2J L
186,6)= > 3 fi.nie¥imta > Y tianleYim
=0,cven m=-L L=0,0ddm=-L

For the sake of clarity, the angular distribution can be rewritten as the sum of two
functions of # and ¢.

I(8, ¢) A(0 )+ aB(9,¢) (A.12)

A(,¢) = E Z {EmnLoYim (A.13)

L=0,cven m=—L

WL
Bl.¢)= 3 3 timnio¥im (A.14)
L=0,0ddm=-L

A.5 Daughter Baryon Polarization

For a spm—1 particle, the density matrix can be written as a 2x2 matrix and thus has

3 independent elements.

= %1(0,¢)(f+a-15)

h-}
it

The term [Py -A = !, — ' i i »
rm [Py - A p%% p_%_% can be determined in the same manner as the angular

1
—Y;, (JJ= - =
LZom=- V2L+1 i J 7110

[(‘1)" : [AJ_; + AJ+}][AJ_§ + AJ+%]-

(_1)L—1-%[AJ_% ~AslAsy - A1)

distribution term.

1h A=
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Once again by substituting in the definitions for the normalization constants and the

spherical tensors, the above equation becomes

3J L 2J L
5 A . J
IPyph=a 3 ¥ timnloYim+ Y X, limnio¥im
L=0,even m=-L L=0,0dd m=-L

Notice that the two summation terms are the same as those found in the angular

distribution formula, and that the only difference is the term which is multiplied by a.
IP,-A = aA(8,4) + B(9,$) (A.15)

The off-diagonal matrix elements are useful in determining the transverse components

of the polarization. For example, p’§ 1= 1I(Px —iPy) can be shown to be

2J + 1 .
P'L -1 = [AJ_l + AJ+l][AJ— AJ+§]

Z Z Gim(~ 1)’+%<JJ 5 | L1)DE(,6,0).

L=0m=~L

Using another closely related normalization constant,

2741
TTTD )
(JJ lLl) L(L+lnl’° L,odd

in the previous equation for p} ,, it follows that
bt

niy = (- 1)"_

r} -1 = -(2J+1){4,_ it AJ+§][AJ-§ - AJ+;]'

1,

2L +1 L
E E i n{DE(#,6,0).
& & VarL(L+1) tmiemm

Now the definitions for the weak decay asymmetry parameters become useful. By

substituting these definitions into the above equation, the density matrix element p}
22

becomes
2L+1
P'g,_g = ——(2-’ +1)(r+ 'ﬂ)z Z m‘m"mv =(4,6,0).

L=0m=-
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The above density matrix element, along with its complex conjugate imply

1P (X - i¥) = ~(2J +1)( +iﬂ)§ f: 2L+l
W (X -iY) = Y 2 X Gz rD
timnioDEN(¢,0,0) (A1)
5 (X 4T )= (20 + 1)(if - ’Z’: L 20+ 1
!PA - (X ¥ lY) B ( ¥ )(t 7)L=0m§l, 4!1/([1 + 1)
timnlaDm1(4,6,0). (A.17)

A.6 The Joint Angular Distribution

Consider the case of a baryon decaying to a A baryon and a meson, where the A then
decays into a P and a 7~. The joint angular distribution is then the product of the
angular distribution of the daughter A from the original baryon, times the angular
distribution of the P from the A decay. It is easy to see that the angular distribution

of the P from the A decay is
1 5 s
188y = g1+ @rPa- ).
Thus the joint angular distribution is
1 5 =
1(8ar 60,05, 8p) = 7—(In + arlaPy - B).

The joint angular distribution can be expanded in terms of dot products with the

helicity frame axis vectors,

I=%([A+a;\ﬂ~Ai\~ﬁ+aAﬂ~XX-p+nAﬂ-f’f’-iz). (A.18)

A.7 The Vector Polarization

The vector polarization can be determined by integrating over the solid angle dy in

the § frame, where the S frame is a coordinate system with axes parallel to the lab
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axes but defined in the parent baryon’s rest frame. The first term in the integration is

L™ 1 g = L [T [ (a+aBlan
ey A [lA A—Z;/o ./-1( + aB)dQ,.

Because of the orthogonality condition of the spherical harmonics when integrated over

the solid angle, this term reduces to

1 2x 1 1 7
—r.[) ‘/_' IndQp = 4—”\/4-1?"0"!00 = (A.19)

1
i

The second term, which involves the dot-product Py - A, is more complicated than
the first term since the integration is being done in the S frame. The A axis must be
written in terms of its components in the § frame. Expanding the dot-product A -
into the components A.p; + A,p, + A;p;, and using the orthogonality property of the

YLm's, it is seen that
AT L ar [ [ .
—-/ / InPy - AR pd = ——/ ] (ad + B)A - pdQy
[81r
E "|otlm(\/-(6m 1~ Smi)ps + \/- St + 6mi)py + Smaps)-
Summing over m, and substituting in an expression for nj;, the second term reduces to

4:2:7Ji.l+1i[\/'(t‘ -1 = tps 4 f( m-1+ t11)py + tiop:]

or

aa
I 2(J+ 1)

1

[P g + B-py+ P.p] = J+1)

(A.20)

The third and fourth terms are not as simple as the second term. First expressions
for I4 P; and Ix P, must be found. To do this, recall that the spherical tensors have the

property t7, = (—1)"™t;_m. Therefore Is(P; — iP,) can be rewritten as

IP, t()'(—if’)—-(2J+1)(1+iﬂ)iJ: )_Lj _241
A = & 2 \N&ILZ+1)

(=1)"™ts,-mnlgDEL (4, 6,0).
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The two integrations to perform are

27 L L @y £ ;1 3L
wh LA xk gz 85

T L=Oodd m=_[,

[2l+1 ‘ .

(2J+1) m"w[(*7+ t8)t, DL,
Hy+iB)(~1)"""er ., DESIX . g,

and

ax 9«/1 R iag f2*op M L
— IZPy-YY .- = =4
4t/o Ao Pty 8 Jo ./_1 Z E

L=0odd m=-[
[2+1 ,
(2J+1) m"w[-(—T +1B)tr, DY,
Hr +iB)=1)"""ty_ DIV . jdey,
Expanding the ddt—products and performing the integrals over the solid angle give (see
section A.10)

a 2% r1 - .. - A
4_:‘/0 KI(IAPA'XX‘ﬁ+[APA~YY-ﬁ)dQA=

ax p o 7
sx\/ 3 M§I(21+ Ui},

(=7 4+ iB)tkem{(Bt = Brn1 e = (61 + 611 ), - V2mop,]
+ (7 + 'lﬂ)(_l)l-m'l.——m[(aml - 6m~l)p: + (6m| + éma )Py - \/§6m0pz]]-
After summing over m and substituting in for nj,,
ap 2r 1 - Lo s oD .
47[) /_I(JAPA XX P+ IhFy ¥V - pyda, <

ap 1 1 {

g;m(zﬂ' 1)‘7(7—2-(11—1 = tu)pe + %(ln + tio1)py — tiop,)

_aa 1 _— - .
—Eg(.’,‘_1)(2J+1)7[P'P3+P‘Py+P'p,]. (A21)

Adding the terms together shows that the angular distribution of the proton from the

decay chain in the daughter baryon’s rest frame, which has axes parallel to the § frame,
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is
(8 ) = 4_‘;(1 + 2(70\':‘17[1 +(2 + 1B p). (A22)

Recalling that the angular distribution of P from A decay is I = ‘J;(l +ap P, -P), the

daughter A polarization is seen to be related to the parent baryon's polarization

P = 2(++1)“ +(20 + 1)y)P. (A.23)

A.8 A Polarization from =- Decay

The polarization of the daughter baryons from the weak decay of spin 1 baryons is just

the ensemble average of the Pauli 8pin matrix for the system. The density matrix can

, e b
p =
c d

tr(p'ox)=b+c tr(p'ay) = 1(b-¢)

be written as

where

tr(plor)=a-d tr(p) =1,

Polarization can be thought of as the expectation value of the 8pin of an ensemble of
particles, and so the polarization can be written as

tr(p'5) _ b+ )X +i(b= )V +(a-d)A
(o) ~ (a +d) '

Recall that is was previously shown that a + b = 4 +aBanda~d=aA+ B . Notice
that b= /P, (X —i¥ ) and that c = P, (X +i¥ ), which means

{5) = (A.24)

b=+ 1)20 +1 ff §L: Ul . g pLe
=-36A+1) (27 +1) LT+ 1) Lm "o D

L=0,0dd m=-L
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1. 2 L 2L +1
c=-(if-v)2/+1) — 1 i, DE
2 X L=%:ma mgL L{LFT) T

Before continuing, it is important to note that 13 = (-1)"™tf_m and that it has
been shown DE; = (-1)™-'D¥, |, which together imply ¢} DLy = —t; DL, .
By summing symmetrically over m from —L to L, the dummy index m can then be

replaced by —m to show that
L

Z thDml'_'_ z iLmDL_l.

m=-~L m=-L
The above relation can be used to show that

1J

1. 2L+1
b==-(i8+7)(2J+1) e tym iy DL,
3 Lg_:m“ ..2:_1, axL(L+1) ™" m-1

b+o=tersrny 3 5 [y o
- 2 L=0,0dd m=-L 4IL(L+ 1) e

liB(DL_, + DE)) + (DL _, - DE)))

and also

1 LA 2L +1
i(b-c) = ~(2J +1) i
2 L=zo,:odd m—Z-L arL(L+1)

[-B(D—1 = D) + #1(Dh_y + DRy))-
Notice that in the equation for i(b— c) can be obtained by inspection from the equation
for (b + ¢) by replacing v by ~8 and B by 7. There are several useful relations that
help simplify the above equations and it is instructive to list them here. First, for the
case of J = } the term las+ 1)\/%-*4:—,51:{,0, since it appears in a }:%’:o'odd, reduces
to \/g\/;n,%o or -“7\/§ There are several useful relations involving dot-products with

the helicity frame axes.

H

(PxA)- P.sin6 — P, cossin ¢ — P, cosfcos ¢

Y
(PxA)- X P,cosp— P.sing

i
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[A x(PxA)) X F,cosﬂsin¢+P’,cosﬂcosqb—i”,sino

[A x(PxA).¥

—F,sinqﬁ + F, cos ¢.

Another usefu] relation is

DL 4Dk, = e—im‘#(dvlv:-lid.l{n)-

Now simplifying the terms for J = g-

= . .
= (a +d) = ngytsoYoo + agn,%u[l,_,Y]_l + tioY10 + 15, Y1)

1 3
= I;(l + ﬂE[\/;(h_l - t11)sinfcos ¢
. {3
+ t\/;('1—1 +t11) sinfsin ¢ + v3ty0 cos o).

If the definitions for the coordinate axes are substituted into this equation, the angular

distribution becomes

(1+a =P . A). (A.25)
Also by comparison

(a-d)= é(as +F-A) (A.26)

P

Now for the terms (b + ) and i(b - €). The term (b+ c) can be reduced as follows

1 /3 R .
(6te) = Eﬁ(hd'ﬁ(%—l +dgy) +(d}-, - do)l + tl-l[iﬂew(d1] 1+4d,)
+ae¥(dl,_ - dly)+ tyfife~(d] _, + d})) + ye¥(d}_, - d,)))
and after replacing the rotation matrices

1 /3 . R
(b+c)= E‘/;(—-\/ftm-y sind +ifcosfty_y + 1) ~ Bsingfty_, — )

tycosfcosty_y ~ 1] + tycosfcos gty _; + t]).
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Finally, the spherical tensors can be replaced by polarization components to give
(b+c)= %r(—P,'ysin 6+ PyScos ¢ — Pyfsing + Prycosfcosg + Py7 cos §sin ¢).
By letting ¥ go to —8 and S to 7 above

i(b—c)= ﬁ(P,ﬂ sin + P,y cos¢ - Poysing — P;fcosfcos p — Py cosfsin ¢).

Both of these relations can be rewritten in terms of dot-products with the helicity

frame axes.
G+ = 2k x(PxA)-X +8FxAl.
=0 xA))-X +pPxA).X)
=)= ~(y[A x (PxA Y-V +8FxAl.y
w0 x(PxA)-¥ +aPxA).¥)
Thus the A polarization from the decay of an ensemble of =~ particles is
~ 1
Pp=————[(az + - A )A Pl A A z(Poz A
A o a4 B AR 4+ fe(Fezh ) 4 velh 2(Fesd ). (A2)

The above equation is qui i i
q N is quit general and can be applied to any decay of a spm-% baryon

to a apin-% baryon and a spin-0 meson by substituting the parent baryon for the =~
and the daughter baryon for the A.
A.9 Projecting the Angular Distribution on the S’ axes

Upon integrating the joint angular distribution over ¢, in the helicity frame, all of the

terms with m # 0 vanish [36].

1 . 2J
100 408) = Jl1+arah 5) Y nlptr, Vi

L=0even
. 2J
tletaah -5) 37 niotioYio
L=0odd
(27 + Dy (8Y X SO 1
- s (BY -p—vX -p) nlotioYpie ™, f—

(A.28)
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If J = L, as it does for Z-, the distribution reduces to:
1 i .
I(6x,9p.8;) = 8_1[(1 +ozPzcosfp ) + arA -p4(az+ Pzcosby }
+opPasinfy (B=Y - p- 12X - p)] (A.29)

In the previous equation the £ axis is chosen to be along the polarization direction
which means P = Fe - = Vg since Piz = /231110 While the spin of the Q-
has not been measured, it is interesting to examine the angular distribution assuming
j = 3 as expected from SU(3). From now on it will be assumed that the polarization

is along the £ axis. The result is:
1 s 3 1
1(64:¢5.85) = (1 +aranA P - \/5120(§ cos? 6y — )
N 7 5 3
4+ (an+ asA v;‘z)[an cosfy —3 3!30(5 cos® 8y - 308 03]
P PO N 3 7, . 2
+2a4(BaY p- 10X -p)[an sinfy - n 51305"1 05 (5cos’ 0y —1)]) (A.30)
To measure the weak decay parameter a, the angular distribution can be projected
onto the A axis by integrating over ¢ where cosf, = A -$in the A rest frame.
Projections can be made onto other helicity frame axes in the same manner. For

instance, to project onto the ¥ axis, define cos 8, = Y- p and integrate over ¢,. For

" the case J = 1 the angular distributions after integrating are:

I(6a,h -5) = :—[(l-f-agP_:_cosﬂA )+ aah -plas + Pecosty )] (A31)

. 1 .
I(6a, X -p) g(1+ozPecosby —apPeyzsinby X -5) (A-32)

I8,V -p) = i(l+asP_=_cosﬂA + apPef=sindy ¥ - ) (A.33)

For the case J = % , the distributions are more complicated due to higher spin terms.

In this case, the angular distributions after the appropriate ¢ integration become:
PR | P 3 1
1(6a,A -9} = 7((1+ apand -p)1 - \/gizo(i cos’ 0p — )

+ (ag +arh - ﬁ)[an cosfy —3 gtw(g cos®8y — gcos 7 Q))] (A.34)
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. 1 3 1
1062,% -5) = (- \/5120['2'00520/\ -3l
7 5 3
+ an[%Pn cosfy - 3\/;%0(5 cos 8 — ECOE 7))
. 3 /7
—~2ap1aX - psinfda [%Pn - Z\/;‘ao(5 cos? 05 ~ 1)]) (A.35)
] 1 3 1
I(6a,Y -5) = 7(1-V5Btw(5cos” ba = 3)

7. .5 3
+ an[%Pn cosfy ~ 3\/;30(5 cos® 8 — 308 0 )]
. 3 f1
+ 2apfnY -psinds [%Pg - z\gtw(scos’ 04 — 1)) (A.36)

The next step is to integrate over cosé; . Notice that all terms with only odd powers
of cos8y drop out. Terms which go as an even power of cos@y , or as sin f; remain.
Also terms which are a product of the sind, and an even power of cosf survive the
integration. After doing the integrations for the case J = 1, the angular projections

onto the helicity frame axes are found to be:

I(f\ -p) = }E(l+aAa5c050,,) (A37)
X -p) = 30~ FaaberX -5) (A.38)
IY -p) = %(l+§aAPsﬂsf' -$) (A.39)
The results for the case j = 3 are:

IA 8 = 3(1+anancosdy) (A40)

o 5 1
I(x -p) = —[1— ——annx p(Pa — \/;tm)] (A41)

; 5 7
I(Y -p) = '[l+_0AﬂﬂY -p(Pa— \/;tw)] (A42)
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A.10 Wigner Rotation Matrices D},

The rotation angles can be written in terms of the Euler angles a, 8,7 and have the
following orthogonality condition:

1 YL L4 X i 8
/0 da/o 47/0 sin BABD (6, By 1) D (@, B %) = a6y 51—

2J +1 (A.43)

The Wigner rotation matrices in the previous equation are
Dym(0, By7) = e~ Wotm g,

In polar coordinates, a = ¢, 8 = 8, v = 0 and looking at n’ = n = 1 the orthogonality

condition becomes

/D " dp /0 sin 04002 (9, 0,0)D2\(4,8,0) = 6y it (A.44)

2J+1'

Some useful properties of the DJ, ’s and the d;’n,m’s are:

I 4T
a2 =dl

dpm = (1) d!

-m'=m
Dl = -nm -’ D_,,,y_,,,

D1{| m(R l) Dmm’(R)

A useful relationship between the spherical harmonics and the rotation matrices [37)

DE$.0,0) = \[ 77— Vin(0,4)

In deriving the formulas for the vector polarization and the angular distribution pro-
jections, the J = } rotation matrices can be used to rewrite the axis—vectors. First

note that for J = 1, the D7, ’s reduce to:

_ig¢ 1 +cosd T | ]
Dl=e d(T) , D{,:e”( +2cos)
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Di_=c¢ _'é(

DL,y =¥

The appropriate spherical angle terms can be related to the rotation matrices as follows:

— 8in @
cos Pp
cas ¢y cos By

sin @y cos By

coso) , DIt = .4,(1 —cos0
1-—;030) , DY, = _,‘(l—cosﬂ
sin @
=05)

=%(D};‘ 1+ DL, - D)
= (Dl + Dh + DLy + Di%y)
= %(Dn - DY+ D} -DLy)
= E(Dh - Dt + DL, - DY)

—sinfy = ~v2D},

A.11 The Normalization Constants nj,

The normalization constant i, is defined as

nfo=(-1)"}
It should be noted that nfy = n

that the ngo's are real is consistent with the concept of a normalization constant. In

J
Lo

2J+1(JJ___|L0)

the case of L = 1 a useful formula is [33]

J

[ 3 1
CTVar(J + 1) 2J

We can define another normalization constant

= (_1)1-5‘/” +1(JJ-— | L1)

and it is easily shown that with this definition

J
L)

27 +1

J
=— T 3l
L(L T 1)n[,() 'L ,odd

since Clebsch-Gordon coefficients are real. The fact
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From a table of Clebsch-Gordon coefficients it is easy to show that:
1 I 1 1
g = e njp = i
) 1 2 1
A el I LI
Mo =Ygy Mo 207
Ny L Sy N
"=y "™ Vo
1
- . Joem f__ T .
(JJm -m|00) =(-1) 2771 (A.46)
Other relations useful in manipulating the normalization terms are:
’ L+1, L
= [ A 47
( Li20|‘]i2) 2L +1 JL+}i 2L+l'“’ i ( )
(=175 (JIm — k| LMY = (-)(LIME ) Im) 35—11 (A.48)

A.12 Properties of the t;,, Spherical Harmonics

4 = 2J+1
Lm = 2L+qunn

where the normalization is chosen so that Zgo = 1. Since the t,,’s are spherical tensors,

The tpp’s are defined to be

they also have the property
tim = (=1)""m.

The vector polarization can be written in terms of the ¢1,,’s as follows;

\/i J+ ——(t1-1 — tu)

J+1
P, = —[——(1)- t
v ‘/5 7 (ll+ll)

[J+1
P, = t
7 10
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