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ABSTRACT

In an experiment at Fermilab, samples of{}-s produced by polarized and unpolarized

400 GeV neutral beams have been coUected using a multi-wire proportional chamber

and magnetic spectrometer. The data consisted of both polarized and unpolarized

samples of {}- baryons. These samples were used to measure the decay asymmetry

parameters for the decay {}- -+ AK-. An analysis of 252,000 {}- baryons has yielded

a measurement of 0.0126 ± 0.0042 for the decay asymmetry Q,\Q(J-' Using a polarized

sample of 234,600 {}- baryons the {J(J-!1(J- ratio, ~(J-, has been measured to be -3.4°±

10.3°. The results for the sign of the asymmetry parameter 1(J- favored a positive value,

but were inconclusive.
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Chapter 1

Introduction

1.1 Introduction

High energy physics is the study of the fundamental constituents of nature and the

forces that govern their interactions. Much of the information known today in the field

has come from the study of the decay properties of elementary particles. As far as

we know, quarks are elementary particles which decay via the weak force. The study

of the decay properties of quarks has provided valuable insights into the weak force.

Because quarks are not free, their decays have to be observed while they are bound

inside a hadron where the strong force between quarks greatly influences their decay

properties. Thus, although quark decay is caused by the weak interaction, their decay

inside hadrons is modified by the strong force.

The n- decay is an important decay to study for several reasons. First, the n­
is composed of quarks of the same flavor, three strange quarks, and thus provides a

good means of studying the decay of the strange quark. Second, the n- is assumed

to be a spin-~ particle and is the only 'stable' spin-~ baryon. Finally, the decays of

the n- have not been studied in great detail and therefore should provide useful new

information in a area were the knowledge is sparse.



3

having only 1 = 0 (s-wave) and 1 = 1 (p-wave) components. In order to satisfy Lorentz

invariance, the matrix element must be a sum of scalar and pseudoscalar quantities.

With this in mind, the weak Hamiltonian matrix element for these decays can be writ·

where Ej is the daughter baryon energy and mj is its mass in the parent particle's rest

frame. The amplitude Ii appears in an analogous manner to A in the formulas for the

decay rate and asymmetries, and is thus more easily extracted from these measurable

quantities than B. Using these definitions and the weak Hamiltonian matrix element

the decay rate becomes:

where A and B are the s-wave and the p-wave amplitudes respectively. Note that the

final state pion is a pseudoscalar and has negative parity. The term HB"(. u is also a

pseudoscalar and so B is called the parity conserving amplitude. The term HAu is a

scalar and has positive parity. Since this term has the opposite parity of the pion, A is

called the parity violating amplitude.

A more physically meaningful quantity than B is Ii = ((Ej - mj)f(Ej +mj))B,

(1.1)

(1.2)

(1.3)

m = (Bjll' 1H", I Bi) =H(A + B"(s)u

1r = 411' 1q 1(I A 11 +IIi 11 ) (Ej +mj)
M;

m = (!I.I(- I H", 10-) = .!LH(B +C"(.)u~
m~

ten [11:

where M; is the parent baryon mass and 1q 1is the decay momentum. The decay rate

can also be written as r =r.(BR)fT, where (BR) is the branching ratio for the decay

in question and T is the lifetime of the parent baryon.

A similar analysis can be used for the decay n- -+ !l.K-. Now a spin.~ baryon

decays into a spin-! baryon and a spin-O meson. In this case the weak Hamiltonian

matrix element is [1):

2

1.2 Nonleptonic Hyperon Decays

Even though the weak interaction is well understood, the decay properties of strange

quarks inside hadrons are not. One way of studying strange quark decay is through the

decay of hyperons, baryons which contain at least one strange quark. The dominant

mode of these decays is for a strange (s) quark in the parent hyperon to be converted

into an up (u) or down (d) quark as the hyperon itself decays into a meson and a

baryon. The dominant decay modes for spino! hyperons, except for the EO which

decays electromagnetically, all have a ll' meson in the final state and so the decays are

usually represented by Bi -+ Bpr. The Dominant decay mode for the n- , a hyperon

with an assumed spin of ~, is n- -+ !l.K-.

The basic Feynman diagrams for the nonleptonic decays of spin-! hyperons are

shown in Figure 1.1 for quark annihilation, quark decay, and the penguin diagrams for

one gluon exchange. The "W" in the diagrams is a charged vector boson, represented

by a dashed line, which carries the weak force. The "g" in the the penguin diagrams

is the gluon. The g1uon is the carrier of the strong force and is represented by a curly

line. Note that the n-, like the E- and :::-, does not have an annihilation diagram.

The basic interaction diagrams for the decay n- -+ !l.K- are shown in Figure 1.2.

While progress has been made in understanding the qualitative nature of these decays,

the ability to quantitatively predict the influence of the strong force on the nonleptonic

weak decays of hyperons has not been achieved. More experimental data could help

this situation.

Conservation of angular momentum (I) plays an important role in understanding

these decays. When a spin-~ hyperon decays nonleptonically, the daughter baryon is

also a spin-! particle while the daughter meson has spin zero. Because of the complica­

tions of the strong interaction, one needs an effective weak Hamiltonian to describe these

decays. This Hamiltonian, because of angular momentum conservation, is restricted to

I I I I I I I I I I 4 I I I I I I 1 •
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PA == . I~, [(0;;:+ J\·A)A +p=.(J\ x A ) + "'(=.[A x (p.: x A)]]. (1.7)

daughter baryon in its own rest frame is:

where the subscripts for the decay :::- -+ A,,- were used for clarity. Note that a 3

vector polarization is only well defined in the rest frame of the polarized particle [4J,

and so the polarization terms on the left hand side of equation 1.7 are measured in the

A rest frame, while those on the right hand side are measured in the:::- rest frame. For

most purposes time reversal invariance can be assumed and the situation becomes less

complex. In this case, the A and B amplitudes are real up to an overall phase factor if

final state interactions are neglected. Because A and B are relatively real, p == 0 and

o == 2AB!(1 A 11 + IB I'). Now except for an overall phase factor, measurements of

(BR), l' and 0 for nonleptonic hyperon decays are sufficient for determining A and B.

Final state interactions can give a small nonzero value to p [5].

The decay asymmetry parameters 0, p, and "'( describe both the daughter baryon

polarization and its angular distribution in the rest frame of the parent hyperon. While

the following discussion will focus on the decay sequence ::;:- -+ A" followed by A -+

p"-, the equations involved can be easily converted for other nonleptonic weak hyperon

decays. In order to convert the equations to another decay sequence, all that need be

done is replace all occurrences of the subscript ::;:- by the new parent hyperon, and all

occurrences of the subscript A by the new daughter baryon.

First consider the decay ::;:- -+ A7r. From section 1.2 the angular distribution can

be written in terms of the decay asymmetry 0;;:- and the polarization fE- as:

(1.5)

(1.4 )r == J_-' q 1
3

4" 3m~ (I B I' +1C 11)(EA +mAl
Mo-

2Re(A'B) 2Im(A'B) 1A I' - IB I'
0== (I A I' + 1B I')' P == (I A 11 + 1B 11)' "'( == (I A 11 + 1B 11)

and the normalization condition 0 1 +p1 +"'(1 == I. These decay asymmetries describe

the angular distribution of the daughter baryon and its polarization. The angular

distribution of the daughter baryon in the rest frame of the parent hyperon can be

Before preceding to a description of the spin-~ amplitudes, it is useful to consider the

principles with the spino! decay amplitudes. In fact a comparison between these two

cases provides valuable insight into the harder to understand spin-~ decay. In the spin­

! decay, and in the spin-~ as will be seen later, there are several other useful relations

involving the decay amplitudes.

Other useful relations involving A and B amplitudes are the decay asymmetries

proposed by Lee and Yang [3]:

1.2.1 Decay Asymmetries for Spin-~ -Baryons

where Band C are the p-wave and d-wave (I == 2) amplitudes, and Up is a Rarita­

Schwinger vector-spinor. In this case B is the parity conserving amplitude and C is

the parity violating amplitude. Also note that C is kinematically suppressed by a

factor of (M;;:o - MA)!(M=.o +MA) with respect to B [2]. This suppression factor has

a value of approximately 0.08. Once again the higher angular momentum term has the

more meaningful expression C == «EA - mA)!(EA + mAllG. Using the above weak

Hamiltonian matrix element the decay rate becomes [IJ:

written as: I ~.

1(8A,4>A) == 4,,(1 +0;;:-%- ·A) (1.8)

with Pa, being the polarization of the decaying baryon and ii the momentum direction

of the daughter baryon in the rest frame of the parent baryon. The polarization of the

1 -.
1(8.,4>.) == 4.. (1 +OB,PB, . n) (1.6)

where 8A and 4>A are the spherical angles describing the momentum direction of A

(A) with respect to P=.-. The angular distribution can be expanded in terms of an

arbitrary axis ii. Consider a spherical coordinate system about the axis ii. The angular
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distribution then can be rewritten in this system as: 1.2.2 Decay Asymmetries for the fI- --> M(- Decay

Now consider the angular distribution of the proton from the decay of the daughter

A. The distribution can then be projected onto the 3 helicity frame axes

where 8. and "'. are the usual spherical angles describing the direction of Awith respect

to the axis Ii (see Figure 1.3). In the above equation, cos 9. =Ii· A. Also, the equation

is independent of "'., so by substituting in cosBn and integrating over "'n, the angular

distribution reduces to:

1 ~ •
1(9.,"'.) =4;(1 + o:;;-P:;;- . illi· A)

1 -1(Bn ) ="2(1 +0:;;- P:;;- • Ii cos Bn )

(1.16)

The polarization of the daughter A from this decay is [7,8,9]:

- 1 -
PA = 2(J + IP + (21 + l)'ro-]Po-

2Re(B'C) 2Im(B'C) I B 11 - IC 11

°0- = " ~ ... 'C 11)' ,130- = (I B 11 + Ie 11)' 1'0- = (I B 11 + Ie 11) (1.15)

As mentioned earlier, C is kinematically suppressed and so the expected values are

00- = 0, ,130- = 0, and 1'0- = 1. In this case measurements of (BR), rand °

for fl- -+ AK- are sufficient for determining the magnitudes of B and C. Therefore

measurements must be of sufficient precession to test beyond this kinematic suppression.

The decay asymmetries for the decay fl- -+ AK- have the same basic form and nor­

malization condition as in the case of spin-l baryon decay. In this case, the decay

asymmetries are defined in terms of the Band C amplitudes as:

(1.9)

(1.10)

(1.11)X= YxA
If" xAl"

. P:;;-xAY=-.--.-,
IP:;;- x AI

A,

The first projection can be used to measure 0:;;-. The second two provide measure­

ments of ,13:;;- and 1':;;- if the cascade sample is polarized (P",- t- 0). Notice that in the

ratio of the slopes for the X and Y projections only the terms ,13",- and 1'",- do not

cancel oul. Therefore, the ratio of ,13",- h",- only requires that P",- t- o.

This distribution can be integrated over the appropriate'" angle for each of the

helicity frame axes. Finally, after integrating over cos Bi and "'i, the spherical angles

describing the A direction in the 3- rest frame about an arbitrary axis, the angular

distribution projections become [6J:

The projection onto the Aaxis is completely analogous to the spin·l case. The X and

Y projections are complicated by the tensor polarization term 130' Fortunately, if the

quantity (Po - hv'II30) is nonzero, then the ratio ,I3o-ho- can still be measured. In

this case, the measurement will be independent of Po- and 130.

where J is the spin of the fl-. This formula was derived by integrating the angular

distribution over the spherical angles describing the A direction in the fl- rest frame

about an arbitrary axis.

The angular distribution projections can be found by doing the same integrations as

was done in the spin-l case. Assuming that the fl- has a spin of J = i [10, 11], the

angular distribution projections onto the helicity frame axes are (see appendix A):

(1.18)

( 1.19)

( 1.17)
1 .
2(1 + oAooA· p)

1 3.. .. 5 If-[1 - -OA'YOX, p{Po - - -13O)J
2 10 16 51 3.. .. 5/f-[1 + -oA,I30Y . p{Po - - -130)]
2 10 16 5

1(A. p)

1(X· P)

1(Y . p)

(1.12)

(1.13)

(1.14)

1 •
2(1 + oAo:;;A . Ii)
1.. .
2(1 - ".i0A 1'.:1'",X . P)

1.. .
2(1 + ".i 0A P.:.,I3",y. P)

1(A. P)

1(X.p)

1(Y. P)

4 I , I I I , I I I I I I ~ t
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Figure 1.2: Feynman diagrams for quark decay and penguins for the nonleptonic weak
decay fl- -+ AK-.

Figure 1.1: Feynman diagrams for quark annihilation, quark decay and penguins for
nonleptonic weak decays of the spino! hyperons. The symbols i, j and k stand for u, d
or s quarks.
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A
n 1.3 Experimental Status of the Decay Asymmetries

For both the decays A ..... n..o and 0- --+ AK- no previous measurement has heen made

of the C amplitude to the B amplitude is 0.14 ± 0.14, which is in good agreement with

The present world averages for the measurements of the decay asymmetries are given

in Table 1.1 (12]. The usual way of reporting the ratio of f3h is in terms of the angle

( 1.20)tP = tan-I (~)

the kinematic suppression factor of 0.08. Still, an improvement of the 00- measurement

should provide a better limit on the suppression of the d-wave in this decay process.

Also, the world average for 00- is based on two previous measurements neither of

which were high statistics measurements (1743 events and 12,000 events). Having low

statistics in these types of measurements makes it hard to control the systematics. All of

the events go into making the minimal measurement and thus precluding a strong study

of the signal for systematic effects. Therefore, a sample of several hundred thousand of

these events would greatly improve the understanding of this measurement.

The A and B amplitudes from the spino! hyperon decays are listed in Table 1.3 for

comparison, and were calculated using the world average lifetime, branching ratio, and

of the f3 h angle tP. Although tPo- is expected to be small or zero, it is still important

to check this experimentally. 00- has been measured before and shown to be consistent

with zero, as expected [7, 13]. Using the world average values for the lifetime, branching

ratio and alpha asymmetry parameter listed in Table 1.1, the magnitudes of the B and

C amplitudes for the decay 0- --+ AK- can be calculated. Table 1.2 shows the

magnitudes of the Band C amplitudes based on these measurements. Two of the

theoretical predictions for the magnitude of the B amplitude are 4.73xl0-7 [14] and

7.70xlO-7 [15], neither of which show very good agreement with experimental results.

The prediction for the C amplitude is zero, which agrees well with experiment. The ratio

tP:

A

A

Figure 1.3: Spherical coordinate system in the 2- rest frame.

I I I I f I I I I I t I I I I I • I t
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alpha asymmetry parameter listed in Table 1.1 for the various modes. In both cases

the amplitudes are on the order of 10-7•

Decay a lifetime branching ~
asymmetry (10-10) ratio

A _ nlru 0.638 ± 0.066 2.624 ± 0.008 0.3581 ± 0.0049 none
A_p". 0.642 ± 0.013 2.624 ± 0.008 0.6419 ± 0.0049 _6.5° ± 3.5°

E+ -+ n".+ 0.068 ± 0.013 0.7997 ± 0.0036 0.4836 ± 0.0030 167.° ± 20.°
E+ _ p"'u ·0.980 ± 0.015 0.7997 ± 0.0036 0.5164 ± 0.0030 36.° ± 34.°
E- - n". -0.0681 ± 0.0077 1.482 ± 0.011 > 0.99 10.° ± 15.·
~ _ A".u -0.399 ± 0.015 2.97 ± 0.Q4 > 0.99 21.° ± 12.°

- -A". -0.455 ± 0.015 1.642 ± 0.015 > 0.99 4.° ± 4.°
n _ AK- -0.026 ± 0.026 0.822 ± 0.012 0.678 ± 0.007 none

Table 1.1: Measured hyperon decay asymmetry parameters.

Table 1.2: The parity conserving and parity violating amplitudes, Band C respectively,
from experimental results.
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Decay A B
(10-7) (10- 7)

A -+ n".u -2.39 ± 0.04 -15.61 ± 1.26

A-p'" 3.25 ± 0.02 22.11 ± 0.52
E+ _ n".+ 0.14 ± 0.03 42.19 ± 0.16
E+ -+ p1r" -3.26 ± 0.10 26.73 ± 1.24
E- - n1r- 4.26 ± 0.02 -1.43 ± 0.16
~_A1ru 3.40 ± 0.02 -11.72 ± 0.47

:=;- _ A".- -4.49 ± 0.02 17.41 ± 0.61

Table 1.3: The parity violating and parity conserving amplitudes, A and B respectively,
from experimental results.



Chapter 2

The Apparatus

2.1 Introduction

In order to make a measurement of the 0- decay asymmetry, a large sample of O-s

were required. In addition to the O-s, a much larger sample of ::;:-s were coUected

simultaneously. CoUecting data under different target and beam conditions aUowed for

greatly improved background and systematic studies. The various samples of O-s and

::;:-s were produced by using a high energy proton beam and a series of two target and

magnet stations. By varying the fields in the two magnets and removing the first target,

the production of 0- and ::;:- particles under several different conditions was possible.

The usual decay mode for the 0- particle (occurring 67.8% of the time) is 0- _

AK-, while for ::;:-s the primary decay mode is ::;:- _ Afr- (occurring over 99% of the

time). The subsequent decay of the A into a proton and fr- occurs 64.1% of the time.

In both cases, there are two negatively charged daughter mesons and one daughter

proton after the primary and the A decay. Table 2.1 gives the typical decay distances

for the 0-, ::;:- , and A hyperons in this experiment. Measurements of the positions and

the momenta of the proton and two mesons were made with a magnetic spectrometer.

A signal developed by the presence of at least two oppositely charged tracks indicated

14
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Particle From Average "f "fCT

Momentum
(Gev/c) (cm)

E- target 396. 300. 1473.
n target 394. 236. 580.
A - -Afr 334. 299. 2359.
A 0 -AK 262. 235. 1854.

Table 2.1: The relativistic parameter "f and the lifetime "fCT for A, ::;:- and 0- based
on their average momentum in this experiment.

a possible decay event in the spectrometer. This signal triggered the data acquisition

system which read out the detector information and wrote it to buffered memory. The

buffered memory was read out by a computer between proton spiUs and the information

was written to magnetic tape for future analysis.

2.2 The Proton Beam

The Fermi National Accelerator Laboratory (Fermilab) has been the site of numeroUs

fixed target experiments as weU as several collider experiments. One of these fixed target

experiments, E800, which operated during the 1991 and 1992 fixed target run, coUected

the data used in this dissertation. The accelerator provided 800 GeV protons, at an

intensity of over 1.2 X 1013 protons per 23 second period (or spiU), which Was divided

among the various beamlines and subsequently among the fixed target experiments.

The duty cycle of the accelerator was 60 seconds.

E800 was located at the end of the Proton Center beamline and required intensities

which varied from 5.0 x 1010 to 2.0 x 1013 protons per spiU, depending on the mode

of operation. The Proton Center beamline provided several functions beyond simple

beam transport. First the beam was required to be 2 mm or less in diameter when it hit

the target, and thus had to be focused as it Was being transported. The focusing Was

I I I t I t I I t I I I I I I I ,
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2.3 Collimators and Targeting

Figure 2.1: D1ustration of the section of beamline used to develop the different targeting
angles. TI and T2 are the upstream and downstream targets respectively.
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Background and systematic studies were an important part of the asymmetry measure·

ments, and were greatly enhanced by the use of data samples from several different

target and beam conditions. Polarization can effect the asymmetry measurements and

is not expected to be the same under all production conditions (see for example refer­

ences [8, 16, 17, 18)). E800 was designed to be able to switch between a secondary and

a tertiary beam experiment, and so required two collimators and two targets. In the

tertiary mode the upstream collimator served as a proton dump and a neutral beam

selector and was referred to as the neutral collimator. In this mode the downstream

collimator, called the charged collimator, was used to select a negative beam and as a

neutral beam dump. To operate in the tertiary mode both targets had to be used and

both collimators were in regions of high magnetic field. In the secondary beam mode,

the idea was to bring the proton beam though the upstream collimator unchanged. To

accomplished by a series of quadrapole magnets. Since quadrapole magnets focus in

one plane and defocus in the plane perpendicular to the first, the quadrapole magnets'

polarity had to be alternated so that the overall effect was focusing in both the vertical

and the horizontal planes. Another task required of the beamline was the ability to

steer the beam off the centerline so that it could be brought to the targets at various

angles in the vertical plane. The three typical angles used in this experiment were ±1.8

mrad and 0 mrad.

To accomplish the nonzero angles, the beam Was bent using two dipole magnets.

First the beam was bent away from the vertical zero line by a magnet called PC3VI

(see Figure 2.1). Next the beam was bent back toward the vertical zero line, by a

magnet called PC3V2, so that it would cross the centerline at the desired target (either

the upstream target or the downstream target depending on the mode of operation).

The position of the beam along the heamline was monitored by a series of segmented

wire ion chambers (SWICs) placed at various locations along the beamline. Three of

these SWICs (PC3WC2, PC3WC3 and PC3WC4) were used to monitor the angle of

the beam as it approached the targets. PC3WC2 was placed between magnets PC3V1

and PC3V2. PC3WC3 was place in front of the upstream target and PC3WC4 Was

placed in front of the downstream target. AU three of these SWICs had a 0.5 mm wire

spacing.

Another device used to monitor the proton beam Was a secondary emission monitor

(SEM). The SEM provided a means of monitoring the intensity of the proton beam in

the Proton Center beamline. By using the SEM and the SWICs together the experiment

Was able to monitor the quality of the proton beam as it approached the target on a

spill by spill basis.
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accomplish this, the defining aperture of the upstream collimator had to be wider than

the proton beam. In this mode, the charged collimator would act as a proton beam

dump and a negative beam selector. Since the proton beam would be passing though

the upstream collimator, only the downstream target was needed and the upstream

collimator was in a field free region.

The proton production scheme was the only secondary beam mode used. In Fig­

ure 2.2a the secondary beam was produced by protons incident on the downstream

target at nonzero angle. Note that the production angle is defined as the angle between

the incoming and outgoing particle momenta.

On the other hand, there were two modes of neutral beam production both of which

were tertiary beam modes. In Spin Transfer Production, Figure 2.2b, protons hit

the upstream target at a nonzero angle and the resulting polarized neutral beam was

directed at the downstream target at 0 mrad thus producing the charged tertiary beam.

For the Neutral Production mode, depicted in Figure 2.2c, protons hit the upstream

target at 0 mrad producing an un polarized neutral beam which then hit the downstream

target at a nonzero angle to produce a charged tertiary beam.

Note that since the incident angle was also in the bend plane of the upstream magnet,

the field of the magnet had to be reversed when the beam angle was reversed in order

to insure that the proton beam dumped outside of the defining aperture and not too

close to the vertical zero line. For Spin Transfer the field in the upstream collimator

bent positive particles down when the targeting angle was negative, and up when the

targeting angle was positive. By configuring the magnet this way for Spin Transfer, the

proton beam was dumped weD outside the defining aperture of the upstream collimator.

For Neutral Production, the field direction was chosen at each angle so that the opposite

situation occurred to keep the proton beam from dumping close to the vertical zero line

of the charged collimator.
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2.3.1 The Targets

The two targets used in the experiment were made of Beryllium to maximize the fraction

of high momentum baryons produced. Both targets were approximately 0.37 interaction

lengths long. The upstream target was 150.72 mm long, while the downstream target

was 149.70 mm long. The center of the upstream target was 12.1 cm in front of the

upstream end of the upstream collimator. This target was cylindrical in shape with

a diameter of 6.55 mm. The downstream target, unlike the upstream target, was

rectangular in shape with its center located 13.2 cm in front of the upstream end of the

charged collimator and 62.2 cm downstream of the upstream collimator. The width of

this target was 5.15 mm, while its height was 5.28 mm.

2.3.2 The Upstream Collimator

The upstream collimator, Figure 2.3 and Table 2.2, fit inside a standard Fermilab B2

dipole magnet. The field of the B2 magnet was 1.8 T and its length was 607.0 cm. A

vacuum pipe 640.0 cm in length was mounted through the center of the B2 magnet,

extending 16.5 cm beyond the magnet on either side. The collimator was placed inside

the vacuum pipe and was made from brass and tungsten segments. The tungsten

segments were placed where the proton beam was expected to dump when the incident

angle was between O. and 2. mrad. The defining aperture was 0.254 cm by 0.254 cm

and had a length of 91.44 cm. It began at a z position of 396.24 cm downstream from

the upstream end of the magnet. Thus, the solid angle of the upstream collimator was

approximately 0.41 microsteradian.

The B2 magnet which contained the upstream collimator was mounted on two step­

per motors which aUowed remote vertical positioning of the magnet and thus the up­

stream collimator. One stepper motor was placed 55.1 cm from the upstream edge of

the magnet, the other motor was placed 51.4 cm from the downstream edge thus giving

I I I I I I I I I I I I I I I I I
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Plan View Elevation View
Z Max Min Width Max Min Width

(em) (em) (em) (em) (em) (em) (em)
0.00 1.206 -1.206 2.413 1.524 -1.524 3.048
76.20 1.206 -1.206 2.413 1.524 -1.524 3.048
76.20 1.206 -1.206 2.413 1.206 -1.206 2.413

228.60 1.206 -1.206 2.413 1.206 -1.206 2.413
228.60 1.206 -1.206 2.413 1.524 -1.524 3.048
411.48 1.206 -1.206 2.413 1.524 -1.524 3.048
411.48 0.135 ·0.135 0.269 0.135 -0.135 0.269
502.92 0.135 -0.135 0.269 0.135 -0.135 0.269
502.92 0.356 -0.356 0.711 0.356 -0.356 0.711
594.36 0.356 -0.356 0.711 0.356 -0.356 0.711
594.36 0.406 -0.406 0.813 0.406 -0.406 0.813
640.00 0.406 -0.406 0.813 0.406 -0.406 0.813

Placement of tungsten
Plan View Elevation View

Zmin Z max Length Zmin Z max Length
(em) (em) (em) (em) . (em) (em)

350.52 502.92 I 152.40 411.48 I 502.92 I 91.44

Table 2.2: The E800 upstream collimator aperture values.

a 500.4 em separation between the two pivot points. Whenever an angle change at

the downstream target was needed, as in an angle change in the Neutral Production

mode, the stepper motors were used to reposition the magnet and thus the upstream

collimator. This process of vertically changing the position of the magnet typically

took 20 minutes. Because the stepper motors had 74,676 counts per em and 87,630

counts per em for the upstream and downstream motors respectively, the vertical po­

sition of the upstream collimator could be precisely determined each time the magnet

was moved. The ability to precisely determine the vertical position of the upstream

collimator also enabled the experimenters to reproduce a desired collimator position as

needed to better than 0.01 em.

21

2.3.3 The Charged Collimator

The charged collimator, Figure 2.4 and Table 2.3, was designed to fit inside the Proton

Center Hyperon Magnet. The central orbit momentum was designed to be 400 GeV at

a B-field of 3.35 T, which corresponded to a central orbit radius of 39828.55 em. The

bend angle for this central orbit through the hyperon magnet was 18.37 mrad. Most

data was taken at a field of 3.33 T and a smaller sample at 2.39 T corresponding to a

magnet current of 2900 amps and 750 amps respectively. The collimator itself fit into

the aperture of a holder which in turn fit inside the Hyperon Magnet. The gap in which

the collimator fit was 7.72 em (x view) by 2.29 em (y view) and had a length of 731.52

em. The collimator holder was composed of three sections, the upstream section was

335.28 em long and the two downstream sections were 198.12 em long. The defining

channel had an upstream aperture of 0.508 em by 0.508 em located 274.32 em from the

upstream end of the magnet. The exit point of the defining channel was at 457.20 em

where the aperture was 0.762 em by 0.762 em. The solid angle entering the defining

channel was 3.43 microsteradian.

A plot of field versus current for the hyperon magnet is shown in Figure 2.5. This plot

clearly shows that at 2900 amps, current used in the dominant mode for data taking, the

hyperon magnet is in the saturation region. In Figure 2.6 plots of the overall collimator

acceptance and the channel acceptance as a function of momentum are shown. The

overall collimator acceptance is defined as the number of charged particles exiting the

downstream end of the collimator divided by the number of charged particles produced

in the target. A plot of the overall collimator acceptance is useful in the design stage

of the experiment, especially during the design of the collimator itself. The channel

acceptance is defined as the number of charged particles exiting the downstream end of

the collimator divided by the number of charged particles entering the defining channel.

The channel acceptance demonstrates the efficiency of the collimator in transporting
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Plan View Elevation View
Z Max Min Width Max Min Width

(em) (em) (em) (em) (em) (em) (em)
0.00 1.267 -1.273 2.540 1.143 1.143 2.286
30.48 1.532 -1.008 2.540 1.143 -1.143 2.286
60.96 1.770 -0.770 2.540 1.143 -1.143 2.286
91.44 1.986 -0.554 2.540 1.143 -1.143 2.286
121.92 2.179 -0.361 2.540 1.143 -1.143 2.286
152.40 2.349 -0.191 2.540 1.143 -1.143 2.286
182.88 2.494 -0.046 2.540 1.143 -1.143 2.286
213.36 2.616 0.076 2.540 1.143 -1.143 2.286
243.84 2.715 0.175 2.540 1.143 -1.143 2.286
243.84 2.461 0.429 2.032 1.143 -1.143 2.286
274.32 2.540 0.508 2.032 1.143 -1.143 2.286
274.32 1.778 1.270 0.508 0.254 -0.254 0.508
304.80 1.829 1.321 0.508 0.254 -0.254 0.508
304.80 1.956 1.194 0.762 0.381 -0.381 0.762
335.28 1.986 1.224 0.762 0.381 ·0.381 0.762
365.76 1.991 1.229 0.762 0.381 -0.381 0.762
396.24 1.976 1.214 0.762 0.381 -0.381 0.762
426.72 1.933 1.171 0.762 0.381 -0.381 0.762
457.20 1.872 1.110 0.762 0.381 -0.381 0.762
457.20 2.507 0.475 2.032 0.508 -0.508 1.016
487.68 2.418 0.386 2.032 0.508 -0.508 1.016
518.16 2.309 0.277 2.032 0.508 -0.508 1.016
548.64 2.174 0.142 2.032 0.508 -0.508 1.016
579.12 2.017 ·0.015 2.032 0.508 ·0.508 1.016
609.60 1.836 -0.196 2.032 0.508 -0.508 1.016
609.60 1.455 0.185 1.270 0.635 -0.635 1.270
640.08 1.252 ·0.018 1.270 0.635 -0.635 1.270
670.56 1.024 -0.246 1.270 0.635 ·0.635 1.270
701.04 0.775 -0.495 1.270 0.635 ·0.635 1.270
731.52 0.500 -0.770 1.270 0.635 -0.635 1.270

Table 2.3: The E800 charged collimator aperture values.
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the charged beam after exclusion of neutral particles or oppositely charged particles

(positively charged particles for a negatively charge beam). The channel acceptance

is more important than the overal1 collimator acceptance for studying the charged

beam acceptance of the spectrometer. The difference between the overal1 collimator

acceptance and the channel acceptance is the 1088 from producing a clean charged

beam.

I I I I I I I I I I I I I I I I ,
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Plan View
27

Figure 2.5: Field versus current for the hyperon magnet.
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2.4 The Charged Particle Spectrometer

2.4,} The Design

The charged particle spectrometer can be described in terms of a right-handed coor­

dinate system with the origin placed at the exit of the charged collimator, The z-axis

is defined as the direction of the tangent line to the central orbit of the charged colli­

mator at this origin, and pointing downstream, The y-axis pointed up and the x-axis

was just the cross-product of the y-axis into the z-axis. The spectrometer was designed

to measure the momentum vectors of the charged particles in the decay sequence of

fl- -+ A +K-, A -+ P t 11"-, The design also worked well for the very similar decay

chain:=:- -+ At1l"-, A -+ p+1I"-. This spectrometer consisted of 12 MWPCs (multi wire

proportional chambers), 8 SSD planes (silicon strip detectors), 4 scintillation counters

and 2 analysis magnets (see Table 2.4 and Figure 2,7), The analysis magnets (dipole

magnets with their fields parallel to the vertical axis) were used to measure the momenta

of the two daughter mesons and the proton. In order to reduce the multiple scattering

in the air, tubes and bags filled with Helium were placed between the detectors and

inside the magnet apertures,

The acceptance of the spectrometer can be defined as the number of events which

satisfy the trigger divided by the number of charged particles exiting the downstream

end of the charged collimator for a given decay sequence (for example fl- -+ A +K-,

A -+ pt 11"-), The combined spectrometer and channel acceptance is the product of the

spectrometer acceptance and the channel acceptance (see section 2,3,3), The combined

acceptance demonstrates the efficiency for detecting the desired topology for particles

in the charged beam. Both the spectrometer acceptance and the combined spectrom­

eter and channel acceptance as a function of momentum are shown in Figure 2.8. A

comparison of the two plots shows that the channel acceptance is well matched to the

spectrometer acceptance, Note that bumps on the tails of these plots are due to small

1
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statistics,

2.4,2 The Silicon Strip Detectors

After exiting the charged collimator, a particle enters the spectrometer, The first part of

the spectrometer encountered was a set of eight SSD planes, The planes were grouped

in pairs, the first of a pair being able to detect the particle's position in x and the

second doing the same for the particle's position in y. There were four sets of these x

and y planes, The planes were built by Hamamatsu and had 280 strips of 100 I'm pitch

and were 300l'm thick. The signals were amplified first by a pre-amplifier [191 mounted

close to the signal plane, and later by an amplifier which routed the signal to a latch,

Because the signals from the amplifiers had to arrive in coincidence with the trigger

which was formed in the electronics trailer, these signals had to be delayed otherwise

they would arrive too far ahead of the trigger, This delay was achieved through the

combination of long cables and adjustable electronic delays within the latches. The

added delay did not affect the deadtime, The front end electronics were built by Laben

and the amplifiers and latches by Nanometric Systems, Inc, Multiple crates of latches

could be read by one CAMAC interface module (N-281). The Nanometric interface

module provided the interface between the data aquisition system and the front end

SS0 latches,

2,4,3 The Multi Wire Proportional Chambers

The first three 1 mm MWPCs (Cl, C2 and C3) were also instrumented with the Nano­

metric readout electronics, Together with the SSDs, the electronics for these chambers

consisted of nine crates of latches daisy-chained together, These chambers were con­

structed by Fermilab and consisted of 128 wires of Imm pitch in both the X and y

views, Unlike the SSDs, it wasn't necessary to use pre-amplifiers and so the signals

')



30

Detector Position Width Height Depth Pitch Device type
(cm) (cm) (cm) (cm) (mm)

SSD1(y) 79.22 2.8 2.8 .03 .10 SSD
SSD1(x) 74.43 2.8 2.8 .03 .10 SSD
SSD2(y) 109.97 2.8 2.8 .03 .10 SSD
SSD2(x) 100.97 2.8 2.8 .03 .10 SSD
SSD3(y) 137.80 2.8 2.8 .03 .10 SSD
SSD3(x) 129.46 2.8 2.8 .03 .10 SSD
SSD4(y) 166.29 2.8 2.8 .03 .10 SSD
SSD4(x) 158.43 2.8 2.8 .03 .10 SSD

SI 360. 6.35 3.81 .30 n/a Scintillation
Cl(x,y) 560. 12.8 12.8 n/a 1.0 MWPC
C2(x,y) 775. 12.8 12.8 n/a 1.0 MWPC

VI 800. 32.38 8.89 .32 n/a Scintillation
Vl(hole) 800. 11.43 6.35 .32 n/a n/a

S2 800. 10.79 6.35 .30 n/a Scintillation
C3(x,y) 987. 12.8 12.8 n/a 1.0 MWPC

V2 1020. 41.91 11.43 .32 n/a Scintillation
V2(hole) 1020. 13.97 8.25 .32 n/a n/a
C4(x,y) 1510. 25.6 25.6 n/a 1.0 MWPC
C5(x,y) 2008. 25.6 25.6 n/a 1.0 MWPC
C6(x,y) 2499. 51.2 25.6 n/a 2.0 MWPC
C7(u,v) 3012. 12.8 12.8 nla 1.0 MWPC
C8(u,v) 3088. 51.2 51.2 n/a 2.0 MWPC
C9(x,y) 3697. 51.2 51.2 n/a 2.0 MWPC
CI0(x,y) 4261. 63.8 25.6 nla 2.0 MWPC
Cll(x,y) 4840. 128. 38.4 n/a 2.0 MWPC
CI2(x,y) 6154. 128. 38.4 n/a 2.0 MWPC

Table 2.4: The size and z position of the detectors in the spectrometer.
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Detector Voltage Detector Voltage Detector Voltage
(kV) (kV) (kV)

SI 2150. Cl 2.66 C7 2.85
S2 1600. C2 2.66 C8 2.80

VIE 1800. C3 2.66 C9/9u 2.91/450.
VIW 1700. C4 3.82 CI0 3.02
V2E 2150. C5 3.83 Cll 3.03
V2W 2150. C6 2.94 C12 3.15

Table 2.5: The high voltage settings for the MWPCs and the scintillators.

went directly to amplifiers and then into latches. These chambers were also unlike the

other MWPCs used in this experiment. As mentioned above they were read out by the

Nanometric front end electronics system. They also had high voltage foil planes made

of 0.25 mils thick aluminized mylar instead of wire planes (as was true for the rest of

the chambers). The nominal high voltage settings for these chambers were as listed in

Table 2.5.

The high voltage setting for the rest of the MWPCs tended to be higher than those

for the Fermilab MWPCs. Two of the large Imm (C4 and C7) and a.ll of the 2mm (C6,

C8, C9, CI0, Cll and C12) chambers were built with high voltage wire planes, made

with wires 2 mils thick, instead of foils. C5 was the only large Imm chamber with high

voltage foil planes made of 0.25 mils thick aluminized mylar. All of the chambers had

an x sense plane and a y sense plane except C7 and C8. For these two chambers the

sense planes were rotated by 45° and were referred to as u and v planes. In addition to

an x and a y sense plane, C9 had a third sense plane with a 45° rotation.

The front end readout electronics for these chambers were custom built. Signals

from the sense wires went directly into amplifiers and then into latches. The latches

in a chamber comprised a sequential chain. Starting at the downstream chamber, each

chamber was daisy-chained to the next chamber upstream. In this manner, the rest

I , I I I I I I I I I I I I I I I t
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of MWPCs were linked together in a readout chain. Only wires with hits were read

out. To handle the reading of this chain, a custom built interface module was used [201.

This interface module provided the interface between the data acquisition system and

the front end readout electronics for most of the MWPCs.

The chambers were run with a gas mixture, by volume of 94.9% Argon, 0.1% Freon

and 5% Methylal. The first stage of the gas system was used to achieve the correct

mixture of Argon and Freon. After passing through flowmeters, the gas from two bottles

of Argon and one bottle of Argon-Freon (0.5% Freon, 99.5% Argon) was merged into

one gas line. The next step was to add the Methylal to the gas. In order to have

5% Methylal added to the mixture, the gas had to be bubbled through a reservoir of

Methylal near 2° C. The Methylal temperature was maintained by placing the reservoir

in a refrigerator with an electronic temperature monitor and controller. After passing

through the bubbler the gas Was routed to a manifold and distributed to the MWPCs.

Each MWPC had an exhaust gas line which was connected to an oil bubbler. The oil

bubbler provided two useful functions. First, it prevented a sudden pressure change

from forcing air to back flow into a chamber. Second, it provided a visual means for

monitoring the gas flow to the chambers. If bubbles formed in the oil, the flow was

good.

2.4.4 The Scintillation Counters

Four scintillation counters (Sl,S2'yl,V2) were used in the spectrometer. Signals in Sl

and S2 were viewed as indications of a potentially good track. Signals in VI or V2,

on the other hand, indicated additional tracks too far out from the beamline and Were

used as vetos. These events were vetoed because they contained tracks outside of the

beam region and therefore could not be n-s that were produced in the downstream

target and decayed inside the decay volume of the spectrometer. The dimensions of the

counters were as listed in Table 2.4, while the nominal high voltage settings for their
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photomultiplier tube bases were as shown in Table 2.5. Unlike Sl and S2, the veto

counters had two sets of photomultiplier tubes and bases and so two signals. The main

reason for having two signals from each veto counter was that these counters had a hole

cut out of their centers. Consider a counter with a hole in the center and a tube on the

west end only. This type of counter has a good probability of being more efficient at

detecting particles passing through the west side of the counter than the east side. If a

particle passed through the counter to the east of the hole, the light emitted would have

to travel around the hole to reach the counter on the west side. By placing a second

tube on the counter, this time on the east end, the east to west asymmetry is removed.

All of the signals were discriminated using NIM electronics. The discriminated signals

were used in the trigger as well as being latched.

2.4.5 The Analysis Magnets

Two BMI09 magnets, with their fields parallel to the vertical, were used to deflect the

daughter particles and allow measurement of the particles' momenta. The upstream

BMI09's z position was 3758.0 cm downstream of the spectrometer origin (see sec­

tion 2.4.1). The downstream BMI09 was 56.0 cm downstream of the upstream BMI09

and each magnet was 182.0 cm in length. The apertures of each magnet were centered

about the beam axis. Both magnets had an x-aperture of 61.0 cm. The upstream

magnet had a y-aperture of 25.4 cm, while the downstream magnet had a y-aperture

of 30.5 cm.

The magnetic field ofthese two magnets was examined using two different techniques.

The first technique, a Fermilab field mapping system called "Ziptrack II", measured

the field strength of the magnets at different points in a three dimensional lattice setup

in the apertures of the magnets. The field integral could then be calculated for the

magnets at different y and x positions. Also, because the magnets were ramped just

before the start of each spill, tests were done to determine the effect ramping had on the
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an added uncertainty due to fluctuations in the field between the sampling points.

While this uncertainty is probably negligible in the central regions of the magnets, it

has a good probability of being significant at the ends of the magnet where fringe fields

can change rapidly. In addition to these two differences, the first technique samples the

field along straight lines, while charged tracks curve in magnetic fields. This difference

in path length should be small, but it still represents a error not present in the second

technique.
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There are several reasons why the second technique provided a better measurement

thus the PT kick, than the first method.

field integral during the spill. Comparisons between the field integral for the ramped

mode versus the constant current mode showed differences below 0.08% (less than a

few hundred gauss). These small differences were deemed negligible. The total field

integral of the upstream and downstream magnet combined was -4.817 Tm. Treating

the two magnet system in the thin lens approximation gave a PT kick of -1.445 GeV.

The second technique for examining the total field integral of the two magnets in­

volved using the reconstruction program. By fitting the n- and the A masses, the

overall PT kick of the two magnet system could be better determined. The value found

from this method was -1.465. The value determined from this technique was used in

the reconstruction because it provided a better measurement of the field integral, and

of the field integral. One reason is that the known masses of the A and the:=:- provide a

better calibration standard than was available for the probes used in the first technique.

Another reason is that the first technique sampled the field at set intervals while the

second technique can be considered a continuous probe. Thus, the first technique had

Figure 2.7: The E800 Spectrometer (Plan View). Not to scale.
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Figure 2.8: The spectrometer acceptance and the combined spectrometer and channel
channel acceptance left and right respectively.
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Table 2.6: The number of protons on the upstream target, single track triggers, 3 track
triggers ("V" topology triggers), 3 track triggers read out, and the live time for a typical
spiU.

particle events were very valuable in aligning the spectrometer, as weU as in measuring

chamber efficiencies. These benefits were the motivation behind writing the events to

most of the data tapes at a prescaled rate of between 32 and 1024. To filter out the

single track events, while keeping the =:- and f1- decays, the trigger was modified to

also look for the characteristic "V" topology of A decays. To implement this scheme,

charged particles were required to pass through the 11" half of cn and the proton half

of C12. With these additional constraints the trigger became:

2.5 The Trigger
51· 52· VI· V2· Cll.CI2pr..... (2.1)

The trigger was designed to be as simple as possible and stiU provide a rate that

could be handled by the readout electronics with a reasonable live time (greater than

60%). The live time can be thought of as the percentage of triggers that are read out.

For example, if 30 out of 40 triggers are read out the live time is 75%. The main

reason for keeping the trigger simple is that a complex trigger has a larger probability

of generating a systematic problem by preferentiaUy selecting a subset of the desired

events. Therefore, a simple trigger is always better whenever feasible.

The trigger consisted of two basic parts. The first part of this trigger was very

effective in selecting single track particles and consisted of four scintiUation counters.

To insure a charged particle entered the spectrometer roughly along the same path the

beam was expected to take, the trigger required 51· 52· VI .V2. Events which satisfied

this trigger were primarily 1I"-S, but also included E-, =:- ,0-, and p events. The single

Table 2.6 shows the trigger rates for a typical spiU in the neu tral production mode at

1.8 mrad and a hyperon current of 2900 amps. The live time in this mode for a typical

spiU of 1.6x 1011 protons on the upstream target was 65%.

2.6 The Data Acquisition System

2.6.1 Software

The software portion of the data acquisition system consisted mainly of a subset of

the Fermilab Vaxonline system [21J. This package of programs proved very versatile

and user friendly. The specinc programs used were divided into two classes. The first

class consisted of programs which made it easier to work in the software environment.

The second class of programs were responsible for actuaUy moving the data around.
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Figure 2.9 shows a simplified diagram of these programs.

The first program which made the environment more friendly was Global Menu [21J.

This program allowed different programs to be operated simultaneously from a single

terminal screen. Basically, Global Menu allowed communication between the user and

the other running programs. The second program in this class was Courier (21). Courier

was a message routing program and allowed messages about the status of the data

acquisition programs to be routed over decnet to a window on another computer. This

ability to send status messages over Decnet made running the system remotely a great

deal easier. Another program that simplified remote running was Run Control [21J. Run

Control coordinated Event Builder and Output (21) (taking the data from hardware to

tape).

Event Builder, as mentioned above, was one of the programs responsible for actually

moving data around. Event Builder handled the link between the hardware and the

computer in the readout chain. The data was read out by Event Builder and placed in

an event pool. The event pool could be considered a 4 Mbyte storage place in memory

where other programs could access any or all of the data. The job performed by Output

was to take data from the event pool and write it to tape. The third program in this

class was Buffer Manager [21J. Buffer Manager also accessed the data in the event pool.

Its job was to send the data over Decnet to an analysis program running on another

computer. This allowed a sample of the events being written to tape to be analyzed,

without any effect on the data logging process.

2.6.2 Hardware

On the hardware end of the data acquisition system, a Vax 3200 computer with two

8mm tape drives handled the data logging. A Jorway 411 was the interface between

the computer and CAMAC. The actual data collection was accomplished by a CAMAC
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Smart Crate controller (SCC). The SCC would place data in a VME first-in-first-out

buffer memory (FIFO) of 16 Mbytes. Finally, a specially built interface between the

VME FIFO and CAMAC provided the ability to read the FIFO out over a CAMAC

parallel branch highway.

2.6.3 Operational Overview

In order to eliminate any computer overhead on an event by event basis, the data ac·

quisition system was designed to operate in two very distinct stages. The first stage

could be called the data collection stage. In this stage, data was read from the spec­

trometer and placed in temporary storage. The second stage could be called the data

logging stage. In the second stage data was moved from storage and written to tape.

Figure 2.10 shows simplified flow charts for these two stages.

The data collection stage occurred during the spill. When a trigger arrived, the

SCC would begin to systematically read out the spectrometer. First the large MWPCs

would be read out. Next the small 1mm MWPCs and the SSDs would be read. Finally,

the designated scalers, latches, and ADCs would be read. After each dataword was

read by the SCC, the SCC would write it to the FIFO memory. In this manner the

SCC would continue to write the datawords of an event to the FIFO until the entire

event had been written. Upon completing the process of reading and writing an event,

the SCC would inform the trigger electronics that it was ready for another trigger. The

SCC would then wait until another trigger occurred, at which point the process would

be repeated. The entire process would take approximately 300 Il8eC for a typical event

of approximately 120 words. During a nominal spill of 23 seconds, this process was

repeated for 20,000 to 30,000 triggers with a live time of about 65%. While data w8.8

being collected, the computer did not interact with the data taking electronics.

Once the spill ended, so did the data collection stage. Next the data logging stage

I I • • I I I I I I ( • I I I I •
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would begin. A signal ca.lled T6 was used to announce the arrival of the end of a spill.

At that time the computer was told to commence reading the CAMAC spill scalers.

These scalers contained information on the trigger element hits, counter rates, and other

diagnostic quantities summed over the entire spill. Next the computer began reading

out the contents of the FIFO memory. Fina.lly, a.lI of this information had to be written

to tape.

To read the scalers, T6 would be used to raise aspecific CAMAC LAM, which will be

referred to as LAM 7. Event Builder would see this LAM 7 and execute the necessary

steps to read the scalers and place the data in the event pool. Next another specific

LAM, which will be referred to as LAM 11, would be raised by a gated pulse generator.

A LAM 11 would cause Event Builder to execute a different list of commands. This

new list was designed to handle the reading of data out of the FIFO memory and the

placing of it into the event pool. The software was origina.lly designed to read out one

event at a time with a maximum size of 4000 datawords. Because of this limitation,

the system was unable to handle reading out the entire FIFO (up to 8 Mbytes) with

just one LAM 11. Therefore, a scheme was devised where multiple LAM 11's were

generated and 4000 datawords were read for each LAM 11. At the end of the LAM 7

list a signal was sent to open the gate of a pulse generator, and each of these pulses

were used as a LAM 11 (Figure 2.11). This scheme proved to work exceedingly well.

While Event Builder was busy placing data in the event pool, Output would take

the data in the pool and write it to tape. These operations continued until a.lI of the

data was written to tape. The time required to empty the FIFO into the event pool

typica.lly took on order of 30 seconds for a spill, while to finish writing to tape typica.lly

took about 15 seconds longer. Meanwhile Buffer Manager was also looking at the event

pool and sending data over Decnet to an analysis program on another computer. Since

the analysis program was CPU intensive, having it run on a separate computer a.lIowed

data to be analyzed without effecting the process of logging a.lI of the data to tape.
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The data itself was separated into runs. Each run consisted of approximately 500,000

events written to 8mm tape. Because the storage capacity of these tapes was so large,

typica.lly eight to ten runs were put on each tape. Under normal operating conditions

the length of time for a run was about 20 minutes, while a typical run in the Spin

Transfer mode took several hours.
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Figure 2.9: Simplified diagram of the Vaxonline programs used. The lines represent
communication between the individual programs.
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3.1 Introduction

The decay sequences of interest were n- ..... AJ(- followed by A ..... P"'-, and =:- ..... A... ­

followed by A ..... p..--. These three track topologies allowed events to be completely

reconstructed using only the MWPC wire hits. In the following discussion, the n- and

the =:- will be referred to as the parent. Also, the K- from the n- decay and the ... ­

from =:- decay will be referred to as the primary meson. The reconstruction did not

distinguish between different types of particles, except for charge, until the mass of the

parent was calculated. At this point the mass was calculated twice, once assuming the

primary meson was a K- and once assuming it was a ...-. This allowed both n- and

=:- decays to be treated essentially the same by the reconstruction program.

The analyzing magnets in the spectrometer were orientated so that charged tracks

would bend in the x view only, thus one characteristic of the topology was three straight

tracks in the y view. In addition, the proton had the highest momentum of the three

daughter particles as well as the opposite charge of the two mesons. Therefore, another

important characteristic of the topology was that the stiffest track bent in the opposite

direction of the other two tracks in the x view.
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Ideally, there should have been three hits in each chamber view downstream of the

daughter A decay. There were several different factors that could alter the number of

hits in a chamber view for this topology. First, less than perfect chamber efficiency

caused hits to be lost. Second, a track could miss a chamber and so not register any

hits in that chamber. Third, two tracks could be so close together that they hit the

same wire. There were also several factors that could cause too many hits in a chamber.

The first of these factors was electronic noise in the chamber. The second was that a

scattered electron (6 ray) could go sideways through a chamber causing many wires to

register a hit. The third was if the track passed nearly midway between two wires, both

wires might record a hit. Therefore, the number of hits in each chamber view could

only be used as a loose constraint for the desired three track topology.

There were roughly 1.35x 10· triggers written to tape in this experiment including

single track events for monitoring purposes. Because the trigger was simple, the per­

centage of good three track events written to tape was on order of 3% of all triggers.

Therefore, a simple filter to remove triggers that had no possibility of being recon­

structed as good three track events was used. The first pass analysis, employing simple

hit counting criteria, provided this filter and reduced the number of triggers by roughly

a factor of 3. The reconstruction program was designed to process as many events

as possible as quickly as possible. Roughly 450 million triggers were processed. To

accomplish this goal, the reconstruction first imposed additional hit counting criteria

before attempting to reconstruct an event. This second set of hit counting cuts was

designed to eliminate events that did not have enough information to be reconstructed

wen. This second round of hit counting cuts reduced the data set by roughly a factor

of 2.2, leaving about 200 million triggers to be reconstructed.

Because of the size of this data set, the reconstruction program needed to be as

efficient as possible. In order to accomplish this task, up to three attempts were made

at reconstructing each trigger. Figure 3.1 shows a simplified diagram for the structure
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Pass Percent
First 68.3%

Second 18.3%
Third 13.4%

Table 3.1: The percentage of good events in the final sample from each of the reCon­

struction passes.

of the multipass reconstruction. The first attempt, or pass, was designed to be quick

and efficient. This pass took on order of 0.02 seconds per trigger on a VAX 4000

workstation. If the trigger failed the first pass, it was sent to the second pass. The

second pass reconstruction was roughly a factor of 4 slower than the first, but recovered

a significant percentage of events. Events that failed the second pass were sent to a

third pass which recovered a smaller percentage of events and took approximately the

same time per event as the second pass. The percentage of events in the final sample

from each pass is listed in Table 3.1.

Once all three daughter tracks were reconstructed separately, they were fit to the

{l- and ::;- hypotheses through the use of geometric and kinematic constraints.

, I I I I I • I I I I
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First Pass Analysis

Eliminate obvious

non-three track events

Elinimate three track events that

reconstruct inefficiently

First Pass Recunstruction

Second Pass Reconstruction

Try all possible combinations

of three tracks

Third Pass Reconstruction

Find parent and daughter pion/lcaon

first, the find proton and pion from

Lambda

Make sure the event is fit well

Figure 3.1: A simplified flowchart for the reconstruction. The numbers 1,2 and 3 stand
for the first, second and third pass reconstructions respectively.
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Selection Criteria
At least 3 of the planes C6x, C6y, C7x, C7y, C8x, C8y

have at least 2 hits
At least 2 hits in CI0x,Cllx,C12x

At least 4 of the planes C6y, C7y, C8y, C9y, ClOy, Clly, C12y
have at least 2 hits

Table 3.2: The first pass analysis selection criteria.

Production Angle Current Runs Triggers Three Track
Mode (mrad) (amps) Candidates

Neutral -0.0 -2900 172 84187513 39097574
Neutral 0.0 -2900 170 82531343 38000350
Neutral -1.8 -2900 757 374297889 110232099
Neutral -1.8 -750 289 142700032 45346166
Neutral 1.8 -2900 711 346982603 102177861
Neutral 1.8 -750 308 150467562 46929723

Spin Transfer -1.8 -2900 171 84086479 30240120
Spin Transfer 1.8 -2900 182 87777817 34212605

Table 3.3: The first pass analysis event totals.

3.2 The First Pass Analysis

The first pass analysis was designed as a filter to perform two important functions. The

first function was to decode the raw data words into the chamber and wire numbers

they represented. The second function was to count the number of hits in each chamber

view and eliminate events with too few hits to be good three track candidates. The

selection criteria used are listed in Table 3.2. Table 3.3 shows the number of candidate

events before and after the first pass analysis.

Note that since a loose three track trigger was used (see section 2.5), most of the

events lost due to these selection criteria were not three track events. Approximately

33% of the triggers were potential three track candidates. In addition, simple criteria
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Selection Criteria
All of the planes C6y, C9y, ClOy

have at least 2 hits
All of the planes C6x, C9x, C10x, Cllx

have at least 2 hits
No more than 2 of the planes

C6y, C8y, C9y, ClOy, CUy, C12y,
C6x, C8x, C9x, C10x, Cllx, C12x

have 5 or more hits

Table 3.4: The additional hit counting selection criteria.

like hit counting were not expected to bias the data.

3.3 Additional Hit Counting Requirements

Before a trigger was sent to the first pass reconstruction, additional hit counting criteria

were applied. These hit counting cuts eliminated triggers that could not be properly

reconstructed. Either they did not have enough hits or they had far too many hits.

The criteria used are listed in Table 3.4. These requirements removed approximately

55.4% of the triggers. The remaining roughly 200 million triggers were sent to the first

pass reconstruction.

3.4 The First Pass Reconstruction

The first step in this pass was to identify three tracks in the y view using five of the

six 2mm chambers (C6, C9, CIO, CII and C12). Next, the tracks upstream of the

analyzing magnets were found in the x view of the 2mm MWPCs. The next step was

to try matching the y view tracks and the upstream x view tracks using the U plane

of C9 and the U and V planes of C8. With the upstream x tracks matched to the y

tracks, the next task was to find the downstream x tracks and connect them to the
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upstream x tracks at the bendplane of the two analysis magnets. The bendplane of the

two magnets was defined using a thin lens approximation.

The next step in the reconstruction was to take the hits for the three tracks and

do a simultaneous fit in x and y to the three track topology. Here 13 parameters were

solved for, including the decay vertices for the parent and the A as well as the slopes of

the daughter tracks. In addition, the geometric chi-squared per degree of freedom was

calculated xb/DF. If an event passed this preliminary fit, then hits from the remaining

lmm chambers were added to the tracks and the event was refit.

The parent and the A vertices can be upstream or downstream of any of the Imm

chambers. Therefore, when assigning Imm hits to a daughter track care must be taken

not to assign hits from the parent track. Since no lmm hits were allowed to be shared by

any of the tracks, the order in which the hits were assigned to the tracks was important.

The lmm hits were assigned to the primary meson track first, the ,..- track from the

A decay second, the proton track from the A decay third, and the parent track last.

Because of the expected decay topology, the A decay ,..- and proton tracks should not

be upstream of the primary meson track. Therefore, all hits for the A decay proton and

,..- tracks were required to not be farther upstream than the farthest upstream chamber

with a hit for the primary meson. Also, any parent hit was required to be upstream

of the farthest upstream chamber with a hit for the primary meson. The lmm tracks

were assigned to a track if the residual difference was 1.44 wire spacings or less.

The next step in the first pass was to perform a kinematic fit. In this fit, the

momenta of the proton and ,..- (from the A decay) were varied within uncertainties

and the calculated A mass was constrained to its known value. The fit also calculated

a kinematic chi-squared, Xk. Note that both the geometric fit and the kinematic fit

only used hits associated with the daughter tracks. No hits assigned to the parent track

were used in either fit.

I I I I I I I I I I I I



,

52

After the kinematic fit was completed, the parent track hits, along with all of the

primary meson track hits were used to make a separate determination of the parent

decay vertex. Choosing the best value for the decay vertex of the parent depended on

several factors. First, the method required a good parent track in the SSDs and so only

gave a good fit for events which decayed downstream of the SSDs. Second, it was found

that if the two solutions for the parent vertex differed by more than 300.0 em, then the

solution farther upstream would statistically provide a more symmetric distribution for

the difference between the the real and reconstructed values. Therefore, for this class of

events the upstream solution was used. Finally, if both solutions were downstream of

the SSDs and within 300.0 em of each other, then the vertex from the fit to the parent

track and the primary meson track was the better solution and was used. Using the

parent vertex, the parent track was traced back to the downstream target, and the data

tested to determine if the solution came form the target within expected uncertainty

(see section 3.5 below).

The final fit in the first pass reconstruction was used to improve the determination

of the daughter II decay vertex. All events that were successfully reconstructed were

passed to this fitter. This vertex filler constrained the tracks at C8 for the proton

and 71'- from the II decay and allowed their momenta, the II decay vertex and the II

mass to change. Thill filler improved the decay vertex of the II and yielded a narrow

II mass width. After this fit was completed, all successfully fit events were written to a

summary file.

3.5 Criteria for Data Selection

There were two categories of data selection criteria applied to the events. Any events

failing in either category were sent to the next reconstruction pass. The first category

was simply events that failed to be fit by either the geometric filler or the kinematic
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Parameter Lower Upper
Limit Limit

ms- 1.306 GeVIc' 1.336 GeVIc~
mn- 1.657 GeV Ic' 1.687 GeV ler

x'f,IDF N/A 4.0

xl N/A 15.0

YT ·0.8 em 0.8 em

XT -0.9 em 0.9 em

Table 3.5: The Data Selection Criteria.

filler. All of these events had no solution and were sent to the next pass of the recon-

struction.

The second category was events that pallBed both the geometric filler and the kine­

matic fitter, but didn't pass the event selection criteria. These were events that had

a solution, but were not fit very well. Therefore, these events were sent to the next

reconstruction pass to see if a beller fit could be found. In addition to removing data

from the tails of the mass, x'bIDF, and Xk distributions, data were also selected for

refit based on the projected downstream target (target 2) position of the reconstructed

parent track in both x and y (XT and YT). Table 3.5 lists the data selection criteria.

Since the experiment was designed to collect both =:- and fl- events, an event needed

to pass either the m:;;:- or the mn- mass requirements.

The data selection criteria were chosen to reject possible background or badly re­

constructed events from the sample. About 7.1 % of the triggers passed this first recon­

struction step while 37.5% were sent on to be refit.

3.6 The Second Pass Reconstruction

The second pass reconstruction was called for any event that failed to pass either of

the data selection categories. This reconstruction pass allempted to find all possible
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solutions for an event and pick the one with the best fit [19]. The method involved

first finding all the possible y tracks using C6, C9 and CIO and grouping them in sets

of three (one for the proton and one for each meson). For each set of three tracks, the

proton and the ll'- from the A decay were required to intersect upstream of C6. Now

an attempt at finding tracks in the x view was made. The search for upstream x tracks

used C6 and C9, while CIO and Cll were used for finding downstream x tracks. The

upstream and downstream tracks were next linked together to form an overall x track

for a particle if their separation at the bendplane of the analysis magnets (in a thin lens

approximation) was not greater than 0.5 ern. The final step in finding a three track

topology was connecting the x view tracks to the y view tracks. As in the first pass

reconstruction, the rotated planes in C8 and C9 were used to accomplish this task.

There were several additional topological constraints imposed on the trial solutions.

The first constraint was that no tracks crossed or shared hits in the y view between C6

and Cll. The second constraint was that no tracks crossed or shared hits in the x view

between C6 and C9.

All of the trial solutions for each event were next sent to a series of fitting routines.

Unlike in the first pass reconstruction, the CPU time required to perform the second

pass was a problem, and so these fitting routines were designed to eliminate the bad

solutions as quickly as possible. Since the algebra required for doing a geometric fit to

the A topology was exactly soluble and thus could be done quickly, the first fitter looked

for a good geometric fit for the A topology. The chi-squared per degree of freedom was

required to be 10 or less, otherwise the solution was rejected.

The second fitter looked at the geometric fit to the three track topology as described

in section 3.4. Unlike in the first pass reconstruction though, the requirement on the

geometric chi-squared per degree or freedom was not as strict since this was still at a

preliminary stage in the second pass. Only solutions with xb/DF < 10 were passed on

to the third fitter, all others were eliminated.
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The third fitter was the kinematic fitter described in section 3.4. Once again since

this was still only a preliminary stage of the fit, a looser cut on the chi-squared was

used than in the first pass reconstruction. In this case, only solutions with Xk < 100

were passed on to the next stage.

The next stage of the second pass reconstruction was the assignment of hits from

the rest of the 2mm chambers and the Imm chambers. The assignment of hits from

the Imm chambers was done in a different manner than those from the 2mm chambers.

The A was required to decay upstream or the 2mm chambers, so nOne of the 2mm hits

can belong to the parent track. The 2mm chamber hits were assigned by calculating

the residual difference between the hit and the fitted tracks. If this residual difference

was 2.5 wire spacings or less, the hit was assigned to the track. The Imm hits were

assigned according to the same rules used in the first pass reconstruction.

With all of the hits assigned, the next step was to perform the final fits for the

solutions. First the geometric fitter was called, and then the kinematic fitter as was

done in the first pass reconstruction. Next all the the solutions were checked to see if

they passed the data selection criteria for mass, xb/DF, and xk listed in Table 3.5.

Finally, the best solution for the parent vertex was determined and the parent track

was traced back to the downstream target.

If more than one solution was still left, the remaining solutions were checked for

the one with the best fit. First the smallest value for xb/DF was determined for

the remaining solutions. Next any solution with xb/DF > ((xb! DF)min +0.2) was

rejected. Finally, from the set of solutions within 0.2 of (xb! DF)min, the one with the

lowest value of Xk was chosen. The idea was that the solution with the lowest value

of Xb/DF had the best chance of having all the hits assigned correctly. The geometric

chi-squared per degree or freedom did not distinguish differences below 0.2 and the best

fit to the A mass was used.

I I I I I I I I I I I I I I I I I
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If the event failed to have a good solution which passed all of the data selection

criteria, then the event was sent to the third pass reconstruction. Otherwise, a final

fit was performed to improve the A decay vertex as described previously and the event

was written out to a summary file as was done in the previous pass. Approximately

1.9% of the triggers passed this reconstruction stage while the remaining 35.6% were

sent to be refit.

3.7 The Third Pass Reconstruction

The third pass reconstruction was called for events which failed to have a good solution

after the previous passes. The order of the three passes was chosen to minimize the

overall execution time of the reconstruction program. The approach to the reconstruc­

tion bere differed considerably from the previous two passes. In this pass, the main idea

was to use the upstream Imm chambers and the SSDs to find the parent track. First the

primary meson track was searched for under the assumption that its track originated

at the parent decay vertex and thus had to intersect the parent track. Several possible

solutions were found, and for each solution the remaining hits were used in a two track

fitter for the A decay to find the proton track and the other 11'- track.

Each solution with a good A was sent to tbe geometric and kinematic fitters used

in the first and second pass reconstructions (see section 3.4). Next, as in the first two

passes, the best solution for the parent vertex was determined and the parent track

was traced back to the downstream target. Once again the data selection criteria were

invoked to determine if a valid solution was found. If more than one good solution still

remained, then the best solution was selected using the same method as in the second

pass reconstruction. At this point, if an event failed to have a good solution which

satisfied all of the data selection criteria, the event was removed from the sample. If

the event did have a valid solution, a final fit was performed to improve the A decay
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Production Angle Current =:- n-

Mode (mrad) (amps) Candidates Candidates
Neutral -0.0 -2900 1875620 230205
Neutral 0.0 -2900 1818638 223249
Neutral -1.8 -2900 14881637 1873727
Neutral -1.8 -750 5238496 726001
Neutral 1.8 -2900 14474537 1822051
Neutral 1.8 -750 5510850 765328

Spin Transfer -1.8 -2900 1275716 161010
Spin Transfer 1.8 -2900 1201471 155917

Table 3.6: The good ::- and n- event totals for reconstructed real data.

vertex and the event was written out to a summary file in the same manner as the

previous passes. Approximately 1.4% of the triggers passed the final reconstruction

pass.

Finally, the number of events in the real data that passed the data selection criteria

as candidates for either a good ::- or n- are listed in Table 3.6. Note that most of the

events are :::;- s. At this stage approximately 10.4% of the triggers were still candidates.

3.8 Additional Omega Minus Selection Criteria

Since the beam contains approximately 80 times the number of :::;-s as n-s, the largest

background in the n- sample comes from the decay :::;- ..... A1r- which also reconstruct

as n-. The standard selection criteria do a good job of eliminating most of these

background events, but fail to remove a large background of them (see Figure 3.2).

There are two classes of:::;- ..... AII'- decays that end up as background to the n- ..... AII'­

sample. The first class is composed of:::;- events that fit both the desired :::;- and n­

decay hypotheses very well. The second class involves :::;- decays inside the charged

collimator which reconstruct as good n- events but not as good :::;- events.
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The first class of background events could be eliminated by making a cut on the ::­

mass, thus eliminating any event which reconstructs as both a good ::- and a good

n-. This type of cut works fairly weU, but it also eliminates any n- events which also

reconstructed as ::- decays. It turns out that there is another way of removing this

class of::- background that works better [7, 22). Consider the spherical coordinate

system in the n- rest frame with axes parallel to the spectrometer axes. Note that the

n- momentum direction is mostly along the spectrometer zaxis in the lab frame. Let

COS9K =k- .zand c/>k =tan-'(k- . illk- . i). It turns out that the::- background

events fall in the region COS9K ~ -.775. Figure 3.3 clearly shows a dark band in this

region. A Monte Carlo study of these events also show a dark band in the same region

as is evident in Figure 3.8 (see section 3.8.1 for more detail on the Monte Carlo study

of these events). Thus, a requirement of COS9K > -.775 was imposed.

These spherical angles also prove to be very helpful at eliminating the second class

of::- background. These events have the daughter .. - track bending in the magnetic

field and so do not reconstruct as good ::- decays. In this case it turns out that the

background events are weU described by cos 9K ~ (I 0.008125 x c/>k 1-1.8125), which can

be seen as two darkened regions in Figure 3.4. The Monte Carlo distribution for these

background events is shown in Figure 3.9 and exhibit the same dark regions. Therefore,

a second angular requirement that cos 9,,· > (I 0.008125 x c/>k 1-1.8125) was used. The

number of good n- candidates remaining after these two additional cuts are listed in

Table 3.7. From the Monte Carlo study these cuts eliminated 5.0% of the good n-s

while reducing the background by over 99.9%. Figure 3.5 shows a plot of cos 9K versus

c/>k after both of these cuts were imposed. The mass plots are shown in Figure 3.6 with

the additional selection criteria imposed and demonstrate a dramatic reduction in the

background.

At thi~ point, it is estimated that there still remains a 3% background in the n- -+

AK- sample. This additional background is primarily due to misreconstruction of the
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Production Angle Current n-
--

Mode (mrad) (amps) Candidates
Neutral -0.0 ·2900 14110
Neutral 0.0 -2900 13727
Neutral ·1.8 -2900 135653
Neutral -1.8 -750 44056
Neutral 1.8 ·2900 131047
Neutral 1.8 -750 46221

Spin Transfer -1.8 -2900 14467
Spin Transfer 1.8 -2900 14527

Table 3.7: The good n- event totals for reconstructed real data after angular cuts to
suppress background from ::- decays.

decay chain n- -+ ::0..- foUowed by ::0 -+ A"o.

3.8.1 Monte Carlo Study of the Additional Omega Minus Selection

Criteria

The additional selection criteria for the n- sample were studied using the Monte Carlo.

In order to study these cuts, it was necessary to have ::- events that decayed inside the

collimator in addition to those that decayed in the nominal decay volume (downstream

of the collimator). Because the acceptance of decays inside the collimator was small, a

large number of Monte Carlo events were generated to insure there were enough of these

decays in the final sample of reconstructed events. Because of the low acceptance of

collimator decay events, the final sample was mostly composed of decays in the nominal

decay volume.

The Monte Carlo was used to generate a sample of 900,000 ::- decays. Since the

reconstruction program had no way of distinguishing between real data and Monte

Carlo data, these ::- events were reconstructed in exactly the same way as the real

data. As was seen in the real data, the standard selection criteria do a good job of

I I I I I I I I I I I I, I I I I
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Figure 3.2: Normalized plots of fl- and ::;;- masses for a subset of the fl- candidate
events.
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eliminating these background events, but fail to remove all of them. Figure 3.7 clearly

shows that there are some ::;;- events which pass the standard selection criteria for fl­

events. These events represent a slightly declining background in the fl- mass range.

Notice that most of these events also look like good ::;;- events as evidenced by the fairly

clean ::;;- mass peak.

A plot of cos /JK versus !PK for these Monte Carlo events is shown in Figure 3.8.

Most of these events fall in a dark band below COS/JK = -.775. Next a requirement

that COS/JK > -.775 was imposed. As in the case of real data, this requirement re­

moved any Monte Carlo::;;- events that reconstructed as both good fl-s and good ::;;-s.

Figure 3.9 shows a plot of cos /JK versus !PK for the Monte Carlo events after imposing

cos /JK > -.775. Almost all of the remaining events in Monte Carlo sample fall into two

regions which can be described by COS/JK :S (10.008125 X!Pk 1-1.8125). Like the first

angular requirement, the second angular requirement suggested by the real data is also

motivated by Monte Carlo background studies. The second angular requirement was

COS/JK > (10.008125 X !Pk I -1.8125). After these two cuts were made, it is estimated

that =:- decays represented a background of less than 1%.

cos0, vs <1>,

Figure 3.3: Plot of COS/JK versus <PK for a subset of the fl- candidate events before any
angular cuts.
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cos0. vs <1>. Mo(t\K-) (GeV/ c') M,(A1.-) (GeV/c')

Figure 3.4: Plot of cos 6K versu, cPK for a subset of the n- candidate events after
COS6K > -.775 was imposed.

Figure 3.6: Normalized plots of n- and ::;:- masses for a subset of the n- candidate
events after c066K > -.715 and COS9K > (I 0.008125 X cPk 1-1.8125) were imposed.
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Figure 3.5: Plot of cos 6K versus cPK for a subset of the n- candidate events after
COS6K > -.715 and COS6K > (10.008125 X cPk 1-1.8125) were impo,ed.

Figure 3.7: Normalized ploto of n- and ::;:- masses for Monte Carlo ::;:- events which
reconstruct as n- candidate events.
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3.9 The Monte Carlo

65

Figure 3.8: Plot of cos 9K versus ¢K for Monte Carlo ::;:- events which reconstruct as
n- candidate evente before any angular cuts.

Figure 3.9: Plot of cos 9K versus ¢K for Monte Carlo ::;:- events which reconstruct as
n- candidate events after COS9K > -.775 was imposed.
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A Monte Carlo program generated events which simulated the real data in most aspects.

This program proved to be a valuable tool for designing the experiment. The program

also provided the ability to carefully study the reconstruction program, which is an

important part of any measurement where systematic effects may be significant. Along

with an improved understanding of the reconstruction program, the Monte Carlo also

provided a means for better understanding the data. The basic structure of the Monte

Carlo program was simple. First events were generated in the downstream target. Then

they were projected through the experiment until they decayed. Next their decays

were generated and the daughter particles were projected through the spectrometer.

Finally, the events were checked to see if they satisfied the trigger requirements of the

experiment.

The event generation was started in the downstream target. The events were gen­

erated in this target with a gaussian distribution in x and y. The gaussian shape wu

chosen since it best represented the expected shaped of the neutral beam incident on the

target. The next step was to pass the event through a curved collimator in a magnetic

field.

The lifetimes listed in the Review of Particle Properties [23] were used to generated

the decays of the n-, ::;:- and the A particles. There were no boundary requirements

placed on the decay positions of these particles. All of these tracks were projected

through the spectrometer unless they decayed somewhere in the spectrometer. While

projecting these tracks through the spectrometer, the Monte Carlo also generated mul­

tiple scattering effects. Because of coulomb multiple scattering, a track could experience

a change in direction at each piece of material in its path. A list of the spectrometer

material in the beam path was compiled as a function of length and type of mate­

rial. The scattering angle (9"•.) was generated as a gaussian distribution with a width



B. = Bo [1.0 + A(I z I -4.0) + B(I z I -4.0)2 + C(IIII -4.0) + D(lIII-4.0)2! (3.2)

In the above equation, {Jc, P and z are the velocity, momentum and and charge number

of the incident particle. The ratio of z / Xo is the thickness of the scattering material

measured in units of radiation lengths. The entire spectrometer contained less than

0.1 radiation lengths of material giving typical multiple scattering angles for the entire

spectrometer of 8x 10-3 mrad.

The direction of each daughter track was also changed by the analyzing magnets. The

charged daughter particles were bent in the x direction in the two analyzing magnets.

There Was evidence in the real data that the fields in these magnets were nonuniform

at the 1.5% to 2% level. Note that this is also the level of disagreement between

the two methods of measuring the field in the analyzing magnets (see section 2.4.5).

To approximate this effect in the Monte Carlo data, a field map was used which was

symmetric in x and y about the center of each magnet aperture. For values of x and y

at the entrance of the magnet, the y component of the field (B.) in each magnet was:

66

(Jo [23].

(J - 13.6MeV zJz/Xo[1 +0.038In(z/Xo)J
0- {JcP (3.1 )
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where Bo was the full field integral for the magnet (2.666 Tm and 2.244 Tm for the

first and second magnets respectively).

For each particle, B. was calculated based on the particle's entrance position to the

first magnet and used to trace the particle through that magnet. Next, the particle

was projected to the entrance of the second magnet. B. was calculated based on ·the

particle's entrance position to the second magnet, and the particle was traced through

the magnet.

With the charged particles projected through the spectrometer, their calculated x

and y positions at each chamber were used to assign the wire hits. The wire pitch of

the chamber multiplied by the difference between the chamber center, determined from

alignment studies of the real data, and the x or y position of a track at the chamber were

used to calculate each wire hit. There were several factors that could effect the number

of hits in a chamber for each event. The first of these was the multiple hit probability.

If a track passes within 0.1 mm of the midpoint between two wires, then both wires

may register a hit. Another effect which can cause an increase in the number of wire

hits was random noise, which manifested itself as wires recording hits that were not

correlated to any of the tracks. The number of wire hits seen could also be decreased

because of inefficiencies. In Table 3.8 the efficiencies used in the Monte Carlo are listed.

1(A, 'AM, 10-' ,m-' )
"I-I>'" )

These efficiencies were determined from one tape of data, and were representative of

B = -3.637 X 10-4 cm-2 the approximate efficiencies for the entire data sample. Another possible loss of wire

A = B = 0.0 em-I otherwise hits were dead wires, which were wires that never registered any hits. The dead wires

were easy to see in the chamber distributions for real data and thus could be easily

1(c, 3~, IO-',m-' )
included in the Monte Carlo.

"I' I> 4.' ) The final check before writing out the events was to see if the event passed the triggerD = -2.857 X 10-4 cm-2

C = D = 0.0 em-I otherwise requirement of a hit in the pion side of Cll and the proton side of C12. Events which

made it past the trigger were written out to a file with the same format as the real

I I I I • I I I I I I I J J I I I I
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Detector Efficiency Detector Efficiency
SSDl(y) 0.62 SSDI(x) 0.83
SSD2(y) 0.83 SSD2(x) 0.81
SSD3(y) 0.85 SSD3(x) 0.82
SSD4(y) 0.82 SSD4(x) 0.85

Cl(y) 0.93 Cl(x) 0.93
C2(y) 0.94 C2(x) 0.92
C3(y) 0.94 C3(x) 0.995
C4(y) 0.73 C4(x) 0.74
C5(y) 0.94 C5(x) 0.93
C6(y) 0.99 C6(x) 0.98
C7(y) 0.98 C7(x) 0.95
C8(u) 0.98 C8(v) 0.96
C9(y) 0.96 C9(x) 0.95
CI0(y) 0.99 CI0(x) 0.98
C11(y) 0.98 Cll(x) 0.96
CI2(y) 0.97 CI2(x) 0.96

Table 3.8: The chamber efficiencies used in the Monte Carlo.

data. Thus, the reconstruction program did not distinguish between a file containing

real or Monte Carlo data since they both had the same format.

3.10 The Performance

The two most important criteria for measuring the performance of the reconstruction

program were how accurately the events were reconstructed, and how uniformly it

accepted events. To answer the first question, it is best to examine the accuracy of the

program for distributions directly related to the measurement of the n- polarization

and 0 decay asymmetry. In this case, the distributions for cosllr , cos II., cosll.. and

cosllA are sufficient. IIr is the angle between the i axis and the decay proton in the rest

frame of the A. Similarly, II. and II. are the angles between the decay proton and the

y and i axes respectively. Finally, II. is defined as the angle between the decay proton

and the Aaxis in the rest frame of the A. The importance of these distributions will

be explained in more detail in chapter 4.

In Figures 3.10, 3.11, 3.12, and 3.13 the difference between the Monte Carlo and

reconstructed cos II are plotted on log plots. The Monte Carlo used had noise, ineffi­

ciencies and multiple scattering as described in section 3.9. The plots show that the

program does extremely well at reconstructing these four cosines correctly. The bin

size used in the analysis is 0.1 (20 bins ranging from -1.0 to 1.0), so a useful measure of

the accuracy of the reconstruction can be seen in what percentage of the reconstructed

events are within 0.1 of the Monte Carlo value for a given cos II. In the case of cosllr

and cos II., approximately 99.9% of the events are within 0.1 of the Monte Carlo value.

For cos II. approximately 99.8% satisfy this criteria. Finally, cosllA is accurate to the 0.1

level 99.7% of the time. The full width at half maximum for all four of the comparison

plots is 0.04, but it should be noted that the bin size for these plots is 0.02 and so the

actual full widths may be smaller.

The second question can be answered by a look at a comparison of the cos II dis­

tributions for reconstructed Monte Carlo events and real events. Since not all Monte

Carlo events will be accepted, the reconstructed Monte Carlo distributions need to be

normalized to the number of real events. In Figures 3.14, 3.15, 3.16, and 3.17 the

difference between the reconstructed Monte Carlo and the real data cos II distributions

are plotted. Unlike the previous set of plots where comparisons were made on an event

by event basis, these plots are comparisons between distributions containing a large

number of events. These comparisons of normalized reconstructed Monte Carlo to real

data for cosllr , cos II., cos II.. and cosll. show that the Monte Carlo follows the general

trends as the data for acceptance as a function of cos II. Note that the Monte Carlo was

generated with the previous world average for 00-'
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Figure 3.12: Normalized plot of the fl- Monte Carlo cosO. minus the reconstructed
Monte Carlo cos 0•.
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Figure 3.14: Comparison of the normalized reconstructed Monte Carlo cos 9" distribu­
tion to the real data cos 9. distribution for fl- evenls.

Figure 3.16: Comparison of the normalized reconstructed Monte Carlo cos9. distribu­
tion to the real data cos 9. distribution for fl- events.
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Figure 3.15: Comparison of the normalized reconstructed Monte Carlo cos 9. distribu­
tion to the real data cos 9. distribution for fl- events.

Figure 3.17: Comparison of the normalized reconstructed Monte Carlo cos 9. distribu­
tion to the real data cos9. distribution for fl- evenls.
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3.11 Comparison of Reconstructed Monte Carlo to Real

75

Figure 3.18: Comparison of the normalized x'blDF and Xk distributions for Monte
. Carlo (solid line) and real data (circles) for:::- events.
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The Monte Carlo was used il8 a tool for understanding the reconstruction, but Wil8 not

used as part of the analysis. Fbr this purpose, the Monte Carlo did a good job of repro·

ducing most of the effects seen in the real data. The plots for x'blDF and Xk are shown

in Figures 3.18 and 3.22. Notice that these distributions show a sharp discontinuity

at 4.0 and 15.0 respectively. The reason these sharp edges appear is that these are the

upper limits allowed for these values in the reconstruction. In the Cil8e of masses (mo­

and mE-) and the target positions (XT and YT) shown in Figures 3.19, 3.20, 3.23, 3.24,

there are both upper and lower limits set in the reconstruction for these values and that

is why each of these plots has a discontinuity at both ends. The agreement between

Monte Carlo and real data is very good but not perfect for these plots. The fl- mass

for the data has longer tails than the Monte Carlo (not seen for the :::-) which we

attribute to the background which was not included in the Monte Carlo. In Figure 3.21

the decay vertices for the:::- and its daughter A are given, while Figure 3.25 shows the

decay verticies for the fl- and its daughter A. The spikes in these plots are artifacts of

the reconstruction which tends to place vertices at the z position of an MWPC.

M,(/llT') (GeV/ c') :;:. Momentum (GeV/c)

Figure 3.19: Comparison ofthe normalized m,,- mass and momentum distributions for
Monte Carlo (solid line) and real data (circles) for:::- events.
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Figure 3.22: Comparison of the normalized xb/DF and xk distributions for Monte
Carlo (solid line) and real data (circles) for f1- events.
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Figure 3.21: Comparison of the normalized 3- and daughter A decay vertex distribu­
tions for Monte Carlo (solid line) and real data (circles).

Figure 3.23: Comparison of the normalized mlJ- mass and momentum distributions for
Monte Carlo (solid line) and real data (circles) for f1- events.
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Chapter 4

The Analysis

Figure 3.24: Comparison of the normalized x and y positions of n- events at the
downstream target, XT and YT, for Monte Carlo (solid line) and real data (circles). 4.1 Introduction
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Measurements of the decay asymmetry parameters a, {j, and 7 involve the angular

decay distribution projected onto the helicity frame axes (see Figures 4.1, 4.2, and 4.3

respectively). The helicity axes change on an event by event basis. In order to properly

define the helicity axes it is necessary to know the direction of the parent baryon polar­

ization. If this polarization direction is not explicitly known, then it can be measured

by projecting the angular distribution onto a set of axes which are the same for all

evenlo. Usually, the set of axes used to measure polarization are defined parallel to the

spectrometer axes.

Figure 3.25: Comparison of the normalized n- and daughter A decay vertex distribu­
tions for Monte Carlo (solid line) and real data (circles).
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Figure 4.1: Normalized cosO. distribution used in the measurement of OfAOfIl- for n­
events.

Figure 4.3: Normalized cosOx distribution used in the measurement of OfA'Yll-Ap for
n- events.

4.2 The Hybrid Monte Carlo

Figure 4.2: Normalized cos fly distribution used in the measurement of OfAI111- Ap for
n- events.
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The acceptance of the combination of the spectrometer and the reconstruction program

was not uniform for cos On from -1. to 1. Any small dependence of the acceptance on

cos On could alter the values of the a.symmetry measurements since these were linearly

dependent on cos On' One way of accounting for the nonuniform acceptance was to

compare the distributions for reconstructed real data to tho.e from a large sample of

reconstructed Monte Carlo events. There was one big drawback to this method. This

drawback was the fact that the asymmetry measurements would become potentially

sensitive to how well the Monte Carlo data simulated the real data.

Another way of correcting for nonuniform acceptance was a Hybrid Monte Carlo

technique (24). This was the method chosen to do the analysis. In this method a

set of Monte Carlo event. were generated for each real event, and these Monte Carlo

events had many of the same parameters as the real event they were associated with.



82 83

where the asymmetry (a) and polarization (F) were for the parent particle. The number

of fake events in each bin was given by

for all fake events with cos lin;; in bin k. Let nr ( k) be equal to the number of real

events with cos lin. in bin k, Nr and N, be the total number of real and fake events

respectively. With these definitions, the X2(k) for each bin was written as

with the total X2 equal to the sum over k of X2(k). A power series expansion for Wi;,

and thus the X2 , in terms aP, or any parameter in aP, can be performed. The X
2

can

be minimized by varying the expansion parameter. The best value for the parameter

was determined to be the one which gave the lowest X2 • The error on the parameter was

found by varying the parameter about the point of minimum X2 until the X
2

increased

(4.3)

(4.2)

(4.1)

n,(k) = EWij
ij

X2(k) = (n r - n,Nr /N,)2
nr

by 1.

sample. This situation occurred approximately 2.4% of the time. Thus, the resulting

fake event sample experienced the same acceptance as the real data.

The full range cos lin, from -1. to 1., was divided into 20 bins of width 0.1 each.

All of the events were summed into these 20 bins, and these sums were kept separately

for the real and Hybrid events. Even though the Hybrid events were generated from a

flat distribution in cos lin, they were were not independent of the real events. Since the

distribution for the real events was affected by their asymmetry, the Hybrid events were

not independent of this asymmetry. To account for this coupling to the asymmetry of

the real events, each Hybrid event had to be given a weighting factor. Each Hybrid

event j with a cos lin;;, associated with a real event i with cos lin; , was weighted by Wij:

W
.. _ 1+of . ncos lin;;
I) - -1+aP· ncos On;

For example, if the asymmetry angle being probed was one in the It. rest frame and

associated with the It. decay, then the Hybrid Monte Carlo events had the same values

for the momenta and decay vertices for the parent and the It. as the real events. They

also had the same value for the primary meson momenta, but different values for the

momenta of the proton and pion.

The reason why certain parameters were shared by the Hybrid events and the real

events had to do with the goal of the Hybrid Monte Carlo technique. The goal of this

technique was to account for any nonuniform acceptance as a function of cos lin. To

do this, the value for cos lin for each Hybrid Monte Carlo event was randomly gener­

ated froin a flat distribution. Since this angle described the direction of the daughter

particles in the parent rest frame, the momenta of these daughter particles were in a

different direction for the Hybrid events. Therefore, the daughter particle momenta

when boosted into the lab frame differed from those for the real event. Any other pa­

rameters dependent on the momenta of the daughter particle were also altered. All of

the other parameters remained the same as those for the real event.

Each real event was required to pass selection criteria to account for the apertures

of the spectrometer including the trigger boundaries. There were also criteria based on

reconstruction studies that required tracks to be well separated and fit at certain key

chambers, taking into account the loss of hits due to dead or hot wires. These wire hits

and separation criteria were based on Monte Carlo studies of the reconstruction and

were designed to minimize effects due to the resolution of the spectrometer and recon­

struction. By requiring events to fall in a region of uniform reconstruction efficiency,

effects due to resolution were minimized. If a real event passed these selection criteria,

then the generation of the Hybrid events began. Fake events were generated until either

30 of them passed the same selection criteria as the real events, or until a maximum

number of attempts were tried. If the maximum of 300 attempts was exceeded without

30 Hybrid events passing all the selection criteria, the real event was removed from the

I I I I I I I I I I I I I I I I I
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4.3 The Preliminary Fit of O'All'o-
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4.4 The Fit of 2(nl)ll + (21 + Ih'o-)Po-

The preliminary fit of allalJ- assumed that the Hybrid Monte Carlo program correctly

accounted for all sources of nonuniform acceptance. This fit also assumed that lhe

polarization of the n- sample was zero. In order to make a measurement of all alJ­

directly, it was necessary to look at the angular distribution of the daughter proIon

from the decay of the daughter A in the A rest frame. In the A rest frame, it was

useful to define the unit vector A = -0- (the opposite of the momentum direction

of the parent n-). With this definition. A in the A rest frame had the same spacial

orientation as Ain the 0- rest frame. In the A rest frame, allalJ- was measured by

analyzing the angular distribution of the daughter proton (p) about this new axis A[71·

The angle of interest was equal to the dot product of the proton momentum direction

and A(cos9. = p. A). Using this definition of cos 9•• the angular distribution of the

daughter proton in this coordinate system was:

axe•.

Once again, the Hybrid Monte Carlo technique was used to fit the asymmetry. The

Hybrid weight factor used for this part of the analysis was:

(4.8)

(4.7)

1- (COS8.i - coS8'i;)(2(;~ 1)[1 + (21 + Ih'lJ-]PlJ-)

+ cos 8.,(cos8.i - cos 8.;; )(2(ja~ 1)[1 + (21 + IhlJ-]PlJ-)7

- cos 8~i(cos8.i - cos8,;j)(2(;~ 1)[1 + (21 + IhlJ- JPlJ- )3 ...

W,i =

To make a measurement of 7(j~I)[1 + (21 + IhlJ-)PlI- it was once again necessary to

look at the angular distribution of the daughter proton from the decay of the daughter

A in the A rest frame. This time however, the Ii axis was cho.en to be parallel to one

of the lab axes i, ii, or z. This analysis was repeated for each of the three orthogonal

w. _ ..,1_+~7(!,;;~~Jl.:.)1:,..,1_+_(:,..2""J,...+--,:.1),...1::.lJ-....:J",R;;.lJ_-_co_S_9-:-• ..:.,]
'1 - 1+ l(j~I)[1 + (2J + IhlJ-]PlJ- COS8.i

The Taylor series expansion in '(;~I)[1 + (2J + Ihll-]PlI- for this form of Wi; was:

(4.4)I
[(8.) = 2"(1 + all(t~cos9.)

and the slope of the angular distribution was equal to OIlOlJ-'

The preliminary fit to 0IlOlJ- used the Hybrid weight factor Wi;:

w.. _ 1 + (tIlOlJ- COS8.ij
'J - 1+ 0IlOlJ- cos 8••

(4.5)

Once again only the first four termB were kept to do the X' minimization. However.

this time the X' was minimized as a function of ,(j~t)[1 + (2J + Iho-]PlJ-'

4.4.1 BiBB Cancelation in the Polarization Fit

of 0IlOlJ-'

where only the first four terms were kept to perform the X' minimization as a function

The Taylor series expansion of Wij was

Wi; = 1- (cos 8.; - COS8.ij)(01l(t1l-)

+ cos 8.i(COS 8., - c088.;j)(01l(tlJ-)'

- cos 9~i(c08 8.i - COS8.i;)(01l0lJ-)3 ... (4.6)

The measurement of the asymmetry ,(j~J)[1 + (2J + 1hll- JPo- asBumed that all recon­

struction and spectrometer acceptances were accounted for. If there were any unknown

acceptance problems, then the measurement would be the BUm of a real polarization

signal and a fake signal generated by the unknown acceptance problems. Since this fue

signal. or bias. was an artifact of the reconstruction program and the spectrometer. it

should not experience a sign change if the production angle was reversed. A real polar­

ization signal. on the other hand, would have a sign change if the production angle was
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(4.13)

reversed. Because of this, the polarization and bias could be separated [25,8, 16, 17, 26J.

Let A+ be the measured asymmetry at a positive production angle, and A_ be the

asymmetry for a negative production angle. In this scheme, the asymmetries could be

written as:

[
COSBn.(COsBn. - cos Bn;;)] ( )~+ _. 0'\°0-

(I + B,\ . Acos Bn;)3

[
cos B~.(cosBn• - cos Bn;; )] ( )3

- _. 0,\°0- ...
(1 +B,\· A cos Bn.)4

As before, the first four terms of this expansion were kept and the Hybrid Monte Carlo

where Bn is the bias term. With these definitions, the polarization could be found by

taking the difference between the two asymmetries. These definitions could also be

used to find the bias by summing the two asymmetries.

Bn

0,\

2(j + 1)[1 + (2J + Iho-JPo-

The Second Stage Fit of O!AO!O-

4.6 The Fit of the {3 and 'Y projections

technique was performed to measure the asymmetry with the bias correction included.

The projections necessary for measuring the fJh ratio required that the parent polar·

ization be known so that the helicity axes could be defined for both the spin·l and

spin· ~ cases. Also, apart from some minor constant differences, and the 130 tensor

polarization term, the projections for the two spin cases are basically the same. In

addition, (Po - -k/f,13O) will behave in a similar way to the polarization term in the

spin· i case. Therefore, for this analysis the two spin cases can be treated the same.

Let Ap be defined as:

(4.9)

(4.10)

An+ - An _

2
An+ +A n_

2

0,\

Bn + 2(j + 1)[1 + (V + Iho-JPo-

0,\

Bn - 2(j + 1)11 + (2J + Iho-JPo-

An+

A
n

_

4.5

The preliminary fit to 0,\00- assumed that the polarization of the o-s was zero. Also,

any bias seen in the polarization measurement could effect the 0,\00- asymmetry. From

equations 4.9, it can be seen that the asymmetry term measured could be written as

the sum of a real asymmetry and a bias term.

Ap = {
F~

~(Po - fa/f,/3O)
,ifJ=l}

if J = ~
~

Therefore, for the second stage fit of 0,\00- it was important to account for any nonzero

biases. The weight factor for this fit was:

Wi; = 1+(o'\oo-+B,\.~)cosBnij (4.12)
1+ (0,\00- + B,\ . A) COSBni

The Taylor series expansion for this weight function in 0,\ 00- was found to be:

W. . _ I + B,\ . Acos Bn;j _ ( cos Bni - cos Bn;; ] ( )
'1 - 1+ B'\, Acos Bn; (1 + B,\ .AcosBn.J2 0'\°0- (4.14)

QPmea., . n = aPreal · Ii +B. ri (4.11)

In the A rest frame, o,\fJAp and 0,\1Ap were measured by analyzing the angular

distribution of the daughter proton (P) about the helicity axes Y and X (defined in

section 1.2.1) respectively. The angle of interest was equal to the dot product of the

proton momentum direction and the appropriate helicity axis (cosBy = p. Y for fJ

and cosBx = p' X for 1). Using these definitions of cosB, the angular distribution

projections of the daughter proton in this coordinate system were:

I
f(By) = 2(1 + o,\fJAp cos By)

I
f(Bx ) =2(1- 0'\1Ap cos Bx )

I I I I I I I I I I I I I I I • • •
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and the slopes of these angular distributions were oAfJAp and -OA1Ap respectively.

The two asymmetry signals measured are oAfJAp and -OA1 Ap, and so the ratio of

these two signals gives -fJh·

The 0AfJAp fit used the Hybrid weight factor W ij :

W:.. _ 1 + oA{3Apcos9;j
OJ - 1 +0AI3Ap cos 9;

The hybrid weighting factor Wi; can be expanded in a Taylor series:

W;j = 1 - (cos 9; - cos 9ij )(oAfJAp)

+ cos 9;(cos 9i - cos 9i;)(oAfJAp)2

- cos 91(cos 9j - COS9jj)(OA{3Ap )3 ...

(4.15)

(4.16)

-OA1 A p

Bx

AX+ - Ax­
2

Ax+ +Ax­
2

(4.18)

once again only the first four terms were kept for the X2 minimization as a function of

(}AfJAp. The same procedure was performed for the 0A 1Ap fit. The hybrid weighting

factor for this asymmetry had the same form as in the fJ asymmetry measurement, and

can be deduced from equation 4.16 by replacing all occurrences of fJ by 1.

As in the polarization case, the asymmetries here could be a combination of bias

and signal. The asymmetries are:

An = By +oAfJAp

Ay_ = By-oAfJAp

Ax+ = Bx - OA1Ap

Ax_ BX+ OA1Ap (4.17)

Notice the sign difference between the {3 and 1 equations. This sign difference arises

because the hybrid weighting factor for the 1 projection did not include the minus sign

shown in equation 4.14. These definitions can be used to find the signals and the biases

in the same manner as was done for the polarization. The results are:

°AfJAp

By

Ay+ - Ay_

2
Ay+ + Ay_

2



Chapter 5

Results and Systematic

Uncertainty Studies

5.1 Results

The data listed in Table 3.1 was analyzed as described in the previous chapter for

Q,\Qo- and 4>0-' The value of Qo- was then determined using the world average value

for Q,\ listed in Table 1.1. The data was divided up into sets according to the various

run conditions and analyzed separately to better study the systematics. Each of these

various sets are listed in Table 5.1 along with a short reference name.

All four data sets were used to measure the Q,\Qo- asymmetry. In order to do a full

analysis of the Q,\ Qo- asymmetry it was necessary to first measure the biases for all

four data sets. Once the biases were determined, they were used to perform the final fit

of the asymmetry. There were several potential sources of systematic uncertainties in

the measurement (see section 5.2). A study of these potential systematic uncertainties

indicated no evidence of a significant systematic error. The result for this measurement
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91

Name Description Events
Production Angle Current

Mode (mrad) (amps)
N2900 Neutral ±1.8 -2900 166300
N750 Neutral ±1.8 -750 50000

X2900 Spin Transfer ±1.8 -2900 18300
Z2900 Neutral ±O.O -2900 17400

Table 5.1: The names and descriptions of the data sets analyzed.

was

Q,\Qo- == 0.0126 ± 0.0042

Qo- == 0.0196 ± 0.0066

In order to measure the 130170 angle 4>0-' it is necessary to have a polarized sample of

n- particles. While it is not as important for this measurement to know the magnitude

of the polarization. it is necessary to have an accurate determination of its direction.

The polarization of the n- is linearly proportional to the polarization of its daughter

A baryon (see equation 1.16). The relationship between these two polarizations is not

independent of 70-' Since the magnitude of 70- is close to 1.,

Po- 9!! P,\ ,if 70- ~ 1.

Po- ~ -~P,\ ,if 70- 9!! -1.

This sign flip will cause both asymmetries to flip signs, and thus has no effect on the

ratio. Therefore, it is not necessary to know the sign of70- to perform the measurement

of 4>0-' It will be assumed in the following analysis that 70- is positive as predicted

by theory.

The goal of the experiment was to measure the magnetic moment of the n- by mea­

suring the precession of the polarization in a magnetic field. Because of the precession

I I I I I I I I I I J I I I I
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of the polarization, a good determination of the x and z components of the polariza­

tion was required (parity conservation in the strong interaction requires that the y

component be zero). Only the N2900 data set had enough statistics due to the small

polarization, on order of 4% to 6% [27, 28J, to measure both the x and z components

accurately. Both the N750 data set and the X2900 data set had polarization signals

less than 3 sigma from zero (2.5 and 2.6 sigma respectively) and so it was unclear if

it was really polarized based on these signals alone. Since this measurement involves

the ratio of two signals which are defined only for the case of nonzero polarization, it

is important to have a clear indication of polarization in the data used. Additional

evidence that these sets were probably polarized came from studies of the n- magnetic

moment measurement [27J. Therefore, the N2900 data set (which showed a polarization

signal 5.8 sigma from zero) along with the N750 and X2900 data sets were used in the

final determination of </10-' The N750 and the X2900 data sets also proved useful in

studying the systematics involved for this measurement (see section 5.3). The measure­

ment showed no signs of a significant systematic error. The angle for the ratio of (Joho

was measured to be

</10- '" _3.4 0 ± 10.30

5.2 Systematic Studies for the Measurement of QAQn-

AU four of the data sets were used in the measurement of 0A 00-' The data were used

to study this asymmetry as a function of momentum, Hybrid Monte Carlo seed value,

uncertainty in the bias values, run type, time, and selection criteria.

For this asymmetry measurement it was desired to have an unpolarized n- data

sample to eliminate any possible systematic errors due to polarization. A polarization
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signal could effect the signal in a similar manner as the biases (see section 5.2.3). Since

the polarization of a sample reverses sign when the production angle is reversed, an

unpolarized {l- sample can be obtained by mixing equal amounts ofopposite production

angle data together. Also, data taken at a production angle of zero has to be unpolarized

in order to satisfy parity in the strong interaction. Therefore, roughly equal samples

of data taken at opposite production angles were added to the sample of data taken

at a production angle of zero and analyzed for this asymmetry measurement. The

residual polarization in the total sample was estimated to be a factor of 0.017 times

the polarization of the polarized sample. Since the polarized sample had a polarization

of roughly 0.05, the residual polarization was calculated to be 0.0008. The estimated

maximum effect this level of a signal would have on the asymmetry was less than 0.0001

and thus deemed negligible.

There were a couple of potential sources of systematic error in this measurement.

The maximum contributions to the overall systematic error are listed in Table 5.2. The

differences in the signal due to selection criteria and bias were 0.31 sigma and 0.17 sigma

respectively. These differences were considered consistent with statistical uncertainties

and thus were not deemed to represent asystematic error. The error estimated from the

seed value study was at a smaller level, but indicated a real limit to the accuracy of the

measurement technique. The error can be reduced by trying many more seed values,

although the limit is already negligible compared to the overall statistical error. A close

study of the time dependence indicated changes in signal were consistent with statistical

fluctuations. No evidence of a systematic error was found for this measurement.

5.2.1 Momentum Study for the Measurement of 0AOO-

The largest data set was the N2900 sample. Because of the higher statistics the data set

could be divided into 4 bins as a function of n- momentum. Any sign of a dependence

on momentum would be an indication of a systematic problem. The measured value of
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Study Estimated Maximum
Systematic Error

Momentum 0.0000
Seed Value 0.0002

Bias Uncertainty 0.0007
Run Type 0.0000
Criteria 0.0013
Time 0.0019

Table 5.2: The estimated maximum contributions to the total systematic error for the
measurement of 0A00-'

95

Momentum Bias x Bias y Bias z
(GeVIc)

348. -0.0073 ± 0.0092 0.0166 ± 0.0097 0.0202 ± 0.0115
380. 0.0133 ± 0.0084 0.0372 ± 0.0094 0.0370 ± 0.0101
403. 0.0009 ± 0.0090 -0.0028 ± 0.0099 0.0560 ± 0.0104
439. 0.0148 ± 0.0086 0.01 19 ± 0.0090 0.0730 ± 0.0100

Table 5.4: The biases used in the momentum study of OAOO- for the N2900 data set.

5.2.2 Seed Value Dependence Study for the Measurement of 0AOO-

where nseed is the number of different seed values tried, and 0'_ is the sigma for the

distribution of differences from the average for the seed values. The average value was

0.0126 ± 0.0042. The 10 runs are listed in Table 5.5 for both before and after bias

The analysis was rerun 10 times using different seed values for the Hybrid Monte Carlo

event generation. The average value of these 10 analyses was calculated, and the sys­

tematic error was determined to be 0.0002. This error was estimated by

Before Bias Correction After Bias Correction
Momentum OAOO- X °AOO- X'

(GeVIc)
348. -0.0017 ± 0.0102 19 0.0004 ± 0.0103 19
380. 0.0107 ± 0.0095 21 0.0130 ± 0.0095 21
403. 0.0183 ± 0.0100 14 0.0228 ± 0.0100 14
439. -0.00 11 ± 0.0095 21 0.0068 ± 0.0095 21

Table 5.3: Measured asymmetry 0A 00- before and after bias correction for the N2900
data set as a function of momentum. There were 19 degrees of freedom in the fit.

0'_

../nseed
(5.1)

OAOO- as a function of momentum for both before and after the bias correction analysis

is listed in Table 5.3 and plotted in Figure 5.1. The chi-squared per degree of freedom

for a fit to a single value was 0.90 for the four bias corrected values in Table 5.3. A

least squares fit to a line was also tried. The slope from this fit was 0.0027 ± 0.0043,

consistent with zero to better than 0.63 sigma. The chi-squared per degree of freedom

for the line fit was 1.23. No systematic error due to momentum was found.

correction. The after bias correction results are shown in Figure 5.2.

5.2.3 Bias Uncertainty Study for the Measurement of 0AOO-

The biases were measured quantities which had significant uncertainties in them. In

order to estimate the systematic error due to the uncertainties in the biases, each of

the biases were alternately changed by 1.0 sigma. The difference in the measured

asymmetry for each of these changes is listed in Table 5.6. No change was observed

when the y biases were altered. The asymmetry showed a slight change when the x

biases were altered, and a larger change for the z biases. The maximum error due to

uncertainties in the biases was estimated to be 0.0007. No significant systematic error

was found.

I I I I I I I I I I I I I I I I I
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Before Bias Correction After Bias Correction
Run 0,\°0- X' 0,\°0- X·

1 0.0099 ± 0.0041 11 0.0129 ± 0.0042 11
2 0.0105 ± 0.0041 15 0.0134 ± 0.0042 16
3 0.0090 ± 0.0041 15 0.0120 ± 0.0041 15
4 0.0103 ± 0.0042 12 0.0132 ± 0.0042 12
5 0.0092 ± 0.0049 13 0.0121 ± 0.0042 13
6 0.0091 ± 0.0041 10 0.0121 ± 0.0042 10
7 0.0089 ± 0.0041 14 0.0118 ± 0.0041 14
8 0.0107 ± 0.0041 13 0.0136 ± 0.0042 13
9 0.0097 ± 0.0041 14 0.0126 ± 0.0042 14
10 0.0095 ± 0.0041 14 0.0125 ± 0.0041 14

Table 5.5: Measured asymmetry 0,\00- before and after bias correction for different
seed values in the Hybrid Monte Carlo analysis. There were 19 degrees of freedom in
the fit.

Bias ao,\oo-
Br =Br + us. -0.0001
Br =Br - us. 0.0001
B. =B.. + us 0.0000
B. =B. - UB 0.0000
B. =B. + UB. 0.0005
B. =B. - us. -0.0006

Table 5.6: The change in 0,\00- as the biases are altered within uncertainties for the
entire data set. Bn is the n-axis bias

Before Bias Correction After Bias Correction
Set Momentum Events °AO'O- X· 0,\°0- X'

(GeY/c)
N2900 394. 166294 0.0074 ± 0.0049 16 0.0113 ± 0.0049 16
N750 304. 49984 0.0183 ± 0.0099 23 0.0179 ± 0.0099 23
X2900 393. 18264 0.0203 ± 0.0149 12 0.0231 ± 0.0149 12
Z2900 398. 17427 0.0023 ± 0.0152 11 0.0053 ± 0.0152 11

Table 5.7: Measured asymmetry 0,\00- before and after bias correction for the four
data sets. There were 19 degrees of freedom in the fit.

Set Bias x Bias y Bias z
N2900 0.0049 ± 0.0044 0.0161 ± 0.0074 0.0488 ± 0.0053
N750 -0.0068 ± 0.0083 0.0291 ± 0.0094 -0.0034 ± 0.0109
X2900 0.0098 ± 0.0132 -0.0062 ± 0.0143 0.0417 ± 0.0154
Z2900 -0.0029 ± 0.0136 -0.0043 ± 0.0147 0.0423 ± 0.0162

Table 5.8: The biases used in the fit for the asymmetry 0,\00- for the run type study.

5.2.4 Run Type Study for the Measurement of 0,\00-

The four data sets were analyzed separately as an additional systematic check for the

0,\00- asymmetry measurement. Table 5.7 lists the asymmetry before and after bias

correction for the four data sels. The biases used for each data set are listed in Table 5.8.

No significant dependence was observed. Figure 5.3 shows the asymmetry as a function

of run type.

5.2.5 Selection Criteria Study for the Measurement of Q,\Qo-

The measurement was studied by varying some of the selection criteria. One of these

tests was to tighten the n- mass requirements. The default upper and lower mass limits

were 1.657 GeY/e' and 1.687 GeY/e' respectively. The tighter limits used were 1.6645

GeY/e' and 1.6795 GeY/e'. The tighter limits reduced the estimated background from
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3.0% to 1.5% and thus provided a good indication of systematics due to background

events. Analysis with the tighter mass limits yielded a value of 0.0120 ± 0.0043 and

indicated a maximum systematic error of 0.0006. Even doubling this error would give

agreement to within 0.3 sigma. Thus, it was determined that background events Were

not a significant problem.

An additional test was performed using tighter chi-squared requirements. In this

test xb ::; 3.0 and Xk ::; 10. were required. The asymmetry was found to be 0.0113

± 0.0043 for the tighter chi-squared criteria. The estimated potential systematic error

was 0.0013. The maximum contribution to the systematic error was estimated to be

0.0013. This test showed agreement at the 0.3 sigma level. No evidence of a significant

dependence on the selection criteria was found.

5.2.6 Time Dependence Study for the Measurement of QhQO-

The N2900 data sample was also studied as a function of time. The other 3 data sets

were too sma.U to study as a function of time, but could be considered as individual

points in a time dependence study. The N2900 data set was divided into 3 subsets based

on when the data was taken. Subset 1 indicates earliest N2900 data taken and subset

3 was the last N2900 data taken. The measured values of ahaO- for the 3 subsets are

listed in Table 5.9, while the biases used are in Table 5.10. There is a possible time

dependent signal for the N2900 data set (see Figure 5.4). The two early subsets are

in very good agreement, but the first subset differs from the last by 2.7 sigma. The

chi-squared per degree of freedom for a fit of these three subsets was 2.50.

The overa.Il data sample does not show this large of a time dependence and there

does not appear to be any trend in the values as a function of time. The X2900 sample

was taken between the first and second subset. The N750 was taken after the third

subset and the Z2900 was the last data set coUected. The asymmetry as a function of

99

Before Bias Correction After Bias Correction
Subset aAaO- XI aAaO- X'

1 -0.0036 ± 0.0089 29 -0.0002 ± 0.0089 29

2 -0.0015 ± 0.0090 15 0.0032 ± 0.0090 15

3 0.0204 ± 0.0078 17 0.0238 ± 0.0078 17

Table 5.9: Measured asymmetry aAaO- before and after bias correction for the N2900
data set as a function of time. There were 19 degrees of freedom in the fit.

time for the whole data sample is shown in Figure 5.5.

To better study the possibility of a time dependent systematic problem, a large

sample of:;::- events were analyzed for the asymmetry aha=:-. The decay mode:;::- ....

A1r-, the dominant decay mode, has the same topology as the decay n- .... AK-.

Therefore, a time dependence problem should show up in the measurement of aha=:- if

it exists in the measurement of aAall-' The asymmetry result for 1,300,000 :;::-s taken

during the same time period as subset 2 of the O-s, was compared to the result for

1,200,000 :;::-s taken during the time period of subset 3. These two results agreed to

within 1 sigma (0.0019), and yielded a chi-squared of 0.52 for a fit to a single value.

No time dependence was found in the aha=:- measurement down to a level of 0.0019.

Other diagnostics of the data such as momentum distributions and vertex distributions

exhibited no differences in the two time frames. We concluded that the behavior of

ahall- was consistent with a statistical fluctuation and do not ascribe any systematic

error to it. The maximum contribution to the systematic error for the measurement

of ahaO- was estimated to be 0.0019, much sma.Uer than the statistical error. No

evidence was found to indicate any time dependence existed, which indicated that the

signal experienced a statistical fluctuation.

I I I I I I I I I I I I I I I I I I
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Table 5.10: The biases used in the time study of 0AOO- for the N2900 data set.

Subset Bias x Bias y Bias z

1 0.0044 ± 0.0080 -0.0010 ± 0.0087 0.0426 ± 0.0096

2 0.0039 ± 0.0081 0.0223 ± 0.0088 0.0620 ± 0.0097

3 0.0075 ± 0.0070 0.0195 ± 0.0075 0.0430 ± 0.0083

Figure 5.2: The asymmetry 0AOO- after bias correction for the different Hybrid seed
values. The solid line and dashed lines represent the measurement and its errors re­
spectively.
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Figure 5.1: The asymmetry 0AOO- after bias correction for the N2900 data set as a
function of momentum. The solid line and dashed lines represent the measurement and
its errors respectively.
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Figure 5.3: The asymmetry 0AOO- after bias correction as a function of run type. The
solid line and dashed lines represent the measurement and its errors respectively.



102
103

Time Subset

The only one of the data sets with enough statistics to perform a good measurement of

q,r1- was the N2900 set. The N750 and the X2900 sets did not have enough statistics to

0.04

~ O.OJ

0.02

0.01

0

-0.01

-0.02

-O.OJ

-0.04

9
-----------------r---------------?

5.3

Set QAPA% QAPA.. QAPA.

N2900 0.0184 ± 0.0044 0.0074 ± 0.0048 0.0210 ± 0.0053
N750 0.0179 ± 0.0083 0.0067 ± 0.00934 0.0171 ± 0.0109

X2900 -0.0236 ± 0.0132 0.0079 ± 0.0143 -0.0339 ± 0.0159

Table 5.11: The average polarization components for PA

Systematic Studies for the Measurement of fjJo-

Figure 5.4: The asymmetry QAQrI- after bias correction for the 3 subsets of the N2900
data set as a function of time. The solid line and dashed lines represent the measurement
and its errors respectively.

Figure 5.5: The asymmetry QAQrI- after bias correction for the 3 subsets of the N2900
data set, the N750 data set, the X2900 data set and the Z2900 data set as a function
of time. The solid line and dashed lines represent the measurement and its errors
respectively.
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allow an independent determination of the polarization direction, or a clear indication

that the sets were polarized. There was, however, enough evidence to indicate that

the N750 and the X2900 samples probably were polarized and 80 they were included

in the final result. It should be noted that including these two sets had only a small

effect on the overall answer. The x, y, and z components of the polarization were

determined using the bias cancelation method which also yielded the biases used in

the QAQrI- analysis. The polarization signals for these three data sets are listed in

Table 5.11 [27, 28J. Note that the y component for all three sets is expected to be zero

because of parity conservation in the strong interaction. The measured values for the

y polarization are consistent with this prediction. Therefore, it will be assumed that

there is no polarization along g for this analysis.

The final determination of the polarization was made using the fact that the polar­

ization precessed in a magnetic field. This method used the fl- magnetic moment as

a constraint and thus was more accurate than using the values from Table 5.11 (see

section 5.3.1).

The N2900 data set was used to study this asymmetry as a function of momentum

and Hybrid Monte Carlo seed value. The N750 and the X2900 data sets were used

I I r I I I • I I I I • •
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Study Estimated Maximum
Systematic Error

Momentum 0.0·
Seed Value 0.9·
Run Type 0.0·
Criteria 1.7·

Polarization Direction 2.2·

Table 5.12: The estimated contributions to the total systematic error for the measure­
ment of <Po-,

105

Set 1'0- Field Integral Pz p.
(n.m.) (Tm)

N2900 -2.01 -24.36 0.662 0.749
N750 -2.01 ·17.48 0.821 0.571
X2900 ·2.01 -24.36 -0.662 -0.749

Table 5.13: The fI- magnetic moment, field integrals and the polarization direction
components calculated from them.

the initial direction of the polarization was perpendicular to the production plane as

required by parity conservation in the strong interaction. The precession angle can be

written as [8, 29J

where BDL is the field integral. The precession angle is linearly dependent on the

product of the magnetic moment and the field integral. Therefore, using the known

values of the field integral for these sets, the polarization direction error is related to the

error in the magnetic moment. The field integrals, n- magnetic moment (1'0-) [27J,

and the calculated components of the polarization direction are listed in Table 5.13.

Note that the polarization for the X2900 set had the opposite sign of the polarization

in the N2900 set. The N2900 data sample dominated the measurement of the magnetic

moment, and so the error in the polarization direction for the N750 and the X2900 sets

is the same as that of the N2900 set.

to study any possible run condition dependence using an external constraint on the

polarization direction for these samples. The potential contributions of the various

studies to the overall systematic error are listed in Table 5.12. The seed value error

was estimated to be very small compared to the statistical error and therefore can be

considered negligible. No evidence for any momentum or run type dependence was

found. No significant systematic error due to the selection criteria was found. The

largest potential systematic error was due to the determination of the polarization

direction. The polarization direction was varied within errors and the results agreed

to within 0.17 sigma. The measurement showed no evidence of a significant systematic

error.

5.3.1 Determination of the polarization direction for the Measure­

ment of </>0-

-'- e [PO mo ]
",pre"..;on = fJ moc2 2) m

p
+ 1 BDL (5.2)

The N750 and the X2900 data sets did not have enough statistics to allow an accurate

determination of the polarization direction. The error involved in determining the

polarization direction for these two sets can be removed by using the measured value

of the fI- magnetic moment to unfold the polarization direction under the assumption

that the polarization precessed through the magnetic field. It was also assumed that

5.3.2 Momentum Study for the Measurement of </>0-

The N2900 set was divided up as a function of momentum into four bins to search for

a possible momentum dependence. The polarization direction did not have to be mea­

sured as a function of momentum because a precession of the polarization in the mag­

netic field is independent of momentum when measured with respect to the momentum
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Momentum Events oA,oo-Ap Bias X'
(GeVjc) p n

349. 42452 -0.0083 ± 0.0096 0.0021 ± 0.0096 2020
380. 42484 0.0085 ± 0.0095 0.0095 ± 0.0095 1214
403. 37322 0.0102 ± 0.0101 -O.oI76 ± 0.0101 18 18
442. 44360 -0.0028 ± 0.0095 -0.0008 ± 0.0095 2027

Momentum Events oA1'o-Ap Bias X'
(GeVjc) pn

349. 42581 -0.0324 ± 0.0114 -0.0146 ± 0.0114 1828
380. 42400 -0.0236 ± 0.0097 -0.0310 ± 0.0097 1925
403. 37199 -0.0304 ± 0.0101 -0.0430 ± 0.0101 15 19
442. 44186 -0.0097 ± 0.0099 -0.0423 ± 0.0099 2020

Table 5.14: Measured asymmetries OA,oO- Ap and OA1'0- Ap using bias cancelation for
the N2900 data set as a function of momentum. There were 19 degrees of freedom in
the fit.

direction [30, 19]. Therefore, the direction determined for the polarization measured

for the entire N2900 data set was used for each momentum bin (see Table 5.13).

The required independence of momentum for the polarization direction made this

study possible. In Table 5.14 the asymmetries measured for oA,oo-Ap and oA1'o-Ap

using the bias cancelation technique are listed. The measured value of </10- for each

of the momentum bins is listed in Table 5.15. Plots of the asymmetries and the angle

</10- are shown in Figures 5.6-5.8. The four measurements are consistent with zero. As

an additional check, a chi-squared fit was performed using the four measurements and

yielded a chi-squared per degree of freedom of 0.70 (2.11 for 3 degrees of freedom). No

evidence of a momentum dependence was found.

5.3.3 Seed Value Dependence Study for the Measurement of </10-

As was done for the measurement of OA 00-, the analysis was rerun 10 times using

different seed values for the Hy brid Monte Carlo event generation (see Figures 5.9­

5.11). Table 5.13 lists the components of the direction of the 0- polarization used in

107

Momentum </10-
(GeV/c)

349. -14.4° ± 19.5°
380. 19.8° ± 22.2°
403. 18.5° ± 18.0°
442. _16.1° ± 56.2°

Table 5.15: Measured ratio </10- for the N2900 sample as a function of 0- momentum.

this study. The average value for </10- was calculated in two different ways. In the

first method the average of the </10- values in Table 5.17 was calculated. The second

method required that the averages for the two asymmetries be calculated for the values

in Table 5.16. These average asymmetries were then used to calculate a new average for

</10-' The second method was more logical since the angle was calculated using these

measured asymmetries. The averages for the two asymmetries were

oA{3o-Ap = 0.0001 ±0.0048

OA1'O- Ap = -0.0236 ±0.0052

and yielded a value of 0.3° ± 12.6° for </10- (note that this value was calculated from the

two averages before they were rounded off). The error was estimated in the same way

as in the OAOO- measurement using equation 5.1. This test showed that a systematic

limit of 0.9° existed in the measurement. The two methods agreed to within 0.02° and

so did not contribute to the systematic error.

5.3.4 Run Type Study for the Measurement of </10-

The N750 and the X2900 data sets were not large enough to make a good measurement

of the necessary asymmetries. However, these two sets were useful in studying the sys­

tematics of the measurement. The calculated components of the polarization direction

are listed in Table 5.13. The asymmetries and </10- for the three data sets using this

I I I I I I I I I I I I I I I I I
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Run u".{Jo-Ap Bias ?
p n

1 0.0013 ± 0.0048 -0.0009 ± 0.0048 720
2 -0.0003 ± 0.0048 -0.0012 ± 0.0048 622
3 0.0017 ± 0.0048 -0.0007 ± 0.0048 923
4 0.0006 ± 0.0048 -0.0016 ± 0.0048 724
5 -0.0003 ± 0.0048 -0.0015 ± 0.0048 725
6 -0.0004 ± 0.0048 -0.0006 ± 0.0048 724
7 -0.0013 ± 0.0048 -0.0014 ± 0.0048 621

8 -0.0003 ± 0.0048 -0.0024 ± 0.0048 724
9 -0.0005 ± 0.0048 0.0012 ± 0.0048 620
10 0.0007 ± 0.0048 0.0002 ± 0.0048 821

Run uA"'o-Ap Bias X2

pn
1 -0.0236 ± 0.0052 -0.0357 ± 0.0052 1625
2 -0.0247 ± 0.0052 -0.0334 ± 0.0052 1622
3 -0.0231 ± 0.0052 -0.0338 ± 0.0052 1428
4 -0.0233 ± 0.0052 -0.0350 ± 0.0052 1823
5 -0.0241 ± 0.0052 -0.0344 ± 0.0052 1522
6 -0.0237 ± 0.0052 ·0.0345 ± 0.0052 1424
7 -0.0232 ± 0.0052 -0.0339 ± 0.0052 1727

8 -0.0225 ± 0.0052 -0.0354 ± 0.0052 1524
9 -0.0249 ± 0.0052 -0.0346 ± 0.0052 1826
10 -0.0231 ± 0.0052 -0.0339 ± 0.0052 1424

Table 5.16: The N2900 data set asymmetries uAfJO- Ap and UA"'o-Ap for different seed
values in the Hybrid Monte Carlo analysis. There were 19 degrees of freedom in the fit.
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Run iflo-
1 3.2° ± 12.6°
2 _0.7° ± 12.1°
3 4.2° ± 12.9°
4 1.5° ± 12.8°
5 -0.7° ± 12.4·
6 _1.0° ± 12.6°
7 _3.2° ± 12.8·
8 -0.7· ± 13.2°
9 .1.20 ± 12.0.
10 1.7. ± 12.9·

Table 5.17: Measured ratio 4>0- for the N2900 sample for different seed values in the
Hybrid Monte Carlo analysis.

technique are listed in Tables 5.18 and 5.19 respectively. Figures 5.12-5.14 show plots

of the asymmetries and the angle for the different run types. The angles measured this

way are consistent among the three data sets and so no systematic error was found.

5.3.5 Selection Criteria Study for the Measurement of iflo-

Once again, some of the selection criteria were varied to look for a dependence on the

selection criteria. The main test involved tightening the n- mass requirements (see

section 5.2.5), and showed agreement to within 1.7°. This indicated that background

events did not create a significant problem for the measurement. As in section 5.2.5,

the chi-squared requirements were also varied. Tbe signal agreed to within 0.8° for the

tighter chi-squared requirements. The maximum systematic error from these tests was

estimated to be 1.7·, much sms.ller than the statistical error. Therefore, no significant

systematic error was indicated by these tests.
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Set Momentum Events o"l1o-Ap Bias X·
(GeVIc) pn

N2900 394. 166300 0.0001 ± 0.0048 -0.0009 ± 0.0048 722
N750 304. 50000 -0.0078 ± 0.0102 -0.0122 ± 0.0102 229

X2900 393. 18300 -0.0006 ± 0.0152 0.0163 ± 0.0152 10 29
Set Momentum Events 0"10-Ap Bias X·

(GeVIc) pn
N2900 394. 166300 -0.0236 ± 0.0052 -0.0345 ± 0.0052 1624
N750 304. 50000 -0.0247 ± 0.0105 0.0056 ± 0.0105 3016

X2900 393. 18300 -0.0323 ± 0.0159 0.0447 ± 0.0159 10 12

Table 5.18: Measured asymmetries 0,,110- Ap and 0"10- Ap using bias cancelation for
the N750 and the X2900 data sets. There were 19 degrees of freedom in the fit.

Set </>0-
N2900 0.3° ± 12.6°
N750 -17.6° ± 23.2°

X2900 .1.10 ± 28.20

Table 5.19: Measured ratio </>0- for the N2900 sample for the N750 and the X2900 data
sets.
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5.3.6 Study of Polarization Direction Uncertainty for ¢Jo-

There were two different tests done to see how stable the measurement was when the

polarization vector was allowed to vary within one sigma. The first method was to

use the direction determined by the polarization asymmetry measurements without

constraining the n- magnetic moment. The analysis was repeated for different seed

values and yielded an average value of _1.4° ± 12.5°. This corresponds to a difference

in signal of 1.7° which is small compared to the overall statistical error.

The second method was to run the analysis several times with the polarization

direction determined by altering the fl- magnetic moment by ±1 sigma. This study

'indicated a potential systematic limit of 2.2°. This study showed agreement at the 0.17

sigma level and so did not indicate a significant systematic error.

5.3.7 Study of the Measurement of ¢J=.-

An additional test was performed using a subset of the ::- spin transfer data which

showed a large polarization of over 12%. The combination of both large statistics and

large polarization allowed for a fairly good determination of the polarization direction

of the ::- particles. An analysis of the polarization using the bias cancelation tech­

nique showed I OA1=.-P=.- 1= 0.07425 ± 0.00417 (where P=.- is the Cascade Minus

polarization). Using this value and the fact that

0"1=-Ap = -~0"1-':-P-,:-- 4 --

the asymmetry is predicted to have a value of -0.0583. The measured value of -0.0589

± 0.0044 (see Table 5.20) agrees with the prediction to within 0.14 sigma. This test

demonstrated that the correct axes to make the </> measurement could be determined.

Determination of this axis required that the other two helicity axes be determined first.

I I I I I I I I I I I I • • •
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Momentum Events QAfJ=.-Ap Bias X'
(GeVIc) pn

396. 195536 -0.0014 ± 0.0046 -0.0048 ± 0.0046 2946

Momentum Events QA1=.-Ap Bias ~
(GeVIc) pn

396. 196336 -0.0589 ± 0.0044 -0.0101 ± 0.0044 2534

Table 5.20: Measured asymmetries QA{J=.-Ap and QA"'f=.-Ap using bias cancelation.
There were 19 degrees of freedom in the fit.
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Figure 5.6: The asymmetry QA{Jo-Ap after bias cancelation for the N2900 data set as
a function of momentum. The solid line and dashed lines represent the measurement
and its errors respectively.

q,:=_ =0 -1.2· ± 4.2·

which is close to zero as expected. The world average was 4° ± 4° (23). Both of these

values are consistent with zero. Although the two are 2.1 sigma apart, the world average

represents 9 measurements. A fit of this measurement with the 9 previous ones yields

a value of _2.2° ± 3.1° with a chi-squared per degree of freedom of 1.19 (there were 9

degrees offreedom).
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Figure 5.1: The asymmetry QA"'fO-Ap after bias cancelation for the N2900 data set as
a function of momentum. The solid line and dashed lines represent the mell8urement
and its errors respectively.
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Figure 5.10: The asymmetry (t/l'Yo-Ap after bias cancelation for the different Hybrid
seed values. The solid line and dashed lines represent the measurement and its errors
respectively.
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Figure 5.12: The asymmetry OAf3fl- Ap after bias cancelation as a function of run type.
The solid line and dashed lines represent the measurement and its errors respectively.

Figure 5.14: The angle <Po- as a function of run type. The solid line and dashed lines
represent the measurement and its errors respectively.

5.4 Study of Measuring the Sign of 'Yo-

Figure 5_13: The asymmetry OA1'fl-Ap after bias cancelation as a function of run type.
The solid line and dashed lines represent the measurement and its errors respectively.

1.5 2 2.50.0

The sign of 1'0- can be measured using the angular distribution defined in equation 1.18.

The resulting equation is

(5.3)too = ~ ~ [ 51 °APA 1 + (OA1'fl- Ap) 10]
5 V'7 0A 11+41'0-1 0.\1'0- 3"

The main problem is that unlike in the spin-~ case (see equation 1.13). there is the

additional term too (a tensor polarization term) that adds an extra parameter to the

equation. Since both 00- and <po- have been measured. the magnitude of 1'0- can be

determined because of the normalization condition satisfied by the three asymmetry

parameters. Using this magnitude a measurement of too can be made for both signs of

1'fl- to see if one of the cases can be ruled out. Note that the measured quantities used as

input are 0A, OAPA, oAf3fl-Ap, oA1'o-Ap , and OAOO- (see section 4.6 for a definition

of Ap). The values required for this test are listed in Tables 5.21-5.23. The n-
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Input Values
QA 0.642 ± 0.013

QAPA 0.0279 ± 0.0049
QAQo- 0.0126 ± 0.0042

QAf3n- Ap 0.0001 :I: 0.0048
QA'YO-Ap -0.0236 ± 0.0052

Table 5.21: The input values used in calculating I"" for the N2900 sample.

polarization, Po - was related to the measured A polarization, PA, using equation 1.16.

The 'Yo- term in equation 5.3 can be rewritten as
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Input Values
QA 0.642 ± 0.013

°APA 0.0234 ± 0.0090
QAOO- 0.0126 ± 0.0042

oAf3o-Ap -0.0078 ± 0.0102
OA"In-Ap -0.0247 ± 0.0105

Table 5.22: The input values used in calculating I"" for the N750 sample.

which is important for the proper propagation of errors.

This technique requires that theory can place some Umits on the value of 130 and

that there is enough polarization and statistics. Using the Thomas Precession Model

of DeGrand and Miettinen [31) the prediction for 130 is zero in the neutral production

mode (22]. The value of I"" measured under both cases is Usted in Table 5.24 for the

three samples. The combined result was

'Yo- =
1 - «OAQO- }jQA}2

1+ «oAf30-Ap)j(OA'YO-Ap}}2
(5.4) Input Values

OA 0.642 ± 0.013

°APA 0.0407 ± 0.0147
QAOn- 0.0126 ± 0.0042

oAf3o-Ap -0.0006 ± 0.0152
°A'YO-Ap -0.0323 ± 0.0159

Table 5.23: The input values used in calculating 130 for the X2900 sample. Note that
a positive value for OAPA is listed since the f3 and "I measurements were made in a.
coordinate system which assumed a positive polarization.

130 = 0.008 ± 0.022 ,if "10- !!! 1.

I"" = 0.090 ± 0.033 ,if 'Yo- ~ -1.

Both of these values are consistent with zero and each other. Therefore, the sign of "10­

could not be determined in this experiment, although the positive sign is favored.

Set "10- 130
N2900 ~1. 0.012 ± 0.026
N2900 ~-1. 0.090 ± 0.038
N750 ~1. -0.013 ± 0.050
N750 !!!-1. 0.059 ± 0.091
X2900 "'1. 0.027 ± 0.077
X2900 !!!.l. 0.141 ± 0.113

Table 5.24: The value of I"" under both sign hypotheses for the N2900, N750 and X2900
samples.

I I I I I I I I I I I • • • •



Chapter 6

Conclusions

Measurement. of the weak decay parameters provide an important probe of our under­

standing of quark decay processes. The (1- hyperon provide. a good opportunity to

probe quark decay processes in a spin- ~ system. The (1- --+ AK- decay is assumed to

have two amplitudes, a parity conserving amplitude and a parity violating amplitude (B

a.nd C respectively). Theory predicts that the C amplitude i. kinematically suppr&sed

with respect to the B amplitude by a factor of approximately 0.08. The decay is also

expected to satisfy time reversal invariance.

The asymmetry parameter 00- for the decay (1- ..... AK- has been measured to be

OhOO- = 0.0126 ± 0.0042

00- = 0.0196 ± 0.0066

The new measurement is roughly a factor of 3.9 more precise than the previous world

average of -0.026 ± 0.026 [23J. This new measurement is consistent with a small or

zero value for 00- as predicted by theory.

The ratio of {30- ho-, which is usually referred to as the angle

tPo- =tan-I (130- ho- ),
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i. an important test of time reversal invariance. Neglecting final state interaction.,

time reversal invariance predicts tPo- is zero. If final state interactions are included, at

most a small nonzero value would be allowed. A large value for this ratio would be an

indication of time reversal violation. Thi. measurement gives

4>0- = -3.40 ± 10.30

which is consistent with zero and time reversal invariance.

The sign of 10- indicates which decay ampUtude is dominant. If 10- is positive,

the B ampUtude is larger than the C amplitude. If 10- is negative, the C amplitude i.

dominant. The sign of 10- can be determined by measuring the value of the tensor po­

larization 130 under the assumption of each sign of "'0-' Using the angular distribution

defined in equation 1.18 this measurement gave

130 = 0.008 ± 0.022 ,if 10- 5!!' 1.

130 = 0.090 ± 0.033 ,if 10- 5!!' -I.

The theoretical prediction is that 130 = O. While the former is sUghtly more consi.tent

with zero, the later cannot be completely ruled out. The measurement favors the

positive sign for "'0- which i. con.i.tent with theory.

Using these measurements, the B and C amplitudes can be determined if two as­

sumption. are made. The first assumption is that time r~versal invariance holds. The

second assumption is that 10- is positive. Both assumptions are consistent with the

measurement. of this experiment, and the Band C amplitudes are found to be

B = 5.60 X 10-1 ± 0.05 x 10-1

G = 0.58 X 10-1 ± 0.24 x 10-1

GIB = 0.10± 0.04



122

The ratio of these two amplitudes is in good agreement with the kinematic suppression

factor of 0.08. The measured ratio of amplitudes also agrees well with the previous world

average of 0.14 ± 0.14. The individual amplitudes also agree well with the previous

world averages of 5.60 xlO-7 ± 0.05xlO- 7 and 0.78 xlO- 7 ± 0.78xlO- 7 for the B

and C amplitudes respectively. This measurement represents more than a factor of 3

improvement over the world averages for the C amplitude and the ratio C/B.

Referring back to Tables 1.1, 1.2, 1.3 it can be seen that these measurements of the

0- weak decay parameters makes the 0- decay as well measured as the other hyperons.

It is now a challenge for theory.

Appendix A

Derivations of the Vector

Polarization and Angular

Distributions

A.I Introduction

An analysis of the weak decay angular distributions will be presented, which is equally

valid for anti-hyperons as well as hyperons, following a formalism introduced by Byers

and Fenster [32]. Their formalism has been used by K. B. Luk to derive formulas for

measuring the vector polarization and the a parameter for a spin-J fermion [33J. The

analysis below will closely parallel the work of K. B. Luk and will also be extended to

derive formulas for determining {3 and l' for a spin- ~ fermion. The formalism will also

be used to treat the more familiar case of a J = ! fermion for completeness.

There are two sets of coordinate axes that are important in the analysis of the

angular distributions of weak decays. Both systems are defined in the rest frame of

the parent particle. The S frame is an event independent coordinate system with axes

123
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parallel to the lab axes. The 5' system is an event dependent coordinate helidty frame

(soo section 1.2.1). The three helicity axes are defined as:

A, y= PxA
\PxA,'

X= YxA
jYxAr

(A.l)

spin-l state can be written as

1
T~m = (POtP; 2A1 T 11m)

= (POO;~AI Rt(tP,6,0)TI Jm).

The helidty axes can be expanded in two different bases which prove useful in the

analysis to foDow. The first basis is the spherical coordinate system. Here the helicity

axes can be written as:

A

X

Y

(sinO,. costP,. ,sinO,. sintP,. , co. 0,. )

(cosO,. costPt. ,cosOt. sintPt. ,-sinOt.)

(-sintPt. ,costP,. ,0).

where T is the transition operator and Rt i. the rotation operator. The completenes.

relation can be placed between the transition operator and the rotation operator, and

noting that the Wigner Rotation Matrices (D~m') have the property that (1m' IRt I
Jm) = D~'m'(tP, 6, 0), the expression for the transition matrix element reduces to

T~m = 1)~AI T I Jm')D~·m'(tP,O,O).
m'

The second basis is composed of spherical harmonics and rotation matrices. The first

basis is useful in visualizing the coordinate system since it is the more familiar one.

The second basis helps to simplify the algebra involved in the calculations. In terms of

this second basis, the helidty frame axes are:

X = (~(D:i - D~'II +D: 1 - D~II)' ~(Dll - Dli +D~II - D~'II)' -v'2D~.J

y = (~(Dli - Dl 1 + D~II - D~il),~(D11 +Dli + D~II + D~'ll)'O)
. 1 fBi i fBi [4i"
A = (iY3(YI-I- Yll )'2Y3(Y1- 1 +YII )'Y3Yto ).

A.2 The Transition Matrix Elements

The derivation ofthe weak decay joint angular distribution, from which the polarization

and angular distribution projections can be derived, begins with the transition matrix

element. The transition matrix element for a weak decay from a spin-J state to a

The final system can also be written in the helicity coordinate system, a helicity

coordinate system which has the z axis along the opposite direction of the parent

baryon in the daughter baryon's rest frame and thus implies 9 = 0, as

J+~ ~

T I Jm') = 1: L AL(~LA" m' - A' I Jm')
L=J- i ~/=-t

YL.m'_~'(O,O) 1~A'),

The next step is to calculate T,m,. Since YLm(O,O) =JVifi6mIJ and (lAllA') =6~.~"

the transition matrix element TAm' becomes

J+~ 1 f2i+l
T~m' = L AL(iLA,OI Jm')V~61,m"

L=J-t

With the help of an expression for the Clebsch-Gordon coefficient in the previous

equation (see section A.Il), T,m , can be written as

J+t f2L+1 fL"+T /L
T~m' = L ALV ~6A.m·[V2L+16J,L+t+ V2L'"+i"6J,L-~(6~,t - 6~,-t)J

L:::J-~

1 fW-J+l= r,; -4-6m' ~[AJ 1 +AJ+1(6, 1- 6~ -dJ·v 2 11' • -:J 3 .... ·2 ':11
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Therefore, by substituting T~m' into the expression for T~m, the transition matrix ele­

ment is found to be

and it should be noted that tensor operators have the m-selection rule (34]

(Jm' IQLm IJm") = 0 if (m' t- m +m").

Next the density matrix must be transformed into the helicity frame. This can be

accomplished by noting that the density matrix transforms as

(A.7)QLm'" E (_Iy-m" (JJm' - m" I LM) I Jm')(Jm" I·
m'm"

Using the Wigner-Eckhart Theorem, and assuming (JIIQLIIJ) = .j2L +1,

(Jm' IQLm I Jm") = .j JI (JL; m"m I Jm')(JIIQLmIlJ)
2 + 1

J2L +1 (J "1 ')= 2J +1 L; m m Jm ,

and using an expression relating the Clebsch-Gordon coefficient above to another one,

the spherical tensor operator becomes

(A.2)

(A.3)

p =Ew; I a;)(a; I

1 V2J +1 J
T~m = v'2 ~[AJ-l +AJ+l(6~,l- 6~,_l)JDm·~(¢,9,O)

t I
V

2J+I J
Tm'~' = v'2 ~[AJ-l + AJ+l(6~',l- 6~,,_t)1·Dm,~,(¢,9,O).

A.3 Decay from a Statistical Mixture of States

The density matrix for a system of identical particles

and since D;"m(R- 1
) =D~....(R), it foUows that

P = E wia:"a~. I Jm)(Jm' \.
1mml

can be written in terms of a new basis I Jm) with the amplitudes a:" equal to the

product of the basis kets, (Jm I ail, as

One is free to choose the basis in which to expand the density matrix. Here a basis

described by Byers and Fenster [32} will be used following along a path similar to the

one used by K. B. Luk (33J and H. T. Dieh1122j. The technique involves an expansion

done in terms of the spherical tensor operators QLm'

p'(9,¢) '" T(9,¢)pTt(9,,p).

(A.S)

~J L
p:",,,,,, = E E Eqi",(-1)J-"(JJI- n I Lm)(Jm' IJI)(Jn IJm"),

L=Om=-L In

p~~, = E T~m'Pm'm"Tl,,~,
m'm"

and so
~J L

P:"'m,,=E E qim(-I)J-m"(JJm'-m"ILm). (A.9)
L=Om=-L

Combining the expressions for P:"'m'" T~m" and Tl,,~, the density matrix element

in the helicity frame becomes

Since the density matrix elements are (I p' I), the transformed density matrix elements

after expanding in states mm' are

(A.4)
2J L

P= E E qimQLm
L=Om=-L

The spherical tensor operators are define as

QLm = E(QLm)mm' I Jm)(Jm' I
mm'

qim = tr(pQL.l
(A.5)

(A.6)

p~~. = 2J
S
+ I[AJ_~ +AJ+~(6~~ - 6~_l)][AJ_~ + AJ+~(6~.~ - 6~._l)J·
7f' :I :1:1 :I :l l:l :I

2J LE E E D;.,,~,(,p,9,O)D~~~(<I>,9,O)qim(-I)J-m"(JJm'-m"ILm). (A.IO)
L=Om=-L m'm"

I I • • • • • • •
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Note th"t for" dec"y to a particle ofspin-J there are (U+1)'-1 independent elements.

The extra constraint that reduces the number of independent elements from (2J +1J'

is tr(p') =I.
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fJ =2Im(Aj_tAJ+i)

"I = (I AJ - i D' - (I AJ+! D',

The product of the Wigner rotation matrices can be reduced by noting that the

Clebsch-Gordon coefficients are real, and expanding the product in terms of the Clebsch­

Gordon series (35]

"'( I)J-""D Jo DJ
£.J - mA m' ..V =
mm'

L (-I)J-m'(-l)""-~'Df;;'

L'lnrnm'

where the chosen normalization condition is

(I AJ - t D' +(I AJ+t D' = 1.

(L'll JJm - I)(JJm -II Lm)(JJ)' - ),' I L'n)

=L(_1)J-A' Df;;·6uL6...,(JJ), -),' I L'n)
L'ln

=L(-l)J-·'D~;'(JJ)' - ),', Ln).
n

The Clebsch-Gordon coefficient in the previous equation is zero unless n = ), - )",

therefore

L(-l)J-m' D~'AD~'A' =(_I)J-A' D~~H,(JJ)'- ),', L), - ),1).

... ",'

Substituting this equation into the density matrix element gives

P~A' = 2J
8
+1[AJ_l + AJ+d6. 1 - 6~ _tlJ[AJ _l + AJ+d6" l - 6" .tll·
7r ~ ] '3 ,~ :I :I'" '3 "', 2

• J L

L L q1",(_I)J-A' D~~A_~,(JJ)' - ),', L), - ),'). (A.U)
L=Om:::-L

A.4 The Angular Distribution of the Daughter Baryon

The angular distribution of the daughter baryon can be found by taking the trace of

the density matrix p'. Before taking the trace of the density matrix it is worthwhile

to make a few definitions which simplify the algebra involved. First the weak decay

asymmetry parameters are defined as

a =2Re(Aj_tAJ+!)

The normalization condition "bove was only chosen to simplify the algebra and does

not effect the results of the calculations. Other useful quantities are the normalization

constants nio and the spherical tensor terms tLm.

J J l J2J +1 I 1nto =(-1) -f --(JJ- - -I LO)
4.. 2 2

./2J +1
tLm = V2L +I qLm

The angular distribution of the daughter baryon is EA P~.«(J,</», thus

2J +1 •
I«(J,¢) =~IAJ_! +AJ+!(6.,! - 6A,_!)](AJ_! + AJ+!(6•.! - 6.,_!)J

.J L

L L q1...(-I)J-· D~~o(JJ)' -), I LO) .
L=o ...=-L

Using the relation

(_I)J-A(JJ), - ), I LO) = (-I)L-J-~(JJ - ),), I LO),

and upon regrouping terms the angular distribution becomes

2J +I·J
L • ~ 1 1

I«(J,¢) = s;- (;m~LqL"'V2i+lYLm (JJ"2 -"2' LO)

( -l)J-![AJ_! +AJ+lJ[AJ_! +AJ+!]'

+(-I)L-J+![AJ_! - AJ+tJ[AJ-l - AJ+!I·j.
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The angular distribution can be further reduced by substituting in .the previously de­

fined normalization constants and spherical tensors. After making these substitutions,

the angular distribution becomes

U L U L

1(8,.p) = L L limnioYLm to L L limnioYLm.
L=O,even m=-L L=O,oddm=_L

For the sake of clarity, the angular distribution can be rewritten as the sum of two

functions of 8 and .p.
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Once again by substituting in the definitions for the normalization constants and the

spherical tensors, the above equation becomes

U L 2J L

~ - '" "'" J '" "'" JIPA . A = 0 ~ L.J ILmnLoYLm + ~ ~ ILmnLoYLm'
L=O,even m=-L L=o,oddm=-L

Notice that the two summation terms are the same as those found in the angular

distribution formula, and that the only difference is the term which is multiplied by o.

The off-diagonal matrix elements are useful in determining the transverse components

of the polarization. For example, P'Ll = !/(Px - iPy) can be shown to be, ,

I 2J +1[ ][ )"
Pk~ = --s;;- AJ_~ +AJ+~ AJ-t - AJ+~

2J L

L L qim(-I)J+t(JJH I Ll)D~i(.p,8,O).
L=Om=-L

1(8,.p) = A(8,.p) +oB(8,.p)
U L

A(8,.p) = L L limnioYLm
L=O,even m=-L

U L

B(8,.p) = L L limnioYLm
L=O,odd m=-L

A.5 Daughter Baryon Polarization

(A.12)

(A.13)

(A.14)

IP-;'.A =oA(8,.p) +B(8,.p) (A.15)

For a spin-! particle, the density matrix can be written as a 2x2 matrix and thus has

3 independent elements.

(
a b) 1 ~ ~

p = c d =2/(8, .p)(l+ a· P)

Using another closely related normalization constant,

J =(_I)J-~J.2J+l(JJ!! ILl) = 2J+ 1 nJ 6
nLt 411" 22 ~ Lo L.odd

in the previous equation for p'~._~, it follows that

Pl.-t = -(2J +1)[AJ_~ +AJ+!)[AJ_t - AJ+!l"

U L IL L \ ,_2,~:,1 "limnioD~i(.p,8,0).
L=Om=-L

Now the definitions for the weak decay asymmetry parameters become useful. By

substituting these definitions into the above equation, the density matrix element pi, _1,. ,
becomes

The term 1P-;' .A=Pl.l - p~ L 1 can be determined in the same manner as the angular
23 2:1

distribution term.

- • 2J +1 U L ~ 1 1
IPA·A =s;;- L L qimVU+iYLm(JJ2- 2' LO)

L::Om=-L

[(-I)J-~[AJ_l+AJ+l][AJ_1 +AJ+1 J"
:I :I :I :I

(-I)L-J-~[AJ 1 - AJ+t![AJ_l- AJ+1 ]"]
-I :I :I 2

I 1 2J L

Pt.-t = -2(2J +1)('y + iil) L L
L=Om=-L

2L+ 1
411"L(L + 1)limnioD~i(.p,8,O).

I I I I I I • I •
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The above density matrix element, along with its complex conjugate imply
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axes but defined in the parent baryon's rest frame. The first term in the integration is

I IohJI l102''J'-4 [AdOA=- (A + oB)dnA.
.. 0 -I 4w 0 -I

Because of the orthogonality condition of the spherical harmonics when integrated over

the solid angle, this term reduces to

V L I 2L +I
IP-;'.(X-iY)=-(2J+I)(7+i,8)L: L: . -.-.-..- ..

L=Om=-L

timu'loD!;.i(¢,II,O)
v L 2L+ I

IPA·(X+iY)=(2J+I)(i,8-1)L: L: 4..L(L+I)
L=Om=-L

tLmu'loD!;.M,II,O).

(A.16)

(A.l7) I IobJI I J I- hdOA =-J4;rnootoo =-4•4.. 0 -I 4lr ..
(A.19)

A.6 The Joint Angular Distribution

Consider the case of a baryon decaying to a /I. baryon and a meson, where the A then

decays into a P and a w-. The joint angular distribution is then the product of the

angular distribution of the daughter A from the original baryon, times the angular

distribution of the P from the /I. decay. It is easy to see that the angular distribution

of the P from the A decay is

I -
1(11" c/>p) = 4;(1+ nAPA' p).

Thus the joint angular distribution is

I -
[(IIA, ¢A, II" ¢,) :; 4.. (/A +nAhPA. pl·

The second term, which involves the dot-product 1\ .A, is more complicated than

the first term since the integration is being done in the S frame. The Aaxis must be

written in terms of its components in the S frame. Expanding the dot-product A.P

into the components A.p. + /I..P. + /I..P.. and using the orthogonality property of the

YLm'S, it is seen that

OA 12"JI -" °A 102''JI .- IAPA . A/I.· Pdf/A = - (oA +B)/I.. pdnA
4.. a -I 4lr 0 -I

0A [8i ~ J I i:; 4iV 3' m~1 nlOtl m [ yI2(6m _ 1 - 6ml )P. + yI2(6m _ 1 +6m,)p. +6mop.].

Summing over m, and substituting in an expression for nfo' the second term reduces to

nA 1 I I
4.. 2J11J + n[yI2(t l - 1 - tll)P. + yI2(tm_1 + t l1 )P. + tIOP.]

or
The joint angular distribution can be expanded in terms of dot products with the

helicity frame axis vectors,
0A I -. -. -. nA I -.
:j;2(J + I)[P, p. + p. p. +p·P.) = 4,;' 2(J +I{' p. (A.20)

The vector polarization can be determined by integrating over the solid angle dnA in

the S frame, where the S frame is a coordinate system with axes parallel to the lab

1 - ., _. . _ ..
1= 4;(IA +OAPA . AA· P+nAPA' X X .P+nAPA' YY .p).

A.7 The Vector Polarization

(A.18) The third and fourth terms are not as simple as the second term. First expressions

for lAP. and lAP. must be found. To do this, reca.llthat the spherical tensors have the

property t Lm = (-1)- mtL_m. Therefore 1A(P" - iP.) can be rewritten as

_ . • V L 2L + I
[PA • (X - iy) = -(21 +1)(1+ i,8) L: L 4..L(L + I

L=Om=-L

(-WmtL_mn'loD!;.i(r/>,II,O).
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and

Expanding tbe d~t-produclsand performing the integrals over the solid angle give (see

section A.10)

°A L2"1' - --. iOA 12"11
2J ..f..- IAPA , YY . Pdf/A = - L L.

411" 0 -I 811" 0 -I L=Ooddm=_L

Tbe two integrations to perform are

CIA L1"11
- - - 0A L2"1' OJ L- !APA . X X, Pdf/A = - L L

4w 0 -1 811" 0 -, L=Ooddm=_L

., 2L +1 J '/.I L
(21 + I) V4lI" L(L + 1) nLo[( -7 + 11')/Lm Dml

+(7+ i{3)( -l)l-m' L_mD;;jX .Pdf/A

(A.22)

(A.23)

Ir(p') =h

- 1
PA =2(J + 1)[1 + (V + lhlP.

Ir(p'uA) = a - d

1 OA _

1(9p , if>p) =4;(1 + 2(J + 1) [1 + (V + 1h)P' p),

is

Reca.lling that tbe angular distribution of P from A decay is I = fo(l + OAP~ . P), the

daughter A polarization is seen to be related to the parent baryon's polarization

p,=(: :)

Ir(p'ux) = 6+c Ir(p'uy) =i(6-c)
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A.S A Polarization from 2- Decay

The polarization of the daughter baryons from the weak decay of spin t baryons is just

the ensemble average of the Pauli spin matrix for the system. The density matrix can

be written as

where

2L +1 J , L
411" L(L +1) nLo[-( -7 + ,{3)ILm D""

+(-y + i{3)( _l)l-m'L_..D~ijY 'Pdf/A

(21 + 1)

ClAL
2'11

-" -"- (hPA ,XX 'P+!APA' YY 'P)df/A =411" 0 -I

OA /2ir -.!-- J
811" V"3 L. (21 + l)nLO

m=-I

[( -7 + i{3)ILm((5ml - 5m _ 1)P. - (5"'1 + 5m_1)p~ - v'25mo p,1

+ (oy + ;{3)( _1)I-m'L_m[(5ml - 5",-dp. + (5ml + 5m_
1
)p~ - v'25

mo
p,J).

Adding the terms together shows that the angular distribution of the proton from the

decay chain in the daughter baryon's rest frame, which has axes para.1lel to the S frame,

Polarization can be thought of as the expectation value of the spin of an ensemble of

particles, and so the polarization can be written as

Reca.1lthat is was previously shown that a + 6 = A + oB and a - d = oA + B . Notice

tbat 6 = !IPA . (X - iY ) and that c = tlJ~ .(X + iY ) , which means

b=-~(i{3+7)(2J+l):E t Jb~~:~1\IL",nioD~i
L=O,odd "'=-L

After summing over m and substituting in for nfo,

OA 1.2"1' _" __.
-4 (hPA . XX· P + IAPA .YY . p)df/A =71'" 0 _I

°A IIi
811" "jJ(J + 1/

21
+ Ih[Vi(11-1 - 'Il)p.+ Vi(11l + 'I-,)PW - 'IOP,]

OA 1
= 411" 2(J + 1) (21 + 1h[p· p~ + p. P~ + p. p,l. (A.21)

fa] = Ir(p'li) = (6+c)X +i(6-c)Y +(a-d)A.
Ir(p') (a +d) (A.24)

I I I I I I I I I I • •
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1 2J ~

c = 2(iiJ - 'Y)(2J +1) L L
L=:O,odri m=-L

2L + 1
4l1" L(L + 1) I~m nio D[;.I·

IA x (P xA )]. X

[A x (P x A)]. Y
p. cos II sin ¢ + P. cos IIcos¢ - P. sin II

-P.sin¢ + p. cos¢.
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Before continuing, it is important to note that lim = (-1)-m/L _m and that it has

been shown D[;.~ = (-1)m-ID~m_I' which together imply limD[;.~ =-/~-mD~m_I'

By summing symmetrically over m from -L to L, the dummy index m can then be

replaced by -m to show that

~ ~

L ti.mD[;.~ =- L t~mD[;._I'
m=-L m=-L

Another useful relation is

D~_I±D~I = e-im~(d[;._I±d~tl.

Now simplifying the terms for J = l

1/1 =(0 + d) =n&t~Yoo + oEn:o[ti_IYI_1 + tioYlo + tilYn ]

The above relation can be used to show that

1 2J ~

b =2(il1+ 'Y)(2J + 1) L L
L=:O,odd m=-L

and also

2L+1 ,t~mnioD~_I'• _ r ~ r ...

1 f3 .= 4l1" (1 + °E[V2(tl - 1 - tll) sm II cos ¢

+ il[(tI_1 + tll) sinllsin ¢ + "I3tlO cos II]) .

If the definitions for the coordinate axes are sub5tituted into this equation, the angular

distribution becomes

Now for the terms (b + c) and i(b - c). The term (b + c) can be reduced as follows

(b + c) = ~1[(tlO[iiJ(d~_1 + d~tl + 'Y(4-1 - d~tl] + tl_l(iiJei;(d~I_1 + d~lI)
+ 'Yei~(d~I_1 - d~lI)] + tll(iiJe-i~(dLI + dltl + 'Ye-i;(dLI - dltl])

1 2J L. / 2L + 1
(b+ c) =2(2J + 1) ~fdd m~~ V4l1" L(L + 1)t~m nio

(iiJ(D~_1 + D~I) + 'Y(D[;._I - D[;.I)]

1 2J ~ I 2L + 1
i(b- c) = 2(2J +1) L L \ . FIr , "/~m nio

L=O,()dd m=-L

[-iJ(D[;'_1 - D[;.tl + i-r(D[;._1 + D[;'tlJ.

Notice that in the equation for i(b- c) can be ohtained by inspection from the equation

for (b + c) by replacing 'Y by -iJ and iJ by 'Y. There are several useful relations that

help simplify the above equations and it is instructive to list them here. First, for the

case of J = ! the term l(2J + 1)..)••¥tHI)nio, since it appears in a L:t~O.odd' reduces

to Il;./!nlo or t;JI. There are several useful relations involving dot-products with

the heUcity frame axes.

I 1 ~.
/I = 4l1"(l+OEl'.:·A).

Also by comparison

1 _.
(0 - d) = :t;(OE +1'.= .A )

and after replacing the rotation matrices

(A.25)

(A.26)

(Px}.).y

(PxA ).x
p. sin 11- p. COs II sin ¢ - P.cosllcos¢

p.cos¢ - p. sin¢

(b + c) =..!- !!(-.;2/10'Y sin 11+ i/1 cos ",[II_I + 111 ) - iJsin ¢(/I_I _ 111]4l1" Vi
+'Y cos II cos ¢[/I-I - tn ]+ i-y cos II cos ¢(tl _1 + tll ]).
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Finally, the spherical tensors can be replaced by polarization components to give

(b + c) = ..!.-( -P"'Ysin fJ + P~/Jcos <p - Pz/Jsin <p + Pz1 cos fJcos <p + P~1cosfJsin <p).4..

By letting 1 go to -/J and /J to 1 above

jIb - c) =4~ (P./J sin fJ + P~1 cos<p - Pz1sin <p - Pz/J cos fJ cos <p - P~/J cos fJ sin <p).

Both Df these relations can be rewritten in terms of dot-products with the helicity

frame axes.

1 • _. • _"
(b+c)=4.. (-r[A x(PxA)J·X +/J[PXAj.X)

1 • _. • _"
i(b- c) = 4.. (""([A x (P xA )J.y +/J[P x A]. Y)

Thus the h polarization from the decay of an ensemble of::- particles is

- I _" _ .. _.
PA= _. [(a=: + %. A )A + /J=:(%xA ) + 1=:[A x(%xA )JJ. (A.27)

The above equation is quit general and can be applied to any decay of a spino! baryon

to a spino! baryon and a spin-O meson by substituting the parent baryon for the ::_

and the daughter baryon for the A.

A.9 Projecting the Angular Distribution on the S' axes

Upon integrating the joint angular distribution over <PA in the helicity frame, all of the

terms with m # 0 vanish [36J.

I 2J
I(fJA, <Pp, fJp) = 2[(1+ aAaA. . fi) I: nfo ILo Yw

L==Oe\len

2J

+ (a + aAA. . fi) I: nio ILo Yw
L;Oodd

•• 2J J .~
- (V + l)aA(/JY' fi -1X . fi) I: nw Iw YL1e-'.p L(L 1)1

L=Oodd +
(A.28)
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If J = ~, as it does for ::-, the distribution reduces tD:

I .
I(fJA,<pp, fJp) = 8.. [(1 + a=:%cosfJA )+aAh 'fi+(a=:+%cosfJA)

+ aAP.: sin fJA ({J=:Y . P- 1=:X .p)] (A.29)

In the previous equation the %axis is chosen to be along the polarization direction

which means % = A .Ii = vallO since p.=: = Ji¥11O' While the spin of the a­
has not been measured, it is interesting to examine the angular distribution assuming

j = ~ as expected from SU(3). From now on it wiD be assumed that the polarization

is along the %axis. The result is:

I '. r. 3 3 I
I(fJA, <Pp, fJp ) = g;;:((l+ aAaoA . p)[l- v5120(2 cos fJA - 2)]

. • [3 (f 5 3 3 J
+(ao+aAA .p) SPocosfJA -3VSI30(3"cos fJA- 2cosfJA)

+ 2aA(/JoY . p - 10X .p)[~Po sin fJA - ~1f130sin fJA (5 cos2 fJA - 1)]) (A.30)

To measure the weak decay parameter a, the angular distribution can be projected

onto the A. axis by integrating over <Pp where cos fJp = A. . Pin the A rest frame.

Projections can be made onto other helicity frame axes in the same manner. For

instance, to project onto the Y axis, define cOf; fJ~ = Y .Pand integrate over <p~. For

the case J = ~ the angular distributions after integrating are:

• 1 .
(A.31)I(fJA,A .p) = 4[(1 + a=:% cos fJA )+aAh ·p(a=:+p.:cosfJA )]

• I •
I(fJA, X . fi) = 4(1 + a=:%cosfJA - aAP.:1=: sin fJA X . fi) (A.32)

• I •
(A.33)I(fJA,Y·fi) = 4(1+a=:%cosfJA +aA%{J=:sinfJA Y .p)

For the case J = ~ , the distributions are more complicated due to higher spin terms.

In this case, the angular distributions after the appropriate <p integration become:

·1 . J53 2 I
I(fJA,A 'fi)= 4((I+aAaoh ·p)[l- 5120(2cOS fJA - 2)]

•• 3 (f 53 3
+(ao +aAA ·p)[SPocosfJA -3VSI30(3"cos fJA- 2cosfJA)])

I I t t I I I • •
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The next step is to integrate over cos9/1 . Notice that all terms with only odd powers

of cos 9/1 drop out. Terms which go as an even power of cos 9/1 • or as sin 9/1 remain.

Also terms which are a product of the sin 9/1 and an even power of cos 9/1 survive the

integration. After doing the integrations for the case J = ! ' the angular projections

onto the helicity frame axes are found to be:
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The Wigner rotation matrices in the previous equation are

D~'m(Q,f3,,,)= e-i(m'o+m'l)d~'m'

(A.44)

d~~m: d~'m

12" 1"' J. J' 41fd<p sm9d9D... (<p,9,0)D...(<p,9.0) = Dm...DJJ'--'
o 0 U+l

Some useful properties of the D;",.. 's and the d;",.. 's are:

A.IO Wigner Rotation Matrices Dim

12" 12" fa" , 81f
2

do d'Y sin f3df3D;',:n(o,f3, 'Y )D~'n.(o,f3, 'Y) = D....'!Jnn·DJJ,--!.(A.43)
o 0 0 U+

In polar coordinates, ° = <P. 13 =9, 'Y = 0 and looking at n' =n =1 the orthogonality

condition becomes

The rotation angles can be written in terms of the Euler angles 0.13., and have the

following orthogonality condition:

I r.: 3 2 1
-(1 - V 5t20( - cos 9/1 - - )
4 2 2

3 ['f5 3 3
+on[5Pocos9/1 -3Y5ho(-3cOS 9/1- 2cos 9/1 »)

+20/l/3nY .psin9/1 (~Po - ~fft3O(5COS29/1 -I))) (A.36)

!(1 - v'5t20(~ cos29/1 - !J
422

3 ['f5] 3
+oO[5Pocos9/1 - 3Y5t3O(-3coS 9/1- icos 9/1)]

_ 20/l,nX . psin 9/1 [~Pll - ~fft3O(5 cos29/1 - I))) (A.35)

I(9/1'Y'p)

I(9/1,X .p)
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I(A 'p)

I(X . P)

I(Y .p)

1i( 1 + 0/loS cos 9p )

1 1f •
i(l- 4a /l%'Y:;:X .p)

1 1f .
i(1+ "4°/1 %f3sY . p)

(A.37)

(A.38)

(A.39)

d~,.. = (-I)"-"·d:..,_..

D~'m = (-1 )m-m'D:~'_m

D;",..(R- ' ) =D~"",(R)

The results for the case j = ~ are:

I(A .P)

I(X .p)

I(Y . p)

1
i(1 + 0'/100 cos9p )

1 31f '. 5 If-[1- -O/l'YoX . p(Po - - -t3O)J
2 10 16 5

1 31f '. 5 If-[I + -O/l/3nY . p(Po - - -t3O)J
2 10 16 5

(A.40)

(A.41)

(A.42)

A useful relationship between the spherical harmonics and the rotation matrices [37)

D~o(q,,9,O) =J2;: IYL..(9,<p)

In deriving the formulas for the vector polarization and the angular distribution pro­

jections, the J = ! rotation matrices can be used to rewrite the axis-vectors. First

note that for J = 1, the D!..,.. 's reduce to:

D;. . 1 + cos9) Dlje-'¢( --2- , I ei¢( 1+ cos9
-2 )
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The appropriate sphericaJ angle terms can be related to the rotation matrices as follows:

DI_I= e- i.( 1 - ;OS /I)

D~l1 = e'.( 1- ;os/l)

DAI =(sin /I)
Vi

DI. _ i.( I - cos/l
, I-I - e --2--)

, D~'l1 =e- i.( I - cos /I)
2

From a table of Clebsch-Gordon coefficients it is easy to show that:

n~ = {T n~ = {T
00 V4; 10 V4;
~ {T ~ [I

n& =V4; nlo=VW;;
nl =_ {T n~=- [9

'Xl V4i V2rhi
.... i(Dh D I DI Dlo)-SID",,, =2 11- 11+ -11- -11

C08tP" = ~(Dli +DII +D~11 +D~'Il)

costP" cos /I" = ~(Dli - D~'11 + DII - D~Il)

sintP" cos/l" = ~(DII - Dli + D~l1 - D~'ll)

- sin /I" =-ViDAl

(JJm - m I OO) = {-I)J-m V2J~ 1

Other relations useful in manipulating the normalization terms are:

1 1 1 fi+l rr:-
{2 L±20 I J'±2} = V2"L+i6J.L+~±V 2L+i6J,L-~

(_I)J-k{JJm - k I LM) = {-I)L{LJMk I Jm}V
2L + II
21+

(A.46)

(A.47)

(A.48)

A.ll The Normalization Constants nlo
A.12 Properties of the tLm Spherical Harmonics

It should be noted that nio = nio since Clebsch-Gordon coefficients are real. The fact

that the nLD's are real is consistent with the concept of a normalization constant. In

the case of L = 1 a useful formula is [33J

nil = 2J + 1 J
VL(L + 1) nLolh.odd

and it is easily shown that with this definition

We can define another normalization constant

nil =(-1)J-~ V2J +1 {JJ!! ILl}
411' 22

f2J+l
ILm =V2L+iqLm ,

where the normalization is chosen so that 100 = I. Since the tLm's are spherical tensors,

11m =(-1 )-mIL_m'

they aJso have the property

The ILm'S are defined to be

The vector polarization can be written in terms of the tLm'S as follows;

l(i"+l
p. = ViV-Y--J-(tl-1 -til)

ifJ"+!
p. = ViV -Y--J-(t l - I +tl1)

p·=t~lllO

(A.45)

3J I
4lr(J+I)2Jnic =

The normalization constant nio is defined as

nio =(-I)J-~V2J + I{JJ! _! I LO)
411' 2 2

I I I I • • I I I • •
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