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Abstract

This thesis presents a search for resonant production of top-antitop quark pairs in final
states containing at least one electron or muon. A number of beyond the standard model
(BSM) theories incorporate a specific role for the top quark, resulting in resonances that
preferentially decay to tt̄ pairs. The data sample analysed corresponds to an integrated lu-
minosity of 2.05 fb−1 recorded during 2011 using the ATLAS detector at the Large Hadron
Collider. The proton-proton centre-of-mass energy was 7 TeV.

The search is tailored towards heavy resonances at the TeV-scale which therefore de-
cay to top quarks with high transverse momentum. Large hadronic jets are used to re-
construct the energy carried by the hadrons and the substructure of these jets is studied
in order to identify hadronically decaying top quarks. The reconstruction can therefore
proceed even if the decay products of the top quark are highly collimated. This study
represents the first use of jet substructure techniques in a search for tt̄ resonances using
hadron-hadron collision data.

The invariant mass of the reconstructed tt̄ pair is used to test compatibility of the data
with the standard model prediction. No evidence for tt̄ resonances is found. Upper limits
are derived on the production cross-section times branching ratio for narrow and wide
resonant states, at the 95 % credibility level. An upper limit of 0.61 (0.65) pb is set for a
narrow (wide) resonance with a mass of 1 TeV. Two specific BSM models are excluded
within certain mass ranges: the narrow leptophobic Z ′ boson with mass 600 – 1150 GeV
and the wide Kaluza-Klein gluon with a mass below 1.5 TeV. These results represent a
significant improvement on those of previous searches performed at the ATLAS experi-
ment, which did not use jet substructure techniques.

In addition, the possibility of using jets which decrease in size as their transverse mo-
mentum increases is investigated using simulated data. The yield of events due to res-
onant tt̄ production increases by approximately 20 % compared to when using jets of
fixed size. Furthermore, the resolution of the invariant mass of the reconstructed tt̄ pair
is found to improve by almost one fifth. It is recommended that a calibration scheme be
developed for these variable-sized jets, so that their potential to improve the sensitivity
to tt̄ resonances can be investigated further.
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Preface

The hardware and software of the ATLAS experiment has been developed by many thou-
sands of physicists, engineers, technicians and software developers; the current mem-
bership stands at around 3,000. It is natural, therefore, that the foundations of the work
documented in this thesis contain significant contributions from past and present col-
leagues in the collaboration. However, there are a number of sections to which the author
of this thesis has made a leading contribution; these are listed below.

The search for tt̄ resonances included in this thesis has been published in the Journal
of High Energy Physics [1] with additional material contained in an ATLAS collaboration
internal document [2]. Any figures in this thesis labelled with “ATLAS”, “ATLAS simula-
tion”, “ATLAS preliminary” or “ATLAS internal” have been produced by the collabora-
tion as a whole. Figures in the first two categories have featured in a refereed publication;
those labelled with preliminary have been approved by the collaboration but did not fea-
ture in a refereed publication. “Internal” figures have been circulated to the collaboration
but have not been presented to a public audience. Any figure without one of these labels
has been produced by the author of this thesis.

• The author co-ordinated the production of all ntuples needed for the search; this in-
cluded over 100 datasets of simulated data and over 300 of collision data. Significant
preparatory work had to be carried out for this, including adaption of the ntuple-
production software to make it compatible with the infrastructure of the LHC com-
puting grid. The output of the software also had to be validated to ensure that it
was consistent with the software that produces the ATLAS top group’s ntuples.

• The author was one of three people in the analysis team to write their own software
for the selection of potential signal events and for the tt̄ reconstruction. Hence, the
graph of signal selection efficiency (Figure 4.8) included in [1] was produced by
the author and the histograms comparing the data with the background prediction
(Chapters 4 and 6) are equivalent to those presented in [1] and [2].

• The author carried out all studies into the effect of raising the transverse momentum
threshold on the hadronic top candidate (Chapter 4).

• The impact of systematic uncertainties, related to muons, on the final result of Chap-
ter 6 was determined by the author.

• W+jets background: the data-driven normalisation of the estimation using Monte
Carlo (MC) simulation was performed by the author. The uncertainty on the shape
of the tt̄ invariant mass distribution due to systematics associated with the W+jets
prediction was also estimated by the author.

• The studies of variable-R jets of Chapter 7 are entirely the author’s own work.
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Introduction

The field of particle physics has an incredibly successful history. Through the work of

scientists and engineers around the world, we have the standard model which encom-

passes all known fundamental particles and the interactions between them. It has sur-

vived rigorous testing to an extremely high degree of precision. However, a number of

observations indicate that it fails to provide a complete description of the universe. In

parallel with the development of the standard model, additional theories have been pro-

posed to explain these observations, collectively known as beyond the standard model

(BSM) theories. A succession of increasingly energetic particle colliders has been built in

order to test the standard model and to gain evidence of the validity of BSM theories. The

Tevatron at Fermilab was the first to operate with a centre-of-mass energy of the colliding

particles at the TeV-scale1 and enabled a multitude of searches for BSM phenomena to be

carried out. Despite this, the proposed new particles remain elusive.

This thesis describes work carried out to search for BSM phenomena using data from

CERN’s Large Hadron Collider, collected by the ATLAS detector. These impressive ma-

chines represent some of the greatest technological prowess ever known. The centre-of-

mass energy of LHC collisions will eventually be over seven times that achieved at the

Tevatron; the integrated luminosity in the first phase of data-taking will be a factor of

thirty greater. Chapter 2 contains a concise description of the collider followed by an ac-

count of the ATLAS detector. Chapter 3 then goes on to discuss the processes used to

reconstruct detector signals into objects that can be associated with subatomic particles,

1Natural units are used throughout this thesis i.e. ~ = c = 1.
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Introduction 2

which form the basic components of the search.

A huge plethora of final states are predicted in the various BSM scenarios; this study

concentrates on that composed of a top and an antitop quark. The driving motivation

is that the standard model does not explain why the top mass is so extreme, at a level

of two orders of magnitude greater than the next heaviest quark. The void caused by

the absence of explanation has naturally been filled with a number of BSM theories in

which the top quark has a prominent role. Two specific theories are explored further in

Chapter 1, which both encompass heavy resonant states predominantly decaying to a

tt̄ pair. Focus is placed on these two models in order to aid comparison with previous

similar searches. However, a major principle of this, and similar, BSM searches is to

maintain a generalist strategy and avoid over-emphasis on one particular theory. BSM

theories provide inspiration and motivation to the experimental community but should

not lead to a single-minded approach whilst they remain unproven.

The topology of the top quark decay is naturally dependent on the transverse momen-

tum, or boost, of the parent particle. Top quarks produced at rest will have well-separated

or easily “resolved” decay products. As the level of boost increases, these decay products

become increasingly more collimated until they occupy the same region of the detector.

Previous top quark reconstruction strategies were only applicable to the resolved case and

therefore incapable of handling any significant degree of merging of the decay products.

There was no great drive for a solution to this issue at the Tevatron, which had a relatively

low centre-of-mass energy compared to the LHC. However, the lack of a boosted strategy

at the LHC would severely limit the sensitivity to heavy resonances at the TeV-scale and

above.

This thesis details the development of two substantially different strategies to recon-

struct boosted top quarks at the ATLAS experiment. The first involves reconstruction of

the hadronically decaying top quark as a single hadronic jet and the use of substructure

techniques to preferentially identify jets containing top quark decays. Furthermore, this

strategy is then applied for the first time to a tt̄ resonance search using data collected by
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the ATLAS detector. Chapter 4 details these techniques for reconstructing boosted top

quark decays using jet substructure methods. Chapter 5 discusses the methods used to

estimate the backgrounds to this search, with a particular focus on W boson production

in association with jets. The final result of the search is presented in Chapter 6.

The second technique for the reconstruction of boosted top quarks proposes an inher-

ently different approach. All published tt̄ searches to date have employed jets of fixed

size. In Chapter 7, “variable-R” jets are used in the reconstruction, which shrink in size

as the boost of the parent top increases. The aim is to maintain the resolved topology

by allowing these variable-R jets to become closer together before merging into a single

jet. This thesis details the first application of variable-R jets to tt̄ resonance searches. It

is shown that the resolution of the reconstructed tt̄ invariant mass distribution can be

improved when using variable-R jets as opposed to conventional jets of fixed size.



Chapter 1

Theoretical background and motivation

for this search

1.1 A summarised history of particle physics

At the start of the 20th century, the subatomic world was unexplored territory. John Dalton

had proposed an atomic theory to explain the ability of evaporated water to exist within

air as early as 1803 [3]. However, the theory did not seek to explain what the atoms might

be composed of, nor why different elements contained different types of atoms. The first

valid explanation of atomic structure, as a minute positively charged nucleus surrounded

by electrons, was proposed by Rutherford in 1909 [4]. Bohr revised this model in 1913 to

include the necessary idea of quantised energy levels for the electrons [5].

A great deal of activity then ensued in the field of quantum mechanics and the newly

created field of elementary particle physics. By the outbreak of the second world war, the

grounding principles of the former were essentially laid out, although relativistic quan-

tum field theories would be required to explain the non-conservation of particle number,

for instance. Searches for fundamental particles had also borne many fruits: the positron

was discovered in 1931 [6] and the neutron soon after, in 1932 [7]. The positron discov-

4



1.1 A summarised history of particle physics 5

ery was a fine example of an improbable, but highly motivated, particle proposed by an

eloquent hypothesis: Dirac’s formulation of relativistic quantum mechanics [8]. The ge-

nius of both Dirac and Fermi led to the development of Fermi’s golden rule [9], which

enables calculation of the transition rate between states, given the matrix element for the

interaction and the density of final states.

Although much light had been shed on atomic structure and quantum behaviour at

the femtoscopic scale, there were a number of observations whose explanation lay unex-

posed to the light of scientific investigation. In particular, Fermi’s theory of beta decay

successfully predicted the lifetime of the decay and the energy spectrum of the resulting

electrons. However, in this theory unitarity is violated when the centre-of-mass energy

exceeds ≈ 300 GeV[10].

Suspicions that all pieces of the jigsaw were not yet in place were soon confirmed

when the neutral kaon was discovered in 1947 by Rochester and Butler [11]. In the sub-

sequent ten years, a slew of new particles was discovered in cosmic rays and then stud-

ied in detail at the first man-made particle accelerator at the GeV-scale: Brookhaven’s

cosmotron [12]. Their discovery was unexpected and threw up surprising observations:

many of the new particles had a decay time that was thirteen orders of magnitude greater

than their production time, leading to the collective classification of strange.

A key idea which helped tremendously in categorising the components of the new

“particle zoo” was that of quarks [13, 14, 15]. These were proposed to be fundamental

particles which, when combined with two other quarks or an antiquark, made up all the

baryons and mesons discovered in the previous decades. A discussion of quarks is left

until the following section, however it is important to note that the collection of observed

hadrons is perfectly described by this initial model of three quarks and three antiquarks,

with no discrepancy observed to date.
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1.2 The standard model of Particle Physics

The standard model (SM) is a quantum field theory concerning all known fundamental

particles and three of the four interactions between them; an introductory review is pre-

sented in [16]. The first stage of its development can be considered to be the unification of

the electromagnetic and weak forces by Glashow, Salam and Weinberg [17, 18, 19]. This

required the existence of intermediate spin-1 bosons to propagate the weak force. Wein-

berg further predicted their masses to be at least 40 GeV and 80 GeV. The success of this

unified theory was confirmed in 1983 with the discovery of the W± and Z bosons, by the

UA1 and UA2 experiments at CERN [20, 21, 22, 23].

A mechanism for generating the masses of not only these electroweak bosons, but all

known particles, was proposed in 1964 by Brout and Englert [24], Higgs [25, 26], and

Guralnik, Hagen and Kibble [27]. This involved the introduction of a complex dou-

blet of scalar fields, resulting in a Lagrangian where the electroweak interaction remains

invariant under SU(2) × U(1) gauge symmetry but the ground state described by the

Lagrangian loses its invariance. That is, the field acquires a vacuum expectation value

(VEV), equal to 246 GeV. This is known as spontaneous symmetry breaking because there

is no external force causing the symmetry to be broken. The result is a massive gauge

field (the Higgs field) and a single massive scalar: the Higgs boson. A full description of

the Higgs mechanism of electroweak symmetry breaking is presented in [28].

On 4 July 2012, the ATLAS and CMS experiments at CERN announced the results

of independent searches for this particle. Both found evidence for the production of a

neutral boson with a mass of around 126 GeV. The first publications [29, 30] after this

date demonstrated a significance of at least 5.9 and 5.0 standard deviations respectively.

As of December 2012, the ATLAS experiment has measured the mass of this “Higgs-like”

boson to be 125.2± 0.3 (stat.)± 0.6 (sys.) GeV [31]. Furthermore, no significant deviations

have been found in the couplings of this boson to the standard model particles [32]. Many

more detailed studies, such as measurements of the spin, parity and couplings to SM
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particles, will be required to confirm if this is indeed the standard model Higgs boson.

The SM as it stands today incorporates five spin-1 bosons which propagate three

forces: the W+, W− and Z bosons of the weak force; the massless photon γ of the elec-

tromagnetic force; and an octet of massless coloured gluons which propagate the strong

force.

The constituents of matter are the twelve fundamental spin-1/2 fermions, categorised

by the forces through which they interact. There are six leptons, divided into three gen-

erations, which are subject to the weak force, but not the strong force. These include

the electron e, muon µ and tau τ lepton which all have charge −1, together with their

corresponding neutrinos (νe, νµ and ντ ). The neutrinos are chargeless and have a very

small but, crucially, non-zero mass [33, 34]. Like the electron-positron pairing, all lep-

tons have an antimatter partner of opposite charge but equal mass. There are also six

quarks, similarly divided: up, charm, top, down, strange and bottom (u, c, t, d, s, b). The

first three have charge + 2/3 and are referred to as up-type; the latter three are down-type

with charge − 1/3. The non-zero electromagnetic charge means that quarks experience

the electromagnetic force. However, they also carry a colour charge and are therefore sub-

ject to the strong force. Each (anti)quark can have one of three types of colour: (anti)red,

(anti)blue or (anti)green.

When the quark model was formulated, only the up, down and strange quarks were

proposed, along with the antiquarks ū, d̄ and s̄. The fourth quark to be discovered, charm,

was proposed by Glashow, Iliopolous and Maiani in 1970 [35] as a means of suppressing

flavour-changing neutral currents such as that involved in the decay K0 → µ+µ−. Evi-

dence for charm was subsequently provided in 1974 by means of the observation of the

cc̄ bound state, J/ψ [36, 37]. This was another striking example, similar to the positron

discovery, of theory providing a strong argument for a particle, followed by its subse-

quent discovery. Two quark generations were expanded to three in 1977, with the first

observation of the bottom quark in a bb̄ bound state, known as the upsilon [38].

Figure 1.1 lists all the fundamental particles of the SM, including their masses; a key
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Figure 1.1: Constituent particles of the standard model: quarks, leptons and gauge
bosons. The masses of the particles are also shown, taken from [39]. The existence of
the SM Higgs boson is yet to be confirmed (see text).

feature is the extremely wide range of fermion masses. This situation was made even

more extreme in 1995, when the top quark was discovered at the Tevatron pp̄ collider

[40, 41]. The current value of its mass stands at 173.5± 0.6± 0.8 GeV [39], almost equal to

that of heavy metal nuclei such as gold and platinum.

The mass of each fermion is generated via its specific coupling to the Higgs field. This

Yukawa coupling is quantified as follows:

mf = yi
v√
2

(1.1)

where mf is the mass of the fermion in question, yi is the Yukawa coupling constant for

quark i, and v is the VEV of the Higgs field.

Figure 1.2 displays the Yukawa couplings for the quarks and the charged leptons; the

top quark has a coupling that is almost six orders of magnitude greater than that for

the electron. This striking observation of diverse couplings has no explanation within the

standard model.
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Figure 1.2: Yukawa couplings of the quarks and charged leptons, taken from [42]. This
hierarchy of couplings, dominated by the top quark, has no explanation within the stan-
dard model.

A viewpoint which is of utmost relevance to the top quark was put forward by Quigg [42]:

“The Yukawa couplings that produce the observed quark and charged-lepton masses

range over many orders of magnitude. Their origin is unknown. In an important sense,

therefore, all fermion masses involve physics beyond the standard model.1” As a natural exten-

sion of this position, a key method for searching for such beyond the standard model (BSM)

phenomena would be via their coupling to the top quark. This idea forms the driving mo-

tivation for this search for heavy resonances resulting from BSM processes, which decay

to pairs of top quarks. Prior to a detailed discussion of BSM phenomena, the production

and decay of top quarks within the standard model will first be described.

1.2.1 Pair production of top quarks

Pairs of top and antitop quarks (tt̄) can be produced copiously at the LHC via the strong

interaction. For example, when the centre-of-mass energy is 7 TeV, a pair is produced

approximately every second. The top quark width, Γt = 2.0 +0.7
−0.6 GeV [39], is far in excess

of the parameter ΛQCD = 261 (17) (26) MeV, where the first number in brackets is the

statistical error and the second is due to systematic uncertainties [43]. The dynamics

1The italics are part of the original quote, taken from [42].
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(a) qq̄ → tt̄ (b) Three subprocesses for gg → tt̄

Figure 1.3: Feynman diagrams for leading order standard model tt̄ production processes,
via (a) quark and antiquark annihilation (qq̄ → tt̄) and (b) gluon-gluon fusion (gg → tt̄).

of the top quark can therefore be described by perturbative quantum chromodynamics

(QCD) [44]. Specifically, the cross-section is calculable as a perturbation series in the QCD

coupling constant αs, evaluated at the mass of the quark. At leading order, i.e. including

O(α2
S) terms, there are two possible production processes whose corresponding Feynman

diagrams are shown in Figure 1.3.

The dominant process depends on the types of colliding hadrons and the centre-of-

mass energy
√
s at which the collider operates. These two factors crucially determine

the probability of finding a parton i carrying a fraction x of its parent hadron’s momen-

tum p. This probability is also known as the parton distribution function (PDF). PDFs

are extracted from data and evolved to other kinematic scales using the DGLAP equa-

tions; a comprehensive description of this procedure can be found in [45]. The PDFs at a

momentum transfer scale Q2 relevant to the top quark mass of 173.5 GeV, are shown in

Figure 1.4(a).

In order to determine the x values pertaining to tt̄ production, it is illuminating to refer

to a plot of the parton kinematics, such as that displayed in Figure 1.4(b) for
√
s = 7 TeV

at the LHC [47]. Production of a tt̄ pair at rest at a central rapidity,2 for example, requires

two colliding partons with x values of ≈ 0.06. This is denoted by the red dotted lines

on the figure. Referring back to the PDFs, one can see that the probability of finding

2The rapidity is defined as y = 1
2 ln

(
E+pz

E−pz

)
, where pz is the momentum of the outgoing particle in the

direction of the colliding particles and E is the energy of the particle [39]. A discussion of rapidity and the
related quantity pseudorapidity, can be found in Section 2.2.1.
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Figure 1.4: Parton distribution functions (a), from the MSTW 2008 NNLO set, at a mo-
mentum transfer scale Q2 consistent with the threshold for tt̄ production. The fraction x
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axis, with the probability density multiplied by x on the y-axis. The PDF for the gluons
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of [46]. Parton kinematics for the

√
s = 7 TeV LHC (b), which indicates the x values of the

two colliding hadrons required for production of states of mass M (thin blue horizontal
dashed lines) at a rapidity y (thin blue diagonal dashed lines). The thick red dotted lines
represent the production of a tt̄ at rest. Courtesy of W. J. Stirling [47].

gluons with these x values dominates more than tenfold over the probability of finding a

ū quark or a d̄ quark, required for qq̄ annihilation. This results in approximately 80 % of

SM tt̄ production arising from gg fusion at
√
s = 7 TeV.

A theoretical calculation of the cross-section for tt̄ production at next-to-leading or-

der (NLO), that is, including radiative corrections and hence with terms of order O(α3
S),

was first carried out thirty years ago [48]. However, cross-section measurements at the

ATLAS and CMS experiments [49] have been achieved with an extremely high degree of

precision (≈ 6 %) and are predicted to fall to below 5 % [50]. Therefore a next-to-next-to-

leading order (NNLO, including O(α4
S) terms) calculation is necessary in order to reduce

the theoretical uncertainties. Furthermore, as will be discussed in subsequent sections,
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BSM searches have a very small cross-section relative to SM processes; the SM cross-

sections must therefore be estimated with a high degree of precision. This is particularly

true for tt̄ production which is the dominant background process in the search detailed

in this thesis. The impact of the current level of the SM tt̄ cross-section uncertainty on the

final result of this search is investigated in Section 6.2.

The cross-section for the interaction between two hadrons h1 and h2 producing a

tt̄ pair is obtained from the convolution of the parton-level cross-section σ̂ij with the par-

ton luminosities Lij :

σh1h2→tt̄(S,mt) =
∑
i,j

∫ S

4m2
t

dsLij(s, S, µf ) σ̂ij(s,mt, αs(µr), µf ), (1.2a)

where

Lij(s, S, µf ) =
1

S

∫ S

s

dŝ

ŝ
f i

h1

(
ŝ

S
, µf

)
f j

h2

(
ŝ

S
, µf

)
. (1.2b)

In the above equations, taken from [51], S denotes the (hadron-level) centre-of-mass

energy squared, ŝ is the square of the centre-of-mass energy of the colliding partons,

mt is the top quark mass, µr(µf ) denotes the renormalisation (factorisation) scale,3 and

f i
hk

(x, µf ) are the PDFs for the parton i in the hadron hk. HATHOR, the HAdronic Top

and Heavy quarks crOss section calculatoR [51], is used to calculate the value of the total

NNLO cross-section, σ = 165 pb, used in this thesis.

The factorisation of the expression for the hadron-level cross-section in order to have

a separate parton luminosity function is useful because the latter contains all the depen-

dence on energy. The result is that σ̂ is a dimensionless factor which approximately de-

pends solely on the couplings between the partons. The rapidly falling parton luminosi-

ties for gg and qq̄ pairs, as a function of the mass of the intermediate state MX , is illus-

trated in Figure 1.2.1. The tenfold dominance of gluon pairs at the energy scale relevant

3The renormalisation scale (µr) is the energy scale at which renormalisation takes place, that is, the
procedure to handle ultraviolet divergences in the calculation of amplitudes. The factorisation scale (µf )
determines whether gluon radiation in the initial state is incorporated in the calculation of the parton dis-
tribution functions or the parton-level cross-section. For further details, see [52].



1.2 The standard model of Particle Physics 13

for tt̄ production, discussed above, is demonstrated again here.
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s = 7 TeV, as a function

of the mass of the intermediate state MX . Gluon pairs are dominant for the production of
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1.2.2 Single production of top quarks

Top quarks can also be produced singly within the standard model; this process is com-

monly referred to as single top production. It proceeds via the weak rather than the strong

interaction, resulting in a production cross-section that is one to two orders of magni-

tude less than that for tt̄ pair production, depending on the channel. Figure 1.6 dis-

plays Feynman diagrams for all the LO subprocesses. Production in the t-channel has

the largest cross-section, followed by associated-W production. The cross-section values

can be found in Section 2.4.2.

The study of single top production can also be used to search for BSM processes; the
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interested reader is referred to [53]. However, it has a much smaller contribution to the

total background for this search, compared to pair production. Therefore single top pro-

duction will not be discussed in detail here.

(a) (b)

(c)

Figure 1.6: Representative Feynman diagrams for single top production at leading order:
(a) s-channel, (b) t-channel, (c) associated-W production.

1.2.3 Top quark decay channels

Of all the quarks, the top quark is unique in that it decays before hadronising due to its

extremely short lifetime of ≈ 10−25 s. The reason for this can be seen in Equation 1.3 taken

from [54], which shows that the top quark decay width Γt, including first order QCD

radiative corrections, is proportional to its mass raised to the third power:

Γt =
GFm

3
t

8π
√

2
|Vtb|2 (1− x)2 (1 + 2x)

[
1− 2αs

3π
· f(x)

]
(1.3)

where x = (MW/mt)
2 and f(x) = 2π2/3− 2.5− 3x+ 4.5x2 − 3x2 ln(x).

The decay t → b + W+ dominates over both t → d + W+ and t → s + W+ due to

the relative magnitudes of the complex terms Vtb, Vtd and Vts in the CKM matrix [39],

displayed in Equation 1.4. All three decays are possible because the weak interaction
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couples not to the quark mass eigenstates (e.g. d, s, b) but to linear combinations of them.

The decays involving d and s quarks have a much smaller probability than that involving

the d quark, therefore only the Vtb term features in the calculation of Γt. Indeed, the ratio

of the partial width Γ(t → b +W ) and the full width Γt, known as the branching ratio, is

0.91 ± 0.04 [39]. As a corollary, the decay t̄→ b̄+W− also dominates for antitops.


| Vud |= 0.97425± 0.00022 | Vus |= 0.2252± 0.0009 | Vub |= (4.15± 0.49)× 10−3

| Vcd |= 0.230± 0.011 | Vcs |= 1.006± 0.023 | Vcb |= (40.9± 1.1)× 10−3

| Vtd |= (8.4± 0.6)× 10−3 | Vts |= (42.9± 2.6)× 10−3 | Vtb |= 0.89± 0.07


(1.4)

The W bosons produced in the decays are real because the top quark mass mt exceeds

the combined masses of the b-quark and the W boson. Both W bosons subsequently

decay to a fermion and an antifermion, which will then hadronise in the case of quarks.

The specific decay mode characterises the final state of the tt̄ system as fully hadronic,

lepton+jets or dileptonic. The full process in each case is as follows:

1. tt̄→W+b W−b̄→ qq̄′b q′′q̄′′′b̄

2. tt̄→W+b W−b̄→ qq̄′b lν̄lb̄ or l̄νlb qq̄
′b̄

3. tt̄→W+b W−b̄→ l̄νlb l
′ν̄l′ b̄

The fully hadronic and lepton+jets channels dominate more than fourfold over the

dileptonic channel as can be seen from the branching ratios (BR) for the W boson decay

channels, taken from [39]:

• BR (W → eνe) = 10.75± 0.13

• BR (W → µνµ) = 10.57± 0.15

• BR (W → τντ ) = 11.25± 0.20

• BR (W → hadrons) = 67.60± 0.27
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The reason for this dominance becomes apparent when considering two facts. First,

the hadronic final states are made up of the following six pairs of quarks: ud̄, us̄, ub̄, cd̄,

cs̄, cb̄ (the top quark is absent since mt > mW ). Secondly, each quark can exist in one of

three coloured states, resulting in an enhanced decay width by a factor of three compared

to the leptonic channels.

The relatively large τ -lepton mass of 1.78 GeV [39] enables a decay into a final state

containing hadrons as well as solely leptons. This presents experimental challenges to

their identification and hence this decay channel is not specifically accounted for in the

analysis presented here, as explained in Chapter 3.

The momentum with which the top quarks are produced will have a significant effect

on the relative separations of their decay products. It is vital to adapt existing experi-

mental techniques in order to handle the decays of tops quarks with a large momentum

relative to their mass. The development and application of these techniques is a major

component of this thesis and is discussed in detail in Chapter 4.

1.3 Beyond the standard model and the role of the top quark

The standard model is an extremely successful theory concerning the interactions be-

tween the fundamental particles; indeed between all fundamental particles that compose

the entirety of the matter observed in the universe. It has a number of triumphs to its

name, including a prediction of the top quark mass consistent with observation [42],

shortly prior to its discovery. This was possible because the top quark dominates loop

diagrams which contribute to electroweak precision observables. There is also a high de-

gree of internal consistency between the measured and predicted values of some twenty

parameters [55].

However, the theory does not incorporate gravity and fails to explain a number of key

observations. First, there is an inconsistency between the amount of matter which inter-
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acts electromagnetically and that which exerts large scale gravitational effects as observed

in galactic rotation curves [56] and cluster mergers [57]. This leads to the proposition of

dark matter which experiences gravity but not the electromagnetic force or strong forces.

The candidates for dark matter must lie beyond the standard model; the only viable SM

candidate are the neutrinos, but these are ruled out by being insufficiently abundant and

the fact of being relativistic particles [58].

There is also a preponderance of matter over antimatter in all regions of the observed

universe, implying that when the temperature of the universe exceeded (O)(GeV), the

level of asymmetry between baryons and antibaryons was ≈ 10−8 [59]. In 1967, Sakharov

proposed that a mechanism for CP violation is required to explain this observation [60].

There is indeed a complex phase incorporated into the CKM matrix of the standard

model, however, the resulting effect is far too small to explain the observed matter-

antimatter asymmetry. Therefore it is believed that an additional mechanism for CP vi-

olation lies outside of the SM [59]. Finally, a relatively recent measurement was made

at CERN’s LEP collider of the forward-backward asymmetry of b-quark production at a

centre-of-mass energy equivalent to the pole mass of the Z boson. The measurement was

found to deviate from the SM prediction by 2.8 σ [61].

These observations indicate that the standard model does not provide a complete ex-

planation of the universe. The top quark may provide a window onto possible BSM

processes due to the large and unexplained value of its mass. It is therefore vital to per-

form precision measurements of the top quark’s properties. An excellent review of these

measurements performed at the Tevatron is provided in [62], and results from the LHC

are available in [63, 64].

In essence, the measurements of almost all of the top quark’s properties have been

found to be consistent with their SM prediction. The exception to this is the forward-

backward asymmetry in tt̄ pair production via qq̄ annihilation. This describes the direc-

tions with which the top and antitop quarks emerge from the production process, relative

to the directions of the initial quark and antiquark. There is no asymmetry predicted
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within QCD at leading order. However, at next-to-leading order, an asymmetry is pre-

dicted due to radiative corrections to quark and antiquark annihilation processes [65].

Perturbative QCD predicts that the top quark is preferentially emitted in the direction of

the incoming quark and the antitop quark in the direction of the incoming antiquark [65].

Both CDF and D0 produced measurements which exceeded the SM prediction at NLO by

approximately 2 σ [66, 67].

The initial state at the LHC pp collider is symmetric and therefore the above asym-

metry, in terms of the directions of the initial quark and antiquark, cannot be assessed.

However, an alternative measure of asymmetry can be used, the source of which is still

qq̄ annihilation. In this case, it arises because the valence quarks carry, on average, a larger

momentum than the antiquarks in the sea. The top quarks, which are preferentially emit-

ted in the same direction as the incoming quark, are therefore boosted into either the

forward or backward directions while the antiquarks are emitted more centrally. The

most recent measurements from both ATLAS and CMS disfavour large deviations from

the SM prediction [68, 69]. However, this asymmetry effect is predicted to be around an

order of magnitude smaller at the LHC than at the Tevatron because of the dominance of

the gg production mode over qq̄ annihilation. A larger dataset will therefore need to be

analysed in order to exclude specific BSM scenarios.

Evidence of BSM processes connected to top quarks can be searched for in another

key way, besides measurement of the quark’s properties. Namely, by identification of

resonant production of heavy particles which predominantly decay to pairs of top quarks.

The search for such tt̄ resonances is the subject of this thesis. This search is motivated

by any BSM theory with an enhanced coupling to top quarks; it is not tailored to any

particular model or subsequent decay signature. That is, the search is designed to be

model-independent to as great an extent as possible. However, benchmark models are used

to quantify the sensitivity of such searches and facilitate comparison between them. Two

models are used due to their very different widths (Γ/m); they are discussed in turn

below.



1.3 Beyond the standard model and the role of the top quark 19

1.3.1 Benchmark model A: the leptophobic topcolor Z ′ boson

The model of a leptophobic topcolor Z ′ boson is chosen primarily because it has a nar-

row width, much smaller than the experimental resolution.4 The specific width chosen

for the search discussed in this thesis, and at all searches by the ATLAS, CDF and D0

collaborations to date (see, for example, [71, 72, 73]), is 1.2 % of the Z ′ mass.5

The topcolor Z ′ boson arises from a mechanism for EWSB via a strong interaction,

known as topcolor-assisted technicolor (TC2) [75]. The original manifestation of techni-

color was proposed over 30 years ago by Weinberg [76] and Susskind [77]. It involved a

new gauge theory incorporating gluons, which provided the longitudinal modes of the

W and Z bosons, thereby endowing them with mass. TC2 was developed because the

original technicolor predicted massless quarks.

The recent compelling evidence for the Higgs boson indicates that EWSB is explained

not by technicolor but by the Higgs mechanism. Although it has recently been proposed

that a model similar to technicolor could underlie the Higgs mechanism [78]. The use

of this topcolor Z ′ boson as a benchmark model continues regardless of the validity, or

otherwise, of technicolor. It is pursued specifically because it is a very narrow resonance,

meaning that the upper limits which are determined on its production cross-section times

branching ratio to tt̄ (σ × BR(→ tt̄)) are valid for any resonance whose width is narrower

than the experimental resolution.

There are four variants of the topcolor Z ′, discussed in [79]. The benchmark chosen in

this search is Model IV, a leptophobic, topophyllic boson. This specific Z ′ model would

therefore be first observed via its decay to top quarks rather than via the dileptonic decay

mode, which has fewer background processes and is usually the favoured search channel

for similar BSM resonances. The specific form of the Lagrangian and the partial width for

the decays to tt̄, uū and dd̄ are stated in Section 3(B) of [79].

4The measurement of the experimental resolution depends on the method of reconstructing the tt̄ sys-
tem. However, it is considered to be approximately 6 – 12 % of the resonance mass [70].

5The CMS collaboration use an alternative width, of 10 % [74]. Such a large width is not precluded,
however it can then no longer then be used as a benchmark narrow resonance.
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1.3.2 Benchmark model B: the Kaluza-Klein gluon

The second benchmark model, the Kaluza-Klein gluon (KK-gluon or gKK), arises from a

theory of extra dimensions. This particular model has a relatively large width, Γ/m =

15.3 %. Theories of extra dimensions were first proposed by Arkani, Dimopoulos and

Dvali in 1998 [80] to solve the hierarchy problem. That is, the fact that the energy scale

of weak interactions is around 1033 times higher than that for gravitational interactions.

In this “ADD model”, the observed weakness of gravity is proposed to be due to there

being n additional dimensions to the four common space-time ones; only the propagators

of gravity being permitted to enter this “bulk”. With a suitable choice for n, such as 2,

the gravitational scale can be permitted to be of the order of the weak scale at distances

smaller than those yet probed, without affecting the observed gravitational interaction in

everyday phenomena.

The specific Kaluza-Klein gluon considered here is part of the set of Randall-Sundrum

theories of extra dimensions [81, 82]. These were proposed in response to a problem in

the ADD theory: the relatively large volume of the bulk (Vn) led to a hierarchy between

the weak scale and the compactification scale, 1/V
1/n
n . The RS scenario explains the hier-

archy between the weak and gravitational interactions by means of a single, warped extra

dimension which is much smaller than the ADD extra dimensions. The particular RS sce-

nario (RS2) [83] which gives rise to this benchmark model allows all SM fermions and

gauge bosons to propagate in the bulk. Notably, this scenario can explain the hierarchy

of fermion masses.

A consequence of particles being located in a dimension of finite size is that they take

on a spectrum of mass states, known as a Kaluza-Klein tower. The size of the warped

extra dimension is sufficiently small that the states are of discrete mass. This is not the

case for the ADD scenario, in which the extra dimensions are large enough that the mass

states are effectively continuous.

The KK-gluon is the most strongly coupled of all the KK-states and would therefore
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provide the first evidence for this theory of extra dimensions. Implications for top quark

physics come to the fore because the wavefunction of the KK-gluon is predicted to have

the largest degree of overlap with the top quark, compared to other SM particles. Hence,

the search for tt̄ resonances becomes a key method for exploring evidence of extra dimen-

sions. Furthermore, being a coloured resonance there is no decay via leptonic channels

and therefore the tt̄ decay channel would be central to the discovery of any such resonant

state.

There are however a number of challenges to the detection of the KK-gluon via its

decay to tt̄, which were previously identified in [84]. First, as noted above, its width is

significantly larger than the experimental resolution. This necessitates an increase in the

sensitivity of the search compared to that for a narrow resonance. Secondly, the feature of

being a coloured resonance results in significant interference with SM tt̄ production. For

the couplings of the light quarks to the particular gKK model considered here, the overall

effect of the interference is to cause a narrowing of the peak for a resonance with mass

around the TeV-scale. This is demonstrated in Figure 1.7. These two factors somewhat

reduce the claim of model-independence in the case of a wide resonance, although the

extent of the effect is not investigated here.

1.3.3 Existing constraints from hadron-hadron collider experiments

A consistent choice of benchmark model(s) across experiments allows for a comparison

of current results and a study of their evolution with time. During the formulation of

the search detailed in this thesis, another ATLAS search [71] in the lepton+jets channel

for the same models was carried out using the same 2 fb−1 of data to be analysed in this

thesis. The observed upper limit on σ×BR(→ tt̄) for the Z ′ (gKK) with a mass of 0.5 TeV

was 9.3 (10.1) pb. For a heavier resonance with a mass of 1.3 TeV, the observed upper

limits were 0.95 and 1.6 pb for the Z ′ and gKK respectively. This led to the exclusion of

the leptophobic Z ′ boson with 500 < mZ′ < 880 GeV and of the gKK with mass between

500 GeV and 1.130 TeV, both with the widths stated above. All results are at the 95 %
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SM only

Sum (SM & BSM)
Sum with interference

Figure 1.7: The tt̄ invariant mass distribution, showing the effects of interference, for a
generic spin-1 colour octet with a mass of 1 TeV and the couplings of the Kaluza-Klein
gluon (gKK) implemented in MadGraph [85]. The SM tt̄ continuum is represented by
the shaded histogram (SM only); the sum of SM tt̄ and resonant gKK production, by the
dashed black line (Sum (SM & BSM)). The same sum, with interference effects between
SM and resonant production taken into account, is represented by the continuous red line
(Sum with interference). For the case of the gKK considered here, the peak due to resonant
production becomes narrower if interference is considered. Taken from [84].

credibility level.

The derivation of these limits can be repeated using the SM prediction instead of the

data actually observed. These expected limits can be used to compare methodologies

between different searches since they are less dependent on the nature of the observed

dataset. For this search, the expected upper limit for the Z ′ (gKK) with a mass of 0.5 TeV

was 8.5 (10.3) pb. With a mass of 1.3 TeV, the expected upper limits were 0.62 and 0.90 pb

for the Z ′ and gKK respectively. The expected mass exclusion for the leptophobic Z ′ boson

was 500 < m < 1010 GeV and 500 < m < 1360 GeV for the gKK . The expected upper

limits on σ × BR(→ tt̄) from other experiments, released during the development of the

search presented in this thesis, are as follows:

• From the CDF experiment at the Tevatron, using 4.8 fb−1 of data: 0.4 (0.104) pb for a

Z ′ with mass 0.5 (1.3) TeV, leading to an exclusion of mZ′ < 900 GeV [86].
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• From the D0 experiment at the Tevatron, using 5.3 fb−1 of data: 0.62 (0.07) pb for

mass 0.5 (1.2) TeV, allowing exclusion of the Z ′ with mass below 835 GeV [73].

Neither of the Tevatron experiments choose to set limits on the KK-gluon.

• The CMS experiment at the LHC, using 4.7 fb−1 of data, excluded the leptophobic

Z ′ boson with m < 1.3 TeV and the KK-gluon with m < 1.4 TeV. Specific limits on

σ ×BR(→ tt̄) were not stated [87].

Therefore, the over-riding aim of the search presented in this thesis is to significantly

improve the sensitivity to tt̄ resonances with masses of 1 TeV and above.6

1.4 The use of jets in searches for tt̄ resonances

Top quarks with a large momentum in the plane transverse to the directions of the col-

liding particles7, relative to the top quark mass will result from the decay of particularly

massive resonances. This causes the final decay products to be highly collimated, increas-

ingly so as the momentum, or boost, of the top quark increases. The challenge that this

thesis aims to confront is the adaption of conventional tt̄ resonance search techniques

to handle highly boosted top quarks. A range of novel techniques is available for the

hadronic side of the tt̄ decay and therefore a preliminary discussion of jets is required.

1.4.1 Jet definitions and jet algorithms

Collimated beams of particles result from proton-proton collisions. The partons in these

beams are subject to the strong force, which has the associated coupling constant αs. The

strength of this coupling is a function of the momentum transfer scale of the interactionQ.

As this scale decreases (or, equivalently, as the length scale increases), αs tends towards
6It should be noted that, since the results of this search have been published, the upper limits on the

production cross-section times branching ratio to tt̄ have been greatly improved. The latest results from the
LHC experiments are listed in Section 6.2.

7This definition of momentum is also known as the transverse momentum. The rationale for using quan-
tities defined in the transverse plane is presented in Section 2.2.1.
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infinity. This “running” of αs is illustrated in Figure 1.8. The result is that colour-singlet

hadrons form from the partons emerging from the collision as they become increasingly

spatially separated, in a process known as hadronisation.

Figure 1.8: The dependence of the strong force coupling constant αs on the momentum
transfer scale Q. αs increases asymptotically as Q decreases, leading to the hadronisa-
tion of partons emerging from pp collisions. The symbols represent the summary of ex-
perimental measurements and the curves result from QCD predictions for the combined
world average value of αs calculated for Q = MZ . Details in [88].

It is the hadrons rather than the partons which interact with the detector material.

However, the short-distance collision, which produces the partons, is the process of inter-

est. A strategy for collecting the experimentally-observed hadrons into groups is there-

fore required, and furthermore, one that will yield similar results when applied to a the-

oretical calculation with partons. These grouping of particles are known as jets and are

formed using a jet algorithm.

The jets often correspond to the individual partons from the hard-scattering process but

this need not always be the case. Indeed, the algorithm itself, the algorithm’s parameters,

and the recombination scheme,8 define the nature of the resulting jets and are therefore
8A set of rules for obtaining the four-momentum of the jet.
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intrinsic to their description. These three elements are together known as the jet definition.

The “Snowmass accord” of 1990 [89] aimed to facilitate the comparison of jet cross-

section measurements from different experiments, by providing “several important prop-

erties that should be met by a jet definition”:

1. Simple to implement in an experimental analysis.

2. Simple to implement in the theoretical calculation.

3. Defined at any order of perturbation theory.

4. Yields finite cross-sections at any order of perturbation theory.

5. Yields a cross-section that is relatively insensitive to hadronisation.

The theorists and experimentalists at Snowmass proposed an actual jet definition,

however many other definitions have been suggested in the intervening period. An ex-

cellent review is provided in [90], in which the jet algorithms are separated into two broad

categories:

1. Cone algorithms, which were the first algorithms to be developed. They aim to find

the direction(s) of dominant energy flow in an event, and around them place a cone

of a certain radius in y-φ space, where y is the rapidity and φ is the azimuthal angle.9

2. Sequential recombination algorithms, which provide much more of a “bottom-up”

approach, by taking a collection of energy deposits and combining them to produce

jets.

Sequential recombination algorithms will be expounded below. First, however, it is

necessary to introduce the concepts of infrared (IR) and collinear safety. IR-safe means

that the output of the algorithm is insensitive to the presence or absence of additional

soft particles radiated by the primary partons. A simple illustration of the output from

9φ is defined in Section 2.2.1.
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IR-safe and IR-unsafe algorithms can be seen in Figure 1.9, in which two hard partons are

produced in an event, with, for example, a W boson to balance momentum. In subfigure

(a), the algorithm results in one jet being formed around each parton. A soft gluon is

radiated from one of the partons in subfigures (b) and (c). The first case demonstrates

the resulting behaviour of an IR-unsafe algorithm, since only one jet is formed around all

three partons. However in subfigure (c), the chosen algorithm is IR-safe; the same two jets

are formed as for the situation without soft gluon radiation in subfigure (a).

Soft 
gluon

Jet

Hard 
parton

W

IR unsafe IR safe
a) b) c)

Figure 1.9: A demonstration of infrared safety. Subfigure (a) displays an event in which
two hard partons and a W boson are produced back-to-back; the jet algorithm forms a
jet around each parton. In (b) and (c), an additional soft gluon is now present, which is
radiated from one of the partons. An IR-unsafe algorithm is demonstrated in (b), since
now just one jet is formed around all three partons. However, in (c), the jet multiplicity is
unaffected by the presence of the gluon and hence the algorithm used here is IR-safe.

Collinear safety means that the output is unaffected by the radiation of partons at

very small angles with respect to the original one. These are known as collinear splittings

since they result when a hard parton splits into two softer partons. Other partons may

then be ranked as the hardest in the event, leading to the algorithm forming a different

set of jets. The situation is demonstrated in Figure 1.10: in (a) there are three partons and

the jet algorithm forms a single jet centered on the hardest parton. The collinear unsafe

algorithm is illustrated in (b), where the hardest parton splits into two partons, which are

then ranked as the softest in the event. Two jets are formed, centered on the two partons

now newly ranked as the hardest. In (c), the algorithm is collinear safe since its output is

unaffected by the splitting.
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Figure 1.10: A demonstration of collinear safety. In (a), an event containing three partons
(purple vertical lines) is displayed, which results in the recombination of a single jet by a
jet algorithm. The collinear splitting of (b) results in a different configuration of final jets
and hence the jet algorithm is collinear unsafe. However in (c), the algorithm is collinear
safe because the final configuration of jets is the same as in (a). The lines representing
the partons have a height which is proportional to their momentum. The horizontal axis
indicates the rapidity.

The adherence to the concepts of IR and collinear safety is crucial for a jet definition

since collinear splittings and soft emissions both involve non-perturbative effects making

them difficult to predict, even at the level of their average effect on the resulting final state.

Therefore the resulting jets should be insensitive to this additional radiation. Many cone

algorithms were found to be IR and collinear unsafe and were therefore rarely used for

data analysis. The seedless, infrared-safe cone (SISCone) algorithm [91] encompassed a

solution to this problem, however it did not become the algorithm of choice in ATLAS,

for reasons outlined in the next section.

Sequential recombination algorithms are all IR and collinear safe and are therefore

widely used at hadron-hadron collider experiments. The recombination process is most

clearly illustrated with the aid of an example such as in Figure 1.11, which displays the

case of three input objects.10 A distance measure, dij , between each pair of input objects is

defined in Equation 1.5a. For each pair, this is compared to a second distance measure diX

defined in Equation 1.5b. diX includes the user-defined jet radius parameter R which con-

trols the size of the resultant jets. If dij < diX , then i and j are combined into a single

intermediate jet. However, if dij > diX , the ith object is set aside as a final jet.

10These input objects are groupings of energy deposits recorded by the calorimeter, described in Sec-
tion 3.3.
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Figure 1.11: A simple illustration of jet formation using a jet algorithm. The upper left of
the diagram contains three input objects which are supplied to the algorithm. The values
of the relative distance measures dij and the distance measure diX , which depends on the
jet radius parameter, determine whether the objects will be combined into jets. In this
case, a jet (4) is formed from objects 1 and 2 and object 3 forms a jet in its own right.

In this simple case with three objects, the first stage of the recombination combines

objects 1 and 2 into a single intermediate jet (labelled 4), since d12 is smaller than both

d1X and d2X . Object 3 is then set aside as a final jet because d3X < d34. Object 4 will also

therefore become a jet in its own right since there are no other objects with which it can

combine.

dij = min[p2n
Ti, p

2n
Tj] ∆R

2
ij (1.5a)

diX = p2n
Ti R

2 (1.5b)

where the separation of objects i and j in y-φ space is given by:

∆R2
ij = (yi − yj)

2 + (φi − φj)
2 (1.5c)

n is an integer which takes the value −1, 0 or +1, defined by the user. The choice for

this value may appear inconspicuous at first sight, but actually has a rather pronounced

effect on the properties of the final jets. A value of +1 is used for the kT algorithm.
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Through inspection of Equation 1.5a, one can see that this algorithm will combine soft

objects first and produce rather irregularly-shaped jets, as shown in Figure 1.12(a). If

n = 0, the jet recombination will not depend on the kinematics of the input objects and

therefore only an angular-ordering is used, with the closest objects being recombined

first. The resulting Cambridge-Aachen (C/A) jets are also rather variant in size as seen

in Figure 1.12(c). The anti-kT algorithm [92] (n = −1) produces jets which are seeded

by the hardest input objects. It was motivated by a desire to have jets which are more

resilient with respect to soft radiation. They are therefore approximately conical in y-φ

space, demonstrated in Figure 1.12(b). This uniform shape also makes the energy of these

jets easier to calibrate [93].11

The radius parameter should not generally be considered as a measure of the jet size,

since it is used during the reconstruction of the jets and the resulting jets are usually irreg-

ularly shaped. However, for the more regularly-shaped anti-kT jets, R can be used as an

approximation of the base radius of the jet “cone”. In the vast majority of cases, including

for the main body of this thesis, R usually takes a fixed value. However the novel use of

a variable value for R in tt̄ resonance searches is explored in Chapter 7.

(a) (b) (c)

Figure 1.12: Exemplary jets reconstructed with the following algorithms: (a) kT , (b) anti-
kT and (c) Cambridge-Aachen. Anti-kT jets are noticeably the most regular in shape. The
events are sample parton-level events, generated with HERWIG, taken from [90].

In 2010, ATLAS systematically compared the anti-kT , kT and SISCone algorithms [94].

A number of measures were used, including: CPU time and memory consumption; jet

reconstruction efficiency and purity; trigger efficiency; sensitivity to the underlying event

11Jet energy calibration is described in Section 3.3.2.
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(UE) and to noise; and the top quark reconstruction efficiency. Anti-kT was found to be

the most performant in the majority of measures. The exceptions to this were: (1) for noise

suppression, where the performance was equal if noise is suppressed in the formation of

the jet constituents; (2) for UE sensitivity, where anti-kT was of intermediate performance

due to the jets being of intermediate average size between the SISCone and the kT jets.

Hence anti-kT was adopted as the default jet algorithm for all analyses at ATLAS and is

the primary jet algorithm used in the studies described in this thesis. The practicalities of

reconstructing anti-kT jets are briefly discussed in Section 2.3.

The four-vector of the jet formed during recombination is obtained by addition of the

four-vectors of the jet constituents. The global properties of the jet, such as its mass mj ,

therefore correspond to the properties of this jet four-vector.

1.4.2 Substructure of jets

The above discussion of the algorithms relates to the reconstruction of jets as whole ob-

jects. However, the advantages of using jet substructure for improving the identification

of boosted top quarks have been highlighted for some time. Examples of such methods

are discussed in [95, 96, 97, 98].

Figure 1.13 illustrates typical pattern of energy deposits resulting from a hadroni-

cally decaying top quark12 and from the hadronisation of light quarks or gluons. The

events were generated using the PYTHIA v6.4 generator13 and an idealised finely-grained

calorimeter is used in the detector simulation, with a cell size of ∆η × ∆φ = 0.1 × 0.114

The z-axis represents the transverse energy recorded in each cell. Jets have been formed

from these deposits, using the Cambridge-Aachen algorithm with R = 0.6. The different

colours are used to rank the pT of the jets: red for hardest, green for second hardest and

blue for third hardest.

12Also known as simply a hadronic top quark.
13Event generation is described in Section 2.4.
14Pseudorapidity η is an alternative variable to the rapidity y and is defined in Section 2.2.1.
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Three jets are reconstructed in the case of the top quark (a), and each jet contains

energy deposits with roughly equivalent energy. However, for the light quark / gluon

cases there are different numbers of energy deposits: n distinct deposits are produced,

with a probability O(101−n) [99]. Therefore, there is a small probability that light quarks

and gluons can result in a pattern of jets similar to that due to a top quark. Crucially,

however, the relative values of the energies of the jets in one of the light quark / gluon

cases (Figure 1.13(c)) are very different compared to those in the case of the top quark.

The search presented in this thesis exploits the ability to decompose a large jet with

a value of R of the order of unity, into subjets and study the relative energies of these

subjets. This enables one to determine if the jet contains the decay products of a top

quark as opposed to a light quark or gluon. In this way, the contribution of events due

to standard model processes, such as a W boson produced in association with jets, can

be substantially reduced. This strategy was proposed in [100, 101] and first applied to an

ATLAS Monte Carlo study on top quarks [102].

In practice, the decomposition is performed on jets which have been reconstructed

using the anti-kT algorithm, to exploit its previously discussed advantages such as pro-

ducing regularly-shaped jets. The topo-clusters which make up a particular anti-kT jet are

then fed to the kT algorithm for recombination. The kT algorithm is used because of the

particular order in which it performs the clustering: if a jet contains the products of a two-

body decay of a heavy particle, the final clustering step will usually be to combine these

two decay products [103]. This final clustering step has an associated variable obtained

from Equation 1.5a, called the first splitting scale, or
√
d12:

√
d12 = min[(pT1 , pT2)]×∆R12 (1.6)

where 1 and 2 represents the two subjets that are present just before the final recombina-

tion into a single jet, pTi
is the transverse momentum of the ith subjet and ∆R12 is their

separation in y-φ space. The typical values of
√
d12 for jets containing the decay products

of heavy particles corresponds to approximately half the parent particle’s mass. Jets initi-
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(c) Light quark or gluon

Figure 1.13: Patterns of energy deposits in an idealised calorimeter having cell size
∆η ×∆φ = 0.1× 0.1. The deposits have been recombined into jets using the Cambridge-
Aachen algorithm with R = 0.6 and the different colours represent the different jets (red
is hardest, green is 2nd hardest, blue is 3rd hardest). Any deposits coloured grey were not
recombined. The particle inducing the deposits is either (a) a top quark or ((b) and (c))
a gluon / light quark. There are three distinct regions of energy deposits in the case of
the top quark. However, the light quark or gluon can result in various patterns of en-
ergy deposit, including one similar to that from the top quark with a probability O(0.01).
The use of large jets (R ≈ 1) with an analysis of their substructure can be employed to
discriminate between cases (a) and (c) by studying the relative transverse momenta of its
subjets.

ated by light quarks and gluons are expected to have values of
√
d12 below≈ 20 GeV [104].

This features provides a method to distinguish between different types of initiating par-

ticle. The specific application of this method to searches for tt̄ resonances is detailed in

Section 4.1.4.



7.5 Summary 33

1.5 Summary

The top quark is integral to searches for phenomena which cannot be explained within

the standard model. This thesis is dedicated to the search for resonant production of top-

antitop pairs, particularly those with a mass of at least 1 TeV. Two particular theories

which give rise to these tt̄ resonances have been outlined in this chapter. However, the

use of these models is solely to aid comparison with results from similar searches and this

particular search strives to be model-independent. Resonances at the TeV-scale produce

top quarks with a very high transverse momentum which can be identified through the

use of jet substructure techniques. The first application of these techniques in a search for

tt̄ resonant production using ATLAS data is one of the major aims of this work.



Chapter 2

Data collection and Monte Carlo

simulation

2.1 The Large Hadron Collider

The LHC at CERN is by far the most powerful collider of subatomic particles built to date.

The aims of the main associated experiments (ALICE, ATLAS, CMS and LHCb) are to test

the standard model to unprecedented levels of precision and search for evidence of BSM

phenomena.

Two counter rotating beams of protons or heavy ions are collided at four interaction

points around the 27 km circumference. Figure 2.1 shows the accelerator chain: the parti-

cles are accelerated to full energy via the LINAC2, booster, proton synchrotron (PS), super

PS (SPS) and finally within the LHC. They are grouped into bunches in order to be accel-

erated by the oscillating RF field. The bunch interval is designed to be 25 ns, although this

was held at a maximum of 50 ns for the data collected for this study, limiting the number

of bunches per beam to 1380 [105].

Circulation of proton beams deemed sufficiently stable for physics analysis was first

achieved in December 2009. The design energy is 7 TeV per beam, although this is not

34
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Figure 2.1: The CERN accelerator complex. The relevant systems for pp collisions are
the LINAC2, booster, proton synchrotron (PS), super PS (SPS) and LHC. The four main
experiments are also shown, at roughly equidistant points around the LHC’s ring.
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foreseen until at least 2014 due to constraints imposed by the magnet system. A reduced

beam energy of 3.5 TeV was achieved in 2010, continued in 2011 and subsequently in-

creased to 4 TeV for the 2012 programme. The data analysed in this thesis were all col-

lected at a beam energy of 3.5 TeV.

The maximum instantaneous luminosity to date is currently lower than the design

value of 1034 cm−2 s−1 [106],1 although a record of 7.73 × 1033 cm−2 s−1 was achieved

during August 2012. This contributed to a total integrated luminosity, recorded by AT-

LAS by the end of 2012, of 5.25 fb−1 at a 7 TeV centre-of-mass energy, and 21.7 fb−1 at
√
s = 8 TeV [107]. Figure 2.2(a) displays the maximum instantaneous luminosity versus

day delivered to ATLAS during 2011; it increased by an order of magnitude whilst the

data used in this thesis were collected. Figure 2.2(b) then shows the cumulative luminos-

ity versus day recorded by ATLAS, the rate of which was ≈ 1 fb−1 per month. Finally,

Figure 2.2(c) illustrates the maximum value, for each day of data-taking, of the number

of interactions per bunch crossing averaged across all bunch crossings in a discrete time

period2 〈µ〉.

The maximum 〈µ〉 is a measure of the amount of pile-up present in a particular event.

That is, energy deposits resulting from events other than the one under consideration

which caused the trigger to fire.3 There are two types: in-time, arising from other pp inter-

actions in the same bunch crossing; and out-of-time, where the deposits result from either

preceding or subsequent bunch crossings. At a temporal bunch spacing of 50 ns, effects

due to both types of pile-up are present in the events of interest. Techniques used to

mitigate or account for these effects are discussed throughout this thesis.

1With a bunch interval of 25 ns.
2This time period is known as a luminosity block and is defined in Section 2.2.5.
3An explanation of trigger terminology is provided in Section 2.2.5
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(a) Maximum instantaneous luminosity versus day de-
livered to ATLAS in 2011.

(b) Cumulative luminosity versus day.

(c) Mean maximum number of events per beam cross-
ing, which remained relatively low and stable for the
data analysed in this thesis.

Figure 2.2: Instantaneous and integrated luminosity, together with the peak average in-
teractions per bunch crossing, during 2011. Start and Stop indicate the boundaries of the
data-collection period relevant to this thesis.
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2.2 The ATLAS detector

ATLAS4 is one of seven experiments located around the LHC ring. The detector has been

designed to search for a wide variety of signatures, including that of the Higgs boson

and of postulated BSM phenomena. For this reason it is often described as a general-

purpose detector with a balance in performance between all sub-detectors; the purpose

and specifications of each are described below. A complete account of the detector can be

found in [108] and a diagram of its entirety is shown in Figure 2.3.

2.2.1 Co-ordinate system and kinematic terminology

The co-ordinate system is right-handed, with the x-axis pointing towards the centre of

the LHC ring and the y-axis pointing upwards. The azimuthal angle φ is defined in the x-

y plane, with φ = 0 lying along the positive x-axis and increasing clockwise when looking

in the positive z direction. Pseudorapidity η is used to describe the direction of a particle

relative to the beam axis and is therefore also used to describe the layout of the detector.

It is defined as:

η = − ln

[
tan

(
θ

2

)]
(2.1)

where θ is the polar angle, measured from the z-axis. In the central region of the detector

perpendicular to the beam, θ = π/2 and η = 0, whereas in the forward direction close to

the beam line, θ tends to zero and η tends to infinity. In this analysis, no physics objects

are reconstructed beyond |η| = 3 and therefore complications arising from η tending to

infinity are not encountered.

As seen in Chapter 1, rapidity is the variable used to describe the directions of par-

ticles when the detector is not being taken into account. For example, for the purposes

of determining parton distribution functions and for jet recombination. This is because

4A Toroidal LHC Apparatus.
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it is invariant under boosts along the z-axis, which is a particularly important feature

at hadron-hadron colliders where the pz of the colliding partons cannot be determined.

Rapidity depends on the kinematics of the particles whereas pseudorapidity is a purely

geometrical quantity. The latter is therefore favoured when describing the detector and

the location of signals within it. Pseudorapidity is approximately equal to the rapidity for

particles which have p� m and the two are equivalent for massless particles.

Although the longitudinal momentum pz of the partons in the initial state are un-

known, their momentum perpendicular, or transverse, to the beam-line is zero to a good

approximation. Therefore one can deduce the transverse momenta pT of particles which

evade direct detection, such as neutrinos, through the requirement of momentum balance

in the x-y plane. The pT of charged particles is measured using the inner detector and the

muon system, as discussed below. For all other detectable particles, it is not measured

directly. Instead, deposits of energy in the calorimeters are projected onto the transverse

plane. This quantity is known as the transverse energy, ET , and is equal to E sin θ.

The transverse momenta (or transverse energies) of all the detected particles are then

summed vectorially. The negative value of this sum is termed the missing transverse mo-

mentum and usually denoted (albeit somewhat inaccurately) asEmiss
T . The reconstruction

of Emiss
T is described in Section 3.4.

2.2.2 Inner detector

The inner detector (ID) is located at the core of ATLAS and records the tracks and vertices

left by charged particles, with pT > 0.5 GeV, from the LHC beam-pipe to the calorimeter

system. The coverage in η extends to 2.5 in both the forward and backward directions.

A solenoid envelopes this entire region, to bend the tracks of the particles by means of a

2 T magnetic field.

It is imperative for measurements to be made with an intrinsic accuracy at the sub-

millimetre scale, in order to identify the decay vertices of short-lived particles such as τ -
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leptons and hadrons containing a bottom quark (B-hadrons). Identification of the latter is

a particularly useful technique in the selection of events involving top quark production,

whose final state involves such B-hadrons. This is known as b-tagging, and is described

in Section 3.3.4.

There are three ID components, which successively enclose each other: the pixel de-

tector; the semiconductor tracker (SCT); and the transition radiation tracker (TRT). The

design of each element is tailored to its specific environment and provides a complemen-

tary whole for the ID. Figure 2.4(a) displays a semi-cylindrical view of its interior.

The pixel detector has the highest granularity of all of the sub-detectors since it is

located closest to the beam pipe and therefore closest to the decay vertices of the afore-

mentioned short-lived particles.5 It utilises silicon sensors with read-out across 80 million

channels. The resulting intrinsic accuracies in the barrel section are 104 µm (in the R-

φ plane) and 115 µm in the z-direction. The SCT also employs silicon technology in the

form of four (eight) layers of microstrip detectors in the barrel (end-caps). The design

ensures four precision measurements per track, giving a resolution in the barrel of 17 µm

(in the R-φ plane) and 580 µm in z. There are 6.3 million read-out channels.

The TRT is composed of straw tubes, each 4 mm in diameter, aligned with the beam

axis in the barrel section and radially in the two end-caps. It provides, typically, 36 hits

per track in the region to |η| = 2.5, which enables tracks that have been reconstructed

from hits in the silicon systems to be connected with TRT hits. However, the achievable

accuracy is limited to 130 µm per straw, and measurements are possible in the R-φ direc-

tion only. The TRT makes a significant contribution to electron identification by means

of transition radiation produced as charged particles pass through the xenon-based mix-

ture of gases in the tubes. A threshold of 5 keV is applied to the output signal to identify

highly energetic photons resulting from this transition radiation.

5The most central layer of pixels is at a radius of 51 mm from the nominal interaction point.
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(a) The inner detector, with the three sub-detectors identified.

(b) The calorimeter system, with the inner detector at the centre. Tile is the main hadronic
calorimeter, detailed in the text.

Figure 2.4: Detailed layout of two ATLAS sub-systems: the inner detector and calorime-
ters.
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2.2.3 Calorimeter system

Separate electromagnetic and hadronic calorimeters constitute the ATLAS calorimetry,

which measures the energy of particles interacting via the electromagnetic and/or strong

forces. This energy measurement is obtained at the electromagnetic scale (EM-scale), which

correctly accounts for the energy deposited by EM showers. It was derived using test-

beam measurements of electrons interacting with the calorimeter material, in a process

described in section five of [109].

The electromagnetic (EM) calorimeter extends to |η| = 3.2. Lead and stainless steel are

used as the absorbing materials; liquid argon (LAr) was chosen for the sampling due to its

radiation hardness and read-out speed. The absorber plates have an accordion geometry,

for complete φ symmetry without gaps.

Very precise measurements of the EM shower position are achievable due to the fine

granularity, having a maximum of ∆η × ∆φ = 0.025 × 0.025 at the depth at which the

largest number of secondary particles are produced. Front-end boards (FEBs) contain

the electronics for amplifying, shaping and digitising the signals. Various operational

problems were encountered during the period in which data for this study were collected:

several FEBs were inactive between 30 April and 13 July 2011 in the region 0.0 < η < 1.5

and −0.8 < φ < −0.6;6 there were interruptions to localised regions of the high-voltage

supply across the active medium; and noise was encountered in many of the cells. The

necessary treatment of such problems during data analysis is described in Chapters 3

and 4.

The hadronic system surrounds the EM calorimeter. Iron absorber plates with plastic

scintillating tiles are used in the central region (|η| < 1.7), hence the common name of

tile calorimeter. In the forward region, 1.7 < |η| < 3.2, parallel copper plates, with LAr

as the active medium, are used due to the greater radiation resistance required. The

granularity is somewhat coarser than in the EM calorimeter, generally being ∆η ×∆φ =

6Henceforth known as the “LAr hole” problem
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Figure 2.5: An R-z section of a test module of the hadronic tile calorimeter. The three
depth segmentations (samplings) are shown, the third sampling having the coarsest gran-
ularity of ∆η ×∆φ = 0.2× 0.1. The numbers in the blocks refer to the read-out channels.
Taken from [110].

0.1× 0.1 for |η| < 2.5. The exception to this is in the third longitudinal segment (sampling)

of the central region, where a coarser granularity of ∆η×∆φ = 0.2× 0.1 is used as shown

in Figure 2.5.

The calorimetry is completed by LAr technology in the radiation-dense forward re-

gion, 3.1 < |η| < 4.9. Three separate cylindrical sections are positioned consecutively

along the beam pipe. The first, FCal1, is an EM calorimeter with copper chosen as the ab-

sorbing material in order to optimise the resolution of the energy measurements. FCal2

and FCal3 are hadronic calorimeters with a tungsten absorber to minimise the lateral

spread of the hadronic showers. The “crack” between the barrel and end-cap sections of

the calorimetry system is within 1.37 < |η| < 1.45 and contains many services for the ID

and central EM calorimeter.

The energy resolution of jets has a significant contribution to the total systematic un-

certainty associated with the result of this analysis, as discussed in Section 6.3. This is

due to the fact that hadrons incident on the ATLAS calorimeters will be measured with a
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lower energy than for particles which interact only electromagnetically. In other words,

the response to hadrons is lower than that for electrons or photons. A combination of

factors causes this reduced response. First, the energy deposited in the calorimeters is

detected by means of photons that are collected in scintillating material. Secondly, around

20 – 35 %7 of the average energy dissipated by hadrons is in fact non-electromagnetic or

non-ionising in nature and therefore essentially invisible [111, 112]. Instead, it is dissi-

pated via nuclear-recoil, nuclear break-up and neutrons which gradually lose energy on

the timescale of nanoseconds. It is the fluctuation of this invisible fraction which adversely

affects the jet energy resolution, together with, to a lesser extent, inactive material in the

calorimeters [113].

Procedures to make the response to hadrons equal to that of electrons or photons

can be implemented in the detector hardware and/or the analysis software. This is

known as compensation. A common detector-compensation procedure is to insert depleted

uranium-238 absorber plates in the calorimeter [114]. The nuclear fission processes in-

duced by incident hadrons in such a material yield additional, soft photons which are

collected by the scintillating material. Therefore some of the energy arising from nuclear

excitations/break-up is recovered, which would otherwise go undetected.

The strategy of detector-compensation was considered in the design of the ATLAS

hadronic calorimeter, since it has the potential to significantly improve the resolution of

the measurements provided by the calorimeter. The fractional jet transverse momentum

resolution can be parameterised as:

σpT

pT

=
S
√
pT

⊕ N

pT

⊕ C (2.2)

N parameterises fluctuations due to noise and due to energy deposits from multiple

proton-proton interactions; C encompasses any fluctuations that are a constant fraction

of the energy deposited; S parameterises stochastic fluctuations in the amount of energy

7This fraction decreases with the energy of the incident hadron [111] and is also highly dependent on
the calorimeter’s absorbing material.
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sampled from the jet hadron shower [113]. Compensation through the use of depleted

uranium can reduce the value of S from 50 % to 30 % [115]. However, the benefits of

a compensating hadronic calorimeter are severely limited if the EM calorimeter remains

non-compensating. The presence of compensating material in the latter is detrimental

for the measurement of the energy and direction of hard photons emerging from physics

processes of great interest, such as a Higgs boson decaying to two photons. This, com-

bined with the fact that safety precautions are required for the handling of depleted ura-

nium [116], resulted in the choice to maintain a strategy of non-compensation in the detec-

tor hardware. However, the ATLAS collaboration has developed sophisticated software-

compensation techniques to recover the energy of incident hadrons; these are discussed

in Section 3.3.2.

2.2.4 Muon system

The muon spectrometer (MS) completes the detector composition. It is designed to pro-

vide a stand-alone measurement of muon momentum, with a resolution of around 4 (12) %

for muons with a pT of 100 (1000) GeV. Superconducting toroid magnets, operating with

a nominal current of 20.4 kA and a field of approximately 0.5 T, deflect the muon trajec-

tories predominantely in the η-direction. The magnetic field has roughly constant
u
B.dl

in the region |η| < 2.7, although there is a significant drop at 1.4 < |η| < 1.6 due to the

transition between the barrel and the end-caps.

The muon trajectory is measured in the η-direction at three stations, the vast majority

of which are filled with monitored drift tubes (MDTs) up to |η| = 2. At η ≈ 0 and at

|η| ≈ 1.2, there are a reduced number of muon chambers due to, respectively, gaps for

detector services and the transition region between the barrel and end-cap chambers. The

precision with which the η co-ordinate can be measured is typically better than 100 µm.

Cathode strip chambers (CSCs) are used in the forward region (2 < |η| < 2.7) due to their

enhanced counting rate of 1 kHz/m2. They additionally provide a coarse measurement of

the φ co-ordinate, with a resolution of 1 cm. The entire MS is illustrated in Figure 2.6(a)
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and with detail in Figure 2.6(b).

The trigger system for muons is made up of resistive plate chambers (RPCs) in the

barrel (|η| < 1.05) and thin gap chambers (TGCs) in the end-caps (1.05 < |η| < 2.4).

It measures the muon tracks in two orthogonal projections with a spatial resolution of

around 1 cm and temporal resolution of 1 ns. The RPCs and TGCs can be seen in Fig-

ure 2.6(b), lying on both sides of the blocks of MDTs. The spatial coverage of the trigger

system is about 99 % in the end-cap regions and 80 % in the barrel region. The reduced

value in the barrel region is mainly due to a gap at η = 0 to provide spaces for services of

the ID and calorimeters and for the support feet, also visible in Figure 2.6(a).

2.2.5 Trigger and data acquisition systems

The ATLAS trigger faces an unprecedented challenge. Rare events must be selected

from amongst background processes occurring at a much higher rate, thereby reducing a

bunch crossing rate as high as 40 MHz to a maximum event storage rate of ≈ 400 Hz. This

is achieved by three successive levels: level 1 (L1), level 2 (L2) and event filter (EF). The

latter two are together known as the high-level trigger (HLT).

The L1 trigger is hardware-based, enabling each event to be processed in as little as

2.5 µs. There are up to 256 different configurations, or items, at any one time and events

can independently pass or fail each item simultaneously. If the event passes an item, it

is said to have fired the trigger. The L1 trigger is divided into two systems, L1Calo and

L1Muon, based on the sub-detector providing the information.

L1Muon uses the measurement of trajectories in the muon trigger detectors. The η-

φ co-ordinates are measured by the RPCs (in the barrel) and the R-φ co-ordinates are

measured by the TGCs (in the end-caps). This enables the trigger to estimate the muon pT ,

which is passed to the HLT together with the spatial co-ordinates. Essentially, the trigger

searches for patterns of hits consistent with high pT muons originating from the interac-

tion region; the temporal resolution is sufficiently high that it can unambiguously identify
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(a)

(b)

Figure 2.6: Schematic drawings of the muon spectrometer, (a) whole and (b) a section
in detail, with distances in the R-z plane shown. The MDT and cathode strip chambers
provide precision measurements of the muon trajectory. The thin gap and resistive plate
chambers are part of the trigger system. BEE stands for “barrel end-cap extra”, which are
additional MDT chambers to provide measurements of tracks passing from the barrel to
the end-caps. Bending of the muons in the η direction is produced by the toroid magnets.
The feet provide support.
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the bunch crossing from which the candidate muon originated.

L1Calo aims to identify signatures from high pT electrons, photons, hadrons and τ -

leptons decaying hadronically. Coverage is within the region |η| < 2.5 which corresponds

to the extent of fine-granularity cells in the EM calorimeter. The ET is measured in ap-

proximately 7200 trigger towers of size ∆η × ∆φ = 0.1 × 0.1, which receive signals from

both the EM and hadronic calorimeters. Clusters of energy are formed if the total ET in

a window of 4 × 4 towers passes a certain threshold. They may also have an isolation

requirement placed on them, which is the total ET in the 12 surrounding towers. How-

ever, this is not the case for any of the trigger items used to collect the data analysed in

this study. Additionally, the clusters are classified as EM or hadronic. The former simply

consider towers in the EM calorimeter. The latter combine towers in both the EM and

hadronic calorimeters.

L1Calo also includes a jet trigger. The associated algorithm sums the ET in overlap-

ping windows of 2 × 2, 3 × 3 or 4 × 4 trigger towers. This sum must pass a pre-defined

threshold. Multiple-counting of candidates is avoided by requiring the window to sur-

round 2× 2 trigger towers which contain a local maximum of the contained summed ET .

The location of this 2 × 2 local maximum also defines the coordinates of a so-called jet

region of interest (RoI). The jet trigger extends to |η| = 3.2, corresponding to the limit of the

EM calorimeter acceptance. The following event-level trigger items are also constructed:

the scalar sum of the ET of each jet element, and the Emiss
T when considering all jet ele-

ments in the event.

Overall, the L1 trigger bases its decision on the multiplicity of trigger objects passing

various thresholds and/or whether an event-level item passes a certain threshold. Events

which are determined by the trigger to contain interesting physics processes are assigned

into data streams depending which items allow it to pass. There are three streams and

each event can be directed to more than one stream.

L1 reduces the L2 input rate to a maximum of 75 kHz, thereby permitting the use of

more refined software algorithms with a maximum processing time of 10 µs per event.
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Every L1 item that passes an event provides a seed position for L2. The L2 algorithms

use calorimeter and muon system information at full granularity in the RoI around the

seed, to assess whether it is a valid object. This is combined with information from the

ID to provide detailed trigger objects to the EF. The L2 output rate was kept below 5 kHz

during 2011 [117].

The EF is the final, and most detailed, step in the trigger chain. Like L2, it operates

with a seed strategy, but also has access to the full detector information and the offline

reconstruction algorithms used, for example, in the jet calibration process. The EF trigger

items used to collect the data analysed in this study are single lepton triggers, described in

Section 4.1. The data was hence taken from the physics_Egamma and physics_Muons

streams.

Each chain of L1+HLT items can have its final output rate reduced by a factor N .

This procedure, known as prescaling, allows the rate to remain at its maximum permitted

value of 5 kHz during a data collection interval by successively decreasingN as the instan-

taneous luminosity falls. These intervals are known as runs. Each run is subdivided into

time intervals of approximately one minute, called luminosity blocks (LBs). This enables

data quality and detector condition information to be applied to the data at sufficiently

fine temporal granularity. A consequence for the trigger is that the prescale factor can

only be changed at LB boundaries. The concept of data periods is also used to collect to-

gether a series of runs with similar configurations of the LHC beam and of the ATLAS

detector and trigger. Periods are labelled with a letter and sub-periods with an additional

number.

A handful of events (typically ≈ 1000 per fb of data) may render the trigger unable

to make a decision within the required time. They are assigned to the debug stream for

reprocessing. These events may subsequently be passed or rejected by the trigger, or fail

to be recovered at all. However, any passed events are not retrospectively inserted into the

main datasets and must therefore be specifically included if analysis of them is required.

The treatment of debug stream events in this analysis is discussed in Section 4.1.4.
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2.2.6 Data quality

Quality requirements are applied to all data by the ATLAS data quality group. At the

primary level, these ensure that the LHC was in stable beam mode during the period of

data collection, that the ATLAS magnets were operating at their nominal current levels,

and that all sub-detectors were switched on. There are further requirements resulting

from the operation of each sub-detector. These requirements are amalgamated into good

run lists which detail the LBs that contain data suitable for a particular analysis.

2.2.7 Data sample used in this thesis

The data used for the search presented here were collected by ATLAS between 21 March

and 4 August 2011 and is contained in the periods B to K. The centre-of-mass energy of the

collisions was 7 TeV. Following the application of data quality requirements discussed

previously, the number of events in the dataset corresponded to an integrated luminosity

of 2.05 ± 0.08 fb−1. Of this, 0.87 fb−1 were affected by the LAr hole.

The luminosity is determined by measuring the observed interaction rate per bunch

crossing, with a variety of independent detectors. The calibration of all luminosity detec-

tors is obtained using beam-separation, or van der Meer, scans [118]. A description of the

entire procedure is given in [119].

2.3 The ATLAS data management and analysis model

The raw data from events that pass through the entire trigger chain are recorded at a rate

of over 500 MB/s. This is transferred to CERN’s Tier-0 computing centre for reconstruc-

tion of physics objects which are then stored in event summary data files. The detector-

level information is subsequently removed for storage, in analysis object data (AOD) files.

This reduces the size per event by a factor of five, to approximately 100 kB [120].
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A further reduction is achieved by retaining (or skimming) only those events which are

deemed necessary for a particular analysis. These events are further filtered by removing

non-essential information for each event, such as that not relevant to the analysis in ques-

tion. The resulting format is known as derived-AOD (dAOD). The following skimming,

defined by the ATLAS top working group, was applied to the data used in this thesis. For

the physics_Egamma (physics_Muons) stream, each event must have:

• At least one electron (muon) with pT > 20 GeV (18 GeV), or;

• At least one electron (muon) with pT > 13 GeV, and either Emiss
T > 20 GeV or at least

two leptons (electron or muon) with pT > 13 GeV.

The processing of all data to (d)AOD level is performed centrally by the ATLAS data

production team. This is done in ATHENA: a C++ framework based on the GAUDI frame-

work developed by the LHCb collaboration [121]. A further layer of the data format

hierarchy is produced which enables the user to carry out analysis within the ROOT data

analysis framework [122]. Files in this format are known as D3PDs (for Derived Physics

Dataset at the third level) or NTUPs, due to their ntuple structure.

The NTUP contents are tailored to the needs of each analysis group, the format used

in this thesis being NTUP BOOST. Their production is also usually handled by the data

production team. However, this was not possible for NTUP BOOST since the related soft-

ware was relatively novel and, at the time of production, not yet located in the central

software repository. They were therefore produced outside of the central framework but

their contents were validated against similar NTUPs used by the top working group. The

author of this thesis had a leading role in the specification and validation of the contents,

and co-ordinated the production of all 400 individual NTUP BOOST datasets used for this

analysis, containing both real and simulated data.

The data are stored and processed by the distributed data management (DDM) sys-

tem [123] at more than a hundred individual sites, which are part of the worldwide LHC

computing grid (WLCG) [124]. The DDM aggregates datafiles into datasets, the unit for
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transferal and replication on the WLCG; there is a one-to-one correspondence between

datasets and run number. For centrally-produced datasets, the replication is an auto-

matic process done in bulk. In this case, the replication had to be individually requested

for each dataset.

Reconstruction of jets is performed with the FastJet software package [125, 126].

This provides implementations of the anti-kT and kT sequential recombination algorithms

required to build the two jet collections used in this search, together with the variable-

R adaption (or plug-in) to the anti-kT algorithm, required for the study in Chapter 7.

FastJet is usually run during the NTUP production stage. However, for technical rea-

sons the reconstruction of variable-R jets used in this study was performed using the

NTUP as an input.

2.4 Monte Carlo simulation of physics processes

It is vital for any particle physics analysis to have a precise, accurate and robust repre-

sentation of all processes resulting from the pp collisions, and the subsequent passage of

particles through the detector. Poor modelling of any associated process could mask a

potential BSM signal or even lead to a false discovery being claimed. In this analysis,

the following standard model processes are modelled entirely using Monte Carlo (MC)

methods [127, 128]:

• Production of tt̄ pairs.

• Electroweak production of single top quarks.

• Z boson production in association with jets (Z+jets).

• Production of diboson pairs.
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Furthermore, production of both benchmark signal models is also simulated using MC

techniques. Details of the resulting samples are described in the following sections.8

Despite the predictive power of MC simulation, it is preferable to estimate back-

grounds from data, where possible, since the dependence on knowledge of both the de-

tector simulation and the nature of the initial processes is vastly reduced. For the analysis

presented here, a fully data-driven estimation is provided for the production of multiple

jets entirely by QCD processes (QCD multijet production). The production of W bosons in

association with jets (W+jets) is predicted using MC simulation and then normalised using

data. These procedures are described in Chapter 5. MC modelling of W+jets production

is described below.

Following event generation, the GEANT4 software toolkit [129] is used to simulate the

passage of the resulting particles through the detector material. The subsequent energy

deposits are digitised into voltages and currents so that the output matches the format of

real detector data, and both can be passed through the same reconstruction software. The

entire simulation framework is described in [130], which includes details of the models

used for the particles’ interactions with the detector material and the validation of this

modelling.

The effects of both in-time and out-of-time pile-up are simulated by overlaying var-

ious numbers of minimum-bias events onto the hard process of interest. However, the

resulting MC simulated samples were produced before the configuration of the LHC

had been finalised for the 2011 collisions and therefore the amount of pile-up does not

match that in the subsequently collected data. To resolve this, the simulated events are

reweighted so that the samples’ 〈µ〉 distribution, defined in Section 2.1, matches that in

the data.

8In this thesis, when reference is made to “simulated samples”, it is implicit that these samples were
produced using MC techniques.



2.4 Monte Carlo simulation of physics processes 55

2.4.1 Benchmark signal models

The production and decay of the leptophobic topcolor Z ′ boson described in Section 1.3.1

is simulated using the leading order generator PYTHIA v6.421 [131], with the CTEQ6L1

PDF set [132]. The production cross-section is evaluated using the method described

in [133] and a K-factor of 1.3 is applied to account for NLO effects in QCD [134]. The

specific couplings used in the generation are pertinent to the sequential standard model

(SSM) Z ′ boson which has the same couplings to fermions as the Z boson. The cross-

section times branching ratio to tt̄ pairs (σ×BR) is then rescaled to that of the leptophobic

topcolor Z ′ boson. The resulting values are shown in Table 2.1.

The second signal model is that of the Kaluza-Klein gluon gKK which is also gener-

ated at LO, using MADGRAPH v4.4.51 [85]. Hadronisation and showering is done using

PYTHIA v6.421 and the PDF set is CTEQ6L1, as above. The production cross-section is

determined using PYTHIA v8.1 [135]. No K-factor is applied due to there being no pub-

lished cross-section calculation at higher orders. The resulting values are again shown in

Table 2.1. It is important to note that σ ×BR(→ tt̄) for the KK-gluon is almost four times

greater than for a leptophobic Z ′ of equivalent mass.

For both cases of generation, all decay channels of the tt̄ pair are allowed: fully hadronic,

lepton+jets and dileptonic.

Table 2.1: Production cross-section times branching ratio to tt̄ pairs (σ × BR) for the
benchmark signal models: the leptophobic Z ′ boson and the Kaluza-Klein gluon gKK .
A K-factor of 1.3 has been applied to the Z ′ cross-sections, to account for NLO effects.
The gKK cross-sections are at LO; no K-factor is available.

Mass [GeV] 600 700 800 900 1000 1200 1300 1400 1600 1800 2000
σZ′ ×BR [pb] 10.3 5.6 3.2 1.9 1.2 0.46 0.30 0.19 0.068 0.039 0.018
σgKK

×BR [pb] 39.4 20.8 11.6 6.8 4.1 1.7 1.1 0.73 0.35 0.18 0.095
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2.4.2 Single and pair production of top quarks in the standard model

The SM production of tt̄ pairs is simulated using MC@NLO v3.41 [136, 137, 138] and

includes spin-correlation effects between the top and antitop quarks. Showering is per-

formed using HERWIG [139, 140], with JIMMY [141] to model the effects due to the under-

lying event and multiple parton scattering. The CTEQ6.6 PDF set [142] is used. For these

samples, only the lepton+jets and dileptonic decay channels were permitted during the

event generation. A K-factor of 1.11 is applied to normalise the sample to the approxi-

mate NNLO cross-section of 165 pb. This cross-section is obtained using HATHOR which

implements the calculation of Moch and Uwer [143, 144]. The impact on the sensitivity of

this search due to the cross-section uncertainties is discussed in Section 6.3.2.

Production of single top quarks via the electroweak interaction is simulated using the

same programs as for tt̄ production above. For the s-channel and t-channel processes,

the W boson from the top quark decays leptonically only. For the Wt-channel process,

all decay channels were open. The resulting cross-sections were 1.4 pb for the s-channel,

21.5 pb for the t-channel and 14.6 pb for the Wt-channel processes respectively, obtained

directly from MC@NLO. No K-factor is applied. The theoretical uncertainty on the cross-

sections is ± 10 % [145].

2.4.3 W boson production in association with jets

W+jets events in which the jets arising in the matrix element process are from gluons

and from up, down, strange and charm quarks are referred to as W+light-jets events.

All quarks in these events are treated as massless, including the charm quarks. ALPGEN

v2.13 [146], a leading order generator, is used to simulate the matrix element process.

HERWIG is used to simulate the fragmentation and parton shower and JIMMY is used

for the underlying event. The “MLM”9 matching method [147] is used to avoid double-

counting of events with (n + 1)-jets, resulting from either an (n + 1)-parton final state or

9This acronym represents the initials of its author.
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an n-parton final state where the extra jet is created during the parton shower. The cross-

sections for the samples are listed in Table 2.2. These samples are subdivided according

to the number of partons generated in each event. There are separate samples for each

parton multiplicity lower than five, and a single sample if there are five partons or more.

Any bottom quarks in the above light-jets samples are produced only in the parton

shower and are considered to be massless. Separate W + bb̄ + jets samples are generated

for events with massive bottom quarks, produced in the matrix element process. They

are also subdivided depending on the parton multiplicity, as listed in Table 2.3. Although

charm quarks in the W+light-jets samples are produced in the matrix element process,

they are treated as massless. Samples with massive charm quarks produced in the matrix

element process (W +c+jets, W + c̄+jets andW +cc̄+jets), are generated separately. These

are collectively referred to as W+heavy-jets samples and the corresponding cross-sections

are listed in Table 2.3.

Table 2.2: Leading order cross-sections for W+light-jets sub-samples generated using
ALPGEN+HERWIG+JIMMY. A K-factor of 1.20 is applied to each one, to reproduce the
NNLO cross-section. A data-driven normalisation and associated systematic uncertainty
is derived for these samples. “Np” refers to the number of partons generated.

Sub-sample Cross-section [pb]
W → eν + Np0 6921.60
W → eν + Np1 1304.30
W → eν + Np2 378.29
W → eν + Np3 101.43
W → eν + Np4 25.87
W → eν + Np5 7.00
W → µν + Np0 6919.60
W → µν + Np1 1304.20
W → µν + Np2 377.83
W → µν + Np3 101.88
W → µν + Np4 25.75
W → µν + Np5 6.92
W → τν + Np0 6918.60
W → τν + Np1 1303.20
W → τν + Np2 378.18
W → τν + Np3 101.51
W → τν + Np4 25.64
W → τν + Np5 7.04
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Both light-jets and heavy-jets samples are used because they have complementary

strengths. The light-jets samples provide a more accurate simulation of the collinear

gluon splitting, whereas the heavy-jets samples better describe the large opening angles

between the heavy quarks [128]. However, one must take care to avoid double counting

of the same heavy-flavour final states when these sets of samples are combined. Cer-

tain classes of events are vetoed in each of the samples, by determining the distance in

η-φ space between the heavy-flavour quarks and the reconstructed jets, in a procedure

described in section 4 of [128].

A K-factor of 1.20 is applied to all of the above W+jets samples, to reproduce the

NNLO cross-section as calculated with FEWZ [148]. These samples have a data-driven

normalisation applied which has an associated systematic uncertainty; the normalisation

procedure is discussed in Section 5.1.1. The theoretical uncertainties on the cross-sections

are not considered.

Table 2.3: Leading order cross-sections for W+heavy-jets. Additional details as for Ta-
ble 2.2.

Sub-sample Cross-section [pb]
W + bb̄ + Np0 47.32
W + bb̄ + Np1 35.77
W + bb̄ + Np2 17.34
W + bb̄ + Np3 6.63
W + cc̄ + Np0 127.53
W + cc̄ + Np1 104.68
W + cc̄ + Np2 52.08
W + cc̄ + Np3 16.96
W + c or (c̄) + Np0 644.4
W + c or (c̄) + Np1 205.0
W + c or (c̄) + Np2 50.8
W + c or (c̄) + Np3 11.4
W + c or (c̄) + Np4 2.8
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2.4.4 Z boson production in association with jets

Z+jets production is also generated using ALPGEN and the parton shower is simulated

with HERWIG. JIMMY is used for the underlying event. As for W+jets, the samples are

subdivided into exclusive bins of parton multiplicity for multiplicities lower than five,

and inclusively above that. Double-counting of events with the same number of jets is

again avoided by applying the MLM method. Photon interference effects (γ∗ → ll + jets)

are included, although the dilepton invariant mass has to satisfy 40 < mll < 2000 GeV.

The lower threshold serves to remove the large contribution of events from photon in-

terference, which have a small probability of passing the analysis event selection criteria.

Events with a dilepton mass larger than 2 TeV have a negligible cross-section [149]. K-

factors of 1.25 are applied to all samples in order to reproduce the NNLO cross-section,

once again calculated with FEWZ. The cross-sections for the samples are listed in Table 2.4

and the theoretical uncertainties on these cross-sections are ± 48 % [150].

Events with heavy quarks produced in the matrix element process are not generated

separately. This is because Z+jets’ events comprise only around 5 % of the total back-

ground.

2.4.5 Diboson production

These events were generated using HERWIG with JIMMY. A filter to require the presence

of one lepton with pT > 10 GeV and |η| < 2.8 was applied. The corresponding cross-

sections were 11.50 pb for WW production, 3.46 pb for WZ production and 0.97 pb for

ZZ production. K-factors of (respectively) 1.48, 1.60 and 1.30 were applied in order to

reproduce the NLO results obtained [151] using the MCFM generator. The theoretical

uncertainty on each cross-section is ± 5 % [145].
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Table 2.4: Leading order cross-sections for Z+light-jets sub-samples generated using
ALPGEN+HERWIG+JIMMY. The K-factor to reproduce the NNLO cross-sections is 1.25.
The theoretical uncertainty on each cross-section is ± 48 %. “Np” refers to the number of
partons generated.

Sub-sample Cross-section [pb]
Z → ee + Np0 668.32
Z → ee + Np1 134.36
Z → ee + Np2 40.54
Z → ee + Np3 11.16
Z → ee + Np4 2.88
Z → ee + Np5 0.83
Z → µµ + Np0 668.68
Z → µµ + Np1 134.14
Z → µµ + Np2 40.33
Z → µµ + Np3 11.19
Z → µµ + Np4 2.75
Z → µµ + Np5 0.77
Z → ττ + Np0 668.40
Z → ττ + Np1 134.81
Z → ττ + Np2 40.36
Z → ττ + Np3 11.25
Z → ττ + Np4 2.79
Z → ττ + Np5 0.77

2.5 Summary

The ATLAS detector incorporates a silicon tracking detector, calorimeters and muon cham-

bers which provide kinematic and spatial measurements with high resolution. This makes

the detector ideally suited to the detection of top quarks with a range of transverse mo-

menta. A description of all sub-detectors has been provided in this chapter, together with

details of the data sample to be analysed. Monte Carlo simulation is vital in order to esti-

mate the yields and distributions from processes which form a background to the search

for tt̄ resonances. The MC simulation samples used in this thesis are comprehensively

detailed in this chapter.



Chapter 3

Particle identification and reconstruction

This search for new phenomena is carried out in the lepton+jets final state of the tt̄ decay,

the lepton being an electron or a muon. Intermediate processes are the decays of the top

and antitop quarks to a W+ and a W− boson respectively. One of these W bosons then

decays to a pair of quarks, which subsequently hadronise, and the other decays to a pair

of leptons. τ -leptons are not directly identified in this search. For the final state containing

a τ -lepton and a ντ to contribute to this search, the decay chain resulting from the τ -lepton

must contain either a muon or an electron. τ -leptons which decay solely to hadrons are

not separately identified in this analysis.

The final decay products therefore include hadrons, a neutrino, and an electron or a

muon with large transverse momentum. The physical manifestation of these particles

is through detector signals which are reconstructed into physics objects; these objects are

hence defined at the reconstruction level. Note that the directions of the physics objects

are described by pseudorapidity rather than rapidity since it is necessary to know their

position in the detector.

Following reconstruction, identification criteria are imposed. The reconstruction and

identification methods are laid out below, since they can have a large impact on the prop-

erties of the objects. Indeed, if the criteria are not well chosen, a particle of possible in-

terest may fail to be identified or even reconstructed. The ATLAS combined performance

61
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groups carry out detailed studies of these objects, on both real and simulated data, and

produce recommendations on the precise definitions to be used in analyses of ATLAS

data, including this one.

3.1 Electrons

3.1.1 Reconstruction, identification and isolation

Candidates for electrons are reconstructed from clusters of cells in the EM calorime-

ter which have recorded ET > 2.5 GeV and have at least one associated track recon-

structed by the ID. Clusters up to an |η| of 2.47 are considered, but the “crack” located

at 1.37 < |η| < 1.52 is excluded since the large amount of un-instrumented material can

significantly degrade the resolution of the electron energy measurement. The reconstruc-

tion efficiency in MC simulation is 100 % for electrons with ET > 15 GeV from W and

Z boson decays [109]. The cluster energy is determined by summing four different con-

tributions: (1) the estimated energy deposited in material in front of the EM calorimeter;

(2) the measured energy deposited in the cluster; (3) the estimated energy deposited out-

side of the cluster (lateral leakage); and (4), the estimated energy deposited beyond the EM

calorimeter (longitudinal leakage).

The EM-scale is the scale at which the energy of electrons is correctly measured in the

calorimeters. The total uncertainty on this scale in the central region is 3 % which is dom-

inated by the transfer of test-beam results to the actual environment of the calorimeter.

An in-situ calibration of the electron energy scale can be performed using Z → ee decays,

as described in [109], and is indeed carried out for the data used in this analysis. Specifi-

cally, the energy of all electrons with ET > 10 GeV, is corrected so that the reconstructed

Z boson mass peak is centered on its known mass. The energy measured in simulated

events is also corrected so that the width of this reconstructed mass peak matches that in

data. The energy resolution of calibrated electrons having ET > 25 GeV is better than 2 %
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in the most central region. It exceeds 3 % only for electrons which enter the crack region.

Identification requirements are further imposed, to give a high efficiency for selecting

prompt electrons; that is, those resulting directly from the decay of a W or Z boson, which

themselves were produced in the proton-proton hard-scatter or, for the W boson, in the

decay of a top quark. Strong suppression of non-prompt electrons must be achieved; the

sources of these electrons are:

• Semileptonic heavy-flavour decays (of B- or D-hadrons).

• The decay-in-flight of charged pions.

• Photon conversions to electron-positron pairs.

Furthermore, the process π0 → γγ produces photons which may be mistakenly recon-

structed as one or more electrons, if there is at least one nearby reconstructed track. This

source of “fake” electrons must also be suppressed. Figure 3.1 provides a basic illustration

of some of these processes, occurring within a spray of hadrons.

heavy quark

neutral pion
photons

leptons

neutrino

light quark

charged pi, K

neutrino

Figure 3.1: Processes resulting in the production of non-prompt leptons and “fake” elec-
trons. From top to bottom: π0 → γγ, where one of the photons may be reconstructed
as an electron due to nearby charged tracks; a heavy quark decaying semileptonically;
a π± or K± decaying leptonically, predominantly in the muon channel due to angular
momentum conservation requirements.

Identification is a criteria (or cut)-based selection involving variables measured either

separately in the calorimeter and the ID, or in both combined. The criteria define three
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classifications, loose, medium and tight, giving an increasingly strong rejection power1 of

500, 5000 and 50, 000 respectively. Each classification builds on the previous one, hence

loose is a subset of medium and medium is a subset of tight. A broad description of the

criteria used are listed below (for each classification).

• A shower shape resembling that of an EM shower in the EM calorimeter, based on

expectations from simulation, test beam and reconstructed Z → ee events (loose,

with additional variables for medium).

• Minimal energy deposits in the hadronic calorimeter (loose).

• A high multiplicity of ID hits and the matching of an ID track to the cluster (loose,

with additional variables for medium).

• At least one hit in the pixel B-layer [152] to discriminate against photon conversions

(tight).

• A ratio of measured cluster energy to track momentum consistent with an electron

rather than a charged hadron (tight).

• A sufficiently high multiplicity of hits in the TRT and, of these, a certain fraction

being above the high-threshold which was defined in Section 2.2.2) (tight).

The values associated with the criteria placed on each variable are optimised in 10 bins

of cluster η and 11 bins of cluster ET from 5 GeV to above 80 GeV; this optimisation is

described in [109] and [153]. The distribution of one of these variables, the fraction of

high-threshold TRT hits, is provided in Figure 3.2 as an example of the discrimination

power between electrons and hadrons.

An isolation requirement is imposed to reduce the contribution from non-prompt elec-

trons. That is, the sum of the transverse energy recorded in all EM and hadronic calorime-

ter cells within a cone of 0.2 and centred on the electron, must not total more than 3.5 GeV.
1The reciprocal of the fraction of electrons that is incorrectly labeled as jets, based on studies of simulated

data.
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Figure 3.2: Distribution of the fraction of high-threshold TRT hits, a discriminant used
to determine the electron identification classification via simulated data. Background elec-
trons are those referred to as non-prompt in the main text. Good discrimination between
electrons and hadrons is possible using this variable.

A central core of 5×7 cells is excluded from this cone in order to reduce the dependence of

the isolation energy on the electron ET . Figure 3.3 provides an illustration of this layout.

A correction is made for the contribution due to soft energy deposits from pile-up inter-

actions and leakage of the electron out of the central core; details can be found in [154].

The reconstruction, identification and isolation procedures have associated efficien-

cies ε whose values differ between data and simulated events. These efficiencies, and

their associated uncertainties, are derived in bins of electron η using the tag-and-probe tech-

nique [155]. This essentially involves collecting a sample of Z → ll events, in which one

of the leptons (the “tag”) must satisfy tight selection criteria and the other (the “probe”)

has looser criteria applied. The specific criteria are described in [156].

The efficiencies are measured in both data and MC simulation using the same type of

events, such as Z → ll. The resulting ratio εdata/εMC is known as a scale factor (SF). This is

applied to simulated events to correct the predicted efficiency values and bring them in
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Figure 3.3: A map in η-φ space of the calorimeter cells (lilac) used in the calculation of
the degree of electron isolation. All cells within a cone of radius 0.2 are used, although a
central core of 5× 7 cells is subtracted.

line with those measured in data. In practice, this is achieved via the application of this

multiplicative SF to the weight of the simulated event.

The combined SFs for the electron identification and isolation procedures are shown

in Table 3.1, and for the reconstruction procedure in Table 3.2. The SFs are measured in

bins of the electron ET and/or the electron cluster η. They are not measured beyond an

|η| of 2.47 nor in the “crack” region (1.37 ≤ |η| ≤ 1.52). In these regions, a SF of unity is

used. The divergence of the identification and isolation SF from unity is due to differences

in the distributions of TRT-related variables in data and in MC simulation [109]. The

reconstruction SF is consistent with unity in the central region and within 1.5 σ of unity

for |η| > 0.8.

Problematic regions of the LAr calorimeter, discussed in Section 2.2.3, are avoided

through the use of a quality flag applied to each electron. The loss of the FEBs affected

approximately 40 % of the total dataset and occurred after the simulated datasets were

produced. To avoid significant discrepancies when comparing to data, this quality flag is

only applied to the corresponding fraction of simulated events.
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Electron ηcl

ET [GeV] [−2.47, −2.37] [−2.37, −2.01] [−2.01, −1.81] [−1.81, −1.37] [−1.37, −1.15]
[25,30] 0.972 ± 0.038 0.964 ± 0.029 1.007 ± 0.037 1.016 ± 0.027 1.071 ± 0.029
[30,35] 1.003 ± 0.037 0.996 ± 0.028 1.040 ± 0.036 1.049 ± 0.026 1.106 ± 0.028
[35,40] 1.013 ± 0.035 1.005 ± 0.025 1.050 ± 0.034 1.059 ± 0.023 1.117 ± 0.026
[40,45] 1.012 ± 0.035 1.005 ± 0.025 1.049 ± 0.034 1.059 ± 0.023 1.116 ± 0.026
[45,50] 1.015 ± 0.037 1.008 ± 0.027 1.053 ± 0.036 1.062 ± 0.025 1.120 ± 0.028

ET [GeV] [−1.15, −0.8] [−0.8, −0.6] [−0.6, −0.1] [−0.1, 0] [0, 0.1]
[25,30] 1.007 ± 0.027 0.967 ± 0.027 0.957 ± 0.026 0.979 ± 0.030 0.963 ± 0.027
[30,35] 1.039 ± 0.026 0.998 ± 0.025 0.988 ± 0.025 1.010 ± 0.028 0.994 ± 0.026
[35,40] 1.050 ± 0.023 1.008 ± 0.023 0.998 ± 0.022 1.020 ± 0.026 1.004 ± 0.023
[40,45] 1.049 ± 0.023 1.007 ± 0.023 0.997 ± 0.022 1.019 ± 0.026 1.003 ± 0.023
[45,50] 1.052 ± 0.025 1.010 ± 0.025 1.000 ± 0.024 1.023 ± 0.028 1.006 ± 0.025

ET [GeV] [0.1, 0.6] [0.6, 0.8] [0.8, 1.15] [1.15, 1.52] [1.52, 1.81]
[25,30] 0.953 ± 0.026 0.975 ± 0.027 0.999 ± 0.027 1.057 ± 0.033 1.024 ± 0.028
[30,35] 0.984 ± 0.025 1.006 ± 0.026 1.031 ± 0.026 1.091 ± 0.032 1.057 ± 0.026
[35,40] 0.993 ± 0.022 1.016 ± 0.023 1.041 ± 0.023 1.102 ± 0.029 1.068 ± 0.023
[40,45] 0.993 ± 0.022 1.015 ± 0.023 1.041 ± 0.023 1.101 ± 0.029 1.067 ± 0.023
[45,50] 0.996 ± 0.024 1.019 ± 0.025 1.044 ± 0.025 1.105 ± 0.031 1.070 ± 0.025

ET [GeV] [1.81, 2.01] [2.01, 2.37] [2.37, 2.47]
[25,30] 1.007 ± 0.035 0.957 ± 0.028 0.993 ± 0.033
[30,35] 1.039 ± 0.034 0.988 ± 0.026 1.025 ± 0.032
[35,40] 1.050 ± 0.031 0.997 ± 0.024 1.035 ± 0.030
[40,45] 1.049 ± 0.032 0.997 ± 0.024 1.034 ± 0.030
[45,50] 1.052 ± 0.033 1.000 ± 0.025 1.037 ± 0.031

Table 3.1: Combined scale factors for the electron identification and isolation procedures,
in 5 bins of electron ET and 18 bins of the electron cluster η. Divergences from unity,
particularly in the region at |η| ≈ 1.15, are due to the mis-modelling of TRT variables.

Electron |ηcl|
[0, 0.8] [0.8, 2.37] [2.37, 2.47]

0.9984 ± 0.0066 1.0091 ± 0.0070 0.9759 ± 0.0184

Table 3.2: Electron reconstruction SFs, in three bins of the electron cluster η. It is within
1.5 σ of unity in all regions. The combined statistical and systematic uncertainties are
displayed.

3.1.2 Electron trigger

Two triggers were used for electrons in this study. This is because the instantaneous lumi-

nosity increased during the data-taking period, hence the minimum ET of the electrons
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which could fire the trigger was raised to avoid prescaling.2 Specifically, the electron trig-

ger item requires an EM cluster with ET > 20 GeV3 in the first 1.6 fb−1 of the dataset, and

ET > 22 GeV in the latter part.

The efficiency of the triggers is measured using tag-and-probe on a sample of Z → ee

and W → eν events [156]. The efficiency for the first trigger, with the lower ET threshold,

is displayed in Figure 3.4 for both data and MC simulation as a function of the electronET

and electron cluster η. When measuring versus one variable, the SF is integrated over the

other so that ηcl andET are treated as uncorrelated. The results for both medium and tight

electrons are shown; the latter electrons are used in this thesis. The efficiencies measured

in both data and MC simulation are above 97 % for tight electrons with an ET > 25 GeV

or with |ηcl| < 1.5 (subfigures (a) and (b)). The SFs are above 98 % for all tight electrons

within these regions of phase-space (subfigures (c) and (d)). The drop in efficiency at

|ηcl| ≈ 1.4 is due to the “crack” region.

3.2 Muons

3.2.1 Reconstruction, identification and isolation

The reconstruction and identification of muons used in this study involves information

from both the ID and the MS. An MS track must be associated to an ID track, and the latter

must have a certain multiplicity of hits in each of the ID sub-detectors [156]. Furthermore,

the acceptances of the ID and MS are such that candidates can only be considered up to

|η| = 2.5. The pair of tracks to be combined is chosen based on the minimisation of a

χ2 term, defined using the difference between the reconstructed track parameters in the

ID and the MS [157]. The resulting objects are hence known as combined Muid muons.

Figure 3.5 displays the reconstruction efficiency for Muid muons measured in both

2For a description of prescaling, see Section 2.2.5.
3Referred to as e20 medium in Figure 3.4.
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Figure 3.4: Efficiency ε for the electron trigger which is fired by an EM cluster with ET >
20 GeV and is used to collect the first portion of data used in this thesis. The efficiency is
measured in data and in MC simulation for both medium and tight electrons (the latter is
used in this study). It is approximately stable for electrons with ET > 25 GeV. The scale
factors (εdata/εMC) are within 2 % of unity for all tight electrons in the central region or
having ET > 25 GeV.

data and simulation, as a function of (a) the muon η and (b) the muon pT . A tag-and-

probe technique method is used as documented in [158]. The low efficiency for both

data and MC simulation in the central region is due to the reduced number of muon

chambers to make way for detector services and the muon system’s support feet. The

decrease in efficiency for data only, at |η| ≈ 1.2, relates to the transition region between

the barrel and end-caps of the MS. In this region, the magnetic field map used in the

reconstruction of data has a reduced accuracy leading to a small mis-measurement of the

muon momentum [158]. This leads to a decrease in the SF in this region, although the

average SF across all regions in η is 0.995 ± 0.002 (statistical errors only).
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Figure 3.5: Muidmuon reconstruction efficiency as a function of the muon (a) η and (b) pT ,
measured in both data and MC simulation. The distinct drop in efficiency in the central
region is due to the support feet of the muon system which necessitates removal of some
of the active detector elements. The SFs are shown in the lower part of each subfigure and
average 0.995 ± 0.002 across all regions. Taken from [158].

A number of systematic uncertainties in the tag-and-probe method are deemed to

propagate to the SF estimation [156]: the estimation of background processes in the tag-

and-probe selection, the choice of a certain di-muon invariant mass threshold, the mis-

estimation of the muon momentum in the tag-and-probe selection, the choice of qual-

ity criteria in the selection and the effect of pile-up. The SFs are recalculated with rel-

evant variations applied and the deviations from the nominal SFs are taken as the sys-

tematic uncertainty. The dominating systematic uncertainty is that associated with the

background estimation.

The muon identification efficiency is also determined using a tag-and-probe method

on 690 pb−1 of collision data at
√
s = 7 TeV [156]. The efficiencies measured in data and
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MC simulation are shown in Figure 3.6 as a function of muon η, pT , ∆R to the closest jet,

and number of primary vertices in the event (NPV )4. The efficiency is above 90 % for all

muons having ∆R > 0.4 to the closest jet, and in all events without a large amount of

pile-up (i.e. if NPV < 11). The SFs do not exhibit any significant dependence on any of

the variables. Therefore flat SFs are applied to the MC simulation, with values of 1.008

± 0.0003 (stat.) ± 0.0003 (syst.) for the first 1.5 fb−1 of data and 1.0034 ± 0.0003 (stat.)

± 0.0002 (syst.) thereafter. The same sources of systematic uncertainty are considered as

for the reconstruction efficiency.
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Figure 3.6: Muon identification efficiency measured in data (black circles) and MC sim-
ulation (yellow rectangles) using a tag-and-probe method. The efficiencies as a function
of (a) muon η (b) muon pT (c) ∆R from the muon to the closest jet (d) number of primary
vertices in the event. The integrated luminosity of the dataset used was 690 pb−1.

The pT resolution assumed in this thesis was determined for muons with 20 . pT .

120 GeV, using data collected in 2010. It ranges from < 7 % for all muons reconstructed

in the central region of the detector, up to ≈ 23 % for muons with pT > 60 GeV and

4A primary vertex is one reconstructed from at least five tracks, each with pT > 150 MeV.
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2.0 < |η| < 2.5 [159]. The muon pT measured in simulated events is corrected in order to

reproduce these measurements.

Muons, like electrons, are required to be isolated to suppress those of non-prompt

type. The scalar sum of the pT of all tracks, and the scalar sum of the ET measured

by all calorimeter cells, in a cone of radius 0.3 surrounding the muon candidate, must

each be less than 4 GeV. The muon track, and any energy deposited by the muon in the

calorimeters, is excluded from the total pT and ET measurements respectively.

For further suppression of this “non-prompt background”, reconstructed muons at a

distance of less than 0.4 in η-φ space to a jet with pT > 20 GeV cannot be considered as

the lepton originating from the t → W decay chain. The jets referred to here are those

reconstructed by the anti-kT algorithm with R = 0.4 and calibrated using the EM+JES

scheme.5 This procedure is illustrated in Figure 3.11 (left) and described in more detail

in [156].

3.2.2 Muon trigger

Two muon triggers are used for the data collected in this study, with the switchover oc-

curring after ≈ 1.5 fb−1 of data were collected. To fire, both triggers required a single

muon with pT > 18 GeV. However, the second trigger had tightened level 1 criteria ap-

plied: all three layers of the muon trigger system were required to have fired, as opposed

to only two for the first trigger.

The trigger efficiency is measured using the tag-and-probe technique in Z → µµ

events on both data and MC simulation; the event selection requirements are detailed

in [156]. The efficiencies are presented in Figure 3.7 as functions of the probe muon η,

φ and pT , together with the number of reconstructed primary vertices NPV in the event.

The efficiency is lower in the barrel than in the endcaps due to the reduced geometrical

coverage of the RPC detectors close to the support feet of the muon system [156].

5Jet calibration is introduced in Section 3.3.2.
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Figure 3.7: Efficiencies for the two (one) muon trigger(s) measured in events taken from
the data (MC simulation) analysed in this thesis. The efficiencies are displayed as as
function of (a) η (b) φ (c) pT in the barrel of the muon system (d) pT in the endcaps of the
muon system (e) the number of reconstructed primary vertices in the event.

Figure 3.7(c) demonstrates that the SF in the barrel has a dependence on pT . This is

due to an error in the ATLAS simulation software which affected muons with large pT

in the barrel region η < 1.2 only. This dependence could not be investigated using the

tag-and-probe technique due to the limited pT range of muons from Z boson decays.
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Figure 3.8: η-φ maps of the efficiency for (a) the first 1.5 fb−1 of data and (b) the sec-
ond ≈ 0.5 fb−1. The lower efficiency in the barrel at −1 < φ < −2.2 due to the muon
system’s support feet is apparent. The SFs for the same two triggers are shown in (c)
and (d). The SF values are lower in the barrel due to an error in the ATLAS simulation
software.

The recommendation provided by the ATLAS top group to account for this limitation is

documented in the event selection description of Section 4.1.1.

The SFs for the two triggers are derived as functions of η and φ in three different

pT bins: [20 – 60], [60 – 120] and > 120 GeV. The efficiencies measured in data, together

with the SFs, are displayed in the η-φ maps of Figure 3.8, for the lowest pT bin only.

The systematic uncertainties on the trigger SFs are assumed to be due to a number of

sources from the tag-and-probe method [156]: the choice of a certain di-muon invariant

mass threshold, the choice of the trigger-matching threshold value for the tag muon and

the isolation criteria applied to the tag muon. The first two thresholds were varied within
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1 σ of their nominal values and the isolation criteria was removed altogether. The SFs

were then recalculated, and the muon isolation was found to have the largest shift on the

SF, of 0.0045 on average.

3.3 Jets

3.3.1 Reconstruction

All jets used in this study are reconstructed with the anti-kT algorithm. Two collections

of such jets are used, with different values for the radius parameter R, of 0.4 and 1.0;

these will subsequently be referred to as AKT4 or AKT10 respectively. The substructure

of the AKT10 jets, also known as fat jets, is determined through use of the kT algorithm as

detailed in Section 1.4.2. The four-momenta of groups of calorimeter cells are supplied as

input to the jet algorithm. There are two possible definitions of these groups, known as

topological clusters and towers.

Topological clusters, or topo-clusters, are collections of calorimeter cells whose size and

shape is defined by a clustering algorithm. The basic requirement of such an algorithm

is to group together neighbouring cells that have significant energy compared to the ex-

pected noise [160]. Hence, it is designed to suppress the clustering of cells which contain

energy deposits resulting from low-level noise.

The specific algorithm used at ATLAS [161] takes as its input one or more neighbour-

ing seed cells whose signal-to-noise ratio (SNR)6 is greater than 4. Any cells which are

adjacent to the seed and have an SNR of at least 2 are incorporated into the topo-cluster.

When no further adjacent cells can be found with SNR ≥ 2, a ring comprising all adjacent

cells is included in the topo-cluster. Figure 3.9 demonstrates the output from the cluster-

ing algorithm; in the top right, a topo-cluster has been formed around four neighbouring

6In this case, the noise is estimated as the absolute value of the energy deposited in the calorimeter cell,
divided by the RMS of the energy distribution measured in events triggered at random bunch crossings.
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seed cells all with SNR ≥ 4. No other topo-clusters are formed since there are no other

cells with a sufficiently high SNR.

Figure 3.9: A demonstration of the output from the clustering algorithm described in the
text. Topo-clusters can only be formed if there are one or more seed cells with SNR ≥ 4,
such as in the top right of the figure. The squares represent calorimeter cells and the
numbers denote the signal-to-noise ratio of each cell.

If two close-by particles produce adjoining showers in the calorimeter, the clustering

algorithm may form a single topo-cluster which covers a large area of the calorimeter.

The algorithm therefore involves a second procedure known as splitting, after the initial

topo-cluster formation. The aim of this stage is to form separate topo-clusters if two

particles are sufficiently far apart that the resulting single topo-cluster contains cells with

local maxima of deposited energy. Specifically, the splitting procedure takes a single topo-

cluster as input and searches for all contained cells having an energy content of greater

than 500 MeV. Furthermore, these cells must have an energy content greater than that of

all adjacent cells. The primary clustering procedure is then performed using these cells

as seeds. The splitting procedure is described in detail in [160].

The energy of the topo-cluster is defined to be equal to the sum of the energies of all

its constituent calorimeter cells. The direction is calculated from the weighted averages

of the η and φ of the constituent cells, where the weight used is the absolute value of the

cell energy. The mass of the topo-clusters is assumed to be zero.

The second type of grouping of calorimeter cells is called towers, detailed in section

6.1.2 of [161]. They are constructed from the cells in all longitudinal layers of the calorime-
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ter which are projected into the elements of a grid in η-φ space. The chosen grid size for

ATLAS analyses is ∆η × ∆φ = 0.1 × 0.1. The benefit of using towers is that they are of

fixed size, unlike topo-clusters whose size depends on the characteristics of the incident

shower. However, all analyses involving top quarks at ATLAS are recommended to use

jets formed from topo-clusters. A study was carried out in 2009 [93] in which a selection

criteria relevant for tt̄ pair production was applied to two samples of simulated events

containing, respectively, the processes of SM tt̄ pair production (the signal process, in

this case) and W+jets production (the background process). The figure of merit used to

compare the jets reconstructed from topo-clusters and from towers was the signal signif-

icance F = S/
√
S +B, where S (B) denotes the number of signal (background) events

passing the selection criteria. The jets formed from topo-clusters resulted in a value of F

approximately 4 % higher than that for jets formed from towers, for a jet pT threshold of

20 GeV.

3.3.2 Calibration

Energy deposits in the calorimeter are reconstructed at the EM-scale i.e. the scale at which

the energy of a particle which interacts electromagnetically will be correctly reconstructed.

This scale is obtained using test-beam measurements and the invariant mass of Z → ee

events, as detailed in section three of [161].

Since the ATLAS calorimeters are non-compensating, an incident hadron with equiva-

lent energy to an electron or photon will have a lower reconstructed energy. The presence

of un-instrumented material in the detector also means that the hadron’s reconstructed

energy will be less than its incident energy [160]. The aim of jet calibration is to relate

the average energy of a set of hadronic jets measured by the calorimeter to the energy of

the incident particles which are the cause of each jet. Calibration to the jet energy scale

is achieved using simulated data, by means of a comparison of the energy of a jet mea-

sured by the calorimeter to the energy of a nearby truth jet. Truth jets are reconstructed
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using only stable particles7 which have not been passed through the detector simulation

software. This stage of the calibration aims to correct for not only non-compensation and

un-instrumented material, but also the following effects:

• Particles leaking from the detector, whose energy then goes (partially) undetected.

• The energy of some simulated particles failing to be included in the reconstructed

jet but being included in its associated truth jet.

• The omission of energy deposits during the formation of topo-clusters and/or dur-

ing jet reconstruction. The former may occur due to the noise threshold placed on

candidates for topo-clusters; the latter, because jet algorithms are not guaranteed to

recombine all energy deposits resulting from the decay of the originating parton,

particularly if they fall beyond the scope of the chosen radius parameter used in the

reconstruction.

The topo-clusters comprising the jet may contain energy resulting from pile-up. A

correction is derived from minimum bias data, which accounts for the average additional

energy deposited in a grid of 0.1 × 0.1 in the η-φ plane. It is applied to the EM-scale

topoclusters, before the final correction to the jet energy scale.

The calibration scheme described above is known as EM+JES because it corrects the

kinematic variables measured at the EM-scale directly to the jet energy scale, using mul-

tiplicative factors applied as a function of the jet E and η. The average energy correction

under this scheme, as a function of jet pT , is shown in Figure 3.10 for anti-kT jets recon-

structed with R = 0.6. It ranges from 1.2 for high pT jets to 2.1 for low pT jets, in the

central region. The correction is larger for these softer jets because they have a smaller

fraction of electromagnetically-interacting particles than harder jets [112]. The position of

the jet is also corrected, but there is no correction for the mass. A comprehensive descrip-

tion of the calibration process for AKT4 jets, and estimation of the associated systematic

uncertainties, can be found in [162].
7Stable particles are those having a lifetime longer than 10 ps and excluding muons and neutrinos



3.3 Jets 79

Figure 3.10: Average correction applied to anti-kT EM+JES jets with R = 0.6 when cali-
brating to the jet energy scale (JES). Taken from [162].

However, the AKT10 jets used in this thesis have been calibrated under an alternative

scheme, known as local cluster weighting (LCW, or LC) [163, 164]. In this procedure, the

topo-clusters are first classified as either electromagnetic or hadronic in origin, according

to the cluster topology measured in the calorimeter. A weight is then applied to each cell

in the cluster according to the cluster energy and the cell energy density. These weights

were derived from the simulation of single pions and verified in test-beam measurements.

Further corrections are applied to account for the possibility of energy deposited (1) in the

calorimeter but outside of the topo-cluster, (2) in material before the calorimeter and (3)

in inactive regions of the calorimeter. These corrections are obtained from simulations

of charged and neutral particles. Following jet reconstruction from the LC-scale topo-

clusters, the JES calibration then proceeds as described above for EM-scale topo-clusters.

A first application of the LC+JES scheme on simulated ATLAS data [165] demon-

strated its main advantages: an improved jet pT resolution and a reduced difference

between the response due to light-quark or gluon initiated jets, compared to jets at the

EM+JES scale. These improvements are particularly beneficial when jet substructure is

crucial to an analysis, as is the case here, since individual topo-clusters receive a specific

calibration appropriate to their type, before the jets are reconstructed. Hence, the AKT10

jets used in this analysis have been calibrated using the LC+JES scheme, in a procedure
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detailed in [103]. A correction for the mass of these jets was also derived because this

variable has a vital role in the identification of jets containing top quark decay products.

The mass and energy are corrected by 10 – 20 % on average, and the jet η is corrected

by ≈ 0.01.

At the time that this search for tt̄ resonances was being formulated, the use of AKT4

jets at the EM+JES scale was highly recommended by the ATLAS jet performance group;

the LC+JES calibration for these jets was still in the commissioning phase [162]. Hence,

the EM+JES calibration is applied to the anti-kT R = 0.4 jets used in this analysis.

3.3.3 Selection

Requirements are then imposed on both jet collections to determine whether they should

receive further consideration. First, reconstructed jets with negative energy are discounted.

Such jets occur mainly due to the treatment for pile-up effects [166], known as the offset

correction. It is not the correction itself that produces the spurious negative energy, but a

problem with its derivation in some cases [167]. However, this affects fewer than 0.01 %

of the events in the dataset analysed for this search and therefore these objects are simply

not deemed to be viable jet candidates.

A procedure is carried out to avoid inclusion of energy deposits which have already

been assessed as contributing to the electron energy, in the jet reconstruction. The one

jet from each collection that is closest, in η-φ space, to any of the electron candidates

identified above, and having ∆R (jet, electron) ≤ 0.2 (for AKT4 jets) or ≤ 0.5 (for AKT10)

is omitted from further consideration. This procedure is illustrated in Figure 3.11 (right).

General detector acceptance criteria are also applied: jets reconstructed with |η| > 2.5

(AKT4) or |η| > 2.0 (AKT10) are not considered as suitable candidates. For the smaller

jets, this is motivated by the fact that the uncertainty on the jet energy scale for jets with

pT = 20 GeV in the very forward region (3.6 < |η| < 4.5) is over three times that in the

central region [162]. For the larger jets, this JES uncertainty was not estimated for jets
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Figure 3.11: Visualisation of the procedure to treat closely-located jets and leptons. Left:
any muon which has ∆R ≤ 0.4 to any anti-kT R = 0.4 jet with pT > 20 GeV cannot be
considered to originate from the t→ W decay chain. Right: removal of an anti-kT R = 0.4
(1.0) jet with ∆R ≤ 0.2 (0.5) to an electron.

reconstructed beyond |η| = 2.0 [103].

The above requirements all apply to individual jets. However, there is an additional

specification to reject entire events that contain any fake jets; that is, those deemed not

to originate from the hard-scatter. Background processes resulting in these jets include

interactions between protons and residual gas in the beam pipe, the incidence of cosmic-

ray muons on the calorimeters, and noise in the calorimeters. The identification of these

fake jets and the rejection of events in which they are contained is known as jet cleaning.

There are different levels of cleaning depending on the required rejection power for the

fake jets. The level used for this search has an efficiency8 of over 99 %. The general

cleaning process is described in section seven of [161] with details in [168]. The process

was only carried out on events in real data, not in simulation, since the required variables

are not well modelled in the latter. No correction was applied to the simulated events to

account for this, since fewer than 1 % of events were affected by this cleaning.

The treatment of jets affected by the LAr hole problem, detailed in Section 2.2.3, is also

applied on an event-level basis. That is, an event from data is removed from further con-

sideration if any jet having pT > 20 GeV is found with ∆R ≤ 0.1 to the hole. For simulated

events, the same condition is applied, but for only the fraction of events corresponding to

the fraction of luminosity for which the hole problem was present.

8The ratio of the number of jets passing the cleaning criteria to the total number of jets.
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The application of techniques used to identify fat jets which are typical of those con-

taining the decay products of top quarks is discussed in Section 4.1.4.

3.3.4 b-tagging

b-tagging is the common name for the identification of jets containing B-hadrons, through

exploitation of the topologies of weak B- and D-hadron decays inside the jet. It there-

fore naturally assists in the identification of events containing top quarks. However the

procedure is not deployed for the selection of potential signal events in this thesis due to

concerns regarding the decrease in the fraction of jets tagged as the jet pT increases. These

concerns are particularly relevant since this search is tailored towards boosted top quarks

which will result in jets having large pT . The decrease in efficiency is demonstrated in Fig-

ure 3.12, for a high-performance multivariate algorithm [169] developed by ATLAS; the

fraction of jets with pT = 480 – 500 GeV that are tagged by the algorithm is approximately

half that for jets having pT = 20 – 40 GeV.

Although b-tagging is not used to select a potential signal, it is used in the valida-

tion of a data-driven normalisation for the W+jets production process. This is described

comprehensively in Section 5.1.1.

3.4 Missing transverse energy

Missing transverse energy is the general signature of the production of “invisible” par-

ticles which do not interact with the detector material. These may be neutrinos, in SM

processes, or something more exotic such as supersymmetric particles. The generic defi-

nition of Emiss
T was introduced in Section 2.2.1.

The Emiss
T reconstruction proceeds in two stages. The first stage uses calorimeter cells

in which energy deposits have been recorded, resulting in the calorimeter term. The second

stage uses reconstructed muon tracks, resulting in the muon term. In the calculation of
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Figure 3.12: Fraction of jets tagged by a multivariate b-tagging algorithm [169] as a func-
tion of jet pT , in a sample of simulated dijet events enriched in heavy-flavour hadrons.The
algorithm is operating at a b-jet tagging efficiency of 70 %, as measured in simulated tt̄
events. The decrease in performance as the jet pT increases can be seen clearly.

both terms, the respective cells and tracks are first associated to physics objects which

have received the appropriate degree of calibration, as discussed in previous sections.

The object definitions follow those specified by the ATLAS top working group above;

details on the derivation of this specific form of Emiss
T can be found in [170].

For the calorimeter term, the cells are associated with, in order:

1. Electrons.

2. Photons.

3. τ -leptons.

4. Anti-kT R = 0.4 jets with pT > 20 GeV and calibrated to the EM+JES scale (HardJets).

5. Anti-kT R = 0.4 jets with 20 > pT ≥ 7 GeV and calibrated to the EM-scale only

(SoftJets.).

The muon term is determined from the momenta of muon tracks reconstructed within

|η| < 2.7 which is the acceptance region for the MS. This includes all combined Muid
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muons, in the region |η| < 2.5, which are reconstructed in both the ID and the MS.

The remaining energy from cells not associated with one of these objects is included as

an additional term, CellOut. Any muon energy deposited in the calorimeters is included

in either the CellOut term or the HardJet term depending on the degree of isolation

from any anti-kT R = 0.4 jet. This procedure is detailed in [171].

Overall, the Emiss
T components are calculated as follows:

Emiss
x(y) = EEl

x(y) + EPhoton
x(y) + ETau

x(y) + EHardJet
x(y) + ESoftJet

x(y) + EMuon
x(y) + ECellOut

x(y) (3.1)

The values of Emiss
T and its azimuthal angle φmiss are then formulated as:

Emiss
T =

√
(Emiss

x )2 + (Emiss
y )2 (3.2a)

φmiss = arctan(Emiss
y /Emiss

x ) (3.2b)

The resolution of the Emiss
T is determined by the precision and the energy scales of the

objects used in its reconstruction. It is therefore proportional to the square root of the to-

talET deposited in the detector from one pp bunch crossing. The resolution is determined,

using a method described in [170], by calculating the sum of the transverse energies of

all objects (ΣET ) in all events from the SM tt̄ sample described in Section 2.4.2. A fit to

the function a ×
√

ΣET in the range 300 < ΣET < 1000 GeV yields a = 0.692 ± 0.002

(0.734 ± 0.002) in events where the leptonically decaying top quark produces an electron

(muon).

Any possible dependence of the resolution on the level of in-time pile-up is also in-

vestigated by measuring the value of ∆a/∆(NPV ). The dependence was found to be very

weak in the electron channel (∆a/∆(NPV ) = −0.37±0.25) and no dependence was found
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in the muon channel (∆a/∆(NPV ) = +0.20 ± 0.24). The results in the two channels are

consistent at the level of one sigma.

Determination of all systematic uncertainties related to the physics objects discussed

in this chapter, and their propagation to the final result, is discussed in Section 6.3.

3.5 Summary

The reconstruction and identification of leptons, jets and the missing transverse momen-

tum forms the basis of this search. These procedures have been fully documented in this

chapter, together with the lepton triggers applied to collect events of interest. The concept

of scale factors is introduced, which are used to correct the reconstruction, identification

and trigger efficiencies measured in simulated events to match those measured in data.

The reconstruction, selection and calibration of jets is discussed in detail, since these ob-

jects play a crucial role in this thesis.



Chapter 4

Analysis strategy

Searches for new phenomena involve the selection of events produced by possible BSM

signal processes amidst those produced by SM background processes. The general aim is

to obtain a sample of events which is both enriched in the contribution from the signal

and depleted in the contribution from the backgrounds. The enrichment is achieved by

specifying a number of criteria which each event must pass in order to be entered into

the final signal sample, also referred to as the signal region. Each criterium is composed

of a variable and a corresponding threshold value. The choice of criteria is made based

on the different characteristics of signal and background events, and of course optimised

to favour selection of the former. The list of criteria, together with the rationale for the

choices made, are detailed in this chapter.

The next stage in the search is the identification of any deviations from the background

prediction demonstrated by the selected data events. The simplest method of identifying

such deviations is known as “cut-and-count”. It involves simply counting the number of

events from data, and from the SM prediction, in this signal region. This method has the

benefit of not being tailored towards any particular signal model or mass.

This specific case of a search for resonant tt̄ production in BSM processes is not so

straightforward as the above procedure suggests. This is because there is no way to sep-

arate events containing tt̄ pairs produced in these BSM processes from those produced

86
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within the standard model, without introducing specific criteria which may bias the selec-

tion towards a particular BSM model. Hence SM tt̄ production is known as an irreducible

background and the signal sample is composed mainly of SM tt̄ events.

The cross-section for SM tt̄ production is two orders of magnitude larger than the

typical signal cross-section, as discussed in Section 2.4.2. This means that such a cut-

and-count analysis would not be sufficiently sensitive to deviations caused by signal pro-

cesses. A simple measure of sensitivity is S/
√
B, where S denotes the yield of signal

events and
√
B is the statistical uncertainty of the background yield, assuming that the

latter follows a Poissonian distribution. The typical value of this ratio in the ATLAS re-

solved tt̄ resonance search is < 0.01 for a Kaluza-Klein gluon of mass 1300 GeV [71].

A second stage is therefore required in order to identify the possible presence of reso-

nant tt̄ production. This uses the fact that distributions of certain discriminating variables

will have different shapes depending on the physics process from which they are drawn.

For this search, the discriminating variable is the invariant mass of the tt̄ system, mtt̄,

which is reconstructed from certain physics objects in the final state of the decay. This

reconstruction is also described in this chapter.

Deviations from the background prediction are then searched for in windows of vary-

ing width across the mtt̄ distribution. This is essentially a cut-and-count in separate bins

across the distribution of this discriminant, thereby enhancing the statistical significance

of any possible signal. The description of the procedure for identifying the presence of a

signal is the topic of Chapter 6.

This search has the following (reducible) background processes:

• Vector boson production with associated jets (W+jets and Z+jets).

• Electroweak single top quark production.

• Diboson production.

• QCD multijet production.
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Although the SM tt̄ background cannot be removed from the signal sample, it is still

important to remove a significant number of events due to these other backgrounds. The

reason can be seen when comparing the values for the production cross-sections for the

backgrounds to that of SM tt̄ production. For example, W or Z boson production has a

cross-section which is 1 – 2 orders of magnitude larger than that for SM tt̄ production, as

shown in Figure 4.1.

Figure 4.1: Cross-sections for SM processes in pp collisions, as a function of the centre-of-
mass energy. The LHC operating at

√
s = 7 TeV is denoted with a blue vertical line. The

production cross-sections for W bosons, Z bosons and SM tt̄ pairs are indicated by the
lines labelled with σW , σZ and σt respectively. Taken from [172].
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4.1 Selection of tt̄ events

4.1.1 Initial criteria

The first requirement of the signal selection is driven by the need for data of sufficiently

high quality. Events must be in luminosity blocks contained in the good run list relevant

to ATLAS analyses involving top quarks.

The event is then checked for having fired a certain trigger, indicating that it poten-

tially contains an interaction which would be pertinent for this search. Since this analysis

is performed on the lepton+jets final state, each event must fire either a single electron or

a single muon trigger. These triggers were detailed in Sections 3.1 and 3.2 respectively.

The separation of events into different channels by lepton flavour is retained throughout

the event selection so that flavour-dependent criteria can be applied.

As introduced in Section 3.2, an error in the ATLAS simulation software resulted in a

lower trigger efficiency in simulated events. However, the extent of this effect could not

be measured with the tag-and-probe technique and therefore the muon trigger require-

ment is not applied to simulated events. Instead, these events are weighted by the muon

trigger efficiency measured in data rather than by a scale factor, following a procedure

described in [173].

Rejection of events not associated with a collision, such as those resulting from back-

ground radiation in the cavern or from cosmic rays, is achieved by requiring that the

reconstructed primary vertex has at least five associated tracks each with pT > 400 MeV.

Following these basic quality requirements, criteria more specific to the lepton+jets

final state are employed. All physics objects referred to hereafter are required to have

passed the object selection criteria specified in Chapter 3, unless otherwise stated.

In the electron channel, events must contain exactly one electron, with ET > 25 GeV.

TheET variable is calculated using a combination of the energy measured in the calorime-
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ter and the direction of the track recorded by the ID. For the muon channel, a single muon

is required with pT > 20 GeV, where the pT is obtained from a combination of measure-

ments taken by both the MS and the ID. The threshold placed on the electron (muon)

ET (pT ) ensures that the trigger used in each channel has a stable efficiency as measured

in data with respect to the ET (pT ) of the object firing the trigger. Therefore, the efficiency

can be considered as constant for all selected events. The efficiencies for the electron and

muon triggers as a function of ET (pT ) are displayed in Figures 3.4 and 3.7 respectively.

The selected lepton must be matched to the object resulting from the positive trigger

decision. That is to say, their separation in η-φ space must be < 0.15. The matching was

not performed on simulated events in the muon channel because the trigger requirement

was not applied, as described previously. An additional systematic uncertainty applied

to cover this omission is described in Section 6.3.4.

To ensure that only one lepton of the required quality is produced in the interaction,

events in the muon channel must not contain any electrons with ET > 25 GeV. Likewise,

in the electron channel events must not contain any muons with pT > 20 GeV. Further-

more, there is the possibility that energy deposits may lead to the reconstruction of both

an electron and a muon. To guard against this possibility, events are rejected in which the

selected electron is made up of an ID track which is also used in the reconstruction of a

muon. The muon candidate in this case does not have the hit multiplicity requirement

placed on its associated ID track, nor is it checked for its proximity to a jet.

Suppression of non-prompt lepton and “fake” electron sources is achieved in two

ways, additional to those described in Chapter 3. First, the Emiss
T must be greater than

a certain threshold. Second, requirements are placed on a combination of the Emiss
T and

the transverse mass of the selected charged lepton. This combined variable is known as

the W transverse mass or mT (W ) and is defined as:

mT (W ) =
√

2pl
T E

miss
T (1− cos(∆φ)) (4.1)
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where pl
T is the pT of the selected charged lepton and ∆φ is the azimuthal angle between

this lepton and the Emiss
T .

In the muon channel, the criteria are: Emiss
T > 20 GeV and Emiss

T +mT (W ) > 60 GeV.

The combined Emiss
T and mT (W ) threshold exploits the fact that non-prompt lepton and

fake electron production processes typically result in events with large Emiss
T but small

mT (W ), relative to those containing W → lν decays, where the W boson results directly

from the hard-scatter or from a top quark decay. The thresholds in the electron channel are

higher: Emiss
T > 35 GeV and mT (W ) > 25 GeV. This is because processes such as photon

conversions or π0 decays result in a larger overall contribution from these background

processes in this channel [174].

It is at this stage that criteria related to jets are applied, which are disperse objects

whose size is determined during their reconstruction. There are two approaches to this

reconstruction. The first is to separately associate a jet to the hadrons resulting from each

of the three hard partons from the t→ bW → bqq̄′ decay. This is referred to as the resolved

approach.

The alternative strategy is to include the majority of the hadrons resulting from the

decay in a single jet. This is known as the boosted approach and is tailored towards the

reconstruction of top quarks with a higher pT than in the resolved method. In this thesis,

the boosted approach is applied for the first time on a search for tt̄ resonances using

ATLAS data. The resolved strategy is not used, but it is summarised below in order to

highlight its shortcomings, and hence the need for a new “boosted strategy”.

4.1.2 The resolved approach to top quark reconstruction

The resolved approach as used at ATLAS requires four jets in the final state, each having

pT > 25 GeV. Three of these are assumed to result from the decay of the hadronic top

quark, which is illustrated in Figure 4.2 (a), although this quark is not specifically recon-

structed. At least one of the four must be tagged as a b-jet, that is, originating from a
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b-quark.

The standard value of R for jets used in ATLAS analyses involving top quarks, in-

cluding this one, is 0.4. This is large enough to be reliably unaffected by the calorimeter

granularity, yet, when compared to R = 0.7 jets, exhibits a smaller jet energy resolution

and a higher efficiency for reconstructing W bosons in tt̄ events using the resolved ap-

proach [175].

Figure 4.2: A basic representation of the strategies employed in the (a) resolved (b)
resolved-boosted hybrid and (c) boosted approaches. The three hard partons resulting
from the hadronic decay of a top quark are represented by black arrows, and the jets used
to reconstruct the hadronic energy flow are represented by coloured cones. The pT of the
top quark increases from subfigures (a) to (c), therefore causing the partons to become
increasingly collimated. The multiplicity and/or size of the jets is adapted accordingly in
order that the top quark can still be identified.

The resolved approach is based on the assumption that three separate R = 0.4 jets are

reconstructed from the decay products of the hadronic top quark. As the pT of the top

quark increases, these jets will become increasingly more collimated. This behaviour is

approximately described through Equation 4.2 which relates the pT of a decaying particle

to the radius of the cone in which its decay products will be contained:

pT ≈
2mt

∆R
(4.2)

One notable complication is that jets do not have a fixed and consistent size: as cau-
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tioned in Section 1.4.1, the R-parameter guides the reconstruction but does not define the

exact radius of the cone of the final jet. However, the R-parameter can be used as an ap-

proximate measure for this radius in the case of the more regularly shaped anti-kT jets. In

this case, in order to have three anti-kT jets reconstructed with R = 0.4 just separated in

η-φ space, they must be contained in a cone having a radius of at least 0.4× 3 = 1.2.

Through use of Equation 4.2, one can see that jets with such a spacing would result

from the decay of a top quark with a pT up to approximately 2mt/1.2 = 300 GeV. Over

85 % of the top quarks resulting from SM production have a pT below this threshold, as

illustrated in Figure 4.3. Therefore, the resolved approach is suitable for reconstructing

the majority of top quark decays resulting from SM tt̄ pair production.

ATLAS has released three results using a purely resolved approach, with 33 pb−1 [176],

204 pb−1 [177] and 2.05 fb−1 [71] of data analysed at
√
s = 7 TeV. However, there has

been a programme to develop methods for boosted top quark reconstruction since the

inception of the ATLAS experiment. This is required not only to carry out tt̄ resonance

searches, but also to study SM tt̄ production during collisions with high Q2 values. Such

methods will be even more important when the centre-of-mass energy of the colliding

protons is increased from 7 TeV to 14 TeV in 2014. In practice, a boosted strategy has

been implemented in stages; the initial stage is now discussed.

4.1.3 The development of a resolved-boosted hybrid approach

A comprehensive study was carried out by ATLAS in 2010 [178] to enhance the sensitivity

to tt̄ resonances at the TeV-scale.1 This included an adaption to the resolved approach,

referred to in the original reference as the minimal reconstruction strategy and known in

this thesis as the resolved-boosted hybrid. It was developed to handle events in which the

pT of the top quarks is so large that their decay products become collimated into a small

1Simulated data samples were used, with
√

s = 10 TeV since this was initially proposed as the centre-
of-mass energy for the first stage of LHC data-taking. However, these results are expected to be applicable
to a centre-of-mass energy of 7 TeV.
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Figure 4.3: pT of the top quarks resulting from SM tt̄ production at
√
s = 7 TeV, with

an (a) linear and (b) logarithmic scale for the x-axis. Over 85 % of the top quarks have
pT . 300 GeV and can therefore be reconstructed using the “resolved” topology. How-
ever, ≈ 1 % of top quarks are highly boosted, having a pT > 500 GeV. The Monte Carlo
sample for SM tt̄ production obtained using the MC@NLO generator, detailed in Sec-
tion 2.4.2, was used for the generation of these events. All distributions have been nor-
malised to unit area.

region of the detector and the resolved approach is no longer valid. As demonstrated

using Equation 4.2, this occurs when the top quark has pT & 300 GeV. This claim is

supported by Figure 4.4(a), which reveals that events with mtt̄ from 500 to 1000 GeV have

an increasing probability (from 5 to 70 %) for two of the three partons from the hadronic

top quark decay to found within a cone of radius ∆R = 0.8, i.e. to have merged.

At the reconstruction level, evidence of this merging manifests itself through the mass

of the jets in the event. In Figure 4.4(b), one can see how the merging at truth level, that

is before the generated event is passed through the detector simulation software, trans-
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Figure 4.4: Fraction of events (a) with a certain reconstructed tt̄ mass (Mtt) in which the
three partons of a hadronic top quark decay are found within a cone of radius ∆R = 0.8,
or merged. The red squares indicate the fraction in which no partons merge. The pink
triangles are the fraction in which two partons merge, with the third parton remaining
well separated. The blue inverted triangles indicate the fraction of events in which all
three partons merge. Reconstructed invariant mass (b) of the leading jet (with R = 0.8) in
pp→ X → tt̄→ lepton+jets events. The jet mass enables one to infer the degree of parton
merging that has taken place. Taken from [178].

lates to reconstruction level. The distribution of the mass of the leading (R = 0.8) jet

in categories of events with different degrees of parton merging is displayed. The red

dashed line indicates events where no partons have merged; the pink solid and dashed

lines represent events where two partons have merged; and the blue dot-dash line repre-

sents events where all three partons have merged. For events in which the leading jet has
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m & 60 GeV, the majority of jets have at least two partons which have merged.

This motivated an adaption to be made to the resolved approach used at ATLAS:

rather than just requiring events to contain at least four R = 0.4 jets, a lower jet mul-

tiplicity of three can be permitted if one of the jets has m > 60 GeV. This situation is

demonstrated in Figure 4.2(b), where the two jets with R = 0.4 are represented by red

cones and, the partons from the hadronic top decay, by black arrows. ATLAS has previ-

ously produced an update of the search for tt̄ resonances in the lepton+jets channel using

this resolved-boosted hybrid [71].

However, it is clear that this adapted approach will also fail as the boost of the top

quark increases further, similar to the situation of the purely resolved approach failing

for top quarks with pT & 300 GeV. Specifically, the reconstruction will begin to fail

when the two R = 0.4 jets overlap, that is, when they are contained in a cone of ra-

dius ∆R = 2 × 0.4 = 0.8 or smaller. This corresponds to a top quark with pT & 450 GeV.

A fundamentally different reconstruction method is required in this case.

4.1.4 The boosted approach to top quark reconstruction

As the centre-of-mass energy of the tt̄ production process increases, it is a natural pro-

gression to attempt to use a single object to reconstruct the top quark from its decay prod-

ucts. A preliminary investigation into such a method was carried out in 1999 (see section

18.1.3.4 of [172]). It involved a rather simple technique: the calculation of the invariant

mass of all calorimeter cells contained within a cone of radius ∆R = 1.3 and therefore the

reconstruction of the hadronic top quark as a single object. The potential of this technique

to reduce the overall systematic uncertainties was highlighted, since only one jet is used

rather than several, which each have an uncertainty associated with their properties.

A more sophisticated technique was developed as part of the mono-jet strategy of [178].

Essentially, the vast majority of the decay products of the top quark are reconstructed into

a single fat jet, as illustrated in Figure 4.2(c). A simplified version of this technique has
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been deployed on a search for tt̄ resonances in this thesis.

A number of factors must be considered when selecting the radius parameter for the

fat jets. One would like a suitably large jet so as to reconstruct top quarks with a relatively

low pT ≈ 300 GeV. That is, in the kinematic region where the resolved approach begins

to fail. However, the jet cannot be so large that its mass would be substantially affected

by the presence of energy deposits from pile-up or that it would be restricted by the

calorimeter acceptance.

To accommodate both considerations, a value of R equal to 1.0 was chosen for the

analysis detailed in this thesis. Using Equation 4.2, one can see that such jets will enclose

approximately all of the decay products from a top quark with pT as low as 350 GeV. A

lower pT threshold of 250 GeV is actually used in this analysis, for reasons outlined in

Section 4.2.1. This strategy of using a single fat jet has further benefits for the selection

of events containing boosted top quarks because one automatically has a candidate for

the hadronic top, and therefore can use its properties for event selection. This avoids the

ambiguity associated with selecting two or three smaller jets.

It should be stressed that the value of R discussed so far is fixed, that is, all jets in all

events are reconstructed with approximately the same size. However, the decay products

of the top quark become increasingly more collimated as its pT increases. The jets could

therefore be permitted to decrease in size as the pT increases, whilst still containing the

majority of the top quark decay. This would also minimise the contribution from energy

deposits due to pile-up and the underlying event. This idea is explored in Chapter 7,

through the use of jets with a variable R value which decreases as the jet pT increases.

The boosted approach would ideally be used to reconstruct both the hadronic and the

leptonic top quark. However, the electron and muon definitions recommended by the

ATLAS top working group at the time that this study was carried out both require a high

degree of isolation in a fixed cone around the lepton (see Chapter 3). This is effective at re-

jecting events that result from QCD multijet production but is likely to have a detrimental
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effect2 on the identification of boosted top quarks, as the lepton gets increasingly close to

the jet and is eventually contained within it. Therefore, on the leptonic side of the decay

the resolved strategy of using a separate R = 0.4 jet and lepton continue to be used in this

thesis.

It is still necessary to apply certain requirements on the fat jet in order to reduce the

contribution from background processes, namely W+jets and QCD multijet production.

This is achieved by studying the properties of the fat jet to see if it more closely resembles

a jet containing top quark decay products (a top jet), or one initiated by gluons or light

quarks (a QCD jet). This process is known as top-tagging. In this thesis it is achieved

with the use of two variables: the jet mass mj and the first kT -splitting scale
√
d12, both

introduced in Section 1.4. The distributions of these variables can be seen in Figure 4.5, for

both top jets and QCD jets. These studies were performed in [178], where the top jets were

taken from the simulated samples of Z ′ → tt̄ described in Section 2.4, with mZ′ = 1 TeV

and 2 TeV. The QCD jets are from dijet samples generated using PYTHIA. Thresholds on

both sets of jets were applied, of pT > 200 GeV and mj > 100 GeV. Both mj and
√
d12

have the capability to provide good discrimination between top and QCD jets.

Optimal discrimination for these events would be provided by using criteria of mj &

160 GeV and
√
d12 & 70 GeV. However, Figure 4.6 illustrates the mj and

√
d12 distribu-

tions for all reconstructed fat jets with pT > 150 GeV, in the sample of simulated gKK → tt̄

events used in this thesis, where mgKK
= 1.6 TeV. Only 30± 3.3 % of the jets would pass

these mj and
√
d12 criteria, leading to the rejection of a similarly large proportion of events

from the final signal sample. The thresholds on mj and
√
d12 in this thesis are therefore

lowered to 40 GeV and 100 GeV respectively.

In summary, the list of event selection criteria based on jets, for the boosted approach

is as follows. First, at least one R = 0.4 jet must be close to, but not overlapping with, the

one lepton in the event i.e. 0.4 < ∆R (jet, lepton) < 1.5. Of these, the one closest to the

2The extent of the effect is not investigated in this thesis. However, since the search detailed here
was performed, ATLAS has subsequently released an updated search with the lepton isolation definition
amended to incorporate a variable cone [179].
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(a) (b)

Figure 4.5: Jet mass mj (a) and first kT -splitting scale
√
d12 (b) distributions for fat jets

containing top quark decays (top jets) and gluon / light-quark initiated decays (QCD jets).
Good discrimination between the two types of jet is possible in this particular case by
placing thresholds on the two variables of mj & 160 GeV and

√
d12 & 70 GeV. All distri-

butions normalised to unit area. Taken from [178].

s = 7 TeV simulation

Figure 4.6: A 2-dimensional plot showing distributions for the mass and first kT -splitting
scale

√
d12 for all anti-kT R = 1.0 jets having pT > 150 GeV. Only ≈ 30 % of the jets

have mj & 160 GeV and
√
d12 & 70 GeV. The jets are taken from the simulated sample of

gKK → tt̄ events with mgKK
= 1.6 TeV, detailed in Section 2.4.1.

lepton is taken to be from the leptonic top decay, i.e. the leptonic top jet.

Following this, any fat jets that overlap with the leptonic top jet, i.e. with ∆R < 1.5, are

rejected from further consideration. This ensures that the same topo-cluster will not be

used in the reconstruction of both the leptonic and hadronic top quarks, and therefore will
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not be double-counted in the reconstructed tt̄ system. The justification for this particular

value of ∆R can be seen in Figure 4.7. The ∆R between anti-kT R = 1.0 and anti-kT R= 0.4

jets is presented in a sample of simulated leptophobic Z ′ → tt̄ events with mZ′ = 2 TeV.

The energy shared between a pair of jets is shown, as a fraction of the energy of the anti-

kT R = 0.4 jet in the pair measured at the EM-scale. There is no energy shared between

the anti-kT R = 1.0 and anti-kT R = 0.4 jets if they are separated by a distance larger than

∆R = 1.5.
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Figure 4.7: Energy sharing between anti-kT R = 1.0 and anti-kT R = 0.4 jets in a sample
of simulated leptophobic Z ′ → tt̄ events with mZ′ = 2 TeV. There is no shared energy if
the jets have ∆R > 1.5. Taken from [2].

Finally, the top-tagging procedure requires there to be at least one fat jet with pT >

250 GeV, mj > 100 GeV and
√
d12 > 40 GeV. The hardest of these jets is known as the

hadronic top jet and is designed to contain the majority of the hadronic top quark’s decay

products.

The resulting selection efficiency is displayed in Figure 4.8 for a range of tt̄ masses at

truth level. The selection efficiency is defined as the fraction of events selected, out of all

those resulting from the process Z ′ → tt̄. A preliminary filter is applied, which requires

the W boson from one of the top quarks to decay leptonically and the other to decay

hadronically. Furthermore, the mass of the tt̄ system, at truth level, has to be within 20 %

of the nominal resonance mass to ensure that the inherent width of the resonance does
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not have an additional effect on the efficiency.

Figure 4.8: The selection efficiency for the leptophobic Z ′ benchmark model. The error
bars represent the statistical uncertainty arising from the size of the simulated samples.
The efficiency peaks for a tt̄ invariant mass (at truth level) of approximately 1.3 TeV.

The efficiency increases significantly until the resonance mass is just above 1 TeV. The

reason for this is as the boost of the hadronic top quark increases, an increasing proportion

of its decay products are collected in the reconstruction of the fat jet. The jet pT and mass

therefore also increase, giving a greater probability for passing the top-tagging criteria.

The efficiency reaches a maximum of ≈ 20 % for a Z ′ mass of 1.3 TeV, which is de-

sirable in order to meet the original aim of increasing the sensitivity to TeV-scale reso-

nances. The reason for the decrease in efficiency above this mass was not investigated

further here, but it is likely to be due to the requirements of isolated leptons, the removal

of jets that overlap with the electron within ∆R = 0.2 and the rejection of muons that

overlap with jets within ∆R = 0.4. These all work to reject events containing boosted

top quarks with highly collimated decay products. Indeed, in the previously mentioned

successor to this analysis [179], it has been demonstrated that removing the separation

requirement between the muon and anti-kT R = 0.4 jets increases the efficiency for events
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with mtt̄ & 1 TeV (compare figures 11c and 11e in [179], for example).

A further point to note is that no events in the debug stream were selected using the

criteria above. This check is required since, as highlighted in Section 2.2.5, events in the

debug stream are not included in the main datasets.

4.2 Reconstruction of the top quark candidates and tt̄ sys-

tem

The discriminant used for this search is the invariant mass of the tt̄ system. The method

of reconstructing this system is discussed in the following sections, starting with the re-

construction of the individual top quark candidates.

4.2.1 Reconstruction of the hadronic top quark candidate

A major component of the event selection of the boosted approach is the top-tagging of

one of the fat jets. The hadronic top quark candidate is then simply taken to be this tagged

jet. The ambiguity of the reconstruction, which would arise in the resolved approach due

to multiple smaller jets, is avoided.

Figure 4.9 displays the mass of the tagged fat jet, obtained from resonant and from

background SM tt̄ production. The signal chosen is a KK-gluon with a mass of 1.3 TeV.

The lower mass threshold of 100 GeV is apparent, which was applied during the event

selection process.

The distribution from signal events has a peak which is consistent with the top quark

mass. However, there is no peak in the distribution arising from the SM tt̄ background.

This is because the hadronic top jet is taken from an R = 1.0 jet collection and the applied

lower jet pT threshold is 250 GeV. Only top quarks with pT & 350 GeV are expected to

be sufficiently boosted that their decay products will fall into a cone with such a radius,
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Figure 4.9: Mass of hadronic top quark candidate in simulated signal and SM tt̄ back-
ground events. The signal is a KK-gluon with m = 1.3 TeV. There is a clear peak located
at the top quark mass in the signal distribution. All distributions have been normalised
to unit area.

as demonstrated using Equation 4.2. Therefore, this sample of fat jets tagged as hadronic

top quarks will actually include a significant proportion that do not contain all the top

quark decay products. If the lower pT threshold on the hadronic top quark candidate is

raised to 350 GeV, a peak emerges in the jet mass distribution as seen in Figure 4.10.

The rationale for retaining the lower jet pT threshold of 250 GeV, in preference to

350 GeV, is driven by the tt̄ reconstruction. This is discussed in Section 4.2.3 below.

4.2.2 Reconstruction of the leptonic top quark candidate

Criteria based on the leptonic top quark as a single entity do not form part of the event

selection. However, its reconstruction serves as a useful investigation into whether the

leptonic top jet has been correctly assigned.

In order to reconstruct this top quark candidate, the neutrino candidate must first

be reconstructed. This neutrino results from the decay of the W boson in the leptonic top

quark decay chain. It is assumed to dominate theEmiss
T in each event and therefore its pT is
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Figure 4.10: Mass of hadronic top quark candidate in simulated signal and SM tt̄ back-
ground events when the lower pT threshold on the associated fat jet is raised from 250 to
350 GeV. A peak at the top quark mass in the SM tt̄ distribution becomes apparent as the
threshold is raised, indicating that the majority of top quarks have their entire decay prod-
ucts contained within the R = 1.0 jet. The chosen signal is a KK-gluon with m = 1.3 TeV,
as for Figure 4.9. All distributions have been normalised to unit area.

assumed to be equivalent to the Emiss
T . However, the neutrino pz is not directly measured.

Instead, it is inferred using the fact that the sum of the four-vectors of the lepton and the

neutrino is equal to the four-vector of the W boson. Since the W boson is produced on-

shell, its pole mass can be used to constrain the quadratic equation for the neutrino pz. If

only one real solution exists, this is used. If two real solutions exist, the solution with the

smallest |pz| is chosen. A complex solution arises due to mismeasurement of the Emiss
T , as

proposed in [180]. In that study, the x and y components of the Emiss
T are modified such

that the solution for the neutrino pz becomes real. This is also the approach used in this

thesis.

The reconstruction then proceeds by adding the four-vectors of the lepton, the re-

constructed neutrino and the leptonic top jet. The mass of the combined four-vector is

displayed in Figure 4.11. The background and signal processes correspond to those dis-

played for the hadronic top quark candidate, in Figure 4.9 above.
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A peak in the distribution from SM tt̄ production, corresponding to the top quark

mass, is clearly visible. The issue that affected the hadronic top, where some of the decay

products of softer top quarks were not included in the reconstruction, does not come into

play here. This is because the jet chosen in the leptonic top quark reconstruction can lie

anywhere within an annulus around the lepton of upper radius equal to 1.5. If it is not

present in this region, the reconstruction does not proceed and the event is discounted

from the final selection.
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Figure 4.11: Mass of the leptonic top quark candidate in simulated signal and SM tt̄ back-
ground events. The candidate has been reconstructed using the anti-kT R = 0.4 jet chosen
as the leptonic top jet, the single selected lepton, the Emiss

T and the neutrino pz. There
is a peak corresponding to the top quark mass for both the background and signal dis-
tributions. The chosen signal is a KK-gluon with m = 1.3 TeV, as for Figure 4.9. All
distributions have been normalised to unit area.

4.2.3 Reconstruction of the tt̄ system

The reconstruction of the tt̄ candidate pair is achieved by adding the four-vectors of all

the objects that compose the hadronic and leptonic top quark candidates. The mass of

the resulting four-vector is taken to be the reconstructed tt̄ invariant mass. Figure 4.12

displays this distribution for four different masses of each of the two benchmark signal
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models. The distributions for the KK-gluon are somewhat wider than for the leptophobic

Z ′ boson. The difference is not particularly large for resonances with mass up to 1 TeV,

although it increases for higher masses. Specifically, the full width at half maximum

(FWHM) of the distributions for the resonances with m = 1 TeV is 150 GeV for both

models. However, when resonances with m = 1.6 TeV are considered, the FWHM is

300 GeV for the leptophobic Z ′ boson but 825 GeV for the KK-gluon.
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Figure 4.12: Reconstruction level tt̄ invariant mass distribution for benchmark signal
models: (a) leptophobic Z ′ boson and (b) Kaluza-Klein gluon gKK . All distributions have
been normalised to unit area.

The width of the distributions arises from multiple sources. The predominate effect is

the natural width of the resonances. Figure 4.13 shows the distributions for the tt̄ invari-

ant mass at truth level. The fact that the two models have different widths (Γ/m ≈ 1 %

for the Z ′ and ≈ 15 % for the KK-gluon) is clearly apparent. There is a tail in the lower

half of the distribution for all samples, which becomes extremely pronounced as the mass

of the resonance increases. This effect is due to the convolution of the resonances’ Breit-

Wigner line shape with the PDFs, which rapidly fall as the fraction of the parent hadron’s

momentum carried by the colliding parton increases.3

If the truth level distributions are subtracted from the reconstruction level distribu-

tions, it is clear that there are secondary effects which broaden the distributions at recon-

struction level. Figure 4.14 displays these differential distributions; there are two main

3The PDFs are shown in Figure 1.4(a).
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Figure 4.13: Truth level tt̄ invariant mass distributions for benchmark signal models: (a)
leptophobic Z ′ boson (b) Kaluza-Klein gluon gKK . All distributions have been normalised
to unit area.

reasons why they diverge from zero. First, each sub-detector has a finite resolution as-

sociated to the measurements it takes; this results in a finite resolution on the kinematic

and spatial variables of the physics objects which compose the reconstructed tt̄ system.

Second, the assignment of objects to the tt̄ system may not always be the correct choice,

particularly for top quarks produced with low transverse momentum whose decay prod-

ucts are more uniformly distributed throughout the detector. Both effects will cause a

spread in the distribution at reconstruction level relative to that at truth level. Further-

more, these effects are expected to be random processes and therefore the reconstruction

level distribution will effectively be the truth distribution convoluted with a number of

Gaussian distributions of different widths. As expected, the width of this differential

distribution does not depend on the model under consideration: for either model with

m = 1.6 TeV, the FWHM is ≈ 300 GeV.

The differential distribution can be well approximated by a Crystal Ball function [181],

which is a Gaussian function with a power-law tail. This tail is required to account for

the effect of high momentum top quarks which radiate gluons [178]. The differential

distribution for the KK-gluon of m = 1300 GeV is shown in Figure 4.14(c) with a Crystal

ball function fitted to it.

A comparison of the differential distributions obtained using the boosted and resolved
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approaches demonstrates further benefits of using the boosted approach. The mtt̄ distri-

bution for the Z ′ boson with m = 1 TeV using the two approaches is represented by

the green line in Figures 4.14(a) and 4.14(d). The FWHM of this distribution is around

15 % narrower using the boosted approach, demonstrating that the reconstructed tt̄ mass

distribution is closer to the true distribution of the resonance mass.
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Figure 4.14: Difference between the reconstructed and truth level tt̄ invariant mass dis-
tribution for benchmark signal models: (a) leptophobic Z ′ boson, (b) gKK . A Crystal ball
function provides a good fit to the distribution for the KK-gluon of m = 1300 GeV in (c).
In (d), the differential distributions obtained from the ATLAS search using the resolved
approach [71] are displayed. The width of the distribution for the 1 TeV Z ′ is narrower
using the boosted approach (shown in (a)) than the resolved approach. All distributions
except that in subfigure (c) have been normalised to unit area.

The rationale for retaining a lower pT threshold of 250 GeV on the hadronic top jet,

rather than 350 GeV, is evident when investigating the effect of raising the threshold

on the tt̄ invariant mass distribution. Figure 4.15 illustrates the distribution taken from
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SM tt̄ events and from the decay of a KK-gluon with m = 1 TeV. In subfigure (a), the

pT threshold on the hadronic top jet is 250 GeV and the peaks in the two distributions are

well separated. This enables the identification of tt̄ resonances at the TeV-scale and above.

However, if the pT threshold on the hadronic top jet is raised to 350 GeV, the peaks in the

distributions from the SM and BSM processes become almost coincident. This situation

is displayed in Figure 4.15(b). This would severely restrict the ability to identify any such

BSM processes.

In Chapter 6, the use of the tt̄ invariant mass distribution to identify the possible pres-

ence of BSM processes is described. Prior to that, the procedure for estimating theW+jets

and QCD multijet backgrounds must be described, which is the subject of the next chap-

ter.
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Figure 4.15: Distributions for the reconstructed tt̄ invariant mass in resonant and SM tt̄
production. The signal is a KK-gluon resonance with m = 1 TeV. In (a), the pT threshold
on the hadronic top jet is 250 GeV, as used in the search described in this thesis. In (b), the
threshold has been raised to 350 GeV which causes the peaks in the two distributions to
overlap. This would restrict the identification of such tt̄ resonances at the TeV-scale and
above. All distributions have been normalised to unit area.

4.3 Summary

Analyses involving pairs of top and antitop quarks which result in a lepton+jets final

state are particularly challenging due to there being many background processes. The
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chosen strategy to select events due to signal processes, whilst rejecting those from back-

ground processes, is highly dependent on the transverse momentum of the top quarks.

A method for selecting highly-boosted top quarks, which would result from TeV-scale

tt̄ resonances, has been developed in this chapter. This method relies on the use of large

jets, with an investigation of their substructure, in order to identify the hadronically de-

caying top quark. This thesis represents the first application of jet substructure techniques

to a search for tt̄ resonances at the ATLAS experiment. The procedure for reconstructing

the invariant mass of the tt̄ pair in all selected events has also been comprehensively

detailed. The resulting distributions for BSM signal processes, reconstructed using this

boosted strategy, are compared to those from previous ATLAS analyses tailored towards

less highly-boosted top quarks. The ability to reduce the resolution of this distribution,

using the boosted strategy, has been demonstrated.



Chapter 5

Estimation of background processes

Monte Carlo techniques have a great deal of predictive power. However, it is preferable

to estimate background processes from data where possible, since the dependence on

knowledge of the detector simulation and the nature of the initial processes is vastly re-

duced. For the analysis presented here, a fully data-driven estimation is provided for the

QCD multijet background. The shape of theW+jets background is predicted using Monte

Carlo simulation and then the distributions are normalised using data. These data-driven

procedures are the subject of this chapter.

5.1 Data-driven estimation of backgrounds

5.1.1 W+jets production

The ALPGEN LO simulation with cross-section normalised to the NNLO prediction has

been shown to provide an adequate description of the event yield and kinematics at the

lower end of the kinematic region [182]. Low in this context means for HT < 700 GeV,

where HT is the scalar sum of the pT of all partons and of the lepton and neutrino from

the W boson decay. However, the aim of this thesis is to improve the sensitivity to tt̄ res-

onances at the TeV-scale.

111



5.1 Data-driven estimation of backgrounds 112

The yield predicted by MC simulation is normalised using scale factors (SFs) derived

from data. These SFs are obtained by exploiting the fact that the rate of W++ jets pro-

duction is larger than that of W−+ jets production at the LHC pp collider, due to the

dominance of u quarks over d quarks in the proton. W+jets production is hence known

as a charge asymmetric process. This method to calculate the SFs relies on the fact that the

ratio of σ(pp → W+) to σ(pp → W−) is relatively well understood [183], and to a greater

degree than the overall cross-section σ(pp → W ) whose major theoretical uncertainty is

associated with the PDFs. The charge asymmetry method has also been considered by

the CMS collaboration [184].

The following formula is used to obtain the normalisation SFs:

NW+ +NW− =

(
rMC + 1

rMC − 1

)
(D+ −D−) (5.1)

where rMC is the ratio of the yields from W+ and W− production, estimated using the

MC simulation. The charge of the W boson is inferred from the charge of the single hard

lepton in the event. D+ (D−) represents the yield of data events when the selected lepton

is of positive (negative) charge; the contributions from charge asymmetric processes are

subtracted using their estimation from MC simulation. Therefore NW+ +NW− is the total

estimated yield due toW+jets production, derived using data. This is divided by the total

yield for W+jets production, estimated using MC simulation, to obtain the normalisation

SFs. This procedure is carried out separately in the electron and in the muon channels.

The region in which these yields are obtained does not necessarily need to be the sig-

nal region. Indeed, in order to reduce the statistical uncertainties on the yields and hence

on the final SFs, a so-called normalisation region (NR) was used. The statistics in the NR are

increased relative to those in the signal region (SR) by removing or loosening some of the

criteria of the SR. Specifically, the fat jet criteria of mj > 250 GeV and
√
d12 > 40 GeV are

removed completely and the minimum fat jet pT requirement is lowered from 250 GeV to

150 GeV. This is a valid procedure only if these variables are well modelled in MC simu-

lation, which is investigated in Section 5.2 below. The definition of the NR is summarised
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in Table 5.1.

Table 5.1: Criteria placed on the fat jet collection in order to define the normalisation re-
gion (NR) used to derive the scale factors for theW+jets background normalisation. “VR”
denotes the validation regions used to validate the scale factors, in a procedure described
below. “SR” denotes the signal region used in the main search. All other SR criteria apart
from those related to the fat jets are applied to the normalisation and validation regions.

Region Fat jet criteria
NR pT > 150 GeV only
VR1 pT > 250 GeV only
VR2 pT > 150 GeV and mj > 100 GeV only
VR3 pT > 150 GeV and

√
d12 > 40 GeV only

SR pT > 250 GeV, mj > 250 GeV,
√
d12 > 40 GeV

The yields of events with a positive or with a negative lepton, as measured in data and

simulated samples for all backgrounds, are shown in Table 5.2. These yields are derived in

the normalisation region. No correction is made for the probability of lepton charge mis-

identification. However, this probability has been found to be in the range 0 – 0.003 % for

muons and 0.2 – 3 % for electrons [185], with the measurements made in data agreeing

well with those taken from MC simulation. Therefore, the effect of this mis-identification

on the data-driven yield of W+jets events is deemed to be negligible.

As shown in Table 5.2 the other background with a large degree of charge asymmetry,

besidesW+jets production, is single top quark production. This is because it involves the

exchange of a W boson as demonstrated in the Feynman diagrams of Figure 1.6. The de-

gree of asymmetry is ≈ 40 %. Its contribution is subtracted using the estimation given by

MC simulation. Although this introduces an additional uncertainty due to the simulation

processes, estimated in Section 6.3, this is preferable to having an additional contribution

to the asymmetry which is not from W+jets production.

The contribution due to diboson production is expected to have a small degree of

asymmetry because it is a mixture of WW , WZ and ZZ production. Table 5.2 shows

that the asymmetry is at the level of ≈ 10 %. The production of Z+jets and multijets in

purely QCD processes was also subtracted using their estimation from MC simulation,
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although they are expected to be approximately charge symmetric. The measured asym-

metry is ≈ 5 %, as seen in Table 5.2. Pair production of tt̄ pairs in the standard model

is expected to be overwhelmingly charge symmetric and is therefore not subtracted, in

order to minimise the uncertainty due to MC simulation.

Table 5.2: Yields of events in the normalisation region for which the selected lepton is
positive (+) or negative (-). The ratio of the positive and negative yields is also shown,
denoted by (+/-). This ratio indicates the degree of charge asymmetry that each process
exhibits. Entries for the data and for each of the background processes are shown sepa-
rately. The displayed uncertainties are due to statistical effects only. The yields have not
been corrected for the probability of charge mis-identification, although this is at the level
of below 3 (0.003) % for electrons (muons).

Channel
Electron Muon

Data (+) [D+] 6931 ± 83 10051 ± 100
Data (-) [D−] 5392 ± 73 7507 ± 87
W+jets (+) [W+] 5000 ± 61 7793 ± 75
W+jets (-) [W−] 3060 ± 53 4555 ± 58
W+jets (+/-) [rMC] 1.63 ± 0.02 1.71 ± 0.02
Single top (+) 194 ± 6.2 263 ± 6.5
Single top (-) 136 ± 4.7 182 ± 5.0
Single top (+/-) 1.43 ± 0.05 1.44 ± 0.04
QCD multijet (+) 662 ± 7.8 475 ± 1.3
QCD multijet (-) 623 ± 7.5 460 ± 1.2
QCD multijet (+/-) 1.06 ± 0.01 1.03 ± 0.00
Diboson (+) 27.9 ± 1.2 39.6 ± 1.4
Diboson (-) 26.7 ± 1.2 33.8 ± 1.1
Diboson (+/-) 1.05 ± 0.05 1.17 ± 0.04
Z+jets (+) 439 ± 16.7 558 ± 16.6
Z+jets (-) 463 ± 17.0 605 ± 17.7
Z+jets (+/-) 0.95 ± 0.04 0.92 ± 0.03

The SFs in each channel are derived by first inserting the values for D+, D− and rMC

from Table 5.2 into Equation 5.1. This gives the yield due to W+jets production estimated

from data. The estimation from MC simulation is obtained from the addition of the values

for [W+] and [W−] in Table 5.2. The SFs are the ratios of the yield from data to the yields

in simulation. The NR SFs are displayed in the first row of Table 5.3, separately for the

two channels.

As shown in the last line of this table, the SFs calculated in the signal region do indeed
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have a large statistical uncertainty, of 50 % in the muon channel. The final SFs used to

normalise the W+jets background are calcuated in the NR but applied in the SR. A check

was carried out to ensure that the two sets of SFs are consistent. This was achieved by in-

dividual application, on top of the NR definition, of the three fat jet criteria: pT > 250 GeV,

mj > 250 GeV,
√
d12 > 40 GeV. This resulted in three validation regions (VR1, VR2, VR3),

which are defined in Table 5.1. They are essentially intermediaries between the NR and

the SR.

The resulting SFs in all three validation regions and in the signal region are shown in

Table 5.3. They are compatible with the final SF in the normalisation region, within the

stated uncertainties. The estimation of the systematic uncertainties associated with these

SFs is provided in Section 6.3.

Table 5.3: Scale factors derived for the data-driven normalisation of the W+jets back-
ground, in the “normalisation region” (NR). The calculation performed in the interme-
diate validation regions, VRX , and the signal region, SR, are also shown. The first un-
certainty is statistical and the second is due to systematic uncertainties associated with
the measurement of the SF. The methods for estimating these systematic uncertainties is
described in Section 6.3. The SFs calculated in the SR have a large statistical uncertainty
of up to 50 %.

Region Electron channel Muon channel
NR 0.75± 0.06± 0.11 0.79± 0.05± 0.11
VR1 0.67± 0.12± 0.03 0.68± 0.09± 0.01
VR2 0.79± 0.20± 0.24 0.53± 0.15± 0.16
VR3 0.74± 0.26± 0.32 0.58± 0.16± 0.06
SR 0.88± 0.34± 0.27 0.48± 0.27± 0.18

Since W+jets production is one of the major background processes in this analysis, a

further check is carried out to ensure that its prediction is in good agreement with the data

after the application of the SFs. This was achieved by constructing a control region in which

W+jets production is the dominant process. The mass and
√
d12 criteria applied to the fat

jet, which are part of the signal region, are removed. However, the lower pT threshold

of 250 GeV on this jet collection is retained. Events containing any b-jets are rejected,

in order to suppress the contribution due to tt̄ pair production, in both SM and BSM
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Figure 5.1: Reconstructed tt̄ invariant mass distribution in the W+jets-enriched control
region (a), for both channels combined. The scale factors derived in this section have
been applied. The displayed uncertainty relates to the normalisation uncertainty on the
scale factors, estimated in Section 6.3. The distributions for simulated W+jets events, in
this control region and in the signal region, are displayed in (b) The difference between
the two distributions is also shown, demonstrating that the two regions are kinematically
similar.
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processes. This veto requires that none of the anti-kT R = 0.4 jets give a positive result

when a multivariate b-tagging algorithm [169] is applied. The chosen operating point of

the algorithm gives an average b-tagging efficiency of 60 % in simulated tt̄ events and a

light-quark rejection factor1 of 345.

The resulting proportion of W+jets events in this control region is just over 70 %, with

the next largest contribution (Z+jets) reduced to 12 %. The presence of signal events

is at the level of 6 % compared to the total yield from background sources, where the

signal referred to here is a KK-gluon with m = 700 GeV. This particular mass point

is conservatively chosen because it results in the maximum yield from all mass points,

for both benchmark models. This level of W+jets enrichment and signal suppression is

judged to be sufficient to assess the validation of the SFs derived above.

The reconstructed tt̄ invariant mass distribution in this control region is shown in Fig-

ure 5.1(a), for both the data and the background prediction. The observed and predicted

yields agree to within 3 % in the electron and muon channels combined; this is well within

the total uncertainty associated with the W+jets SFs. The predicted shape of the distribu-

tion also describes the data well.

An additional check on this validation procedure was performed to ensure that this

control region had sufficiently similar kinematic properties to the signal region. This was

carried out solely with the use of the ALPGEN W+jets simulated samples; no data was

used. The results are shown in Figure 5.1(b), by means of a comparison of the recon-

structed tt̄ invariant mass distribution obtained in the two regions. The control region re-

sults in a slightly softer distribution which is to be expected since the mass and
√
d12 lower

thresholds on the hadronic top quark candidate are removed. However the retention of

the lower pT threshold of 250 GeV on the fat jet acts to minimise this difference to an

acceptable level.

1The reciprocal of the fraction of light-quark initiated jets that are incorrectly labelled as b-jets, based on
MC simulation.
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5.1.2 QCD multijet production

A diverse range of processes result in the production of multijets, where one or more

of the jets are mis-identified as leptons, thereby constituting a background to searches

in the lepton+jets channel. The sources of such non-prompt leptons and fake electrons

were identified in Section 3, together with techniques used for their suppression, such

as “tight” identification requirements and a certain degree of isolation from other energy

deposits in the calorimeter.

These techniques do not reject the multijet contribution entirely, since the production

cross-section for multijet events can be up to 106 times that for SM tt̄ production. How-

ever, it is reduced to the level of a relatively minor background, making up ≈ 5 % of the

total background as demonstrated in Section 5.2.

The accurate MC simulation of these processes is particularly challenging and results

in large systematic and statistical uncertainties. Their behaviour is also highly detector-

dependent. Therefore data-driven methods are most appropriate for the estimation of

the multijet contribution to the background. Both the normalisation and the shape of the

tt̄ invariant mass distribution are estimated from data, as described below.

The estimation is carried out using the matrix-method, a general description of which

can be found in [186]. The method essentially relies on the ability to estimate the number

of leptons which have passed the tight identification requirements but are actually of

non-prompt type and therefore result from multijet production processes.

A data sample is collected which is enriched in the multijet background. This is

achieved by using loosened identification criteria, as follows:

• The Loose1 definition for electrons is made up of the medium criteria of Section 3.1,

together with at least one hit in the pixel B-layer. The isolation requirement of Sec-

tion 3.1 is loosened from 3.5 to 6 GeV.

• The Loose2 definition for electrons is equivalent to Loose1 but the pixel hit require-
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ment and isolation requirement are removed.

• The Loose1 definition for muons is that described in Section 3.2 except the isolation

requirements are also completely removed.

• The Loose2 definition for muons has, additionally, the muon-jet overlap check re-

moved (i.e. muons are allowed to overlap with jets).

All other event selection criteria, listed in Chapter 4, are otherwise applied for the collec-

tion of the data sample. Therefore it is of equivalent luminosity to the main sample which

is used for the tt̄ resonances search.

Two loose definitions are used in order to make two separate estimations of the mul-

tijet background. This enables estimation of the uncertainty on the shape as well as on the

normalisation of the tt̄ invariant mass distribution from the multijet background. The es-

timation of this shape uncertainty, as well as all other systematic uncertainties associated

with the multijet estimation, is discussed in Section 6.3.2.

The aim of the matrix-method is to determine the number of events in this data sample

which contains a tight lepton that actually arises from (non-prompt) multijet production

processes (Nnon−prompt). In order to estimate this number, first consider that the number

of events in the sample which contain a lepton passing one of the loose criteria above is:

NL = Nprompt +Nnon−prompt (5.2)

where Nprompt is the number of events containing a lepton from prompt sources.

Secondly, consider that the number of events containing containing a tight lepton from

any source is:

NT = ε×Nprompt + f ×Nnon−prompt (5.3)

where the efficiency ε and false-identification rate f are the probabilities that a lepton

passing the loose criteria will also pass the tight criteria, for the prompt and for the (non-

prompt) multijet processes respectively. These probabilities are estimated using data, as
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described below.

The value of Nnon−prompt is finally determined by combining the above two equations

and eliminating the other unknown variable,Nprompt. The value ofNnon−prompt is therefore

given by:

f ×Nnon−prompt =

[
ε− 1

ε− f

]
NT +

[
εf

ε− f

]
NA (5.4)

Here, NA is simply the number of events with a lepton which passes the loose criteria

but failed the tight criteria (i.e. “anti-tight”). Both NT and NA can simply be counted

using the observed data.

False-identification rate

The false-identification rate f is estimated by collecting a data sample composed mainly

of multijet events, with the loose lepton definitions applied. The number of events is then

counted in which a lepton that is classified as loose is also classified as tight. The sup-

pression of events other than those from multijet processes is achieved in the following

ways, resulting in a region called control region 0 (CR0).

1. The contribution from SM tt̄ production is suppressed by reversing the mass and
√
d12 criteria on the fat jet collection. That is, the jets are required to have mass less

than 100 GeV and
√
d12 less than 40 GeV.

2. W+jets production is suppressed using the method for SM tt̄ production above.

Furthermore, the Emiss
T in the events is required to be less than 35 GeV and the

W transverse mass to be less than 25 GeV.

3. Finally, theZ+jets production is suppressed by vetoing any event containing aZ bo-

son candidate. The details of this are provided in [2].

Furthermore, the lower pT threshold on the hadronic top jet is loosened from 250 to

150 GeV to increase the number of events in the sample and therefore lower the statis-
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tical uncertainty on f .

The data sample collected in CR0 contains events with loose leptons. Some of these

leptons will have failed the tight criteria and those events will be dominated by multijet

processes, as desired. However, the events with leptons which also pass the tight criteria

will have a considerable fraction from prompt sources. This contribution is estimated

using MC-simulated samples by counting the number of events in CR0 containing a tight

lepton. The resulting distributions for the hadronic top jet pT , obtained from both data

and from the background prediction, are demonstrated in Figure 5.2. The distributions

are shown for the electron channel only; the equivalent figure for the muon channel is

available in [2].

The final values for f using the Loose1 (Loose2) definition are 0.209± 0.021 (0.066± 0.010)

in the electron channel and 0.258 ± 0.056 (0.00395 ± 0.00161) in the muon channel. The

combined statistical and systematic uncertainty is quoted. The estimation of the uncer-

tainty is discussed in Section 6.3.2.
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Figure 5.2: Events from data and the background estimations in control region 0 (CR0),
for only those events containing a tight lepton. This result is used in the measurement of
the false-identification rate, to estimate and subtract the contribution from prompt lepton
sources (i.e. all except “QCD”) in CR0. The “QCD” contribution has been estimated using
the matrix-method.
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Efficiency

The efficiency ε is the probability that a prompt lepton passing the loose criteria will also

pass the tight criteria. It is estimated for both loose lepton definitions using a tag-and-

probe technique on a sample of predominantly Z → ll data events, which is of course

a source of prompt leptons. These events are collected by requiring each event to have

exactly two loose leptons of the same flavour. At least one of these must also pass the

tight selection. The invariant mass of the two leptons is required to be between 86 and

96 GeV. The efficiency is then estimated by:

ε =
1

NTA/2
NTT

+ 1
(5.5)

where NTA is the number of events with one tight and one anti-tight lepton and NTT is

the number of events with two tight leptons.

The measured values of ε using the Loose1 (Loose2) definitions are 0.884 (0.853) and

0.992 (0.969) in the electron and muon channels respectively. The total uncertainty on

each value is less than 0.3 %. As for the false-identification rate, the estimation of this

uncertainty is discussed in Section 6.3.2.

A check is carried out to ensure that the efficiency measured using the tag-and-probe

technique is applicable to events in the signal region. Simulated samples of SM tt̄,W+jets

and Z+jets are used with the signal selection criteria applied and the efficiency is recal-

culated; the values are shown in Table 5.4, labelled as “SR”. They are compared to the

efficiencies measured in simulated Z+jets events with the tag-and-probe selection ap-

plied; good consistency is found for all lepton definitions except the Loose2 muons. This

is thought to be because this lepton definition does not require muons that overlap with

jets to be rejected (i.e. leptons are allowed to be in the jets) [2].

The measured efficiency is expected to be lower in events with mtt̄ at the TeV-scale.

This is because the leptons are expected to fail the tight isolation criteria as mtt̄, and hence

the degree of collimation of the top quark decay products, increases. The efficiency is
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therefore also estimated in the simulated sample of leptophobic Z ′ boson events with

m = 1.6 TeV, with the signal selection criteria applied. The shifts in the yields of multijet

events when using these alternative values of ε are shown in the last line of Table 5.4 and

are indeed considerable downward shifts. This is taken into account in the estimation

of the systematic uncertainty associated with ε, discussed in Section 6.3.2. It is specifi-

cally labelled as Z ′ in Table 5.5 and is the dominant source of uncertainty for the Loose2

definition in the electron channel.

Table 5.4: Matrix-method efficiency ε estimated using both data and simulated samples.
The “Tag-and-probe (Data)” values are used for the final multijet estimation. The values
measured in the SM samples in the signal region (SR) are consistent with those having
the tag-and-probe selection applied, for all except the Loose2 definition. The efficiencies
in high-mass Z ′ samples are considerably lower than for other simulated samples; this is
considered as a source of the systematic uncertainty on ε.

Sources Loose1 electron Loose2 electron Loose1 muon Loose2 muon
Tag-and-probe (Data) 0.884 ± 0.002 0.853 ± 0.002 0.992 ± 0.001 0.969 ± 0.001
Tag-and-probe (MC Z) 0.847 ± 0.001 0.813 ± 0.001 0.992 ± 0.001 0.965 ± 0.001
MC tt̄ SR 0.851 ± 0.008 0.815 ± 0.008 0.957 ± 0.007 0.758 ± 0.006
MC W+jets SR 0.850 ± 0.046 0.814 ± 0.043 0.965 ± 0.036 0.725 ± 0.026
MC Z+jets SR 0.862 ± 0.125 0.806 ± 0.121 0.972 ± 0.132 0.631 ± 0.095
MC Z ′ 1.6 TeV SR 0.814 ± 0.032 0.700 ± 0.027 0.828 ± 0.030 0.459 ± 0.016

Yield of events due to QCD multijet production

The estimated yields (Nnon−prompt) due to multijet processes are obtained using Equa-

tion 5.4 and displayed in Table 5.5. The methods for estimating the associated systematic

uncertainties are discussed in Section 6.3.2. The Loose2 definition is used to provide the

final estimation because the associated statistical and systematic uncertainties are lower

than for the Loose1 definition.
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Table 5.5: The yield of multijet events in the signal region, estimated using the data-driven
matrix-method. The yield for the Loose2 definition is used in the final search due to the
lower associated uncertainties. Both statistical and systematic uncertainties are displayed.

electron muon
Loose1 34.7 ± 4.8 (stat.) ± 7.3 (sys.) +0.0

−29.5 (Z ′) 33.8 ± 3.4 (stat.) ± 7.9 (sys.) +0.0
−33.8(Z

′)
Loose2 49.1 ± 2.3 (stat.) ± 7.1 (sys.) +0.0

−18.0 (Z ′) 29.7 ± 0.3 (stat.) ± 7.9 (sys.) +0.0
−2.0(Z

′)

5.2 Comparison of data with the background prediction

5.2.1 Total yield

The application of the selection criteria detailed in Section 4.1 gives a yield of 1837 events

from data, across both channels. This is found to be in good agreement with the SM

prediction of 1840 ± 130, obtained using the simulated samples and data-driven tech-

niques described above. The specific contribution from each background is displayed in

Table 5.6, for the electron and muon channels separately, and then both combined. The

yields given by the two benchmark signal models, at a number of mass points, are dis-

played in Table 5.7.

SM tt̄ production is found to be the dominant background at a level of just over 60 %

of the total; W+jets is approximately 25 % of the total. Smaller backgrounds include

the production of multijets and of Z+jets, each at a level of just under 5 % of the total.

Single top quark and diboson production together make up the remaining 5 % of the total

background yield.

5.2.2 Distributions of variables

It is necessary to inspect the composite background estimation to verify if it compares

well with the observed data. Ideally, this would be carried out in a control region which

contains no events due to possible signal processes, or at the very least, is substantially de-

pleted in signal events. This is not possible in this particular analysis since the SM tt̄ back-
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Table 5.6: Selected data events and expected background yields after the full selection.
The displayed uncertainties are those due to the normalisation of the expected back-
ground yield from each contribution; estimation of these uncertainties is described in
Section 6.3.2.

Type e+jets µ+jets Sum
tt̄ 510 ± 40 620 ± 50 1130 ± 90
W+ jets 200 ± 34 300 ± 50 500 ± 80
Multijets 45 ± 23 30 ± 15 75 ± 38
Z+jets 41 ± 20 34 ± 16 75 ± 36
Single top 21 ± 2 27 ± 3 48 ± 5
Dibosons 3.4 ± 0.2 4.3 ± 0.2 7.7 ± 0.4
Total 830 ± 60 1010 ± 70 1840 ± 130
Data 803 1034 1837

Table 5.7: Expected yields in the signal region for the two benchmark signal models, at a
number of mass points. The uncertainties are statistical only.

Model and mass [GeV] e+jets µ+jets Sum
Z ′ m = 700 27 ± 1.4 32 ± 1.3 59 ± 2.7
Z ′ m = 800 31 ± 1.1 36 ± 1.1 67 ± 2.2
Z ′ m = 1000 18.7 ± 0.4 21.4 ± 0.4 40.1 ± 0.8
Z ′ m = 1300 6.4 ± 0.2 5.9 ± 0.1 12.3 ± 0.3
Z ′ m = 1600 1.96 ± 0.06 1.99 ± 0.05 3.95 ± 0.11
Z ′ m = 2000 0.42 ± 0.02 0.39 ± 0.01 0.81 ± 0.03
gKK m = 700 490 ± 55 473 ± 49 963 ± 104
gKK m = 800 400 ± 36 509 ± 38 909 ± 74
gKK m = 1000 242 ± 17 336 ± 19 578 ± 36
gKK m = 1300 76 ± 5 92 ± 5 168 ± 10
gKK m = 1600 30 ± 1.9 28 ± 1.6 58 ± 3.5
gKK m = 2000 4.3 ± 0.3 4.4 ± 0.3 8.7 ± 0.6

ground is irreducible: rejection of events due to this background would also reject signal

events. Therefore the comparison of the background prediction and the data is performed

in the signal region, but using distributions of variables which are not used to identify

BSM processes.

The distributions of such variables are displayed in this section. The contributions

from the two lepton channels have been added together and the individual processes

contributing to the prediction are shown separately, stacked on top of each other. The

hashed region shows the systematic uncertainty associated with the data-driven normal-
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isation of the W+jets contribution. This sole systematic is displayed because it is has one

of the largest effects on the background yield, as discussed in Section 6.3.

The statistical uncertainty is displayed for data, but not for the background. How-

ever, the lower part of each figure shows the ratio of the data yield to predicted yield in

each bin. In the calculation of this ratio, the statistical uncertainties on both data and the

prediction have been taken into account. The level of agreement between data and the

background can be assessed using the value of this ratio in each bin.

The hadronic top jet

The first set of distributions is related to the fat jet selected as the hadronic top quark

candidate. The process of this selection was detailed in Section 4.2.1. Good agreement

can be seen between the data and the background prediction for all variables. The lower

kinematic thresholds of pT > 250 GeV, mj > 100 GeV and
√
d12 > 40 GeV are apparent by

the absence of events in the lower bins of Figures 5.3(a), 5.3(c) and 5.3(d) respectively.

Distributions for the distance in η-φ space between the hadronic top jet and 1) the

lepton, 2) the leptonic top jet, are also shown in Figures 5.3(e) and 5.3(f) respectively. Both

distributions peak at ∆R = 3, giving clear evidence for the back-to-back topology of the

majority of events. There are no events in the region ∆R < 1.2 of Figure 5.3(f) due to the

event selection criteria of Section 4.1.4. Part of these criteria is the rejection of any fat jets

which lie within ∆R = 1.5 of the leptonic top jet.

Leptonic top quark decay objects

This set of distributions is related to the individual objects which comprise the leptonic

top quark candidate. The lepton pT and η are displayed in Figures 5.4(a) and 5.4(b) re-

spectively. The data to background ratio demonstrates that the prediction describes the

data well, across the full range of both variables. The marked reduction in events having

a lepton in the very central region is driven by the low muon reconstruction efficiency,
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Figure 5.3: Comparison of the data and background prediction for key kinematic and
spatial variables related to the fat jet selected as the hadronic top quark candidate. The
prediction is found to provide a very good description of the data, for all distributions.
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Figure 5.4: Data and background model comparison for distributions related to the single
selected lepton, the Emiss

T and the W transverse mass. Good agreement is seen between
the background model and the observation.

illustrated in Figure 3.5(a). The lepton pT exhibits a gradually falling distribution, as ex-

pected from the dependence of the cross-section for SM tt̄ production [51], for example,

on the centre-of-mass of the colliding partons.

The distribution for theEmiss
T is displayed in Figure 5.4(c). It exhibits the same shape as

the lepton pT distribution. The second bin, between 20 and 40 GeV, has a reduced number

of counts due to theEmiss
T threshold in the electron channel of 35 GeV. The distribution for

the W transverse mass is shown in Figure 5.4(d). A peak with an upper edge at ≈ MW is

apparent, which occurs when the lepton lies in the transverse plane. Approximately 70 %

of events lie below this upper edge, primarily due to leptons having some momentum in

the longitudinal direction. The tail of events with MT (W ) > MW arises due to the finite

width of the W boson.

Distributions related to the leptonic top jet, which is part of the leptonic top quark



5.2 Comparison of data with the background prediction 129

0 100 200 300 400 500 600 700 800

# 
ev

en
ts

 / 
40

 G
eV

0

100

200

300

400

500 Data
tSM t

W+jets
Single top
Multijet
Z+jets
Diboson
Unc.

-1 L.dt = 2.05 fb∫
 = 7 TeVs

0 100 200 300 400 500 600 700 800

# 
ev

en
ts

 / 
40

 G
eV

0

100

200

300

400

500

 [GeV]
T

Leptonic top jet p
0 100 200 300 400 500 600 700 800

D
at

a/
P

re
d.

0.5
1

1.5

(a)

-2 -1 0 1 2

# 
ev

en
ts

 / 
0.

2

0

20

40

60

80

100

120

140

160 Data
tSM t

W+jets
Single top
Multijet
Z+jets
Diboson
Unc.

-1 L.dt = 2.05 fb∫
 = 7 TeVs

-2 -1 0 1 2

# 
ev

en
ts

 / 
0.

2

0

20

40

60

80

100

120

140

160

ηLeptonic top jet 
-2 -1 0 1 2

D
at

a/
P

re
d.

0.5
1

1.5

(b)

0 10 20 30 40 50 60 70

# 
ev

en
ts

 / 
10

 G
eV

0

100

200

300

400

500

600

700

800

900 Data
tSM t

W+jets
Single top
Multijet
Z+jets
Diboson
Unc.

-1 L.dt = 2.05 fb∫
 = 7 TeVs

0 10 20 30 40 50 60 70

# 
ev

en
ts

 / 
10

 G
eV

0

100

200

300

400

500

600

700

800

900

Leptonic top jet mass [GeV]
0 10 20 30 40 50 60 70

D
at

a/
P

re
d.

0.5
1

1.5

(c)

Figure 5.5: Data and background comparisons for distributions related to the jet which is
part of the leptonic top system: a) pT b) η and c) mass. This jet is part of the reconstructed
leptonic top quark, the mass of which is displayed in Figure 5.6. Good agreement is once
again observed between the data and the background prediction.

reconstruction, are displayed in Figure 5.5. Good agreement is observed for all variables,

within the level of the statistical uncertainties.

The reconstructed leptonic top quark candidate

The mass of the reconstructed leptonic top quark candidate is displayed in Figure 5.6 for

both the data and the background prediction. This candidate has been reconstructed from

the selected lepton, the Emiss
T , the neutrino pz and the leptonic top jet discussed above. A

peak in the contribution from SM tt̄ production, corresponding to the top quark mass, is

clearly visible. The background estimation provides a good prediction of the distribution

drawn from data. The discrepancy centred on m ≈ 330 GeV is at the level of only 1.5 σ

if statistical uncertainties are considered. A rigorous comparison of the data with the
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standard model prediction is presented in the next chapter.
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Figure 5.6: Data and background model comparison for the mass distribution of the lep-
tonic top quark candidate. There is a peak in the distribution for SM tt̄ production at the
position expected for a decaying top quark.

5.3 Summary

Estimation of the two primary reducible backgrounds, W+jets and QCD multijet pro-

duction, has been presented in this chapter. The pp collision data is used to improve the

estimation in both cases. For W+jets, data is used to normalise the estimated yield taken

from MC simulation; excellent agreement is obtained between the yields from data and

from the normalised simulation, as assessed in a control region dominated by W+jets

production. The QCD multijet background involves a number of processes which are ex-

tremely challenging to simulate. A fully data-driven method is therefore used, to obtain

the normalisation and the shape of distributions due to this background.

The observed number of data events is then compared to the predicted number of

events, taking into account all background processes. The predicted shapes of distribu-

tions for a number of key variables used in the analysis are found to agree extremely

well with the distributions obtained using data. This demonstrates that the background

modelling provides a good description of the data.



Chapter 6

Results

The invariant mass of the tt̄ system is reconstructed in all selected events in the signal

region, defined in Chapter 4. This forms the discriminant by which deviations from the

SM prediction are identified. The distributions are shown, for the data and for the back-

ground prediction, in Figure 6.1 (electron channel) and Figure 6.2 (muon channel). Any

deviations of the data from the prediction are investigated in this chapter.

The strategy for setting the bin widths for the x-axis was developed prior to this the-

sis [70]. For the low-mass region (mtt̄ . 1400 GeV), the bin widths are no wider than half

the experimental resolution1. Above this region, the widths were increased to reduce the

sensitivity to statistical fluctuations. As shown in Section 6.2 below, the effect of using

this configuration of bins as opposed to those of constant width across the distribution is

small compared to the effect of statistical fluctuations.

The event containing the tt̄ candidate with the largest invariant mass in this dataset, of

2.6 TeV, is illustrated in Figure 6. In the x-y plane, used here, the back-to-back topology

of the event is clearly evident. The hadronic top jet candidate has pT = 1.0 TeV and is

centered on the ID tracks and calorimeter deposits recorded at φ = 0.4. The leptonic top

quark candidate is composed of a jet at φ = −2.6 with pT = 730 GeV, an electron with

1The experimental resolution is approximately 6 – 12 % of the resonance mass, as discussed in Sec-
tion 1.3.1.

131
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Figure 6.1: Invariant mass of the reconstructed tt̄ system for all events in the signal re-
gion of the electron channel. The distribution derived from data events is compared to that
from the background prediction. The shaded band indicates the systematic uncertainty
associated with the W+jets data-driven normalisation only, since the level of this uncer-
tainty is comparable with the observed differences between the yields given by data and
by simulation. The distribution with a linear scale for the y-axis is shown in (a) and with
a logarithmic scale in (b). This figure is used to identify deviations from the background
prediction in the search for tt̄ resonances.
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Figure 6.2: Invariant mass of the reconstructed tt̄ system for all events in the signal re-
gion of the muon channel. This figure is used to identify deviations from the background
prediction in the search for tt̄ resonances. Other details as for Figure 6.1.

pT = 230 GeV and Emiss
T = 110 GeV. The pz of the neutrino is reconstructed following

the procedure described in Section 4.2.2. There are two reasons why this event would not

have been selected if the resolved criteria of Section 4.1.2 had been applied. First, only

one anti-kT R = 0.4 jet was reconstructed from the calorimeter deposits of the hadronic
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top quark candidate, indicating that the three partons from the decay of the candidate top

quark are highly collimated. Secondly, none of the anti-kT R = 0.4 jets in the event were

b-tagged.

Hadronic top

Electron

ET
miss

Leptonic top jet

φ = 0

+ve φ
 

-ve φ
 

Figure 6.3: Event display of the tt̄ candidate with the largest reconstructed invariant mass
(2.6 TeV) from all events analysed in this dataset. The display is shown in the x-y plane,
with φ = 0 at “three o’clock”. The locations of the reconstructed physics objects are
denoted.

6.1 Compatibility with the null hypothesis

The reconstructed tt̄ invariant mass distributions from data and from the background pre-

diction are systematically compared using the BUMPHUNTER [187]. This is a tool widely

used at both the Tevatron and the LHC to indicate the presence of observed deviations

from the prediction of a certain hypothesis H .

In most searches for BSM phenomena, including this one, the chosen hypothesis is the
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null hypothesis H0 i.e. the standard model. This is because the initial aim is to identify the

possible existence of any new phenomena rather than to focus on one particular model.

The reconstructed tt̄ invariant mass distribution given by H0 is obtained using the MC

simulations and data-driven estimations of background processes described in Chapters 2

and 5.

Deviations from the null hypothesis may be caused by the presence of BSM phenom-

ena. The prediction, assuming the null hypothesis, is also subject to statistical fluctuations

however. The aim of hypothesis-testing tools such as the BUMPHUNTER is to determine

the probability that an observed deviation would result simply from a statistical fluctu-

ation, under the assumption that the standard model is valid and no BSM process have

occurred. This probability is known as the p-value. A small p-value indicates a greater

degree of inconsistency with the standard model, or in other words, a more statistically

significant deviation.

p-values are also converted to significance, denoted by σ. This is the number of stan-

dard deviations of a normal distribution away from its mean, which, when integrated

over the remaining tail of the distribution corresponds to the same probability as the p -

value.2 It is standard practice in particle physics to declare a discovery if a deviation is

found with σ ≥ 5. This corresponds to a p-value of . 3 × 10−7. A significance level of

σ ≥ 2 (corresponding to a p-value of . 4 × 10−2) is an unofficial but commonly used

threshold for the triggering of interest in a deviation.

There are two stages in the calculation of the p-value. First, the reconstructed tt̄ in-

variant mass distribution obtained from the background prediction is used to generate

N pseudo-datasets. The yield b in each bin of this distribution is assumed to be the

mean value of a Poission distribution, which therefore also has a variance equal to b.

The pseudo-datasets are generated in line with this Poisson distribution. In this case,

10, 000 pseudo-datasets are generated.

The second stage is to quantify the deviation between the data and H0 using a test

2Specifically, the conversion is σ =
√

2 erf−1(1−2p) [188] where erf is the inverse error function [189].
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statistic, t. The test statistic is formulated so that the greater the difference between the

compared distributions, the greater the value of the test statistic. For a general hypothesis

test, the p-value would then be calculated as:

p =

∫∞
tobs

f0(t) dt∫∞
0
f0(t) dt

(6.1)

where tobs is the observed value of the test statistic and f0(t) is the probability density of t

if the hypothesis H0 is true.

However, a particularly important consideration in the formulation of a p-value is the

trials factor or look-elsewhere effect. This arises because the reconstructed tt̄ invariant mass

distribution has multiple bins. The larger the number of bins, the greater the probability

that at least one bin will contain a deviation in the data that will be classed as statisti-

cally significant. This probability is known as the local probability and the BUMPHUNTER

uses a test statistic that combines these local probabilities. The bins are first combined

into windows, with index i, which vary in width for each iteration of the BUMPHUNTER:

the first iteration combines two neighbouring bins into single windows, across the en-

tire distribution. Each subsequent iteration adds one additional neighbouring bin to each

window and continues in this way until the window width is half of the entire distribu-

tion. The windows are not fixed in position, but slide across the entire distribution. The

BUMPHUNTER calculates a test statistic which is the minimum of the local probabilities

from all i windows. It has the specific form:

t = − log(min
i
{p-valuei}) (6.2)

where the negative log function ensures that t increases monotonically as this minimum

local probability increases.

The test statistic is first derived using the mtt̄ distributions in the electron and muon

channels added together and then separately in the two channels. The p-value in each

case is calculated as the number of pseudo-datasets which have a value of the test statis-
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tic larger than that observed in the data, divided by the total number of pseudo-datasets

(10, 000 in this case). The resulting p-values are displayed in Table 6.1; the upper (lower)

part represents deviations which are excesses (deficits) of the data compared to the back-

ground prediction.

All systematic uncertainties have been taken into account by increasing the expected

background yield in each bin. This increase is calculated by applying a particular system-

atic uncertainty to the distribution taken from background, finding the maximum shift

from the shift up and shift down and then halving this shift. In this way, there is full

correlation between the shift across all the bins. The individual systematic uncertainties

are assumed to be uncorrelated with each other and are therefore combined by adding

the shifts due to each uncertainty in quadrature. The estimation of each uncertainty is

discussed in Section 6.3.

Table 6.1: p-values for the most significant deviations found in the reconstructed tt̄ in-
variant mass distribution. The two channels are initially added together (“add”), then
considered separately (“electron” and “muon”) and finally the combined p-values are
computed for deviations that are in the same position in the two channels (“overlap”).
None of the deviations are considered to be statistically significant. The uncertainty on
the p-value and its effect on the significance are both quoted, and statistical and system-
atic uncertainties have been considered.

Excesses
Channel p-value σ (low, high) Mass range [GeV]
add 0.0799± 0.0027 1.4057 (1.3877, 1.4242) 1800− 2500
electron 0.2863± 0.0045 0.5642 (0.05510, 0.5576) 1800− 2500
muon 1.0000± 0.0000 − −
overlap 1.0000± 0.0000 − −

Deficits
Channel p-value σ (low, high) Mass range [GeV]
add 0.1985± 0.0040 0.8470 (0.8328, 0.8614) 1400− 1800
electron 0.1849± 0.0039 0.8968 (0.8824, 0.9115) 1040− 1280
muon 0.1686± 0.0037 0.9597 (0.9449, 0.9747) 2500− 3600
overlap 1.0000± 0.0000 − −

The uncertainty on the p-value is δp =
√
p(1− p)/N [187] where N is the number

of pseudo-datasets. The values of δp are stated in Table 6.1 and are propagated to the

significance to give the stated “low” and “high” values.
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The largest deviation from the SM expectation is an excess in the region mtt̄ = 1800 –

2500 GeV. The p-value of the excess is 0.08, corresponding to a significance of 1.4. If the

distributions are separated out into the two channels, one can see from the second row of

Table 6.1 that this excess is in the electron channel only.

One would expect resonant tt̄ production to result in deviations at the same mass

position in the two lepton channels. This is because any possible signal is not expected

to be biased towards the flavour of the lepton from the top quark decay. This feature can

be exploited in the hypothesis-testing procedure. The position of the largest deviation

in each channel is found; if this is at the same position in both channels, the “overlap”

p-value is taken to be the product of the individual local probabilities for the deviation.

If they are at different positions, the result is assumed to be compatible with H0 and the

p-value is set to unity. As shown in Table 6.1, the overlap p-value for any possible excess

is indeed equal to one. It is therefore concluded that there is no evidence in this dataset

for a statistically significant excess over the background prediction due to BSM resonant

tt̄ production.

The p-values for possible deficits, shown in the lower part of Table 6.1, demonstrate

that there are again no significant deviations. The most significant deficit when both

channels are added together is at the level of only σ = 0.85. Furthermore, the small

deviations in the separate channels are not found in the same mass region.

6.2 Determination of upper limits on the production cross-

section

Following the assessment that the data is compatible with the SM, one can set upper

limits on the cross-section for production, times branching ratio for decay to a tt̄ pair

(σ × BR(→ tt̄)), for the two benchmark models described in Section 1.3. These upper

limits can be transformed into the exclusion of the models within certain mass ranges.
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6.2.1 The Bayesian approach

The limit-setting procedure is carried out by assuming either a frequentist or a Bayesian

interpretation of probability. Searches for tt̄ resonances at both the LHC and Tevatron

experiments have traditionally applied a Bayesian approach.3 The analysis presented

here continues that strategy, which has been documented by the D0 collaboration [190]

and is described below.

The two interpretations provide answers to different questions. In the frequentist case,

it is possible to determine the probability to observe a certain dataset given a specific

signal. However, this is usually not the aim of the study; rather, the intention is to find

the probability that a certain signal exists, given an observed dataset. This is provided by

a Bayesian interpretation and hence this approach is taken in this case.

6.2.2 Choice of prior

Practically, the Bayesian implementation requires an initial degree of belief that the signal

hypothesis is true, known as the prior or P (theory). The prior is then updated using the

data, to obtain the degree of belief that the hypothesis is true given the observed data.

This is known as the posterior probability or P (theory | data). The concept is summarised

as:

P (theory | data) ∝ P (data | theory)P (theory) (6.3)

where P (data | theory) is known as the likelihood i.e. the probability of obtaining the

observed data, given the hypothesis.

The choice of prior is the most contested part of Bayesian inference since it represents

a subjective degree of belief about the signal cross-section, before the incorporation of the

results of the data analysis. Historically, priors judged to be “non-informative”, relative

to the information contained in the data, were preferred since the influence of the experi-

3Recent results from the CMS experiment [74, 87] use a frequentist interpretation.
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menters’ initial degree of belief would be minimised. However, it is very difficult to reach

consensus on the form of such a prior, as discussed in [191].

The form of the prior, P (theory), chosen in this study is as follows, where σ is the

cross-section for production of the signal model and mass point in question:

π(σ) =
1

σmax
(6.4a)

if 0 < σ < σmax;4 otherwise

π(σ) = 0 (6.4b)

This is a particularly simple “flat” prior. However, it was not chosen for being non-

informative. Indeed it could not be considered as representing a degree of belief because

it is not properly normalisable (i.e. it is improper). The choice is actually made because,

for this particular analysis, a flat prior is a good approximation to the reference prior. These

reference priors are designed to maximise the amount of missing information but are not

considered to represent a degree of belief. In the wider context of reference analysis,

discussed in [192], an improper prior is permissible as long as the resulting reference

posterior is normalisable. This is indeed the case here.

To validate the claim that a flat prior is a good approximation to the reference prior,

it is noted from section 4 of [192] that the formulation of the reference prior depends on

two parameters α and β. Both parameters depend on the background yield b and its vari-

ance V , specifically: α = b2/V and β = b/V . Using the values of b = 1840 and
√
V = 130

from Table 5.6, leads to values of α and β of approximately 200 and 0.1 respectively. Fig-

ure 6.2.2 demonstrates that if α = 10 and β = 0.1, a flat prior is obtained. This is also the

case for α > 10 and β < 0.1 [192], which are the parameter values relevant to the analysis

presented here.

4The strategy for setting σmax is discussed in relation to Equation 6.9 below.



6.2 Determination of upper limits on the production cross-section 141

(a)

(c)

(b)

Figure 6.4: Reference priors for the signal parameter s obtained with the parameter α set
equal to (a) 0.1 (b) 1 and (c) 10, and different values for the parameter β. The prior is flat
if α = 10 and β = 0.1. Taken from [192].

6.2.3 Obtaining the posterior probability

The first stage for obtaining a posterior probability density, given a prior, is to select a

form for the likelihood, L. In the case of analyses involving counting experiments, such

as this one, the basic form of L is a Poission distribution with expectation value µ:

L(D | µ, I) =
e−µµD

D!
(6.5)

where D is the number of events observed in the data and I represents all the informa-

tion used to calculate µ, together with the validity of assuming a Poisson distribution

for L. µ is given by the sum of the expected background yield b and the proposed signal

yield arσr due to a particular signal model and mass point r:

µ = b+ arσr (6.6)
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where σr is the cross-section for a resonance of mass r and ar is the product of the follow-

ing factors:

• the detector acceptance;

• the integrated luminosity of the data sample;

• and, the selection efficiency for the same signal model and mass point.

The yields resulting from the two benchmark signal models considered in this thesis were

displayed in Table 5.7, for a number of mass points.

Equations 6.5 and 6.6 are combined to give the final likelihood function of Equa-

tion 6.7. The likelihood functions calculated in each bin can be multiplied together in this

way because the probability to observe a count in a given bin or channel is independent

of the counts observed in other bins/channels.

L(D | σr, ar, b) =
N∏

i=1

e−(ar,iσr+bi)(ar,iσr + bi)
Di

Di!
(6.7)

Incorporation of this likelihood function and the prior π(σ) of Equation 6.4, into Bayes

theorem given by Equation 6.3, results in the following form for the posterior probability

density:

P (σ, ar, b | D) =
1

N

∫ ∞

0

dar

∫ ∞

0

dbL(D | σr, ar, b)π(σ) (6.8)

Integration is performed over the so-called nuisance parameters ar and b, since their de-

termination is not the aim of the analysis. Any dependence on them is thereby removed.

The normalising constant N is determined from the axiom that the probability over the

entire sample space is one:

∫ ∞

0

dσ

∫ σmax

0

dar

∫ ∞

0

dbP (σ, ar, b | D) = 1 (6.9)
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where σmax was used in the definition of the prior of Equation 6.4. The value is chosen

so that the integration over σ is performed up to an upper bound where the posterior

probability density becomes sufficiently close to zero.

The posterior represents the final result: the probability density for the signal cross-

section, using the information gained from analysis of the data. However, since the data

have already been judged to be consistent with the standard model, only the upper limit

on the cross-section is needed, rather than determination of the entire probability density.

The posterior is therefore integrated up to a certain level, to give a value β, resulting in an

upper limit on the cross-section σUL at the (100×β) % credibility level (C.L.). Specifically:

β =

∫ σUL

0

dσP (σ | D) (6.10)

The posterior is computed using a package developed by the D0 collaboration, called

top statistics [193]. Each systematic uncertainty is considered as follows. A shift

factor g(0, 1)isys is computed by sampling a random number from a Gaussian distribution

which has a mean of zero and a width of one.5. The nominal yield y in each bin of the

mtt̄ distribution is shifted by an amount ∆isys due to the systematic uncertainty isys as

follows:

∆isys = s+
tot × g(0, 1)isys × (y+

isys − y), (6.11a)

if g(0, 1)isys is a positive number; otherwise

∆isys = s−tot × g(0, 1)isys × (y − y−isys). (6.11b)

y
+(−)
isys is the yield in each bin following application of the systematic uncertainty isys

at the level of one sigma, when the factor g(0, 1)isys is positive (negative). s+(−)
tot is a multi-

plicative scale factor which ensures that, if the systematic uncertainty should only affect

the shape rather than the normalisation of the distribution, then the overall normalisation

5The size and method of estimation of all systematic uncertainties is discussed in the next section.
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can be corrected.

Integration over the sampled Gaussian is performed by drawing random numbers

from its distribution many times and computing a likelihood each time. The final pos-

terior, with all systematic effects combined, is derived from the sum of the individual

likelihoods. In this calculation, the integral of each posterior is preserved in the calcula-

tion, which means that those individual likelihoods with a large integral will be the main

contributions to the final posterior. To reduce the frequency with which the systematic

shifts create a negative yield in a particular bin, if the level of systematic uncertainty is

larger than 20 % [70], a log-normal distribution, rather than a Gaussian, is sampled.

A number of cross-checks were carried out to ensure the stability of the calculated

limits. The first considered the effect of using the chosen binning strategy for the recon-

structed tt̄ invariant mass distribution, rather than constant bin widths of 80 GeV. The

limit was found to vary between only 5 and 15 %, which is less than half of the 1 σ shift

due to statistical fluctuations (30 – 50 %). The second cross-check considered the choice of

random seed used in the sampling of the Gaussian distribution which propagates the sys-

tematic uncertainties to the upper limit. The seed was varied twenty times and the upper

limits were found to vary by only 1 – 2 %, resulting in the conclusion that the limit-setting

procedure is also stable with respect to the choice of seed.

The resulting upper limits on the cross-section times tt̄ branching ratio are detailed in

Table 6.2. The results for the two models, Z ′ and gKK , are shown separately.

The observed upper limits for the narrow leptophobic topcolor Z ′ boson range from

7.7 pb for a mass of 600 GeV to 0.27 pb for a mass of 3 TeV. For the same mass points,

the wider KK-gluon has an observed upper limit of 2.8 pb and 0.61 pb respectively. The

expected upper limits, computed using the SM prediction in place of the data, are in good

agreement with the observed upper limits for both models.

The limits for this particular topcolor Z ′ boson are applicable to any resonance whose

width is narrow compared to the experimental resolution. This is because all such res-
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Table 6.2: Upper limits on the cross-section times tt̄ branching ratio for the leptopho-
bic Z ′ boson and the KK-gluon, at the 95 % credibility level. Systematic and statistical
uncertainties have been included. The expected variation in the expected limits due to
statistical fluctuations is also given, at the 1 σ level.

Z ′ → tt̄ limits
Z ′ mass [GeV] Observed [pb] Expected [pb] −1σ [pb] +1σ[pb]

600 7.7 10.4 7.0 15.6
700 2.2 2.7 1.8 4.0
800 1.4 1.6 1.0 2.3

1000 0.61 0.72 0.49 1.0
1300 0.56 0.39 0.27 0.57
1600 0.22 0.25 0.17 0.36
2000 0.34 0.18 0.12 0.25
3000 0.27 0.27 0.19 0.41

gKK → tt̄ limits
gKK mass [GeV] Observed [pb] Expected [pb] −1σ [pb] +1σ[pb]

700 2.8 2.9 2.0 4.2
800 2.3 2.1 1.4 3.0
900 1.0 1.5 0.97 2.2

1000 0.65 0.99 0.69 1.4
1150 0.53 0.64 0.45 0.94
1300 0.80 0.60 0.42 0.87
1600 0.37 0.40 0.28 0.58
1800 0.49 0.38 0.26 0.55
2000 0.61 0.38 0.26 0.55

onances would yield a similar distribution of the reconstructed tt̄ invariant mass. How-

ever, the results for the KK-gluon are specific to this particular model because of the as-

sumptions made about its couplings to light quarks, discussed in Chapter 1.

For heavy resonances, with a mass greater than 700 GeV, the limits represent a signifi-

cant improvement on the ATLAS search for tt̄ resonances in the lepton+jets channel using

the resolved approach with the same 2 fb−1 of data [71]. Specifically, the observed upper

limits for the topcolor Z ′ boson using the resolved approach were 2.5, 2.4 and 0.76 pb−1

for mZ′ = 700, 1000 and 1600 GeV respectively. For the KK-gluon, the upper limits were

3.1, 2.9 and 1.4 pb for the same mass points.

The upper limits derived from this search are shown in graphical format in Figure 6.5,

together with the predicted σ × BR(→ tt̄) values for the two models, as a red band. The
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Figure 6.5: Upper limits on the production cross-section times tt̄ branching ratio for (a) the
topcolor leptophobic Z ′ boson and (b) the Kaluza-Klein gluon gKK . The expected and
observed limits are given by the dashed and solid lines respectively; the smooth (red)
line represents the predicted cross-section times branching ratio for the signal in question.
Both statistical and systematic uncertainties have been incorporated.

finite width of this band represents the effect due to the systematic uncertainty associ-

ated with the determination of the PDFs. Certain mass regions of the two models can be

excluded, at the 95 % C.L. If the observed limits are considered, the topcolor Z ′ boson is

excluded in the mass region 0.6 < mZ′ < 1.15 TeV. The KK-gluon with a mass of lower

than 1.5 TeV is also excluded. The excluded regions when using the expected limits are in
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agreement with the “observed exclusion”. The green (dark) and yellow (light) represent

the expected limits from 68 % and 95 % of pseudo-experiments respectively.
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Figure 6.6: Observed and expected excluded mass ranges for the Kaluza-Klein (gKK) and
leptophobic Z ′ models. The results displayed are taken from the ATLAS search presented
in this thesis (ATLAS “boosted”), from the previous ATLAS search using the resolved strat-
egy (ATLAS “resolved”) and from a contemporary CMS result, also in the lepton+jets chan-
nel [87]. Both ATLAS searches analysed 2.05 fb−1 of data whereas the CMS search anal-
ysed almost 5 fb−1; the centre-of-mass energy was

√
s = 7 TeV for all. The ATLAS search

using the boosted approach represents a great improvement on the resolved approach
and is very competitive with the CMS result.

These results for the mass exclusion can also be compared to those from the previous

ATLAS search in the lepton+jets channel using the resolved approach, as demonstrated

in Figure 6.5. The search presented in this thesis extends the excluded region for both

models by ≈ 300 GeV over the results from the resolved analysis. This demonstrates the

reason for developing a boosted strategy. A comparison with a contemporary result from

March 2012 in the same channel from the CMS experiment [87] is also presented. The

results shown in this thesis are also extremely competitive with these released by CMS,

particularly considering that the latter was performed on a dataset of more than double
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the size used in the ATLAS searches.

Both the ATLAS and CMS experiments have produced updated results for tt̄ reso-

nances searches in the lepton+jets channel, superseding the above results from the sum-

mer of 2012. The latest result from the ATLAS experiment excludes the leptophobic

topcolor Z ′ boson (Kaluza-Klein gluon) with mass below 1.7 TeV (1.9 TeV) at the 95 %

C.L. [179]. The most recent result from the CMS experiment excludes the same two bench-

mark models with mass below 1.49 and 1.82 TeV respectively [74], at the 95 % confidence

level. All results use the full 2011 dataset recorded at
√
s = 7 TeV and feature “boosted”

techniques, specifically tailored to the reconstruction of events with mtt̄ at the TeV scale.

6.3 Systematic uncertainties

There are a number of systematic uncertainties associated with the physics objects used

in this analysis, with the background estimations, with the luminosity measurement and

with the estimation of the PDFs. Each systematic uncertainty can affect the reconstructed

tt̄ invariant mass distribution in two ways. It can alter the total number of events which

make up the distribution, that is, the normalisation. It can alter the shape of the distribution

but leave the normalisation the same. However, all systematic uncertainties except for

those connected with the luminosity, or specifically referred to below as shape-changing

only, affect both the shape and the normalisation.

There are three measures of each systematic effect: the impact on the expected yield6

from the background processes (background yield); the impact on the expected yield from

a particular signal model (signal yield); and the impact on the expected upper limit for

σ × BR(→ tt̄) for the same signal model. The latter gives what is known as the impact on

the sensitivity. Notably, “shape-changing” systematic uncertainties may have negligible

impact on the signal or background yields but a large impact on the sensitivity.

The impact of a particular systematic uncertainty is assessed by computing the ex-

6All yields are relevant to the signal region.
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pected yield, background yield and expected upper limit with the level of uncertainty

set to zero. The three measures are then recomputed with the uncertainty returned to its

estimated value. A comparison of the two sets of measures results in the levels of impact

quoted in Table 6.3. Methods for determining the level of each systematic uncertainty are

discussed in turn below.

The chosen signal model for determining the impact on the sensitivity is a leptophobic

Z ′ boson with a mass of 1.3 TeV, since the existence of lower mass points has been ex-

cluded by previous experiments.7 Only systematic uncertainties which have at least a 2 %

impact on the background yield or a 1 % impact on the sensitivity are included. Although

some systematic uncertainties are therefore not displayed, they have all been taken into

account in the limit-setting procedure.

6.3.1 Related to the luminosity determination and PDFs

The method of determining the luminosity at ATLAS was summarised in Section 2.2.7.

The relative uncertainty on this measurement is primarily due to the Van der Meer scan

and was determined to be 3.7 % [194]. This systematic uncertainty affects only the nor-

malisation of the reconstructed tt̄ invariant mass distribution i.e. it is a normalisation

uncertainty. It has a relatively large effect on the yields of both the signal and the back-

ground. However, because the effect on these two yields is the same, there is a rather

small impact (0.4 %) on the sensitivity, for this particular signal model and mass point.

The determination of the PDFs has an associated systematic uncertainty which affects

both the normalisation and the shape of the reconstructed tt̄ invariant mass distribution.

It is due to a large number of effects [45], including: the systematic and statistical uncer-

tainties of the data used to determine the PDFs; the choice of parameterisation for the

initial PDFs before evolution to higher Q2 scales. The PDF uncertainty propagates to an

uncertainty on the estimation of the yields due to signal processes and due to background

7At the 95 % confidence level.
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Table 6.3: Systematic uncertainties and their impact on the sensitivity. All uncertainties
except “luminosity” and those labelled norm affect both the yield and the shape of the
reconstructed tt̄ mass distribution. In the first two columns the relative impact (in per-
cent) is shown on the total expected background yield (nominally 1840 events) and on
the number of selected signal events due to the topcolor Z ′ boson with mass 1.3 TeV. The
final column lists the relative variation of the expected limit for the cross-section times
branching ratio of this benchmark, if the corresponding systematic effect is ignored. Only
those systematic uncertainties which have at least either a 2 % effect on the background
yield or a 1 % effect on the sensitivity are shown.

Systematic effect Impact on yield [%] Impact on
Background Z ′ (1.3 TeV) sensitivity [%]

Luminosity 2.5 3.7 0.4
PDF uncertainty 3.1 1.0 0.2
tt̄ normalisation 4.9 −− 0.7
tt̄ ISR, FSR 6.3 −− 0.7
tt̄ fragmentation & parton shower 3.4 −− 0.9
tt̄ generator for hard-scatter 2.8 −− 2.2
W+jets normalisation 4.3 −− 1.4
W+jets shape norm. −− 0.1
Multijets normalisation 2.1 −− 0.2
Multijets shape norm. −− 1.1
Z+jets normalisation 2.0 −− 0.5
Jet energy and mass scale 6.7 2.0 5.2
Jet energy and mass resolution 4.7 4.0 1.2
Electron-related 1.1 1.3 1.0
Muon-related 2.2 2.1 4.8

processes which have been simulated using Monte Carlo methods.

Three NLO PDF sets are used to estimate the total PDF uncertainty: CTEQ66[142],

MSTW2008nlo68cl[195] and NNPDF20[196]. These are chosen because they are deter-

mined using data from the Tevatron, from fixed target experiments, and from HERA.

Each set has an associated error set which is obtained by varying certain parameters and

recalculating the PDFs. When estimating the effect of the overall PDF uncertainty on the

search presented here, both the uncertainty within each PDF set (intra-PDF uncertainty),

and the uncertainty arising from using the different PDF sets (inter-PDF uncertainty), is

considered.

The method for obtaining the intra-PDF uncertainty involves reweighting each event
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according to:

w =
PDFa(x1, f1, Q)× PDFa(x2, f2, Q)

PDF0(x1, f1, Q)× PDF0(x2, f2, Q)
(6.12)

where xi is the fraction of the hadron’s momentum carried by the ith parton and Q2 is the

momentum transfer scale at which this parton is probed, as defined in Section 1.2.1. PDF0

is the nominal PDF set and PDFa is the PDF set obtained after the particular parameter

variation has been applied. For each one of the three PDF sets, the reconstructed tt̄ invari-

ant mass distributions are obtained with each of the parameter variations applied. The

final intra-PDF uncertainty is the 1 σ band resulting from all variations.

To obtain the inter-PDF uncertainty, the intra-PDF uncertainties from each PDF set are

combined in a linear way. That is, an envelope between the maximum and minimum of

all the variations is obtained. This process is illustrated in Figure 6.7. Half of the width

of this envelope is assigned to be the inter-PDF uncertainty, which is taken as the overall

PDF uncertainty. Details of the prescription are provided in [197, 198].
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PDF error set

Intra-PDF unc. 
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PDF set 3
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}
}

Inter-PDF 
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Figure 6.7: A simple illustration to demonstrate how the inter-PDF uncertainty is ob-
tained from intra-PDF uncertainties from the three PDF sets. Half of the width of the
inter-PDF uncertainty envelope is assigned as the final inter-PDF uncertainty.

The variation of the PDFs is carried out for every background prediction derived from

simulation and for the chosen signal prediction. When the results from all background

processes are combined, this PDF uncertainty affects both the shape and the normalisa-



6.3 Systematic uncertainties 152

tion of the reconstructed tt̄mass distribution. However, for certain processes listed below,

only the shape of the distribution is permitted to change. The reasons for this are as fol-

lows:

• The W+jets background has a data-driven normalisation applied, as discussed in

Section 5.1.1. This normalisation has an associated uncertainty which was specif-

ically derived and is also discussed in the next section. Therefore, only the effect

of the PDF uncertainty on the shape of the distribution, which is estimated using

MC simulation, is considered here. This is done by applying the PDF variations,

as described above, and then normalising the resulting distribution to the nominal

expected yield after the data-driven normalisation has been applied.

• For the SM tt̄ background, the PDF uncertainty is considered separately in the es-

timation of the effect on the SM tt̄ production (NNLO) cross-section uncertainty,

discussed in the next section. Like all cross-section uncertainties, this affects only

the normalisation and not the shape of the distribution. Together with the standard

procedure described above, the effect of the PDF uncertainty on both the shape and

the normalisation of the distribution is accounted for. It is necessary to consider

the effect of the uncertainty in two stages in this way because the normalisation

uncertainty uses an NLO calculation whereas the shape uncertainty uses an NNLO

calculation. The former would dominate the latter if both uncertainties were esti-

mated simultaneously [199].

The overall PDF uncertainty affects the background yield by 3.1 %, the signal yield by

1 % and the upper limit by a relatively small 0.2 %.

6.3.2 Related to background determination

The background processes are determined via a mixture of MC simulation and data-

driven techniques, depending on the particular process. Therefore, specific methods are
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required to estimate the systematic uncertainties associated with each background. These

methods are detailed below. It is important to note that the uncertainties associated with

a production cross-section affect only the normalisation of the distribution, whereas all

other uncertainties can affect both the normalisation and the shape.

SM tt̄ production

SM tt̄ production has the largest contribution to the total background yield, at a level of

just over 60 % as shown previously in Table 5.6. Hence, systematic uncertainties associ-

ated with a wide range of steps in the modelling process must be estimated.

The uncertainty on the production cross-section arises due to two classes of effects:

first, due to the uncertainty on the PDFs. The level of this particular uncertainty is esti-

mated according to the general procedure discussed above. In this case, the contribution

due to the uncertainty on the coupling constant αs of the strong interaction is not consid-

ered since it is considered to be sufficiently small relative to the PDF uncertainties [200].

The effect of the second contribution, due to the uncertainties on the renormalisation µr

and factorisation scales µf , is estimated by independently varying each scale between

0.5 mt and 2 mt, with the constraint of 0.5 < µf/µr < 2. The envelope of the resulting

cross-section is taken to be the total uncertainty due to the systematic effect from these

scales. In this procedure, the uncertainty on the top quark mass is not considered.

The overall uncertainty on the tt̄ normalisation is determined to be +7.0%
−9.6 . This has a

4.9 % effect on the total background yield but a small (0.7 %) impact on the upper limit.

Therefore, the current level of the uncertainty on the SM tt̄ cross-section does not have a

dominant impact on this search, compared to other sources of uncertainty.

The uncertainty on the fragmentation and parton shower procedures used by the de-

fault generator (HERWIG) is estimated by comparing to the results when using PYTHIA.

In this case, both HERWIG and PYTHIA are interfaced to POWHEG [201], instead of to the

default generator MC@NLO. The uncertainty on the generator used for the hard-scatting
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process is determined through comparison of the results using MC@NLO with an alterna-

tive (POWHEG). In both cases, HERWIG is used for the parton shower and fragmentation.

All uncertainties associated with the parton shower, fragmentation and hard-scattering

processes affect both the normalisation and the shape of the distribution. The largest im-

pact on the sensitivity is due to the hard-scattering process and is relatively large (2.2 %).

The systematic uncertainty associated with the modelling of initial and final state ra-

diation (ISR and FSR) has a relatively small impact (0.7 %) on the sensitivity. It is esti-

mated by considering SM tt̄ samples generated using ACERMC [202], with PYTHIA for

the hadronisation. The amounts of ISR and FSR are varied by altering a number of the

parameters of PYTHIA related to the Q2 scale of the hard-scatter and to the αs coupling

constant. Details are provided in section 2.1.3 of [128].

W+jets production

The W+jets background contributes around 25 % of the total background yield across

the entire mtt̄ region and 35 % for mtt̄ > 1 TeV. Therefore the systematic uncertainties

associated with its prediction must be estimated in detail.

The shape of this background is predicted using the ALPGEN generator but a data-

driven normalisation is then applied to the yield. Therefore, the uncertainties associated

with the generator are only permitted to affect the shape of the distribution and the un-

certainties associated with the data affect only the normalisation of the distribution. Both

are discussed in turn below, starting with the normalisation uncertainty.

The normalisation is performed by applying a multiplicative factor, known as the nor-

malisation scale factor (SF), to the yield. These SFs were derived following a method

described in Section 5.1.1. The nominal values of the SFs, together with the associated

systematic and statistical uncertainties, are shown again in Table 6.4 for convenience.

The SFs derived in the normalisation region (NR) are the ones applied to normalise

theW+jets yield. There are two sets of systematic uncertainties associated with these SFs.
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Table 6.4: Scale factors derived for the data-driven normalisation of the W+jets back-
ground, denoted as NR, for “normalisation region”. The calculation performed in the
intermediate validation regions, VRX, and in the signal region, SR, are also shown. The
first uncertainty is statistical and the second is due to systematic effects associated with
the measurement of the particular SF.

Region Electron channel Muon channel
NR 0.75± 0.06± 0.11 0.79± 0.05± 0.11
VR1 0.67± 0.12± 0.03 0.68± 0.09± 0.01
VR2 0.79± 0.20± 0.24 0.53± 0.15± 0.16
VR3 0.74± 0.26± 0.32 0.58± 0.16± 0.06
SR 0.88± 0.34± 0.27 0.48± 0.27± 0.18

The first is the systematic uncertainty on the SF itself. The major sources of this uncer-

tainty, together with the methods of estimation, are:

• The contributions from charge asymmetric processes to the yield measured in data.

These contributions are subtracted using their estimation taken from MC simula-

tion, or in the case of the QCD multijet background, using the data-driven estima-

tion. For this purpose, a conservative 100 % uncertainty is assigned to the yields

from each of these contributions. The SFs were then recalculated with this uncer-

tainty applied. The resulting systematic uncertainty on the NR SF is 5.2 (2.2) % in

the electron (muon) channel.

• The effect of the systematic uncertainty associated with the PDFs is propagated to

the NR SF result by varying the PDFs as described in Section 6.3.1. This results in a

systematic uncertainty on the SF of 5.2 % in both channels.

• The definition of the NR, given in Table 5.1, involves criteria placed on the pT of the

R = 0.4 and R = 1.0 jets. The values of these pT thresholds are affected by the jet

energy scale uncertainties. The thresholds are varied according to these uncertain-

ties and the NR SF is recalculated. The SF uncertainty is found to be 7.9 (10.1) % in

the electron (muon) channel.

• There is a final systematic uncertainty associated with the modelling of the W+jets

production process performed by the ALPGEN generator. This is described below,
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together with the method of its estimation. It is found to have an effect on the

ratio of positively to negatively charged leptons arising from W+jets production, of

+9 (+8) % and −5 (−6) % in the electron (muon) channel.

All the above sources of systematic uncertainties were assumed to be uncorrelated. They

are therefore added in quadrature to obtain the first part of the systematic uncertainty on

the normalisation region SF.

The second part of the NR SF systematic arises from the fact that the SFs are applied

to the yield calculated in the signal region, but derived in the normalisation region. To

account for this, a “transfer” uncertainty is derived. As shown in Table 5.1, the definitions

of the NR and SR differ in terms of the criteria applied to the fat jets: for the NR, the

mass and
√
d12 criteria are removed and the pT threshold is lowered from 250 to 150 GeV.

The transfer uncertainty is estimated by varying the fat jet pT , mass and
√
d12 variables

within the levels of their uncertainties. The SFs are derived in the signal region with

these variations applied and compared to the nominal SFs in the signal region. The SFs

are found to vary by ± 0.27 (± 0.18) in the electron (muon) channel as shown in the final

row of Table 6.4.

The two parts of the systematic uncertainty associated with the NR SF, estimated

above, are assumed to be uncorrelated. They are therefore added in quadrature, resulting

in a final estimate of the SFs in the normalisation region of 0.75 ± 0.06 ±0.11 (17 % total

uncertainty) in the electron channel and 0.79 ± 0.05 ±0.11 (15 % total uncertainty) in the

muon channel.

The shape uncertainty associated with the W+jets’ background is taken to be due to

the uncertainty on the chosen values of the MC generator parameters. In Section 5.1.1

it was demonstrated that the ALPGEN MC simulation provides a good prediction of the

shape of the reconstructed tt̄ invariant mass distribution in the W+jets-dominated con-

trol region. This confirms what was found to be the case in a measurement of the pair

production cross-section at ATLAS, which uses the same generator [203]. However, it is
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necessary to estimate the uncertainties surrounding the simulation of events with large

invariant mass of the reconstructed tt̄ pair. This is because such events are characteris-

tic of those in the signal region of this search. Specifically, the effect on the shape of the

reconstructed tt̄ invariant mass distribution in the region mtt̄ > 2 TeV must be studied.

The study is performed by mimicking the variation of key parameters in the ALPGEN

generator, through modification of the relative contributions of the W+light-jets simu-

lated sub-samples listed in Table 2.2. This method was originally proposed in [204], which

also provides the correspondence between the parameter variations and the sub-samples’

cross-sections. The parameters that are varied are listed below, together with their default

and shifted values. Further details regarding these parameters can be found in the man-

ual for the ALPGEN generator [146].

• iqopt, which is the functional form of the factorisation scale. The default form is

m2
W +

∑
partons(m

2 + p2
T ), where the sum is over all final state partons, including

heavy quarks but excluding W boson decay products. It is varied “down”, to m2
W ,

and “up” to m2
W + p2

TW
.

• qfac is a multiplicative factor applied to the factorisation scale. The default value

is 1 and it is varied to 0.5 and to 2.

• ktfac is a multiplicative factor applied to the renormalisation scale. The default

and varied values are as for the qfac parameter.

• ptmin is the minimum pT of partons generated in the simulation of the matrix ele-

ment process. This threshold is required so that the phase space region of jets gen-

erated by the matrix element does not overlap with those generated in the parton

shower. The default is 15 GeV which is varied down to 10 GeV and up to 20 GeV.

Figure 6.8 shows the effect of the parameter variations on the reconstructed tt̄ invari-

ant mass distribution. The ratio of the distribution with a particular variation applied,

to that with the default values of the parameters, are displayed. The distributions of all
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(c) Variations in iqopt and ptmin (electron
channel).
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Figure 6.8: Ratio of the reconstructed tt̄ invariant mass distribution with key ALPGEN
parameters varied, to that with default values of the parameters.

ratios are approximately flat, particularly in the region mtt̄ > 2 TeV. An increase in the

statistics would be needed in order to make a conclusive assessment. Many of the varia-

tions have a large effect on the normalisation of the mtt̄ distribution; that is, the values of

the ratios are above 1.5 or below 0.7 in many cases. However, the normalisation uncer-

tainty, detailed above, takes into account the uncertainty on the SFs due to this generator

uncertainty.

The systematic effect associated with shape of the W+jets prediction is propagated to
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the final result by deriving a new reconstructed tt̄ invariant mass distribution with each

parameter varied as specified. Each distribution is normalised to the nominal distribu-

tion, with no variation applied, so that the uncertainty affects only the shape. The shape

uncertainty is listed in Table 6.3 as “W+jets shape”. “norm.” denotes the fact that this un-

certainty has no effect on the normalisation and hence no effect on the background yield.

The impact on the cross-section upper limit is very small (0.1 %).

QCD multijet production

The QCD multijet production background is derived using data-driven techniques as dis-

cussed in Section 5.1.2. Both the normalisation and the shape, together with their asso-

ciated uncertainties, are estimated from data. The estimated yield due to the multijet

production processes are again displayed in Table 6.5 for convenience. Both loose lep-

ton definitions are also given in Section 5.1.2. The Loose2 lepton definition was used to

estimate the multijet yield because the associated systematic and statistical uncertainties

are lower than for the Loose1 definition. The method of estimating the uncertainties is

detailed in this section.

Table 6.5: The yield of multijet events in the signal region, estimated using the data-driven
matrix-method. Both statistical and systematic uncertainties are displayed. The yields
with the Loose2 definition are the ones used for the final estimation; the Loose1 definition
is used to estimate the resulting shape uncertainty associated with the matrix-method.

electron muon
Loose1 34.7 ± 4.8 (stat.) ± 7.3 (sys.) +0.0

− 29.5 (Z ′) 33.8 ± 3.4 (stat.) ± 7.9 (sys.) +0.0
− 33.8 (Z ′)

Loose2 49.1 ± 2.3 (stat.) ± 7.1 (sys.) +0.0
− 18.0 (Z ′) 29.7 ± 0.3 (stat.) ± 7.9 (sys.) +0.0

− 2.0 (Z ′)

The normalisation uncertainty results from the uncertainty on the yield. The statisti-

cal uncertainty is estimated by propagating the statistical fluctuations on the number of

events with a tight lepton Ntight and the number of events with a loose, but not tight,

lepton (Nanti−tight) through to the yield. The systematic uncertainty is estimated by propa-

gation of the uncertainties on the false-identification rate f and the efficiency ε. The two

parameters are randomly sampled around their measured values, in line with a Gaussian
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distribution whose width is given by the level of uncertainty on the parameter. Measure-

ment of f and εwas discussed in Section 5.1.2; estimation of their systematic uncertainties

is detailed below.

The systematic associated with f is estimated in two ways. First, by studying the

precision of the simulated samples which are used in the subtraction procedure to obtain

a multijet-dominated sample.8 To do this, the following additional control regions (CR)

are defined in which the contributions from each of the respective samples is dominant:

• The top-CR is equivalent to the first and third criteria from CR0. That is, the Emiss
T

and MT (W ) thresholds are recovered to be the same as in the signal region. Addi-

tionally, a b-tagged R = 0.4 jet is required in the event.

• The W-CR is equivalent to the top-CR above, except that a b-jet veto is now applied

i.e. no events to contain a b-tagged R = 0.4 jet.

• The Z-CR is equivalent to the first and second criteria from CR0. However, the

Z+jets veto from the third criterium is inverted.

Figures 6.9 demonstrate the consistency between data and simulation in the (a) top,

(b) W and (c) Z control regions. This is for the muon channel only; the complemen-

tary figures for the electron channel can be found in [2]. Based on the observed level of

consistency, a 20 % uncertainty is assumed on all of the simulated samples used in the

subtraction from CR0.

The second source of systematic on f is due to the uncertainties associated with the

variables used to define CR0. These are: the fat jet variables (pT , mass and
√
d12), the

Emiss
T and the W transverse mass, mT (W ). The thresholds on these variables are varied

exclusively as follows, compared to the thresholds applied for CR0. f is recalculated with

each variation applied and the resulting values of f are displayed in Table 6.6.

1. The fat jet pT threshold is raised from 150 to 200 GeV.

8This sample is obtained in “control region 0” (CR0), defined in Section 5.1.2.
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Figure 6.9: Comparison of events from data and from simulated estimations of back-
grounds, in the control regions where the following prompt lepton sources are enhanced:
(a) SM tt̄ production, (b) W+jets production, (c) Z+jets production. The consistency be-
tween data and simulation supports the subtraction procedure used in the false-ID rate
estimation. The consistency between data and simulation leads to the assignment of a
20 % uncertainty on the simulated samples used to estimate the false-identification rate
systematic uncertainty.

2. A lower threshold on the fat jet mass is applied, resulting in the criteria: 100 > mj >

50 GeV.

3. A lower threshold on the fat jet
√
d12 variable is applied, i.e. 40 >

√
d12 > 20 GeV.

4. A lower threshold on Emiss
T variable is applied, resulting in 35 > Emiss

T > 17.5 GeV.

5. A lower threshold on theW transverse mass is applied, i.e. 25 > MT (W ) > 12.5 GeV.
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Table 6.6: The false-identification rates measured in CR0 (column 2) and then with the
thresholds on a particular variable adjusted as stated in the text (columns 3 – 7). The
differences between the rates calculated in CR0 and the alternative regions are taken as
part of the systematic uncertainty on the false-identification rate in CR0, whose total value
is given in brackets. The first three criteria in the table are placed on the anti-kT R = 1.0
jet collection.

CR0 (syst.) pT > 200 100 > mj 40 >
√
d12 35 > Emiss

T 25 > MT (W )
GeV > 50 GeV > 20 GeV > 17.5 GeV > 12.5 GeV

Loose1 e 0.209 (0.021) 0.210 0.202 0.208 0.197 0.211
Loose2 e 0.066 (0.010) 0.061 0.063 0.063 0.061 0.066
Loose1 µ 0.258 (0.056) 0.228 0.253 0.249 0.235 0.260
Loose2 µ 0.00395 (0.00161) 0.00264 0.00366 0.00374 0.00382 0.00373

The systematic uncertainty on f due to the application of each threshold is taken to

be the difference between the f estimation in CR0 and with the amended threshold on

that variable applied. These uncertainties are then combined into the final systematic

uncertainty on the false-identification rates, which are listed in column 2 of Table 6.6 in

brackets.

In Section 5.1.2, the nominal value of the efficiency ε was measured in collision data

using a sample of well-reconstructed Z → ll events. It was also calculated using the

simulated samples for SM tt̄ production, W+jets production and Z+jets production. The

maximum variation of ε between all these samples is taken as the first part of the system-

atic uncertainty on ε.

The fact that the value of ε as measured using a sample of 1.6 TeV leptophobic Z ′ → tt̄

events is much lower than that measured in the collision data9 must also be taken into

account. This is achieved by rederiving the multijet estimation using these lower values

of ε; the variations in the yields are stated in Table 6.5 as a second systematic uncer-

tainty, with the label Z ′. An alternative method is also possible, whereby the nominal

value of ε is shifted down to take account of the lower value in the BSM process com-

pared to the SM processes. This requires the assumption of a certain cross-section for the

BSM process. However, this strategy was not pursued because the search must remain

9Compare the first and final rows of Table 5.4.
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model-independent and therefore a certain value for the cross-section cannot be assumed

without biasing the multijet estimation towards a particular model.

To obtain the overall normalisation uncertainty on the final multijet estimation (using

the loose2 definition), the three separate uncertainties quoted in Table 6.5 are added in

quadrature. It is therefore 40 % in the electron channel and 27 % in the muon channel,

but a total uncertainty of 50 % for each channel is used for simplicity. There is a relatively

small impact on the sensitivity (0.2 %) compared to the impact of the other systematic

uncertainties.
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Figure 6.10: The reconstructed tt̄ invariant mass distributions for the multijet background
processes, derived from the data sample which is analysed in this thesis, using the matrix-
method. Distributions are shown separately for the electron (a) and muon (b) channels.
Loose2 is the main definition used in the matrix-method. Loose1 is an alternative defini-
tion used to derive the shape uncertainty associated with the multijet estimation. The
distribution given by Loose1 has been normalised to that of Loose2.

There is a systematic uncertainty associated with the shape of the reconstructed tt̄mass

distribution due to the multijet estimation. It is estimated by considering the difference

between the distributions when using the two loose lepton definitions, Loose1 and Loose2;

the two distributions are shown in Figure 6.10. Since this uncertainty affects only the

shape, the distribution using the alternative Loose1 definition is normalised to that ob-

tained using the main Loose2 definition. It can be seen from Figure 6.10 that the two defi-

nitions give distributions of equivalent shapes within the level of the statistical uncertain-

ties. The resulting effect of the shape uncertainty on the upper limit for the cross-section
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is relatively small (1.1 %) compared to that for other systematic uncertainties, since the

multijet-production background gives a relatively small yield.

6.3.3 Related to the minor backgrounds

The other backgrounds of Z+jets, single top quark and diboson production together con-

tribute less than 10 % of the total background yield. Their yield is determined entirely

from simulation and the associated systematic uncertainties are assumed to be due to the

cross-section uncertainties only. Hence, there is only a normalisation uncertainty associ-

ated with these backgrounds, and no shape uncertainty.

The cross-section uncertainties are ± 48 %, ± 10 % and ± 5 % for Z+jets [150], single

top quark [145] and diboson production [145], respectively. As shown in Table 6.3, the

uncertainty due to the Z+jets production has the largest impact on the background yield

and sensitivity, at a level of 2 % and 0.5 % respectively. The cross-section uncertainties on

the other two processes have a negligible effect on the background yield and sensitivity

and they are therefore not included in Table 6.3. However, their cross-section uncertain-

ties have been accounted for in the limit-setting procedure.

6.3.4 Related to the physics objects

There are almost fifteen systematic uncertainties associated with various properties of

the physics objects used to reconstruct the tt̄ system. These properties include the en-

ergy scale, energy resolution, identification efficiency and reconstruction efficiencies of

the objects. The effects of each systematic uncertainty on the background yield, the signal

yield and the upper limit are estimated. This is achieved by applying a ± 1 σ variation

to each property, then reapplying the entire event selection and obtaining a new recon-

structed tt̄ invariant mass distribution. The methods of estimation for these systematic

uncertainties are now discussed in detail.
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Jets are the physics objects whose systematic uncertainties have the largest effect on

the background yield, signal yield and sensitivity. This is because they usually contain

the majority of energy in the final state. In this analysis there are two jet collections;

the leptonic top jet is taken from the anti-kT R = 0.4 collection and the hadronic top

jet is taken from the anti-kT R = 1.0 collection. The following subsection is related to the

collection of smaller jets; the larger jets are considered after that, together with a summary

of the impact of all jet-related systematic uncertainties on the sensitivity.

Jets: anti-kT R = 0.4

These jets are reconstructed from EM-scale topo-clusters and the jet is then calibrated to

the jet energy scale, as described in Section 3.3.2. The JES uncertainty associated with

this calibration is derived by combining information from in-situ measurements of the

single-particle response and from single-pion test-beam measurements. Sets of simulated

samples are also used that have variations applied to the material budget of the detec-

tor, to the electronic noise and to the MC modelling used for event generation. Finally,

uncertainties due to the presence of “close-by” jets and knowledge of the jets’ flavour

composition are applied. A comprehensive explanation is given in [162].

Figure 6.3.4 displays the fractional JES uncertainty in a central region of 0.3 ≤ |η| < 0.8.

The relative contributions of each component are also shown. The larger uncertainty for

jets with pT < 50 GeV is driven by the uncertainties in the modelling of soft physics

processes by the MC generators (denoted by “ALPGEN + HERWIG + JIMMY” and “PYTHIA

Perugia2010”). For high pT jets, the increase is driven by the uncertainty associated with

the single-particle calorimeter response studies. An absence of test-beam data for pions

with pT > 350 GeV means that a conservative uncertainty of 10 % was assigned to the

energy measurement of these particles [162].

The uncertainties in all |η| regions are summarised in Table 6.7. Soft jets in the region

beyond |η| = 2.8 have a JES uncertainty of larger than 10 % and therefore no jets with

|η| > 2.5 are used in this analysis. Approximately 75 % of the R = 0.4 jets present in the
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Figure 6.11: Fractional jet energy scale systematic uncertainty as a function of pT for anti-
kT R = 0.4 jets in the region 0.3 < |η| < 0.8. The shaded area represents the total uncer-
tainty. Taken from [162].

signal region for this analysis have |η| < 1.3 and pT < 180 GeV. Therefore, most R = 0.4

jets used in this analysis have a JES uncertainty of 4.3 % or less.

Jets that have been b-tagged are used in the definition of control regions for the data-

driven background estimations. An additional JES uncertainty for these jets is estimated

by considering effects due to the MC generator modelling, b-quark fragmentation, distor-

tions in the calorimeter geometry and the calorimeter response. In the estimation of this

uncertainty, a jet is assigned as a b-jet if it is within ∆R = 0.4 of a B-hadron at truth level.

The uncertainties are stated in Table 6.8. They are assumed to be uncorrelated with the

main JES uncertainty and are therefore added in quadrature to it.

The jet energy resolution (JER) for anti-kT R = 0.4 jets was measured using the first

1 fb−1 of data collected in 2011. Two in-situ techniques were used, which are sensitive

to different sources of systematic uncertainty. The JER measurement in data was found

to match that in simulation to within 10 % for jets with |y| < 2.8. A description of the
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Table 6.7: Summary of the maximum jet energy scale uncertainty for anti-kT R = 0.4 jets
at the EM+JES scale, in different pT and η regions. Taken from [162]. This is added in
quadrature to the main JES uncertainty, given in Table 6.3.4.

η region Maximum fractional JES uncertainty (%)
pjet

T = 20 GeV pjet
T = 200 GeV pjet

T = 1.5 TeV
0 ≤ |η| < 0.3 4.1 2.3 3.1

0.3 ≤ |η| < 0.8 4.3 2.4 3.3
0.8 ≤ |η| < 1.2 4.3 2.5 3.5
1.2 ≤ |η| < 2.1 5.2 2.6 3.6
2.1 ≤ |η| < 2.8 8.2 2.9
2.8 ≤ |η| < 3.2 10.1 3.5
3.2 ≤ |η| < 3.6 10.3 3.7
3.6 ≤ |η| < 4.5 13.8 5.3

Table 6.8: The b-jet energy scale uncertainty for a number of jet pT bins. Taken from [205].
This is added in quadrature to the main JES uncertainty, given in Table 6.7.

pT range [GeV] b-JES uncertainty %
20 – 40 2.5
40 – 80 2.0
80 – 210 1.7
210 – 600 1.1
> 600 0.76



6.3 Systematic uncertainties 168

techniques can be found in [206], although the values from that study have been superceded

by those in [207]. The latter values are used in the search presented here.

The JER obtained from simulated samples is corrected (or smeared) to match the value

of the JER measured in data, which is ≈ 25 (12) % for jets with pT = 30 (100) GeV [208].

However, following a subsequent prescription from the ATLAS top working group, no

smearing was performed on jets with pT < 15 GeV and it was reduced for jets having

15 < pT < 70 GeV; details of the implementation can be found in [209]. The resulting

systematic uncertainty associated with the JER measurement is ≈ 8 % for jets with a pT of

30 GeV and 4 % for jets with a pT of 500 GeV [206].

The final systematic considered for these jets is that associated with the reconstruc-

tion efficiency. The central value is estimated from simulation by using a tag-and-probe

technique in dijet events. In this method, track jets are formed by supplying reconstructed

ID tracks to a jet algorithm. The hardest track jet is defined as the tag object and a sec-

ond track jet, pointing in the opposite φ direction, is assigned to be the probe jet. The

reconstruction efficiency is defined as the fraction of probe jets which are matched to a

calorimeter jet10, within a distance of R = 0.4. The systematic associated with this effi-

ciency is estimated by varying the following event selection requirements: the minimum

pT of the tag object, the ∆φ window in which the probe jet can be identified, and the

matching distance between the probe jet and calorimeter jet. Details of this method are

given in [113]. The systematic uncertainty is very small: 2% for jets with pT < 30 GeV and

negligible for harder jets.

Jets: anti-kT R = 1.0

These jets are formed from topo-clusters which have been locally calibrated as described

in Section 3.3.2. The energy, η and the mass of the jets are all corrected back to the jet energy

scale, as described in Section 3.3.2. The previously-described method to estimate the jet

uncertainties are applicable only to anti-kT R = 0.4 and 0.6 jets. In particular, it did not

10A calorimeter jet is formed from topo-clusters of energy deposited in the calorimeter.
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encompass a correction to the jet mass. Hence, an alternative method is used to estimate

all the systematic uncertainties associated with the jet energy scale and the jet mass scale

(JMS) for these fat jets. The method used exploits the fact that the ID and calorimeter

have mainly uncorrelated systematic effects. Therefore the contribution to the systematic

uncertainties from detector effects can be separated out from that due to the modelling of

hard physics processes.

The details of the method are as follows. Track jets are matched to calorimeter jets if

they are within a distance of ∆R = 0.3 of each other. The ratio r of a particular property

related to a calorimeter jet to that of its matched track jet is formed:

rX =
Xcalorimeter−jet

Xtrack−jet

(6.13)

where X denotes the property in question: jet pT , jet mass m or jet
√
d12. A double ratio ρ is

then calculated for each variable, using rX measured in data and rX measured using MC

simulation, as shown in Equations 6.14. The MC generator used in this case is PYTHIA

v6.423 [131], with the Perugia2010 PYTHIA tune [210] since it has been found to describe

jet shapes more accurately within the ATLAS experiment [211].

ρpT =
rpT

data

rpT

MC

(6.14a)

ρm =
rm
data

rm
MC

(6.14b)

ρ
√

d12 =
r
√

d12

data

r
√

d12

MC

(6.14c)

The pT , mass and
√
d12 distributions are not expected to be perfectly modelled by the

simulation. However, any difference in the modelling of hard physics processes are ex-

pected to approximately cancel in these ratios. Any deviation of ρ from unity therefore
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represents a mis-modelling in the simulation arising from detector effects only. The double

ratios for jet mass and
√
d12 are displayed in Figure 6.12 for a number of different gener-

ators. All anti-kT R = 1.0 jets with pT in the range 300 – 400 GeV have been considered.

The double ratio obtained using PYTHIA is within 1 % of unity indicating that the detector

effects have been well modelled by the simulation. This deviation is added in quadrature

to the estimated 3 – 5 % systematic uncertainty on the ID measurements, to obtain the

final uncertainties on the scale of energy, mass and
√
d12. These uncertainties are stated in

Table 6.9.
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Figure 6.12: The ratio of (a) jet mass and (b) first kT -splitting scale determined using the
calorimeter to that determined using the inner detector. All jets with 300 < pT < 400 GeV
have been considered. Ratios obtained from data and from a variety of MC generators
are shown. The lower part of each subfigure provides a comparison between each MC
generator and the data. Taken from [103].

Possible uncertainties due to different fragmentation and hadronisation models, are

estimated by calculating the double ratios using the alternative generators HERWIG++

[212], SHERPA 1.2.3 [213] and ALPGEN 2.13 [146]. The double ratios obtained using all gen-

erators are also shown in Figure 6.12. ALPGEN and SHERPA exhibit the largest deviations

of the ratio from unity and hence a poorer modelling of the detector effects. However, the

discrepancy from unity is generally below the level of 5 %.
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The uncertainties associated with the JER, JMR and
√
d12 resolution are estimated us-

ing simulation only, primarily because the mass and substructure variable resolutions

were difficult to validate in-situ with the dataset used [103]. The method uses simulated

samples from the different generators listed above, together with a set of samples contain-

ing variations in the amount of detector dead material, in the hadronic shower model, in

the fragmentation model and in the underlying event model. In general, the maximum

deviations across all the samples is 20 %, with a 30 % deviation when the ALPGEN sam-

ples are included. The JER for these larger jets as measured in the simulation is assumed

to match that measured in data to within 10 %, as for the smaller jets described above.

The systematic uncertainties due to the variation in the simulations, and the difference

between data and simulation, are added in quadrature to give the uncertainty on all res-

olution measurements as ≈ 20 %. The specific values are listed in Table 6.9. Full details

on the estimation of the fat jet systematic uncertainties can be found in [103, 104].

The method for determining these jet-related systematic uncertainties did not consider

the effect of pile-up, which produces a background of relatively soft, dispersed energy de-

posits. The dependence of jet mass on the amount of in-time pile-up can be ascertained

from studying the relationship between the average jet mass and the number of recon-

structed primary vertices (NPV ).

As shown in Figure 6.3.4, the mass of large jets is particularly affected by in-time pile-

up: a straight line fitted to the data points for each R value has a gradient of 3.0 ± 0.1

for large jets and less than a tenth of that value for R = 0.4 jets. The ratio of the slopes

is in fact equal to the ratios of the jet R values to the third power, which is predicted by

non-perturbative QCD (see section 2.3 of [214]).

Jet mass is a key variable used in the top-tagging procedure described in Section 4.1.4.

Therefore, it should be corrected to account for the additional energy deposits due to pile-

up. If this is not possible, an additional systematic uncertainty can be applied to the JMS

in order to account for any potential mis-modelling of the pile-up. The former approach

was chosen for anti-kT R = 0.4 jets and is known as the offset correction, described in
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Table 6.9: Systematic uncertainties associated with kinematic quantities for the anti-
kT R = 1.0 jets, expressed as a percentage of the central value. Taken from [103].

Uncertainty 200− 300 GeV 300− 400 GeV 400− 500 GeV 500− 600 GeV
JES 4.0 5.2 6.0 3.9
JMS 4.5 4.5 6.0 6.0
JER 20.0 20.0 20.0 20.0
JMR 20.0 20.0 20.0 20.0√
d12 scale 4.4 3.8 6.0 6.8√
d12 resolution 21.0 22.0 28.0 31.0

Section 3.3.3. This was not possible for fat jets in the time available.

The method of estimating this additional pile-up uncertainty involved varying the

average number of pp interactions, up one and then down one, for the SM tt̄ simulated

sample. The nominal value of 〈µ〉 has been adjusted to closely match that in data, using

the reweighting procedure described in Chapter 2. The effect on the yield of SM tt̄ events

was found to be ≈ 5 %, which is around half that due to the JMS uncertainty. Hence, the

JMS uncertainty described above was augmented by 5 % to account for this additional

pile-up uncertainty. Full details can be found in appendix A of [2].
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The sample of jets, both simulated and collected from data, used in these studies is

an inclusive dijet sample. That is, the resulting jets were initiated by gluons, light quarks,

b-quarks but not top quarks. It is assumed that the uncertainties can be applied to jets

containing the decay products of top quarks. However, the estimation of systematic un-

certainties specific to these top jets is recommended for future analyses.

Summary of the impact of all jet systematics

The systematic uncertainties associated with the JES and JMS for both jet collections com-

bined has a very large combined impact on the background yield (6.7 %) and on the

sensitivity (5.2 %). In fact, this is the largest impact of all systematic uncertainties. The

systematic associated with the jet energy and mass resolution also has a large impact

on the background and signal yields (4.7 and 4.0 % respectively), although a moderate

(≈ 1 %) impact on the sensitivity.

Leptons

All systematic uncertainties related to the leptons (energy scale, energy resolution, identi-

fication, reconstruction, isolation and triggering) are combined together when displayed

in Table 6.3. The procedures for lepton reconstruction, identification, isolation and trig-

gering were discussed in Chapter 3, together with the associated systematic uncertainties

on the efficiencies, energy scales and energy resolutions.

The impact of the electron-related systematic uncertainties is rather moderate, at the

level of around 1 % on both the background yield and the sensitivity. However, the muon-

related systematic uncertainties have almost a 5 % effect on the sensitivity. This is driven

by the systematic uncertainties related to muon reconstruction, identification and trig-

gering which have impacts of 2.6, 2.2 and 2.1 % respectively [215]. The latter included

a systematic uncertainty of 1.8 % to account for the fact that the object which fired the

trigger could not be matched with the selected lepton in simulated events in the muon
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channel, as discussed in Section 4.1.1. This was added in quadrature to the systematic

uncertainty associated with the muon trigger efficiency.

Missing transverse momentum

The systematic uncertainties associated with the Emiss
T are due to a number of sources.

First, the uncertainties on the energy scale of energy deposits not associated with a physics

object. These are the so-called CellOut and SoftJet terms described in Section 3.4.

They arise due to discrepancies between the simulation and the processes occurring in

the detector; for instance, the showering in the detector material, and the underlying

event process.

Secondly, there is an uncertainty on the topo-cluster energy scale which directly forms

the energy scale of the CellOut and SoftJet terms. The uncertainties on both terms are

estimated in [170] to be at the level of 13.2 % and 10.5 % respectively. The two systematic

uncertainties are assumed to be fully correlated since they arise from the same sources,

and are therefore added linearly.

There is a third source of uncertainty due to the effect of pile-up modelling on the

Emiss
T . The effect arising due to jets is included in the JES uncertainties above. For the

CellOut and SoftJet terms, both the x and y components of the Emiss
T are shifted by

±10 % to account for any mis-modelling.

The final uncertainty arising due to the Emiss
T estimation is associated with the LAr

hole treatment. As described in Section 3.3.3, events with any anti-kT R = 0.4 jet having

pT > 20 GeV and falling near the hole are rejected. This procedure contributes to the

Emiss
T uncertainty since the energy of these jets cannot be measured neither accurately

nor precisely. The degree of the effect is estimated by applying the JES uncertainty to the

these jets and rerunning the procedure. A detailed discussion on the estimation of these

systematic uncertainties can be found in [170]; their combined effect on the background

yield and on the sensitivity is less than 2 % and 1 % respectively.



7.5 Summary 175

A final point to note is that theEmiss
T was recalculated after the application of the above

systematic shifts which affected the energy of the physics objects, to take into account the

uncertainties associated with these objects.

6.4 Summary

The final results of this search for tt̄ resonances have been presented in this chapter,

achieved through a comparison of the distributions for the invariant mass of the recon-

structed tt̄ pair taken from the background prediction and from data. The data is found

to be in agreement with the standard model prediction and hence there is no evidence

for BSM resonant tt̄ production in this dataset. Upper limits are set on the cross-section

times branching ratio for tt̄ production for the two benchmark signal models: one wide

and one narrow resonance. The strategy to reconstruct highly boosted top quarks, devel-

oped in this thesis, results in a significant improvement in the limits compared to those

from previous ATLAS analyses in the lepton+jets channel. The observed limits are used

to exclude the topcolor leptophobic Z ′ boson with mass between 600 GeV and 1.15 TeV,

and the Kaluza-Klein gluon with mass lower than 1.5 TeV. The estimation of all asso-

ciated systematic uncertainties has been presented, together with the method for their

incorporation into the limit-setting procedure.



Chapter 7

Top quark reconstruction with jets of

variable radius

7.1 Motivation

The main motivation for the introduction of jets with a variable value for the R parameter

is to have a more flexible approach where, with the use of a single type of jet, the efficiency

for selection of tt̄ events can be maintained across a wide range of values of mtt̄. These

jets are known as variable-R or VR jets.

The current strategy at ATLAS employs two different approaches: resolved and boosted,

both introduced in Chapter 4. Each is tailored to the reconstruction and identification of

events only within a particular range of mtt̄. To illustrate this, first consider the boosted

approach which has been used for the search described in this thesis. The hadronic top

quark is reconstructed using a large jet with R = 1.0. This assumes that the quark is

sufficiently boosted that most of its decay products can be contained within a cone of

radius 1.0. However, this will not be the case for top quarks produced with a pT lower

than 350 GeV: they will fail to meet the identification criteria and therefore the entire

event will also fail to be selected.

176
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The resolved topology is a more appropriate assumption for events containing these

softer top quarks. This approach has been applied, using jets with a fixed value of the ra-

dius (R = 0.4), for all previous ATLAS tt̄ resonance searches. A review of this “resolved-

FR4” method was presented in Section 4.1.2, however, a crucial problem was highlighted

there. That is, when the pT of the hadronic top quark reaches approximately 300 GeV,

its decay products become so collimated that three separate FR4 jets can no longer be

reconstructed from these decay products. Since this situation is caused by an increas-

ingly energetic parent top quark, the use of jets which decrease in size as the top quark

becomes harder may enable the resolved topology to be preserved for top quarks with

pT > 300 GeV. This is the principle behind VR jets. The hypothesis is explored in Sec-

tion 7.4 through comparison of the efficiency for selecting signal events using the resolved

event selection with 1) R = 0.4 jets (resolved-FR4) and 2) VR jets (resolved-VR).

There is a region of phase space when the top quark has 300 < pT < 350 GeV in which

neither the boosted nor the resolved-FR4 approaches are suitable for its reconstruction.

The resolved-VR approach should be of particular use in this “transition region”. Fur-

thermore, the use of VR as opposed to FR4 jets should enable the reconstruction of top

quarks with pT & 350 GeV: the VR jets decrease in size as the top quark pT increases

and hence can become closer together before merging into a single jet. There is, however,

a limiting lower bound on the value of R due to the finite granularity of the calorime-

ter cells. This, in turn, places an upper limit on the pT of the top quarks which can be

reconstructed using resolved-VR.

Variable-R jets could also be used in conjunction with the boosted approach by recon-

structing the top quark decay using a single VR jet. The parameters of the jet recombina-

tion would be such that a low pT top quark would be reconstructed with a single large

jet, rather than three jets. This jet would then reduce in size as the pT of the top quark

increases, down to the level that all the decay products are contained within a spatial re-

gion equivalent in scale to the calorimeter granularity. This strategy is not pursued in this

thesis, but is recommended for further investigation since it has the potential to reduce
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additional energy deposits in the jet due to pile-up.

In this chapter, an investigation is carried out on the feasibility of the resolved-VR

approach to improve the efficiency for selecting tt̄ events. An increase in the efficiency

would rely on the fact a greater proportion of events when using VR jets as opposed to

FR jets contain the required number of jets to pass the event selection1. The subsequent

reconstruction of the candidate top quarks and the tt̄ system is also investigated across a

wide kinematic range, to investigate if the use of VR jets could have additional benefits

such as a reduction in the mass resolution of the reconstructed tt̄ pair.

7.2 Variable radius jets

Jet reconstruction algorithms aim to combine energy deposits in the detector, to represent

the flow of the energy carried by hadrons emerging from a collision. A detailed descrip-

tion was presented in Section 3.3. Therein, Equation 1.5a defines the size of the resulting

jets through the value chosen for the radius parameter R. This is because the recombina-

tion of a particular jet ceases when the distance diX (which is proportional to R2) becomes

greater than the jet-jet distance dij .

In the vast majority of cases of jet reconstruction, and for all instances discussed in this

thesis so far, R is a fixed number. Hence, jets with the same value of R are reconstructed

with approximately the same size in η-φ space, regardless of their kinematic properties.

VR jets, with a value of R that is inversely proportional to their pT , arise by modifying

Equation 1.5b to read as follows:

diX = p2n
Ti
Reff (PTi

)2 (7.1a)

where

Reff =
ρ

pTi

(7.1b)

1Three or four jets are required for an event to pass the resolved selection, detailed in Section 4.1.2.
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This causes the recombination for a particular jet to cease at a stage inversely propor-

tional to the pT of the ith intermediate jet being considered at that particular stage of the

recombination. Since the intermediate jet at the final stage of recombination then becomes

the final jet, the pT of the intermediate jet becomes the pT of the resulting jet. Hence, the

value of Reff is inversely proportional to the pT of this final jet. The choice of pT , rather

than some other kinematic measure such as the energy of the jet, is meaningful. It arises

due to the environment of a hadron-hadron collider, where the partonic centre-of-mass

frame is not equivalent to the laboratory frame hence requiring the use of boost invariant

quantities such as pT or η. In the following sections, the tailoring of VR jets to the recon-

struction of high pT top quarks is investigated. A full description of the VR approach is

provided in [216].

It is important to note that the original motivation for VR jets was due to their property

of having a uniform angular size (i.e. in θ-φ space) across all regions of the detector. While

FR jets are indeed of constant radius in η-φ space, the nature of the η variable, defined in

Equation 2.1, means that the angular size of these jets shrinks towards the forward region.

However, one cannot simply define jets in θ-φ space since ∆S2 =
√

(∆θ)2 + (sin θ∆φ)2

is not boost invariant. The VR approach therefore maintains operation in η-φ space, but

modifies the radius parameter of the jet recombination algorithm so that jets in the central

region aren’t inflated relative to their true physical size.

A considerable caveat to the applicability of VR jets is that the assumption ofR scaling

with the inverse of pT is only valid for jets which originate from the same resonant state,

such as the leptophobic Z ′ boson featured in these studies. This is because the value of

Reff ×pTi
for each jet is equivalent to ∆S×Ei and the latter only holds for jets originating

from the same resonance2. Hence the VR algorithm is not appropriate for the reconstruc-

tion of jets from ISR/FSR. The possibility of using a hybrid VR/FR algorithm in this case

is discussed in [216]. It is not explored further here but it should be noted that VR jets

2∆S ≈ ∆R/ cosh(η), and E ≈ pT cosh(η) for jets of low mass.
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from ISR/FSR are present in the studies described here.

Implementation of VR jet reconstruction is via a FastJet plug-in, introduced in gen-

eral terms in Section 2.3. Use of the term plug-in refers to the fact that VR is not a jet

algorithm in itself, but an adaption that can be made to any of the three sequential recom-

bination algorithms described in Section 1.4.1. The underlying algorithm used for these

studies is anti-kT , for consistency with previous studies. Furthermore, only jets with a

lower pT threshold of 7 GeV are produced by this FastJet implementation, which is

well below the lower threshold applied to jets in tt̄ resonance searches.

7.2.1 Choice of parameter values

The user must have control over the reconstruction of VR jets in two ways. First, in

terms of setting an upper limit on the jet size. The reason for this is that the softer the

jet constituents, the larger the resulting VR jet. Very soft constituents could lead to jets

which encompass vast portions of the calorimeter, including un-instrumented areas. This

is likely to result in a degraded jet energy resolution, together with a large dependence of

the jets’ kinematic variables on pile-up. Hence, the maximum possible value of the radius

parameter (Rmax) must be specified. The particular value chosen for Rmax depends on

whether top quark reconstruction with a single fat jet is required (the boosted approach),

or several smaller resolved jets. As outlined above, the strategy explored here aims to

retain the latter topology. Therefore, Rmax = 0.6 is chosen for these studies.

The second user-defined parameter is ρ, which determines the scale of the dependence

of R on pT . Very hard constituents could result in small jets whose size may actually

approach that of the constituents. The pT of the jets which would be affected, is crucially

dependent on the value of ρ and also on the size of the constituents.

In order to propose a reasonable value for ρ, the typical values of two key proper-

ties must be understood. First, the size of the inputs to the jet reconstruction. For these

studies, jets are built from topo-clusters, described in Section 3.3. The advantage of using
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topo-clusters lies in the ability of the clustering algorithm to suppress the inclusion of

calorimeter cells with significant noise. However, the size of some topo-clusters will be

rather large compared to the granularity of the calorimeter cells.

To put this on a more quantitative basis, consider the granularity of the hadronic

calorimeter and the current method of topo-cluster formation used at ATLAS. The typical

calorimeter cell size is ∆η ×∆φ = 0.1 × 0.1, as outlined in Section 2.2.3. However, topo-

clusters can never be formed from a single cell: the clustering algorithm is seeded by cells

with a signal to noise ratio (SNR) of 4, adds adjacent cells with SNR = 2 and then adds a

ring of “guard” cells with SNR = 0. This leads to topo-clusters with a minimum size of

∆η ×∆φ = 0.3× 0.3, for a seed cell surrounded by a single layer of guard cells.

However, the third longitudinal layer of the central region in the hadronic (tile) calorime-

ter, is composed of cells with a coarser granularity of ∆η×∆φ = 0.2×0.1. Their inclusion

would lead to topo-clusters with a minimum size ∆η ×∆φ = 0.6 × 0.3. The effect of the

“splitting” of cells which contain a number of local maxima, outlined in Section 3.3.1, will

not be considered here since the simple discussion above gives an adequate guide to the

minimum topo-cluster size, or “topo-cluster granularity”, resulting from deposits in the

hadronic calorimeter.

The finest topo-cluster granularity of ∆η × ∆φ = 0.3 × 0.3 indicates that jets should

not be reconstructed with R < 0.2. This of course is accompanied by the considerable

caveats that a significant number of topo-clusters will be found in the third layer of the

tile calorimeter and/or be composed of more cells than the nine proposed above. It is

strongly recommended that further investigation of VR jets prioritises the study of such

“small” jets.

This minimum R value of 0.2 sets an upper limit on the top quark pT that could cur-

rently be reconstructed with the resolved-VR approach. To illustrate this, consider three

adjacent jets having R = 0.2, such as might result from a hadronic top quark decay. For

the resolved assumption to be valid, all of the decay products of the top quark should

fall into a cone with a radius no smaller than approximately 0.2 × 3 = 0.6. If the decay
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Figure 7.1: pT of the top quarks, at truth level, in a sample of 1.6 TeV Z ′ → tt̄ events (a);
and (b) the relationship between the top quark pT at truth level and the pT of the recon-
structed FR4 jets. The resolved selection was applied, up to and including application of
the Emiss

T and W transverse mass thresholds (i.e. no criteria involving jets were applied).
However, the individual jets have a lower threshold of pT = 25 GeV. The number of top
quarks at each pT value has an approximately linear dependence on the top quark pT , up
to the maximum defined by the kinematic threshold for top quark pair production. The
mean pT of all FR4 jets in the event is approximately one third of the top quark pT , with
the maximum being just under this value.

products are more collimated than this, a jet algorithm may fail to reconstruct three jets

and hence the event would fail selection criteria. Using Equation 4.2, the upper limit on

the hadronic top quark pT is therefore ≈ 600 GeV. A tt̄ resonance, such as a leptophobic

Z ′ boson with a mass of 1.6 TeV, would decay to top quarks with pT up to and beyond
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this value, as illustrated in Figure 7.1(a). This mass point lies just above the excluded

region of the Z ′ mass obtained in the main search detailed in this thesis and therefore the

1.6 TeV pp→ Z ′ → tt̄ MC simulated sample described in Section 2.4.1 is used as the basis

for these studies.

The second factor influencing the chosen value of ρ is the typical pT range of the jets

to be reconstructed. Bearing in mind the topo-cluster granularity outlined above, it is de-

sirable for the hardest jets to be reconstructed with a size at least commensurate with this

granularity, and no smaller. Figure 7.1(b) demonstrates the typical pT range of jets versus

the pT of the parent top quark in the event. Although FR4, not VR jets, are displayed here,

the results serve as a guide to the order of magnitude of the typical jet pT . For the targeted

events, with top quark pT up to 600 GeV, the majority of FR4 jets have pT up to 300 GeV.

For VR jets having a pT at this limit, Equation 7.1b determines that a ρ value of 60 GeV

would result in jets being reconstructed with radius parameter 0.2. Hence ρ = 60 GeV is

chosen for these studies.

7.2.2 Structure of variable radius jets

An η-φ map of the constituent topo-clusters for a set of VR jets is shown in Figure 7.2,

together with that for FR4 jets. The jets are taken from the sample of leptophobic Z ′ → tt̄

events with mZ′ = 1.6 TeV. The distances in η-φ space between the topo-clusters and the

jet axis are displayed and the distance to the peripheral topo-clusters indicates the size of

the jet in η-φ space. Both maps are composed from the four hardest jets of each type in the

event; the jet selection criteria, outlined in Section 3.3, have not been applied. The sample

contains those events satisfying all criteria, up to and including the W transverse mass

and Emiss
T criteria, of the resolved selection which was described in Section 4.1.2.

The expected decrease in size of the VR jets with pT can be clearly seen in Figure 7.2(a)

for jets with pT & 100 GeV; the chosen Rmax value of 0.6 constrains the size of softer jets.

The use of a value forRmax which is larger than the value ofR for the FR jets results in the
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VR jets having a minimum pT of 20 GeV, whereas FR4 jets can be found with pT as low as

7 GeV, the threshold for production by FastJet. At the upper end of the pT distribution,

VR jets with a pT & 300 GeV will have a size approaching the topo-cluster granularity.

However, as shown from the maps, fewer than 1 % of the topo-clusters are affected by

this. The lack of a dependence of jet size on jet pT for the FR4 jets (Figure 7.2(b)) verifies

that the recombination is working as expected.

The existence of a small proportion of clusters (< 1 %, for either jet collection.) lying

further from the jet axis than the value of the radius parameter, indicated by the black line,

is to be expected: the radius parameter does not define the size of the jets in sequential

recombination algorithms. Rather, it is used at each recombination stage to determine

whether a constituent should be combined with another, or “set aside” as a final jet. At

each step, the axis of the resulting jet will move and some of the peripheral constituents

of the final jets may indeed be more distant from the jet axis than the scale of the radius

parameter.

It is illuminating to investigate specific examples of this effect. Figure 7.3(a) shows

an example of a jet (“Jet 1”) which has three clusters with ∆R (cluster, jet axis) > Rmax,

shown enclosed by the brown ellipse. “Jet 2” by comparison, has all constituent clusters

with ∆R < Rmax. In Figure 7.3(b), a similar situation for FR jets is demonstrated: “Jet” “1”

contains three clusters having 0.50 < ∆R (cluster, jet axis) < 0.55, i.e. more distant than

the value of R of 0.4. “Jet 2” has all constituents lying closer to the jet axis than this.

These peripheral constituents in Jet 1 are included at some stage of the recombination

because they have neighbouring clusters within a ∆R distance of Rmax (0.4) for the VR

(FR) example.
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Figure 7.2: ∆R of constituent topo-clusters to jet axis, for (a) variable radius (VR) and (b)
fixed radius (FR) jets as a function of the jet pT . The colour scale represents the number of
clusters in each bin. The black lines represent the radius parameter for the jet algorithm
used, with settings of ρ = 60 GeV and Rmax = 0.6 for VR jets. For both jet collections, the
expected dependence of ∆R on pT is observed. For either type of jet, a small proportion
(< 1 %) of the constituent topo-clusters have ∆R greater than the value of R (i.e. they lie
above the black line), as discussed in the text.
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Figure 7.3: Maps of constituent clusters, in η-φ space, for (a) VR and (b) FR jets which
contain clusters with ∆R (cluster, jet axis) > Rmax (for the VR jets) or ∆R (cluster, jet axis)
> 0.4 (for the FR jets). In both cases, these jets are labelled “Jet 1” and the peripheral
clusters have been enclosed by ellipses. A second jet (“Jet 2”) is included for comparison
in both cases, which has all constituents within these circular boundaries defined by Rmax

or 0.4 respectively.

7.3 Application of variable radius jets to top quark recon-

struction

This is the first documented use of VR jets for top quark reconstruction, to the best of the

author’s knowledge. Therefore the process used is thoroughly documented below.

The VR jets are produced specifically for these studies, using the FastJet plug-in

outlined above. It is essential to validate this standalone implementation of FastJet:

the jets reconstructed using this method must have the same properties as those recon-

structed using the ATLAS software framework (the “ATLAS” jets). However in order

to make a fair comparison, the two sets of jets must have the same level of calibration

applied. There is currently no calibration procedure applied to the VR jets, therefore the

effect of calibration must be removed from the “ATLAS” jets. This was only possible for

the anti-kT jet collection with R = 1.0.

Excellent agreement is observed between the pT distributions for the “ATLAS” anti-kT

R = 1.0 jets and the corresponding ones made for these studies (“standalone”). The figure
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comparing the pT distributions can be found in Appendix A and serves as a validation of

this standalone implementation of FastJet. For this, and all subsequent instances of the

standalone implementation, the jets are recombined from topo-clusters at the LC-scale

with positive energy, to reduce the contribution from noisy cells.

7.4 Comparison of VR and fixed radius jets

The viability of using VR jets for tt̄ reconstruction is assessed by comparing their perfor-

mance relative to the most common jet collection used in ATLAS: anti-kT R = 0.4 jets,

previously introduced as FR4 3. There are a number of metrics that could be used for this

comparison, such as the jet energy resolution or susceptibility to pile-up. It is important

to study those comparisons before any jet collection can be used in an analysis of data.

However, the studies conducted here instead seek specifically to understand if VR jets

can improve the sensitivity to searches for high mass tt̄ resonances. Hence, the metrics

used are:

• The selection efficiency for signal events due to resonant pp̄→ Z ′ → tt̄ production.

• The resolution of the mass of the reconstructed hadronic and leptonic top quark

candidates in these events.

• The separation in η − φ space between the top quarks at truth level and the recon-

structed candidates.

• The resolution of the invariant mass of the reconstructed tt̄ pair. This is a particu-

larly important metric since the hypothesis testing procedure described in Chapter 6

investigates the statistical significance of deviations in the mtt̄ distribution, from the

SM prediction. Therefore, a particular deviation should have as small a width as

possible.

3These jets were also made in the standalone FastJet implementation, so that the VR jets could be
compared to uncalibrated FR jets.
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The results of each comparison are presented in the following sections.

7.4.1 Selection efficiency for Z ′ → tt̄ events

To achieve this comparison, the event selection of the resolved approach is applied to

the sample of 1.6 TeV leptophobic Z ′ bosons decaying to tt̄, referred to in Section 7.2.1.

Events containing fully hadronic or fully leptonic decays of the tt̄ pair were rejected using

information about the types of particles at truth level. The event selection was applied in

the electron channel only.4 A full description of the selection is given in Chapter 4 and the

object selection criteria are detailed in Chapter 3. The “jet cleaning” of Section 3.3 was not

applied here since the jet properties required to perform the cleaning have not yet been

studied for VR jets.

Figure 7.4 shows the reconstructed tt̄ invariant mass distributions, at truth level. In

the upper part of the figure, the solid black line represents the distribution before the

criteria involving jets are applied (hence the distribution is the same for both VR and FR

jets). The dashed orange line and dotted blue line represent the distributions in the signal

region using VR jets and FR jets respectively. In the lower part of the figure, the fractional

change in selection efficiency when VR jets are used as opposed to FR jets is shown.5 The

use of VR jets is found to increase the selection efficiency, within the level of the statistical

uncertainties, for all tt̄ masses. Any possible dependence on mtt̄ would need a reduction

of the uncertainties in order to investigate it further.

7.4.2 Top quark reconstruction and jet kinematic properties

To investigate the effect on the second metric, both the leptonic and hadronic top quark

candidates must be reconstructed. This involves making a choice as to which jets to use in

the reconstruction, from all those in the final state. As can be seen in Figure 7.5(a), there

4The studies were not performed in the muon channel due to time constraints. However, the results of
the studies presented here are expected to be equally valid in the muon channel.

5The fractional change in efficiency is calculated as Efficiency using VR jets−Efficiency using FR jets
Efficiency using FR jets .
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Figure 7.4: Reconstructed tt̄ invariant mass distributions for 1.6 TeV Z ′ → tt̄ events (a)
before application of the criteria involving jets (black line), and then in the signal region,
using either VR (orange dashed line) or FR (blue dotted line) jets for the selection. The
change in selection efficiency (b) when using VR jets compared to FR jets. The error bars
represent the statistical uncertainty only. At the region centered around mtt̄ = 1.6 TeV,
the use of VR jets increases the selection efficiency by 20 % relative to the efficiency when
using FR jets.

is a higher multiplicity of VR jets in each event, than FR jets. However, for either type

of jet, approximately 50 (20) % of events in the signal region have more than four (five)
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jets in the final state. These can arise from a variety of sources such as ISR, FSR and the

underlying event. In the published ATLAS search for tt̄ resonances using the resolved

approach [71], the contamination from such jets is reduced by rejecting jets which are

“well-separated from the rest of the activity in the event”. In this case of a high mass

(1.6 TeV) resonance, one can assume a back-to-back topology for the decay products of

the tt̄ pair to a sufficient extent that: 1) the one jet from the leptonic top quark can be

assumed to be that closest to the selected lepton,6 and, 2) the jets from the hadronic top

quark can be taken as those furthest from this lepton, with the additional requirements

that they must have ∆R (lepton, jet) > 2.0 and must not already have been used in the

leptonic top quark reconstruction.

Up to three jets can be proposed to constitute the hadronic top quark, although if three

cannot be found, just the one or two jets satisfying the above conditions are used. This

allows for the possibility of jet-merging amongst the hadronic top quark decay products,

an issue first identified in the context of the resolved-FR4 in Section 4.1.2. There, it was

proposed that the presence of a jet with mass greater than 60 GeV indicated that merging

had taken place. In the case now under consideration, one can see from Figure 7.5(d) that

there is a larger fraction (7.8 ± 0.2 %) of FR jets having mj > 60 GeV compared to VR

(. 0.5 %), with a peak in the FR distribution at approximately the W boson mass. This

indicates that FR jets have indeed merged but VR jets have remained well separated.

Figure 7.6 shows the number of VR/FR jets constituting the hadronic top quark, ver-

sus the mass of the heaviest of these subjets. Indeed, the mass of the VR subjets is approx-

imately stable with respect to the number of subjets used. However, if one or two FR jets

are used to reconstruct the hadronic top quark, the heaviest of these has a mass indicative

of the reconstruction of a W boson decay.

The resulting mass distributions for the reconstructed hadronic and leptonic top quark

candidates can be seen in Figure 7.7, using either VR or FR jets in the reconstruction. For

the hadronic top quark, there is a clear peak at ≈ 150 GeV when using either type of jet.

6The standard removal of the jet closest to the selected electron, and with ∆R (electron, jet) < 0.2, is still
applied here. Details in Section 3.3.
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Figure 7.5: A comparison of the properties of VR (orange squares) and FR (blue circles)
jets in the signal regions when using each type of jet (with pT > 25 GeV). The mean jet
multiplicity per event (a) is higher for VR than for FR jets. In (b) it is demonstrated that
the η distributions for the two types of jet are approximately equal. The pT distribution of
VR jets (c) is somewhat harder than FR jets resulting in a smaller average jet size for VR
jets. The largest difference in the distributions occurs for jet mass (d): 7.8± 0.2 % of FR jets
have mj > 60 GeV compared to . 0.5 % of VR jets. All histograms have been normalised
to unit area and produced using the simulated sample of 1.6 TeV Z ′ → tt̄ events.

This falls short of that expected, given the top quark mass. However, it must be noted

that neither the VR nor the FR jets have been calibrated to the jet energy scale.

Use of FR jets gives a more prominent tail at the high mass end of the distribution for

the hadronic top quark mass. When reconstructed with FR jets, 44.5 ± 0.4 % of hadronic

tops have mj > 200 GeV, compared to only 29.0 ± 0.4 % when using VR jets. This is most

likely due to the fact that more than a third7 of VR jets are reconstructed with a radius

738 ± 0.1 % of VR jets have pT > 150 GeV (Figure 7.5(c)) and hence are reconstructed with a radius
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Figure 7.6: The number of constituent subjets of the reconstructed hadronic top quark
candidates, versus the mass of the heaviest of these subjets, using both VR and FR jets.
The presence of a high mass (mj > 80 GeV) FR subjet, when fewer than three jets are
used in the reconstruction, indicates that the hadronically decaying W boson is being
reconstructed as a single jet. Produced using the simulated sample of 1.6 TeV Z ′ → tt̄
events.

parameter smaller than the 0.4 used for the FR jets. There are two main consequences

of this. First, smaller jets have lower contamination by energy deposits due to pile-up.

Second, they are also less subject to jet merging as shown above. However, caution must

be exercised when using such small jets, to ensure that a sufficient proportion of the top

quark decay products are being included in the jet recombination and therefore that the

reconstructed top quark will pass any top-tagging criteria. This would require calibration

of the VR jets to enable comparison of the reconstructed mass with the top quark mass.

Leptonic top quark reconstruction also results in a peak in the distribution at approx-

imately the same mass as for the hadronic top quark mass distribution. However in this

case the choice of jet collection appears to have a much smaller effect on the distribution.

This is to be expected since the leptonic side of the tt̄ decay has far less hadronic activity

than the hadronic side, resulting in a much lower probability of the single leptonic top jet

merging with other jets either from the decaying tt̄ system or otherwise.

A further measure that can be used to assess the suitability of each jet collection for

parameter smaller than 0.4, if ρ = 60 GeV is used, as in this case.
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Figure 7.7: Reconstructed invariant mass distribution for (a) the hadronic and (b) the
leptonic top quark candidates. In both cases there is a clear peak corresponding to the
top quark. The distribution in the leptonic case is not affected by the type of jet used.
However in the more challenging case of hadronic top quark reconstruction, where there
are more constituent jets, the use of VR jets results in fewer tops in the high mass tail
of the distribution (29.0 ± 0.4 %, compared to 44.4 ± 0.4 % for FR jets). All histograms
have been normalised to unit area and produced using the simulated sample of 1.6 TeV
Z ′ → tt̄ events.

top quark reconstruction, is the separation in η-φ space between the reconstructed top

quark candidate and the true top quark at truth level. Figure 7.8 shows the distribution

of ∆R between the reconstructed top quark candidate and the true top quark against the

pT of the true top quark. The performance is similar using either type of jet. There are

indications that the use of VR jets may improve this “matching” between reconstructed



7.4 Comparison of VR and fixed radius jets 194

of true hadronic top [GeV]
T

p
200 250 300 350 400 450 500 550 600

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Variable radius

Fixed radius

= 7 TeV simulations

D
el

ta
 R

 (
re

co
ns

tr
uc

te
d 

to
p 

qu
ar

k,
 tr

ue
 to

p 
qu

ar
k)

(a)

of true leptonic top [GeV]
T

p
200 250 300 350 400 450 500 550 600

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Variable radius

Fixed radius

= 7 TeV simulations

D
el

ta
 R

 (
re

co
ns

tr
uc

te
d 

to
p 

qu
ar

k,
 tr

ue
 to

p 
qu

ar
k)

(b)

Figure 7.8: ∆R between the reconstructed top quark candidate and the true top quark for
the (a) hadronic and (b) leptonic top quark candidates, as a function of the top quark pT

at truth level. The results using VR and FR jets are shown together for comparison, and
indicate a slight improvement in performance when using VR jets, for top quarks with
pT > 450 GeV. For both types of top quark, and of jets, this “matching” of reconstructed to
true top quark improves as the top quark becomes harder. Produced using the simulated
sample of 1.6 TeV Z ′ → tt̄ events.

and true top quarks with pT & 450 GeV, although statistical uncertainties are dominating

in this case. For both the leptonic and hadronic top quarks, and using either jet collection,

the matching improves significantly as the top quark becomes harder. This is expected

since the selection of jets for each top quark candidate inherently assumes a back-to-back

event topology, which is more typical of boosted top quark pairs.
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7.4.3 tt̄ invariant mass reconstruction

The final test in the comparison of tt̄ resonance searches using either VR or FR jets is the

reconstruction of the tt̄ system, in terms of the resolution of the invariant mass distri-

bution. Figure 7.9 shows the results using both types of jets, in their respective signal

regions. The upper part of the figure displays the mass distribution for the reconstructed

tt̄ pair. The peak in the distribution falls in approximately the same place using either

type of jet. This is somewhat lower than that observed in the ATLAS tt̄ resonance us-

ing the resolved approach [71], although it should be stressed that the jets used in these

VR/FR studies are not calibrated to the jet energy scale.

The lower part of Figure 7.9 illustrates the fractional difference between the mass dis-

tributions at reconstruction level and at truth level. For both types of jets, a Gaussian

distribution has been fitted to the upper part of the distribution; the tail of the lower half

is not expected to be Gaussian in shape due to radiative losses from lower energy events.

It is found that the width of the distribution using VR jets is 0.087 ± 0.004 and the width

using FR jets is 0.105 ± 0.005. Therefore the width when using VR jets is 83 ± 6 % of

that when using FR jets. This demonstrates that a significant improvement in the mass

resolution of the reconstructed tt̄ system is possible when using variable-R jets.

7.5 Summary

The use of jets which decrease in size as their transverse momentum increases has been

investigated in this chapter. The potential of using these variable-R jets in tt̄ resonance

searches is highlighted, by means of a number of metrics. The efficiency for selecting sig-

nal events is found to increase by up to ≈ 20 % when using variable-R jets as opposed

to the standard jets of fixed R value. Furthermore, the mass distribution for the recon-

structed hadronic top quark candidate demonstrates a significant reduction in the frac-

tion of candidates with m > 200 GeV. The final, key metric used is the resolution of the
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Figure 7.9: The invariant mass of the reconstructed tt̄ system (a), using both VR and FR
jets, together with (b) the difference between the reconstruction and truth level distribu-
tions. With a fit of a partial Gaussian to the latter, the width of the distribution using VR
jets is 83± 6 % of that using FR jets. This indicates an improvement in the resolution of the
reconstructed tt̄ mass through the use of VR jets. All histograms have been normalised to
unit area and produced using the simulated sample of 1.6 TeV Z ′ → tt̄ events.

reconstructed tt̄ invariant mass. Variable-R jets enable a improvement in the resolution,

which is almost 80 % of the resolution when using fixed-R jets.

The parameters of the variable-R jet reconstruction have been tailored towards the

use of the resolved approach to top reconstruction, with a consideration of the finite

granularity of the ATLAS calorimeters. However, variable-R jets could also be used in
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conjunction with the boosted approach i.e. a single variable-R jet to reconstruct the top

quark candidates. Further investigation of this, together with the calibration of these jets,

is recommended for future studies.



Chapter 8

Conclusions and outlook

The standard model encompasses all matter and interactions in our known universe and

has proved robust against decades of stringent testing. However, it has a number of

shortcomings. Of primary concern is a lack of explanation for the hierarchy of fermion

masses, which is dominated by the top quark. In spite of this, the mystery of the top

quark can be turned to our advantage; if the standard model provides no explanation

for the mass hierarchy, then the top quark could be intimately connected to previously

undiscovered, beyond standard model, processes.

There are a variety of studies which seek to probe this connection; the approach of

this thesis is to search for proposed new particles which predominantly decay to a top

and an antitop quark (tt̄) pair. Searches at the Tevatron collider did not find evidence for

such tt̄ resonant states. However, the Large Hadron Collider at CERN provides a long-

awaited opportunity to extend this search, at a centre-of-mass energy and luminosity far

in-excess of anything previously achieved. This study uses the first 2.05 fb−1 of pp colli-

sion data collected at
√
s = 7 TeV with the ATLAS detector. The search is carried out in

the lepton+jets final state of the tt̄ decay.

The invariant mass of the reconstructed tt̄ pair in all selected data events was com-

pared to the standard model prediction. There was no evidence for any statistically sig-

nificant deviations of the data from the background prediction, in this particular dataset.

198
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Upper limits were set on the production cross-section times branching ratio to tt̄ pairs, at

the 95 % credibility level, for two specific models of new physics: the narrow leptophobic

topcolor Z ′ boson and the wide Kaluza-Klein gluon. The observed upper limits for the

Z ′ (gKK) with m = 1 TeV were 0.61 (0.65) pb−1. This represents a great improvement on

the previous ATLAS search for tt̄ resonances in the lepton+jets channel, using the same

dataset: the observed upper limits in that search were 2.4 and 2.9 pb−1 for the two models,

respectively, at the same mass point.

The results of this search enabled the exclusion of the leptophobic Z ′ boson with mass

in the range 0.6 < mZ′ < 1.15 TeV and of the KK-gluon with mgKK
< 1.5 TeV. The result

for the KK-gluon is equivalent to a contemporaneous result from the CMS experiment,

which analysed over twice the amount of data compared to this search. The previous

result from the ATLAS experiment excluded substantially smaller mass regions:

mZ′ < 880 GeV and mgKK
< 1.13 TeV.

Such an improvement was made possible by the development of a strategy to identify

and reconstruct highly boosted top quarks. A single large jet was used for the reconstruc-

tion of the hadronically decaying top quark; the presence of a top quark was then deter-

mined by investigation of the mass and internal substructure of this jet. This enabled the

reconstruction of highly boosted top quarks, which could not be reliably reconstructed

using previous methods. This thesis documents the first application of jet substructure

techniques in tt̄ resonance searches using collision data. The approach could be yet fur-

ther improved by also reconstructing the leptonically decaying top quark using a single

large jet which has a lepton embedded in it. This will require improvements to the treat-

ment of such non-isolated leptons, and is left to future studies.

An alternative strategy for reconstructing and identifying highly boosted top quarks

has been developed in this thesis. This involves the use of a completely different type of

jet which decreases in size as its transverse momentum increases, as opposed to standard

jets which are fixed in size. This is the first documented use of these variable-R jets for

analyses involving top quarks. The aim is to maintain the association of a jet to each of
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the partons resulting from the top quark decay as the transverse momentum of the top

quark increases. This is achieved by allowing the jets to shrink in size and hence become

closer together. The kinematic and spatial properties of the variable-R jets was studied

in a sample of simulated tt̄ events. This demonstrated that these jets are less subject to

merging together than jets which are fixed in size and therefore indicated their potential

for the reconstruction of highly energetic top quarks. The efficiency for selecting tt̄ events

and the resulting mass resolution of the reconstructed tt̄ system were also studied. The

use of variable-R jets was shown to be beneficial on both counts: in particular, the mass

resolution was improved by almost 20 % compared to when using fixed-size jets.

An extension of the study of variable-R jets is recommended on a larger sample of

tt̄ events, in order to reduce the statistical uncertainties. A detailed understanding of the

jet properties is also recommended so that the jets can be calibrated and any effects of

pile-up can be determined and mitigated for. The effect of the finite granularity of the

calorimeter on the properties of small jets is also recommended for further study. The

variable-R jets could be combined with the strategy of jet substructure analysis, leading

to the reconstruction and identification of the top quark decay using a single variable-R

jet with an investigation of its substructure.

In summary, this thesis represents a range of work carried out to increase the sen-

sitivity to new physics processes which result in massive top quark resonances. This

improvement has been demonstrated using the first set of data collected by the ATLAS

detector at
√
s = 7 TeV. The potential of a new type of variable-sized jet has also been

illustrated, which could open up a rich new branch of strategies for the identification and

reconstruction of highly energetic top quarks.



Appendix A

Standalone FastJet implementation

The figure below serves as a demonstration that the standalone implementation of FastJet,

used in the variable-R jet studies of Chapter 7, reproduces an equivalent jet collection for

anti-kT R = 1.0 jets as does the ATLAS central-production.

7 TeV simulation

Anti-kT (R = 1.0) jet pT [GeV]

ATLAS
standalone

# 
je

ts
 / 

24
 G

eV

Figure A.1: A comparison of the pT distributions for anti-kT R = 1.0 jets made by ATLAS
central-production to the same jet collection produced with a standalone FastJet im-
plementation. The distribution for the standalone jets agrees very well with that for the
ATLAS-jets.
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