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Abstract

We investigate the lattice Gross-Neveu model in 1+1 dimensions in a dynamical

simulation for various numbers of flavors. Our motivation is excited state spec-

troscopy on the lattice, and the improvement of it. As the main tool we use the

variational method, which provides the excited states out of a correlation matrix

built from a set of interpolators with the quantum numbers of the states one is

interested in.

The central idea is to introduce new types of interpolators, which we construct

from field variables distributed on different lattice points. Furthermore, relative

minus signs allow for derivative-type sources.

We find that some of the excited states are scattering states which we distin-

guish from bound states by their volume dependence.

Our analysis extends also to simulations with different numbers of flavors

which is easy to implement in the Hybrid Monte-Carlo algorithm used here. This

is interesting since at large Nf analytic results for the Gross-Neveu model are

available.

The experience with excited lattice spectroscopy obtained in this study might

be useful when analysing resonances in full QCD simulations. A first account of

our results was published in [1].
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Chapter 1

Introduction

Nowadays Quantum chromodynamics (QCD) on the lattice is a well established

field. In recent years there have been huge conceptual breakthroughs and also

the computer technology has improved considerably. This pushed the research

immensely forward and good quantitative results start to come in.

However, it is still a major problem in lattice QCD to extract excited particle

masses out of 2-point functions. While the numerical ground state spectroscopy

is well under control, the excited states are not. On the other hand, lots of exper-

imental data on excitations of hadrons exist from particle accelerators. Unfortu-

nately, reproducing the spectrum of hadronic excitations is a highly non-trivial

task. As a matter of fact, obtaining the complete hadron spectrum out of nu-

merical calculations, would be a strong test for the correctness of QCD. Hence a

comparison of the experimental and numerical data for excitations, would be of

high interest.

As mentioned, excited state spectroscopy is hard for the lattice. The reason

for that is, that the excitations appear as subleading terms in the Euclidean

correlators. Hence, it is not easy to extract them. However, a powerful method

exists. The idea is to build a correlation matrix with as many interpolators as

possible, where all interpolator have the quantum numbers of the state, one is

interested in. The order of the matrix roughly corresponds to the number of

states one can get out. But, as said before, the excited states are just subleading

terms in the matrix. However, considerable improvement has been obtained with

the introduction of the variational method [2, 3]. It allows for a clean extraction

of the excited states from the correlation matrix.
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2 Chapter 1. Introduction

Furthermore, there exist finite volume techniques for distinguishing bound-

and scattering states.

As remarked, the techniques are known, but the problem is that they are hard

to implement in full QCD. Large volumes are necessary, which are very expensive

numerically. Furthermore, the principles for the construction of the interpolators

are often unclear.

Moreover, the role of dynamical fermions for excitations has not been studied.

The dynamical fermions include the fermion determinant in the calculations,

whereas until now mainly quenched simulations, which means setting the fermion

determinant equal to one, have been done. Including the fermion determinant

brings in all contributions from sea quarks. In particular, now creation of quark-

antiquark pairs is possible, which allows for the decay of excited states. The

quenched simulations ignore exactly those vacuum fluctuations and no decay is

possible. This is why dynamical simulations for excited states would be of high

interest.

The goal of this diploma thesis is to test the known lattice techniques for

excited states in a simple 1 + 1-dimensional lattice field theory, the Gross-Neveu

(GN) model. It is an asymptotically free, renormalisable model with a four-

fermi interaction. To use lower dimensional models is quite a common way of

approaching problems in theoretical physics. Important lessons for the more

complicated and more expensive QCD simulations can be learned. The hope is

to gain insights, which can be later applied in 3 + 1 dimensions.

In this work the studied topics are the construction of the interpolators with

the correct quantum numbers of the state one is interested in. With them we

can build large correlation matrices. Then we analyse the effects of dynamical

quarks, since up to now, there have mainly been only quenched simulations. We

are also interested in the methods for distinguishing scattering states from bound

states, using finite volume studies. Furthermore we investigate the properties of

the Gross-Neveu model in general, such as the flavor dependence of the results.

We hope to make contact to large Nf results [4, 5].

This thesis is organised as follows: The continuum form of the GN model

and its symmetries are discussed in Chap. 2. Important is that the four-fermi

interaction is broken up over a Hubbard-Stratonovich [6, 7] transformation, which

introduces a scalar field. The path integral on the lattice is established in Chap. 3.
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Also the formulas for Euclidean 2-point functions are presented there. Chap. 4

deals with the lattice formulation of the GN model, Wilson fermions and some

key formulas for the Grassmann valued fermion fields.

The generation of the scalar fields will be done with a dynamical simula-

tion, which includes the fermion determinant. The numerical implementation is

achieved with the Hybrid Monte-Carlo algorithm (HMC). The adaption of this

algorithm to the GN model is a large part of this thesis. In the end, the HMC

will allow us to work with arbitrary even numbers of flavors, which is one of the

points of interest in this work. The necessary numerical and theoretical steps will

be presented in Chap. 5.

As we already know, the correlation technique is only good if we use a large

set of interpolators. Our central idea is to construct them by distributing the

interpolators over several lattice points. This means we do not put all sources

at the same place, but rather shift them relative to each other. The methods of

the construction of the interpolators and the quantum numbers are discussed in

Chap. 6.

The tool to extract the excited states is the variational method. It uses the

generalised eigenvalue problem. The underlying ideas are presented in Chap. 7,

which also contains a description of our analysis techniques.

The plots of the results will be presented and discussed in Chap. 8. In the

final evaluation of the data we also investigate finite size effects. The analysis of

the volume dependence will show, that also scattering states play an important

role in the spectrum. In Chap. 8 the emerging physical picture will be addressed.

Finally, in Chap. 9 a summary is given which collects the most important

results, and speculates, what further steps for improvement of the analysis could

be done.





Chapter 2

The Gross-Neveu model

The model we consider contains Nf flavors of fermions with a local quartic fermi

interaction in two space-time dimensions. It is one of the simplest, renormalisable,

asymptotically free models [8]. We will present now the explicit form as well as

some symmetries of this model.

2.1 The action of the Gross-Neveu model

The action of the two-dimensional model is given by

S[ψ, ψ,Φ] =

∫
d2x L[ψ, ψ,Φ] , (2.1)

with the Lagrangian density L,

L[ψ, ψ,Φ] =

Nf∑

f=1

ψ
(f)

(x) [γµ ∂µ + m(f) +
√
g Φ(x)] ψ(f)(x) +

1

2
Φ2(x) . (2.2)

The index f runs over all flavors. ψ and ψ are two-component fermion fields,

ψ(f)(x) = ( ψ
(f)
1 (x) , ψ

(f)
2 (x) )T , (2.3)

ψ
(f)

(x) = ( ψ
(f)

1 (x) , ψ
(f)

2 (x) ) . (2.4)

The field Φ is a real scalar field, g is the coupling constant and the mass matrix

m(f) is defined as

m(f) = diag
(
m(1), m(2), ... , m(Nf )

)
. (2.5)

5



6 Chapter 2. The Gross-Neveu model

A possible representation of the two-dimensional Euclidean Dirac γ-matrices is

γ0 =

(
1 0

0 1

)
, γ1 =

(
0 1

1 0

)
,

γ2 =

(
0 −i
i 0

)
, γ5 =

(
1 0

0 −1

)
. (2.6)

These are nothing but the Pauli matrices σ0, σ1, σ2, σ3. The chirality operator

is γ5 and the parity operator is γ2, since we define 2 to be the Euclidean time

direction. The partition function of the system is a path integral over the fermion

fields ψ and ψ as well as over the scalar field Φ and is given by

ZGN =

∫
D[ψ, ψ,Φ] e−S[ψ,ψ,Φ] . (2.7)

The integration measure D[ψ, ψ,Φ] over all field configurations has only a formal

meaning in the continuum, but will be made precise when we switch to the lattice

formulation.

We now perform a Hubbard-Stratonovich [6, 7] transformation which reformu-

lates the interacting fermion system on the lattice by integrating out the auxiliary

field Φ. We obtain

ZGN =

∫
D[ψ, ψ,Φ] e−S[ψ,ψ,Φ] −→ ZGN =

∫
D[ψ, ψ] e−Seff[ψ,ψ] . (2.8)

The key identity of this transformation is the Gaussian integral

(2π)−
1
2

∫
dx exp

(
− 1

2
x2 − xA

)
= exp

(1

2
A2
)
. (2.9)

This transformation leads to the effective action

Seff[ψ, ψ] =

∫
d2x

( Nf∑

f=1

ψ
(f)

(x) [γµ ∂µ + m(f) ] ψ(f)(x)

−g
2

[ Nf∑

f=1

ψ
(f)

(x)ψ(f)(x)
]2
)
, (2.10)

where the 4-fermi character of the interaction is manifest.
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2.2 Symmetries of the model

The Gross-Neveu (GN) model has some important symmetries [9]. First of all

each term in the action (2.10) is invariant under the continuous global U(1)

symmetry

ψ(x) −→ exp(iα) ψ(x) , ψ(x) −→ ψ(x) exp(−iα) . (2.11)

If the fermion mass m vanishes, it is also invariant under the discrete global chiral

Z2 transformation

ψ(f)(x) −→ γ5 ψ
(f)(x) , ψ

(f)
(x) −→ −ψ(f)

(x) γ5 . (2.12)

The relation (2.11) is obvious. The second transformation (2.12) uses the anti-

commuting properties of the γ matrices

γiγj + γjγi = 0 . (2.13)

The kinetic part gives

ψ
(f)

(x) γµ ∂µ ψ
(f)(x) −→ −ψ(f)

(x) γ5 γµ ∂µ γ5 ψ
(f)(x)

= −ψ(f)
(x) γ5 γµ γ5 ∂µ ψ

(f)(x)

= ψ
(f)

(x) γ5 γ5 γµ ∂µ ψ
(f)(x)

= ψ
(f)

(x) γµ ∂µ ψ
(f)(x) . (2.14)

For the quartic fermion interaction the symmetry transformation works the same

way. The term ψ
(f)

(x) ψ(f)(x) however, changes its sign under this transforma-

tion. Consequently the action of Eq. (2.10) is only invariant if the mass vanishes.

The global chiral Z2 symmetry is a special case of the continuous chiral trans-

formation

ψ(f)(x) −→ eiθγ5 ψ(f)(x) , ψ
(f)

(x) −→ −ψ(f)
(x) eiθγ5 . (2.15)

θ is a real parameter, and for θ = π/2 we find Eq.( 2.12). Again the mass term

breaks this symmetry, and the kinetic term remains invariant. For the symmetry

of the interaction we have to distinguish two cases. The one flavor case Nf = 1

and the situation with Nf > 1.
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First we consider the one-flavor case. We apply the transformation to the

interaction term which then reads

[ψ(x) ψ(x)]2 −→ [ψ(x) e2iθγ5 ψ(x)]2

= [ψ(x) (cos(2θ) + iγ5 sin(2θ)) ψ(x)]2

= [ψ(x) ψ(x)]2 cos2(2θ) − [ψ(x) γ5 ψ(x)]2 sin2(2θ)

+ 2i cos(2θ) sin(2θ)ψ(x)ψ(x)ψ(x)γ5ψ(x)

= [ψ(x) ψ(x)]2 . (2.16)

We used the nilpotency of the fermion fields ψ2
i = ψ

2

i = 0 and the identity

[ψ(x) ψ(x)]2 = [ψ1(x) ψ1(x) + ψ2(x) ψ2(x)]2

= 2 ψ1(x)ψ1(x)ψ2(x)ψ2(x)

= −[ψ1(x) ψ1(x) − ψ2(x) ψ2(x)]2

= −[(ψ1(x), ψ2(x)) γ5 (ψ1(x), ψ2(x))T ]2

= −[ψ(x) γ5 ψ(x)]2 . (2.17)

There exists also a third form, known from the Thirring model [10], which is for

Nf = 1 equal to our interaction.

−1

2

[
2∑

µ=1

ψ(x) γµ ψ(x)

]2

= −1

2
[(ψ1(x) ψ2(x) + ψ2(x) ψ1(x))2 + (−iψ1(x) ψ2(x) + i ψ2(x) ψ1(x))2]

= −ψ1(x)ψ2(x)ψ2(x)ψ1(x) − ψ1(x)ψ2(x)ψ2(x)ψ1(x)

= 2 ψ1(x)ψ1(x)ψ2(x)ψ2(x)

= [ψ(x) ψ(x)]2 . (2.18)

To summarise for Nf = 1, we have three equivalent forms of the interaction term

which are

[ψ(x) ψ(x)]2 = −[ψ(x) γ5 ψ(x)]2 = −1

2
[ψ(x) γµ ψ(x)]2 , (2.19)

and all three of them are invariant under the continuous transformation (2.15).

Next we look at the Nf > 1 case. Here the identity (2.17) cannot be used and

in order to construct an invariant interaction term we add two four-Fermi terms,
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which leads to a Nambu-Lasinio-type model [11, 12]. The interaction here reads




Nf∑

f=1

ψ
(f)

(x) ψ(f)(x)




2

−




Nf∑

f=1

ψ
(f)

(x) γ5 ψ
(f)(x)




2

. (2.20)

Performing the continuous chiral transformation shows that now the interaction

is invariant under (2.15).

In this diploma thesis calculations for the correlation function will be per-

formed for even values of Nf . A continuous symmetry as in Eq. (2.15) can not

be broken spontaneously in 2 dimensions, a fact known as the Mermin-Wagner

theorem [13]. The absence of spontaneous symmetry breaking in two-dimensional

systems was rigorously proven by Coleman in quantum field theory [14] and by

Mermin, Wagner and Hohenberg in statistical physics [15]. On the other hand

discrete symmetries can be broken in 2 dimensions. Since we are interested in the

spontaneous breaking we restrict ourselves to the interaction as given in (2.10).

2.3 The Gross-Neveu model in the large Nf

limit

We are interested in calculating the particle mass spectrum in the Gross-Neveu

model. Some analytical calculations can be done in the large Nf limit [4, 5], since

for large Nf the model is asymptotically free. Gross and Neveu found that ψψ

develops a vacuum expectation value where the symmetry (2.12) is broken spon-

taneously. In the process, the dimensionless coupling constant g is traded for an

arbitrary dimensional parameter g 〈ψψ〉. So the theory contains no dimensionless

parameter other than the number of fermions Nf . Consequently, any physical di-

mensionless quantity, such as the ratio of two particle masses, can depend only

on Nf . As stated in [4, 5], the result of the excited mass calculation leads to

mn = m1
2Nf

π
sin

(
nπ

2Nf

)
, (2.21)

where n is the quantum number for the nth excited state. Expanding this formula

in a power series in 1/Nf we find in leading order

mn = m1 n , n = 1, 2, ... < Nf . (2.22)
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So the excited mass is always an integer multiple of the ground state mass m1.

Later we will compare our results to this formula.

At this point we remark that a simulation of the Nf = 1 model has been done

in the diploma thesis of M. Limmer [16, 17]. His work was particularly helpful in

the basic understanding of the GN model and provided us with some background

literature.

Further literature about the Gross-Neveu model is given in [18, 19, 20, 21].



Chapter 3

Lattice formulation

In the last section we introduced the model we are working with in the continuum

formulation. The numerical simulations will be done on a 1 + 1-dimensional

lattice. For that we prepare in this chapter by deriving the lattice formulation of

a general Euclidean action. In our presentation we follow [22]. Further literature

can be found in [23, 24, 25].

3.1 Euclidean correlators in the continuum

One of the most important formulas in lattice field theory and the key equation

in this diploma thesis are the Euclidean correlation functions. These are defined

as
1

ZT
Tr [e−(T−t)Ĥ Ô2 e

−tĤ Ô1] . (3.1)

ZT = Tr [exp (−TĤ)] is a normalisation factor, the so-called partition function.

Ĥ is the Hamiltonian, Ô1, Ô2 are the two operators we want to correlate and t,

T are real numbers with T > t (Euclidean time). By inserting eigenstates of Ĥ,

the correlator can be written as

lim
T−→∞

1

ZT
Tr [e−(T−t)Ĥ Ô2 e

−tĤ Ô1] =
∑

n

〈0|Ô2|n〉 〈n|Ô1|0〉 e−tEn . (3.2)

The sum in Eq. (3.2) runs over all physical states |n〉. Each operator Ôi is

sandwiched between the vacuum state |0〉 and a physical state |n〉. These matrix

elements are multiplied with a time-dependent weight factor containing the energy

11
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eigenvalues En in the exponent. From the exponential decay as a function of time

t, the energies En can be extracted. In our second formulation of this equation

we write the correlation function as a path integral

1

ZT
Tr[e−(T−t)Ĥ Ô2 e

−tĤ Ô1] =
1

ZT

∫
D[Φ] e−SE [Φ] O2[Φ(., t)] O1[Φ(., 0)] . (3.3)

Here the integral is over all possible configurations of the field Φ. The operators

on the right-hand side are now functionals and the exponent is the Boltzmann

weight which contains the Euclidean action. The functionals in Eq. (3.3) are

evaluated for the fields Φ(., 0), with time argument 0, and Φ(., t) with the time

argument t. The dot for the spatial argument expresses, that the functionals map

the whole field configuration, defined by the set of all field values at the given

time, into the complex numbers.

We are going to evaluate the r.h.s. of Eq. (3.3) on the lattice by using Monte

Carlo techniques. But first, a derivation of the path integral formulation will be

presented.

3.2 The path integral for Euclidean correlators

The energy of a quantum mechanical system is described by the Hamiltonian

Ĥ =
p̂2

2m
+ Û , (3.4)

which consists of the kinetic and the potential energy. When quantising the

system, the position x and the momentum p, become operators. They do not

commute with each other but obey the following relation,

[x̂, p̂] = i . (3.5)

In this notation we set ~ = 1 and it will be also suppressed in the continuing

formulas. The momentum operator p̂ can be written as the derivative with respect

to the position

p̂ = −i ∂
∂x

. (3.6)

The partition function is

Tr[e−TĤ ] =

∫
dx 〈x|e−TĤ |x〉 . (3.7)
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We first consider the case where the potential is equal to zero, so that we deal

with a free particle. We compute the matrix element

〈x|e−tĤ |y〉 =

∫
dp 〈x|e−t p̂2

2m |p〉〈p|y〉 . (3.8)

Using p̂|p〉 = p|p〉 and 〈x|p〉 = 1√
2π
eipx we find

∫
dp 〈x|p〉〈p|y〉e−t p2

2m =
1

2π

∫
dp eip(x−y)e−t

p2

2m =

√
m

2πt
e−(x−y)2 m

2t . (3.9)

In the last step we just solved the Gaussian integral. Now we reintroduce the

potential energy. In order to be able to calculate that second part we decompose

the time into infinitesimal steps ǫ, such that

e−ǫĤ = e−
ǫ
2
Ûe−

ǫ
2
Ĥ0e−

ǫ
2
Û [1 + O(ǫ)] = Ŵǫ[1 + O(ǫ)] . (3.10)

We again regard the matrix element of Eq. (3.8), which now changes to

〈x|Ŵǫ|y〉 = e−
ǫ
2
U(x)〈x|e−ǫĤ0|y〉e− ǫ

2
U(x) =

√
m

2πǫ
e−

ǫ
2
U(x)e−(x−y)2 m

2ǫ e−
ǫ
2
U(x) . (3.11)

In the last part of our derivation of the partition function we apply the Trotter

formula

e−TĤ = lim
NT−→∞

(Ŵǫ)
NT , NT ǫ = T . (3.12)

So the partition function becomes

ZT = Tr e−TĤ =

∫
dx0 〈x0|e−TĤ |x0〉 = lim

NT−→∞

∫
dx0〈x0|(Ŵǫ)

NT |x0〉

= lim
NT −→∞

∫
dx0dx1 ... dxNT −1 〈x0|Ŵǫ|x1〉 〈x1|Ŵǫ|x2〉 ... 〈xNT −1 |Ŵǫ|x0〉

= lim
NT −→∞

cNT

∫ ∞

−∞
dx0 ... dxNT−1 e

− ǫ
2
U(x0) e−(x0−x1)2

m
2ǫ e−

ǫ
2
U(x1)e

ǫ
2
U(x0) ...

... e−
ǫ
2
U(xNt−1) e−(xNT −1−x0)2

m
2ǫ e−

ǫ
2
U(x0)

= lim
NT −→∞

cNT

∫ ∞

−∞
dx0 ... dxNT−1 exp

(
− ǫ

NT −1∑

j=1

(m
2

(xj − xj+1)
2

ǫ2

+ U(xj)
))

, (3.13)
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with the abbreviation c =
√
m/(2πǫ) and the identification xNT

= x0. Since

the number of steps NT has to be finite in a numerical evaluation we define an

approximation of the partition function

Zǫ
T = cNT

∫ ∞

−∞
dx0 ... dxNT −1 exp

(
−ǫ

NT −1∑

j=1

(
m

2

(xj − xj+1)
2

ǫ2
+ U(xj)

))
.

(3.14)

In this equation we identify in the exponent the so-called Euclidean action SE ,

which is obtained from the usual action S when we introduce the imaginary time

t = iτ , so that we end up with

S[x, ẋ] =

∫ T

0

dτ
(m

2
ẋ(τ)2 − U(x(τ))

)

−→ i

∫ T

0

dt
(m

2
ẋ(t)2 − U(x(t))

)
= iSE [x, ẋ] . (3.15)

We have constructed an approximation for the partition function Zǫ
T which is

given as an integral over a Boltzmann factor with the Euclidean action SE. The

integral is called a path integral, because the collection of values xj can be in-

terpreted as a discretised path, and the integral is over all possible paths. In the

next section we will derive the path integral formalism for a scalar field, but first

summarise the expression for a 2-point function as

〈x̂(t)x̂(0)〉 =

∫ ∏NT −1
i=1 dxi e

−SE [xi]xnt
x0∫ ∏NT −1

i=1 dxi e−SE [xi]
. (3.16)

3.3 The path integral for scalar fields

The action in Minkowski space is defined as

S =

∫
dt dx L [Φ(t, x), ∂µΦ(t, x)] , (3.17)

where L is the Lagrangian density with

L [Φ, ∂µΦ] =
1

2
(∂µ Φ)(∂µ Φ) − m2

2
Φ2 − V (Φ) . (3.18)

The first part is the kinetic term and V (Φ) is a potential. By using the Euler-

Lagrange equations

∂µ

(
∂ L

∂ (∂µ Φ)

)
− ∂ L
∂ Φ

= 0 , (3.19)
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we obtain

(2 +m2)Φ = −V ′(Φ) . (3.20)

This is the equation of motion, which is the Klein-Gordon equation with a poten-

tial. Now we quantise our system by using the canonical formalism. We introduce

the canonical momentum

π(x, t) =
∂

∂ Φ̇(x, t)
L(Φ, ∂µΦ) = Φ̇(x, t) , (3.21)

and the Hamiltonian

H =

∫
dx π(x, t) Φ̇(x, t) −

∫
d2x L(Φ(x, t), ∂µΦ(x, t)) . (3.22)

The classical fields are replaced by operators obeying the commutation relations

[Φ̂(x), π̂(y)] = i δ(x− y), [Φ̂(x), Φ̂(y)] = [π̂(x), π̂(y)] = 0 . (3.23)

3.4 Lattice regularisation

We introduce a regulator by discretising our system on the lattice. Since here

we aim at a 1 + 1-dimensional Euclidean theory, we depart from a 1-dimensional

space which we discretise so that

x −→ a · n1 . (3.24)

n1 numbers the lattice sites and runs over n1 = 0, ... , N − 1. a is the lattice

spacing. The equal time commutator relations change to

[Φ̂(n1), π̂(m1)] = i a−1 δn1,m1 , [Φ̂(n1), Φ̂(m1)] = [π̂(n1), π̂(m1)] = 0 . (3.25)

The derivative is replaced by a finite difference

∂x Φ̂(x) −→ Φ̂(n1 + 1) − Φ̂(n1 − 1)

2a
, (3.26)

with an error of order O(a2). Furthermore

π̂(n1) = − i

a

∂

∂ Φ(n1)
, (3.27)
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such that the Hamiltonian becomes

Ĥ = a
∑

n1∈Λ1

[
1

2

(
i

a

∂

∂ Φ(n1)

)2

+
1

2

(
Φ̂(n1+1) − Φ̂(n1−1)

2a

)2

+
m2

2
Φ̂(n1)

2

+ V (Φ̂(n1))

]
. (3.28)

The unity can be written as

1 =

∫ ∞

−∞
D[Φ] |Φ〉〈Φ| , (3.29)

with the measure

D[Φ] =
∏

n1

dΦ(n1) . (3.30)

Here we introduced eigenstates of Eq. (3.27), which in field representation are

given by

〈Φ|π〉 =
∏

n1

√
a

2π
eiaΦ(n1)π(n1) . (3.31)

The steps for obtaining the Euclidean action for a scalar field theory will not be

presented, but the idea is the same as in Section 3.3. First the matrix elements of

exp (−tĤ) are computed for the free case, which are then used for infinitesimal

time steps in the Trotter formula.

The final theory lives on a 2-d lattice Λ2 with N2 lattice points. For our

fields Φ(x) and π(x) this corresponds to the change of Φ(x) −→ Φ(n1, n2) and

π(x) −→ π(n1, n2). Or in a more compact notation

Φ(x) −→ Φ(n) ,

π(x) −→ π(n) , (3.32)

with the vector n = (n1, n2). The correlation function becomes

〈O2(t) O1(0)〉 =
1

ZT

∫
D[Φ] e−SE [Φ] O2[Φ(., nt)] O1[Φ(., 0)] , (3.33)

where a · nt = t and with the Euclidean action given by

SE[Φ] = a2
∑

n∈Λ2

[
1

2

2∑

j=1

(
Φ(n + ĵ) − Φ(n − ĵ)

2a

)
2 +

m2

2
Φ(n)2 + V (Φ(n))

]
.

(3.34)



3.4. Lattice regularisation 17

The action is now a 2-dimensional sum over the 2-d lattice Λ2. The integral

over all field configurations is mathematically well defined and the measure is a

product measure,

D[Φ] =
∏

n∈Λ2

dΦ(n) . (3.35)

Similar steps can be used for finding the lattice formulation of field theories with

fermions. In this work we will not repeat those steps, but only present the final

form of the lattice theory for the Gross-Neveu model analysed here.





Chapter 4

Wilson fermions

In the last section we have shown how to apply the discretisation to our system

and obtained the lattice formulation. As will be seen, this formulation is still

not the one we are using in the end, because it suffers from some lattice induced

problems, the so-called doublers. To remove the doublers we will derive the

Wilson fermion action which is the final form of the action we are going to work

with.

Additionally we will discuss how to deal with fermions which require Fermi

statistics. This can be implemented by using anti-commuting numbers for the

quark fields, so-called Grassman numbers. The key formulas for calculating with

Grassmann numbers are given in Sec. 4.2.

4.1 The lattice Gross-Neveu action

When we apply the discretisation steps of Chapter 3 we can write the lattice

action as

S[ψ, ψ,Φ] = a2
∑

n∈Λ

ψ(n)
[ 2∑

µ=1

γµ
ψ(n + µ̂) − ψ(n − µ̂)

2a
+m ψ(n)

+
√
g Φ(n) ψ(n)

]
+

1

2
Φ2(n) . (4.1)

We can split the action in a fermionic and a scalar part S = SF + SS. Since the

fermion action is bilinear in ψ and ψ, we find the following form

SF [ψ, ψ,Φ] = a2
∑

n,m∈Λ

ψ(n)α M(n,m)αβ ψ(m)β , (4.2)

19
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SS[Φ] =
1

2

∑

n∈Λ

Φ2(n) . (4.3)

We sum over α and β, i.e., we use Einstein’s summation convention. The Dirac

operator M is given by

M(n,m)αβ = [ m+
√
g Φ(n) ]δn,m δα,β −

2∑

µ=1

(γµ)αβ
δn+µ̂,m − δn−µ̂,m

2a
. (4.4)

In order to keep the notation simple the Dirac indices α, β will be suppressed in

the following.

The doubling problem

Here we discuss Wilson’s action and give reason for introducing it. First we apply

a Fourier transformation to our Dirac matrix M(n,m) for the free case g = 0.

The definitions of Fourier transformation are given in Appendix A. We find

FT[M(n,m)] =
1

V
a2
∑

n,m∈Λ

e−ip·na M(n,m) eiq·ma

=
1

V
a2
∑

n∈Λ

e−i(p−q)·na

(
2∑

µ=1

γµ
eiqµa − e−iqµa

2a
+m1

)

= a2 δ(p − q) M̂(p) , (4.5)

with

M̂(p) = m+
i

a

2∑

µ=1

γµ sin pµa . (4.6)

As one can see, the Fourier-transform is diagonal in momentum space. We want

to compute the inverse operator in real space, the so-called quark propagator,

M−1(n,m). So we simply need to calculate the inverse of M̂(p) and then apply

a Fourier transformation back to real space. The inverse has the form

M̂−1(p) =
m− ia−1

∑
µ γµ sin pµa

m2 + a−2
∑

µ sin 2pµa
, (4.7)

as can be seen from the identity:

[a+ i bµγµ]
−1 =

a− i bµγµ
a2 + b2

. (4.8)
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The quark propagator governs the behaviour of functions. So it is important to

analyse the propagator, which is simplest in momentum space. We set the mass

m = 0, and see that the propagator has the correct continuum limit,

M̂−1(p)|m=0 =
−ia−1

∑
µ γµ sin pµa

a−2
∑

µ sin 2pµa
a−→0−→

−i∑µ γµpµ

p2
. (4.9)

In the continuum, the propagator has a pole for the massless case at

p = (0, 0) , (4.10)

but on the lattice this is different. There exist additional poles at

p =
(π
a
, 0
)
, p =

(
0,
π

a

)
, p =

(π
a
,
π

a

)
. (4.11)

These poles are the so-called doublers, which have to be removed in a proper

lattice formulation.

The Wilson term

In order to get rid of the doublers Wilson suggested to add an extra term to the

momentum space propagator (4.6) [26]. The propagator then reads

M̂(p) = m+
i

a

2∑

µ=1

γµ sin pµa+
1

a

2∑

µ=1

(1 − cos pµa) . (4.12)

This extra Wilson term vanishes for pµ = 0, but for each pµ = π/a it provides

an extra contribution 2l/a, where l is the number of momentum components

with pµ = π/a. In the continuum limit a −→ 0, this term can be understood

as an additional mass term which becomes infinitely heavy, and so the doublers

decouple from the theory. The form of the Wilson term in real space can be found

by an inverse Fourier transformation and reads

− a

2

2∑

µ=1

δn+µ̂,m − 2δn,m + δn−µ̂,m
a2

a−→0−→ −a
2
∂µ∂µ . (4.13)

The final form of the kernel of the fermion action then is

M(n,m) = [ 2 + m+
√
g Φ(n) ]δn,m −

±2∑

µ=±1

Γ±µ δn+µ̂,m , (4.14)
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with

Γ±µ =
1

2
(1∓ γµ) . (4.15)

This is the form of the Dirac matrix which we are going to implement in our

computer program, and with the inverse of it, we are going to compute our

correlation functions according to Wick’s theorem. The Wilson term breaks chiral

symmetry explicitly even for the massless case m = 0. The pioneers for the Gross-

Neveu model with Wilson fermions were Aoki and Higashijima [27].

4.2 Key formulas for fermions on the lattice

In the last section we have derived the action of our model. What we have missed

is the discussion of how to deal with fermions. Fermions have to satisfy Fermi

statistics. That requires that they are anti-symmetric under pair permutation.

If we interchange two fermions with each other, we aquire a minus sign. Thus,

one can say fermions behave like anti-commutating numbers, for any combination

of the indices f, f ′, n, n′, α, α′, a, a′, where f stands for the flavor index, n for a

lattice site, α for the Dirac index and a for the color index, which we add here in

order to get a general knowledge of Fermi statistics.

ψ(f)(n)α,a ψ
(f ′)(n′)α′,a′ = −ψ(f ′)(n′)α′,a′ ψ

(f)(n)α,a . (4.16)

We also demand

ψ
(f)

(n)α,a ψ
(f ′)

(n′)α′,a′ = −ψ(f ′)
(n′)α′,a′ ψ

(f)
(n)α,a , (4.17)

ψ(f)(n)α,a ψ
(f ′)

(n′)α′,a′ = −ψ(f ′)
(n′)α′,a′ ψ

(f)(n)α,a . (4.18)

Grassmann numbers

We need to know the calculation rules for Grassmann numbers in order to work

with them. Consider a set of Grassmann numbers ηi, i = 1, ..., N . They obey

ηiηj = −ηjηi . (4.19)

To fulfill this equation, the Grassmann numbers have to be nilpotent (η2
i = 0).

So the power series ends after a finite number of terms. Thus the only relevant

class of functions are polynomials,

A = a+
∑

i

aiηi +
∑

i<j

aijηiηj +
∑

i<j<k

aijkηiηjηk + ... + a12...Nη1η2...ηN . (4.20)
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For derivatives the following rules exist:

∂

∂ηi
1 = 0 ,

∂

∂ηi
ηi = 1 ,

∂

∂ηi

∂

∂ηj
= − ∂

∂ηj

∂

∂ηi
,
∂

∂ηi
ηj = −ηj

∂

∂ηi
. (4.21)

In addition to differentiation, we need to give the calculation rules for integration,
∫
dNη

∂

∂ηi
A = 0 . (4.22)

The normalisation
∫
dNη η1η2...ηN = 1 , implies

∫
dNA = a12...N . (4.23)

The measure dNη is a product

dNη = dηN dηN−1 ... dη1 , (4.24)

which we transform under a linear change of variables given by

η′i =
N∑

j=1

Mijηj . (4.25)

M is a complex N ×N matrix. If we apply this change we get
∫
dNη η1η2...ηN =

∫
dNη′ η′1η2...η

′
N =

∫
dNη′

∑

i1,...,iN

M1i1 ...MNiN ηi1 ... ηiN

=

∫
dNη′

∑

i1,...,iN

M1i1 ...MNiN ǫi1i2...INη1 ... ηN = det[M ]

∫
dNη′η1 ... ηN .

(4.26)

So the transformation property of the measure in the Grassmann integration is

dNη = det[M ]dNη′ . (4.27)

At the end we want to conclude with the definition of the result for a Gaussian

integral with Grassmann numbers. We have a Grassmann algebra with 2N gen-

erators ηi, ηi, i = 1, ..., N , which fulfill the above mentioned rules. The so-called

Matthews-Salam formula gives

ZF =

∫
dηNdηN ... dη1dη1 exp

(
N∑

i,j=1

ηiMijηj

)
= det[M ] , (4.28)

where M is again a complex N × N matrix. The result can be proven by using

the transformation property of Eq. (4.27).
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4.3 The free case g = 0

In order to compute the correlation matrix of Eq. (3.2), we need to know the

inverse of the Dirac matrix. The reason for that will be explained in Sec. 6.1.

In the free case the coupling constant g is equal to zero. This case is very

important, because it allows to check our complex computer program by a com-

parison of the numerical results with exact results from Fourier transformation.

Hence, the free case provides us with an analytical expression of the correlation

function.

Derivation of the inverse Dirac operator

The Dirac operator for g = 0 has the form

M(n,m) = (2 +m) δn,m −
±2∑

µ=±1

Γ±µ δn+µ̂,m . (4.29)

We apply Fourier transformation and obtain

FT[M(n,m)] = M̃(p,q) =
1

V

∑

n,m

e−ipn M(n,m) eiqm . (4.30)

The calculation works the same way as in Eq. (4.5), where the doubling problem

was discussed. For notational convenience we suppress the factor a, the lattice

spacing. As before we get

M̃(p,q) = δ(p− q) M̂(p) , (4.31)

where

M̂(p) = N(p) + i
∑

µ

γµ sin pµ . (4.32)

We introduce the abbreviations

N(p) = 2 +m−
2∑

µ=1

cos pµ (4.33)

and

D(p) = N2(p) +
2∑

µ=1

sin 2pµ . (4.34)
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The operator M̃ is diagonal in momentum space, so it is easy to invert it. It

follows

M̃−1(p,q) = δ(p− q) M̂−1(p) , (4.35)

with

M̂−1(p) =
1

D(p)
[N(p) − i

∑

µ

γµ sin pµ] . (4.36)

If we Fourier transform back to real space we find our final expression for the

quark propagator in the free case,

M−1(n,m) =
1

V

∑

p

eip(n−m) M̂−1(p) . (4.37)

In our program the inverse of the Dirac matrix is calculated using the LAPACK

routines [28]. With (4.37) we are able to check if we have implemented our matrix

correctly for the case g = 0. Furthermore we can insert the analytical expression

in our correlation matrix and calculate each matrix element exactly in the free

case. Thus we can also check the correctness of parts of the analysis.

4.4 Spectrum of the Dirac operator

The Dirac operator of Eq. (4.14) has a very characteristic spectrum of the eigen-

values. We want to analyse this spectrum as a check for our programmed Dirac

matrix. The eigenvalue equation is given by

M vλ = λ vλ , (4.38)

where λ is the eigenvalue of the Dirac matrix M and vλ the corresponding eigen-

vector. The Dirac operator is γ5-hermitian, which means it obeys the following

equation,

γ5 M γ5 = M † . (4.39)

This requirement has an interesting consequence for the spectrum. The charac-

teristic polynomial P (λ) reads

P (λ) = det[M − λ1] = det[γ2
5 (M − λ1)] = det[γ5 (M − λ1) γ5]

= det[M † − λ1] = det[M − λ∗1]∗ = P (λ∗)∗ . (4.40)
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Figure 4.1: Eigenvalue spectrum of the Dirac matrix M for a 16 × 32 lattice,

with the coupling constant g = 0, the bare mass m = 0.1 and Nf = 2.

We inserted γ2
5 = 1 and applied the γ5-hermiticity. As known, the eigenvalues

are the zeros of P (λ), and due to Eq. (4.40), if λ is a zero, so is λ∗. Thus the

eigenvalues come in complex conjugate pairs.

Another implication of Eq. (4.39) concerns the γ5 matrix element of the eigen-

vectors. We find

λ v†λγ5vλ = v†λγ5Mvλ = v†λM
†γ5vλ = (Mvλ)

†γ5vλ = λ∗v†λγ5vλ , (4.41)

and thus Im(λ) (v†λγ5vλ) = 0. Hence either Im(λ) = 0, and then it is possible for

the γ5 sandwich to be v†λγ5vλ 6= 0, or Im(λ) 6= 0 and the sandwich vanishes.

In Fig. 4.1 we show the eigenvalues of the Dirac matrix for the coupling

constant g = 0 and the mass m = 0.1. As one can see the eigenvalues come in

complex conjugate pairs, and the spectrum forms an ellipsoid with a rather sharp

outline. For m = 0 the spectrum would start exactly at the origin. Increasing

the coupling constant g, the spectrum of the ellipsoid will get shifted towards

negative values as can be seen in Fig. 4.2 (Nf = 2), and the contour of the

ellipsoid becomes blurred.
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(a) g = 0.03
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(b) g = 0.1

Figure 4.2: The eigenvalue spectra of the Dirac operator near the origin is plot-

ted for the mass m = 0.1 and a 16× 32 lattice for Nf = 2, for 100 configurations

in (a), and 200 configurations in (b).
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(a) m = 0.01
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(b) m = 0.1

Figure 4.3: This plot shows the shift of the edge of the Dirac spectrum when

adding a mass term m (Nf = 2).

By varying now the mass term m, it is possible to shift the whole spectrum

back to the origin. For g = 0 the spectrum starts in the origin, for increasing g

a shift takes place into the negative direction. Increasing m, we can now control

the spectrum and bring it back to the origin. This can be seen in Fig. 4.3 by
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a comparison of two different masses for one coupling constant g = 0.1 and a

16 × 32 lattice, each for 200 configurations at Nf = 2.

If the edge of the spectrum touches the origin we obtain massless fermions.

On the other hand if the spectrum is shifted to the right, the distance of the edge

of the spectrum to the origin gives the bare fermion mass.



Chapter 5

Numerical simulations

In this chapter we will first introduce the basic numerical method to generate

the configurations for the scalar field Φ, the Monte-Carlo algorithm. With this

algorithm quenched fermions can be simulated, where the fermion determinant

is set det(M [Φ]) = 1. Another approach which can be applied is the so-called

reweighting technique, see Paragraph 5.1.3. In Sec. 5.2 we will introduce the

Hybrid-Monte Carlo (HMC) method, where dynamical fermions can be simulated.

This algorithm is much more complex in general. Our configurations will always

be simulated with the HMC method.

5.1 Monte-Carlo simulations on the lattice

The name Monte Carlo, known from the casinos in Monte Carlo, seems to already

tell everything. It gives us the hint that something happens randomly, by chance.

Monte Carlo methods are a widely used class of computational algorithms for

simulating the behaviour of various physical and mathematical systems, and for

other computations. They are distinguished from other simulation methods by

being stochastic, usually by using random numbers. It is one of the main tools

in the numerical calculations of this diploma thesis.

5.1.1 Central idea of Monte-Carlo simulations

In order to give a motivation for using Monte-Carlo techniques, a short but hope-

fully very plausible example will be given. Consider the Ising model, which is a

29
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model for simulating a ferromagnet, in 2 dimensions for a 100×100 lattice. Each

lattice site is occupied with one of the two spin values +1 or −1. They repre-

sent magnets, pointing up or down. In this system exist 2100×100 configurations.

For calculating the partition function we have to take the sum over all possible

configurations C,

Z =
∑

C

P (C) , (5.1)

with P (C) being the probability for one configuration. No computer can ever

complete such a calculation, because it takes too much computer time. A Monte-

Carlo simulation replaces the sum over all configurations by a representative, but

smaller set. We can get this sample by two different ways.

Simple sampling, where each configuration is chosen randomly and entirely

by chance, such that each configuration has the same probability of being chosen

at any stage during the sampling process.

Importance sampling, where a probability factor is included in the choice of

the configurations, because some configurations have more impact or are more

likely. If these ”important” values are emphasised by sampling more frequently,

then the estimator variance can be reduced.

For importance sampling the expectation value of an observable is given by

〈O〉 = lim
N−→∞

1

N

N∑

n=1

O(Cn) , (5.2)

with Cn, being the nth configuration. The statistical error of the result is propor-

tional to 1/
√
N . The exact result is obtained for N −→ ∞.

5.1.2 Markov chain

We want to find the configuration Cn. The idea is to start from some arbitrary

configuration C0 and construct a sequence of configurations, with a certain prob-

ability distribution. This sequence is called Markov chain, which leads to

C0 −→ C1 −→ C2 −→ C3 −→ ... . (5.3)

The transition from Ci to Ci+1 is called an update. Later in Sec. 5.3, an ac-

cept/reject step will be included, which leads to the Metropolis algorithm. A
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Markov process is characterised by transition amplitudes T , between only two

points in configuration space. Its definition is

T (C ′|C) = W (C(n) = C ′|C(n−1) = C) . (5.4)

The transition probability has to fulfill the two equations

0 ≤ T (C ′|C) ≤ 1 , (5.5)

∑

C′

T (C ′|C) = 1 . (5.6)

The probability to hop into a configuration Cn, has to be the same as hopping

out of it. So, the corresponding equation which satisfies this statement is the

balance equation, which reads

∑

C

T (C ′|C) P (C) =
∑

C

T (C|C ′) P (C ′) . (5.7)

A solution of (5.7) is the requirement of

T (C ′|C) P (C) = T (C|C ′) P (C ′) , (5.8)

the so-called detailed balance condition. The Markov chain has to be ergodic, i.e.,

every configuration in the configuration space can be reached in a finite number

of steps.

5.1.3 The reweighting algorithm for the Gross-Neveu

model

For this case the Monte-Carlo method becomes pretty simple. Each configuration

depends just on the scalar field Φ. One generates the configurations according to

the Gaussian distribution

P ∝ 1√
2π

e−Φ2/2 . (5.9)

The approximation of the expectation value of an observable (Nf = 1) is then

given by

〈O〉Φ =

∑N
i=1 det(M [Φ])i O[M [Φ],Φ]i∑N

i=1 det(M [Φ])i
. (5.10)
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This is a re-weighting of the distributed scalar fields with the fermion determinant,

which means we also have to compute the det(M [Φ]). Later, in the analysis we

have to reintroduce the determinant in the calculations of the correlation matrix.

So the evaluation becomes a little bit more difficult than just summing up all N

measurements.

5.2 Techniques for dynamical Fermions

The strategy of Sec. 5.1 included the fermion determinant with a re-weighting

technique, and did not take into account the fermion dynamics in the algorithm.

However, the calculation of dynamical fermions is much more challenging, than

a quenched (detM [Φ] = 1) calculation, or the above mentioned reweighting

technique. The problem is that the fermion determinant is a functional of the

gauge field (in QCD), and so has to be computed new for every configuration.

Usually the Dirac operator is a huge matrix with N = 12|Λ| rows and columns,

where |Λ| is the number of lattice points, and the factor 12 is the product of

color and Dirac indices (for 4-d QCD). This means high computational costs!

Furthermore the determinant is very small for most configurations generated with

only the scalar action (GN model). Thus one should include the determinant in

the generation of the Φ. The methods discussed now implement this strategy.

Pseudofermion fields

There exists an equivalence between fermionic and bosonic Gaussian integrals.

This similarity has led to the introduction of the so-called pseudofermions, which

are bosons with the same number of degrees of freedoms as the fermionic variables.

The central idea is to replace the fermion determinant by a Gaussian integral of

a bosonic field. We use again γ5-hermiticity and obtain

det[M ]2 = det[M ] det[M ] det[γ5
2] = det[M ] det[γ5] det[M ] det[γ5]

= det[M M †] = π−N
∫

D[αR] D[αI ] e
−α†(M M†)−1α . (5.11)

Because the fermion determinant can be written as an integral over the Grassman
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variables, see (4.28), it follows

∫
D[ψ] D[ψ] e−ψ1Mψ1−ψ2Mψ2 = π−N

∫
D[αR] D[αI ] e

−α†(M M†)−1α . (5.12)

We here have assumed two mass-degenerate flavors. The number of fermions has

to be even because we want to guarantee positivity in order to have convergence

for the integral. The problem is that the fermion determinant is highly non

local. This means if we change the scalar fields Φ at a single point, the change

of (M [Φ]M †[Φ])−1 may be large and the change of the action is too big to be

accepted. In the next step we explain how to get rid of this problem.

5.3 Hybrid Monte-Carlo algorithm

If we update a bosonic field, in our case the scalar field Φ, this step has two parts.

In the first one, a reasonable suggestion for the change has to be made. This

leads to a selection probability factor T0(Φ
′|Φ). The second step is a Metropolis

accept/reject step as announced in Sec. 5.1.2, with the acceptance probability

TA(Φ′|Φ). This leads to the complete transition probability

T (Φ′|Φ) = TA(Φ′|Φ) T0(Φ
′|Φ) . (5.13)

But first it has to be discussed how to come to a configuration Φ′.

5.3.1 The molecular dynamics leapfrog evolution

The basic idea is to introduce for the scalar field Φ a corresponding momentum P ,

(for simplicity we suppress the lattice index). We write the vacuum expectation

value of an observable as

〈O〉Φ =

∫
D[Φ] exp (−S[Φ]) O[Φ]∫
D[Φ] exp (−S[Φ])

=

∫
D[Φ] D[P ] exp (−P 2

2
− S[Φ]) O[Φ]

∫
D[Φ] D[P ] exp (−P 2

2
− S[Φ])

= 〈O〉Φ,P . (5.14)

The Gaussian integral over P can be solved, so that the two factors in the de-

nominator and the numerator cancel. The two forms are equivalent. But now
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the new form represents a microcanonical ensemble with the Hamiltonian of a

classical system,

H [Φ, P ] ≡ 1

2
P 2 + S[Φ] . (5.15)

The advantage here is that if we evolve the Hamiltonian using the canonical

equations, the energy stays constant for all times, and thus the new configurations

Φ′ and P ′ are always accepted,

H [Φ, P ] = H [Φ′, P ′] . (5.16)

In reality numerical errors occur in the evolution, so that the configurations (Φ, P )

do not all lie on the same hypersurface of constant energy.

The classical equations of motion are

Ṗ = −∂H
∂Φ

= −∂S
∂Φ

,

Φ̇ = −∂H
∂P

. (5.17)

The leapfrog evolution consists of evolving Φ in n steps, with stepsize ǫ, and the

conjugate momenta by starting with a half-step ǫ/2, and (n − 1) full steps, and

a final half step. The prescription for the evolution is as follows:

1 : P (n)(x) −→ P (n+ 1
2
)(x) = P (n)(x) − f [Φ(n)](x)

ǫ

2

2 : Φ(n)(x) −→ Φ(n+1)(x) = Φ(n)(x) + P (n+ 1
2
)(x)ǫ

3 : P (n+ 1
2
)(x) −→ P (n+1)(x) = P (n+ 1

2
)(x) − f [Φ(n+1)](x)

ǫ

2
, (5.18)

where f [Φ](x) = −Ṗ (x).

5.3.2 Implementing HMC for the Gross-Neveu model

For the following discussion we assume two dynamical flavors of quarks. The

scalar field Φ and the pseudofermion fields α are distributed with the Boltzman

weight

exp (−S[Φ, α]) , S[Φ, α] = S[Φ] − α†(M M †)−1α . (5.19)

The pseudofermion fields α are updated by generating a complex vector χ,

and setting α = Mχ. χ is distributed according to the Gaussian distribution
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exp (−χ†χ). The expectation value of the observable including now the dynami-

cal behaviour of the quarks is

〈O〉 =

∫
D[Φ] e−S[Φ] (detM [Φ])2n O[Φ]∫
D[Φ] e−S[Φ] (detM [Φ])2n

n=1
=

∫
D[Φ] D[α] e−S[Φ] e−α

†(M M†)−1α O[Φ]∫
D[Φ] D[α] e−S[Φ] e−α†(M M†)−1α

. (5.20)

The next step is the inclusion of the conjugate momenta P as in Eq. (5.14). For

the evolution of P we need to know Ṗ . It is given by

Ṗ (x) = − ∂

∂Φ(x)

(
1

2

∑

y

Φ2(y) + α†(y) (M [Φ] M †[Φ])−1 α(y)

)

= −Φ(x) + α†(x)
[
M †−1

M−1 ∂M

∂Φ(x)
M−1 +M †−1 ∂M †

∂Φ(x)
M †−1

M−1
]
α(x)

= −Φ(x) + v†
[
M−1 ∂M

∂Φ(x)
+

∂M †

∂Φ(x)
M †−1

]
v

= −Φ(x) +
∑

y,z,w

v†(y)
[
M−1(y, z)

∂M(z, w)

∂Φ(x)
+
∂M †(y, z)

∂Φ(x)
M †−1

(z, w)
]
v(w)

= −Φ(x) +
√
g
∑

y,z,w

v†(y) M−1(y, z) δz,xδw,x v(w)

+
√
g
∑

y,z,w

v†(y) δy,xδz,x M
†−1

(z, w) v(w)

= −Φ(x) +
√
g
∑

y

v†(y) M−1(y, x) v(x) +
√
g
∑

w

v†(x) M †−1

(x, w) v(w)

= −Φ(x) + 2
√
g Re

∑

w

v†(w) M †−1

(x, w) v(w)

= −f [Φ](x) , (5.21)

where v = M [Φ]−1α and ∂M(z,w)
∂Φ(x)

=
√
g 1 δx,zδx,w.

The complete HMC algorithm then becomes

1. Start, e.g., with Φ = 0 (coldstart).

2. Generate the pseudofermion field α[Φ], with α[Φ] = M [Φ]χ.

3. Generate P according to the distribution P [P ] = exp (−
∑

x P (x)2/2).
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4. Make a leapfrog evolution using Eq. (5.18), where f [Φ(n)] is given by

Eq. (5.21). It is convenient to rewrite the leapfrog evolution.

The first half-step of P and full-step of Φ is given by

P ( 1
2
)(x) = P (0)(x) − f [Φ(0)](x)

ǫ

2
,

Φ(1)(x) = Φ(0)(x) + P ( 1
2
)(x)ǫ . (5.22)

The trick is that we now can start to recursively insert the steps. This

evolution will be repeated n = 1, ..., nsteps − 1 times, with nsteps being the

number of steps made for one trajectory,

P (n+ 1
2
)(x) = P (n− 1

2
)(x) − f [Φ(n)](x)ǫ ,

Φ(n+1)(x) = Φ(n)(x) + P (n+ 1
2
)(x)ǫ . (5.23)

At the end there is one last half-step

P (n+1)(x) = P (n+ 1
2
)(x) − f [Φ(n+1)](x)

ǫ

2
. (5.24)

5. Do the Metropolis accept/reject step at the end of the trajectory:

The random number r is r ∈ [0, 1]. Compute ρ ∈ [0,∞)

ρ =
exp (−P ′2/2 − V [Φ′])

exp (−P 2/2 − V [Φ])
, (5.25)

with

V [Φ] =
Φ2

2
+ α† [M [Φ]M †[Φ]]−1 α . (5.26)

If r ≤ ρ accept Φ′ and P ′ as the new configuration, else go back to step 2.

and generate a new pseudofermion field α.

For each trajectory the field α depends on Φ, i.e., α = α[Φ].

For the actual calculation the scalar field Φ has to be brought into equilibrium.

After that, we can generate, starting from the equilibrium configuration, new

configurations Φ. At the end, we get a set of configurations Φ, which we can use

for computing the expectation values (5.2).



Chapter 6

Interpolators and their

symmetries

In this work we want to compute the masses of ground and excited states. The

first thing we have to do is to build particle interpolators O,O† for the correlation

function. These interpolators annihilate and create the particle states we want

to analyse.

A particle interpolator has the basic form

O(t) =
1

Lx

∑

x

ψ(x, t) Γ ψ(x, t) . (6.1)

Γ is one of the Dirac matrices (Pauli matrices in 2d) and the sum over the spatial

coordinate x projects to zero momentum (see below).

The correlation functions we want to compute are

Cij(t) = 〈Oi(t)Oj(0)†〉 − 〈Oi(t)〉〈Oj(0)†〉 . (6.2)

There are many possible interpolators Oi we can construct, since there are many

combinations of quantum numbers such as spin, parity, charge conjugation, flavor

content, etc. In the 1 + 1-dimensional Gross-Neveu model we obtain just two

different types of interpolators. One type with positive parity and one set with

negative parity. A list of all used interpolators will be given below. The symmetry

transformations for some example interpolators are given in Section 6.3.

In order to fill the correlation matrix with its entries we have to compute

every single matrix element. For this, we apply Wick’s theorem.

37
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6.1 Wick’s theorem

With this theorem [29] it is possible to calculate expectation values of the

fermionic spinor fields, using the fact that fermion fields are anti-commutating

Grassmann numbers. The formula reads

〈ηi1ηj1...ηinηjn〉F =
1

ZF

∫ N∏

k=1

dηkdηkηi1ηj1...ηinηjn exp

(
N∑

l,m=1

ηlMlmηm

)

= (−1)n
∑

P (1,2,...,n)

sign(P )(M−1)i1jP1
(M−1)i2jP2

...(M−1)injPn
. (6.3)

For better understanding we give an example of the application of Wick’s theorem.

We compute the expectation value

〈O1(t)O2(0)†〉 , (6.4)

with

O1(t) =
1

Lx

∑

x

〈
ψα(x, t) (γ5)αβ ψβ(x, t)

〉
, (6.5)

and

O2(0)† =
1

Ly

∑

y

〈
ψγ(y, 0) (γ5)γδ ψδ(y, 0)

〉†
. (6.6)

Then Eq. (6.3) turns into

1

Lx

1

Ly

∑

x,y

〈
(ψα(x, t) (γ5)αβ ψβ(x, t)) (ψγ(y, 0) (γ5)γδ ψδ(y, 0))†

〉

= − 1

Lx

1

Ly

∑

x,y

〈
(ψα(x, t) (γ5)αβ ψβ(x, t)) (ψδ(y, 0) (γ5)δγ ψγ(y, 0))

〉

= − 1

Lx

1

Ly

∑

x,y

〈
M−1(x, t|x, t)βα M−1(y, 0|y, 0)γδ (γ5)αβ (γ5)δγ

〉

+
1

Lx

1

Ly

∑

x,y

〈
M−1(y, 0|x, t)γα M−1(x, t|y, 0)βδ (γ5)αβ (γ5)δγ

〉
.

(6.7)

This is the entry of one matrix element we have to compute. The example is for

a rather simple interpolator. In the simulation also more complex ones are used,

which, however, can be treated in a similar way.
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For the correlators we also need to evaluate the conjugate interpolator. The

general formula for this reads

O†(x, t) = [ ψ(x, t) Γ ψ(x, t) ]†

= [ ψ(x, t)† γ2 Γ ψ(x, t) ]†

= ψ(x, t)† Γ γ2 ψ(x, t)

= ± (ψ(x, t) Γ ψ(x, t)) , (6.8)

with

sign =

{
+ for Γ = γ2,1

− for Γ = γ1, γ5 .
(6.9)

6.2 Derivative sources

It is now possible to create an interpolator with fields ψ(x + n, t), ψ(x + n, t).

This means, we go along the x direction a number of neighbours n, away from

the central point x of the interpolator. If the number n is equal to zero the

fermion fields ψ̄ and ψ are located at the same point and we are back at the

simple interpolator (6.1).

In general, all interpolators which have the same quantum numbers describe

the same state. However, some interpolators will be more relevant than others.

The overlap between the interpolating fields and physical states can be improved

by using more realistic spatial wave functions. Using the above introduced shift-

ing, we construct more general interpolators, such as

O(x, t) =
∑

x+n1,x+n2

f(x; x+ n1, x+ n2)α1,α2 ψ(x+ n1, t)α1 ψ(x+ n2, t)α2 . (6.10)

f(x; x + n1, x + n2) is the spatial distribution function, which combines the

fermionic fields ψ(x+ n1, t) with ψ(x+ n2, t) at spatial positions x+ n1, x+ n2

in the vicinity of x. By setting f to

f(x; x+ n1, x+ n2)α1,α2 = δ0,n1δα0α1 Γα0β0 δ0,n2δβ0α2 , (6.11)

we get back the local interpolator

O(x, t) = ψ(x, t)α0 Γα0β0 ψ(x, t)β0 . (6.12)
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A more realistic interpolator is obtained by not choosing a point-like source with

all fields at a single spatial point. Instead we distribute them among several

lattice sites, thus allowing at least a simple spatial wave function.

Furthermore it is possible to have a relative minus sign between the displaced

fields which gives rise to a derivative source. Thus, combinations with a plus and

with a minus sign inbetween are possible. If we are using a derivative source, a

γ1 has also to be inserted because it means a derivation in the spatial 1̂ direction.

Hence, the correct construction for derivative sources is

γ1 [ψ(x+ n, t) − ψ(x− n, t)] . (6.13)

Combining different choices for the Dirac matrix Γ with various shifted and

derivative sources we come up with the following list of interpolators.

List of negative parity interpolators

O1(t) = ψ(x+ n, t) γ5 ψ(x− n, t) (6.14)

O2(t) = ψ(x+ n, t) γ1 ψ(x− n, t)

O3(t) =
1

2
ψ(x, t) γ5 [ψ(x+ n, t) + ψ(x− n, t)]

O4(t) =
1

2
ψ(x, t) γ1 [ψ(x+ n, t) + ψ(x− n, t)]

O5(t) =
1

4
[ψ(x+m, t) + ψ(x−m, t)] γ5 [ψ(x+ n, t) + ψ(x− n, t)]

O6(t) =
1

4
[ψ(x+m, t) + ψ(x−m, t)] γ1 [ψ(x+ n, t) + ψ(x− n, t)]

O8(t) =
1

4
[ψ(x+m, t) + ψ(x−m, t)] [ψ(x+ n, t) − ψ(x− n, t)]

O9(t) =
1

4
[ψ(x+m, t) − ψ(x−m, t)] γ5 [ψ(x+ n, t) − ψ(x− n, t)]

O10(t) =
1

4
[ψ(x+m, t) − ψ(x−m, t)] γ1 [ψ(x+ n, t) − ψ(x− n, t)]

The positive parity interpolators turn out to not decay exponentially and instead

correspond to a condensate. Thus we do not give a full list of interpolators.
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6.3 Symmetries and quantum numbers

Let us now discuss the discrete symmetries parity P, time reflection T and charge

conjugation C of the interpolators used in our simulation. The quantum number

J, which stands for the angular momentum, does not exist in 1 + 1 dimensions,

since there is just one spatial direction.

In order to check the quantum numbers of the interpolators one has to perform

discrete symmetry transformations.

6.3.1 Parity

The parity transformation P acts on our lattice fields as follows,

ψ(x, t)
P−→ ψ(x, t)P = γ2 ψ(−x, t) , (6.15)

ψ(x, t)
P−→ ψ(x, t)P = ψ(−x, t) γ2 . (6.16)

It is obvious that the sign of the spatial coordinate x is flipped. In order to

construct an eigenstate of P we need to project to zero momentum. The general

form of a Fourier transformation is

f̂(p) =
1

Lx

∑

x

e−ipxf(x) , (6.17)

and for zero momentum it is

f̂(p = 0) =
1

Lx

∑

x

f(x) . (6.18)

For the check of the quantum numbers we use the following important relation:

σiσj + σjσi = 0 . (6.19)

The σi are the Pauli matrices which are the 2-dimensional representation of the

Dirac matrices γi, see App. B. The transformations for our operators are (our

first example is a pseudoscalar and Γ = γ5):

• O(t) =
∑

x ψ(x, t) γ5 ψ(x, t)
P−→ O(t)P
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O(t)P =
∑

x

ψ(−x, t) γ2γ5γ2 ψ(−x, t)

= −
∑

x

ψ(−x, t) γ5 ψ(−x, t)

= −
∑

y

ψ(y, t) γ5 ψ(y, t) = −O(t) , (6.20)

with the substitution −x = y. Thus we see that the pseudoscalar has negative

parity as expected of course.

For an operator with displaced ψ’s we obtain in a similar way:

• O(t) =
∑

x ψ(x, t) γ5
1
2
[ψ(x+ n, t) + ψ(x− n, t)]

O(t)P =
∑

x

ψ(−x, t) γ2γ5γ2
1

2
[ψ(−x − n, t) + ψ(−x+ n, t)]

= −
∑

y

ψ(y, t) γ5
1

2
[ψ(y − n, t) + ψ(y + n, t)]

= −
∑

y

ψ(y, t) γ5
1

2
[ψ(y + n, t) + ψ(y − n, t)] = −O(t) . (6.21)

Additionally for an operator with a derivative source we find:

• O(t) =
∑

x ψ(x, t) γ5γ1
1
2
[ψ(x+ n, t) − ψ(x− n, t)]

O(t)P =
∑

x

ψ(−x, t) γ2γ5γ1γ2
1

2
[ψ(−x− n, t) − ψ(−x+ n, t)]

=
∑

y

ψ(y, t) γ5γ1
1

2
[ψ(y − n, t) − ψ(y + n, t)]

= −
∑

y

ψ(y, t) γ5γ1
1

2
[ψ(y + n, t) − ψ(y − n, t)] = −O(t) . (6.22)

Thus, all types of operators we use in the pseudoscalar channel have negative

parity as expected. For the scalar interpolators the determination of the parity

(they have positive parity) works the same way. A full list of the quantum

numbers is found in Table 6.1.



6.3. Symmetries and quantum numbers 43

state PC Γ

positive parity ++ 1, γ2

negative parity −− γ5, γ1

Table 6.1: Overview of the quantum numbers of our interpolators. Positive

parity states always have C = +1, while negative parity states have C = −1.

The Γ we have is augmented with an additional γ1 for each derivative source

(compare the list of interpolators (6.14)).

6.3.2 Time reflection

In Euclidean space parity and time reflection are completely equivalent. For

completeness, the time reflection acts on our spinors as

ψ(x, t)
T−→ ψ(x, t)T = γ1 ψ(x,−t) , (6.23)

ψ(x, t)
T−→ ψ(x, t)T = ψ(x,−t) γ1 . (6.24)

6.3.3 Charge conjugation

The charge conjugation C (see Appendix B) acts on our spinor fields and trans-

forms particles and anti-particles in the following way,

ψ(x, t)
C−→ ψ(x, t)C = C−1 ψ(x, t)T ,

ψ(x, t)
C−→ ψ(x, t)C = −ψ(x, t)T C . (6.25)

C is the charge conjugation matrix, which acts only on the Dirac indices. The

matric C obeys the relation

CγµC
−1 = −γTµ . (6.26)

In our representation C is given by C = iγ2. We will now show the result of a

charge conjugation on an interpolator which stays invariant (projection to zero

momentum is omitted here for notational convenience):

• O(t) =
∑

x ψ(x, t) 1 ψ(x, t)
C−→ O(t)C
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O(t)C = −
∑

x

ψ(x, t)T CC−1 ψ(x, t)T

= −
∑

x

ψ(x, t)Tψ(x, t)T =
∑

x

ψ(x, t)ψ(x, t) = O(t) . (6.27)

An example for a charge conjugation of a pseudoscalar interpolator is:

• O(t) =
∑

x ψ(x, t) γ5 ψ(x, t)
C−→ O(t)C

O(t)C = −
∑

x

ψ(x, t)T Cγ5C
−1 ψ(x, t)T

=
∑

x

ψ(x, t)T CγT5 C
−1 ψ(x, t)T

= −
∑

x

ψ(x, t) γ5 ψ(x, t) = −O(t) . (6.28)

Here we used the relation (6.26). As one can see, under charge conjugation this

interpolator gets a minus sign. Our last example is a negative parity interpolator

with a displaced source:

• O(t) = 1
2

∑
x ψ(x, t) γ5 [ψ(x+ n, t) + ψ(x− n, t)]

O(t)C = −1

2

∑

x

ψ(x, t)T Cγ5C
−1 [ψ(x+ n, t)T + ψ(x− n, t)T ]

=
1

2

∑

x

ψ(x, t)T γT5 [ψ(x+ n, t)T + ψ(x− n, t)T ]

= −1

2

∑

x

[
ψ(x+ n, t) γ5 ψ(x, t) + ψ(x− n, t) γ5 ψ(x, t)

]

= −1

2

∑

y

ψ(y, t) γ5 [ψ(y + n, t) + ψ(y − n, t)]

= −O(t). (6.29)

In the first term we substituted y = x + n and in the second y = x − n. From

the result we see that the interpolator O(t) transforms into −O(t).

The symmetry transformations will not be presented for all interpolators we

use, but a list of the quantum numbers is given in Table 6.1. The positive parity

interpolators always have C = +1, while the negative parity is tied to C = −1.

We finally mention that the action (2.10) is invariant under all the three trans-

formations. The time reflection plays an important role for the reconstruction of
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the Hilbert space for the Minkowski theory. For that it is also important to im-

pose anti-periodic temporal boundary conditions for the fermions. That is why we

set the boundary conditions anti-periodic in time in our numerical calculations.





Chapter 7

Excited state spectroscopy

So far we have prepared the ground for computing excited states. We know the

model, how to produce different configurations of the scalar field Φ, and how to

compute the raw data out of the correlation matrix C(t)ij . Now we discuss how

to extract the masses of the excited states from the correlation matrix.

Spectroscopy of excited states is not a trivial task. In Hilbert space a corre-

lator is an infinite sum of exponentials.

C(t) = a0 e
−tE0 + a1 e

−tE1 + ... , (7.1)

with E0 < E1 < E2 ... being the energy levels of the states. The leading expo-

nential involves the ground state energy E0, while the excited levels E1, E2, ...

appear only as subleading terms.

7.1 The variational method

The tool we are going to use is the variational method [2, 3]. The key idea is,

as outlined in the previous chapter, to work with several linearly independent

interpolators Oi, i = 1, ..., r. These interpolators all have the same quantum

numbers corresponding to the state we want to construct. The correlation matrix

has the following form:

C(t)ij = 〈Oi(t)O
†
j(0)〉 i, j = 1, 2, ..., r . (7.2)

47
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The correlator has the spectral decomposition

C(t)ij =

∞∑

n=1

a
(n)
i a

(n)∗
j e−tEn , (7.3)

with

a
(n)
i = 〈0|Oi|n〉 . (7.4)

En denotes the energy of the state |n〉. In the analysis we first truncate the

spectral sum of the matrix after the r-th term, treating the omitted terms as a

perturbation. The truncated hermitian r × r matrix C̃(t) then is defined as

C̃(t)ij =
r∑

n=1

a
(n)
i a

(n)∗
j e−tEn . (7.5)

We assume that the coefficients a
(n)
i form a matrix of full rank. We consider now

the generalised eigenvalue problem

C̃(t) ~v (k) = λ(t)(k) C̃(t0) ~v
(k) . (7.6)

Following [30] we insert (7.5) in (7.6) and find

r∑

n=1

a
(n)
i ρ(n,k) [e−tEn − λ(t)(k) e−t0En] = 0 , (7.7)

with the coefficients

ρ(n,k) =
r∑

j=1

a
(n)∗
j v

(k)
j . (7.8)

Since the coefficients a
(n)
i have full rank, which means the determinant det(a

(n)
i )

does not vanish, the a
(n)
i are linearly independent. Furthermore this implies, that

a linear combination
∑

n αn ~a
(n) = 0 is not possible to realise non trivially, and

that this relation just holds for αn = 0. From this argument it follows that in our

case the αn are represented by

ρ(n,k) [e−tEn − λ(t)(k) e−t0En] = 0 ∀n . (7.9)

Let us assume that ρ(n,k) = 0 ∀k. This means that

n∑

j=1

a
(n)∗
j v

(k)
j = 0 ∀k . (7.10)
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The v
(k)
j also form a matrix of full rank. As a consequence the a

(n)∗
j have to be

zero, which is a contradiction to the full rank of a
(n)∗
j . This leads to the only

possible conclusion that ρ(n,k) 6= 0. So the term in the parentheses of (7.7) has to

be zero and hence the eigenvalues are given by

λ(t)(k) = e−E
(k)(t−t0) . (7.11)

By returning to the full matrix C(t), we have to add terms of O(exp (−tEr+1)).

As a matter of fact, in second order of perturbation theory also terms of

O(exp (−tEk)), k ≤ r reappear.

The complete eigenvalues of C(t) are then

λ(t)(k) = e−E
(k)(t−t0) [1 + O(e(−(t−t0)∆k))] , (7.12)

where Ek is the energy of the k-th state and ∆k is the energy difference to

neighbouring states.

As one can see, with the variational technique we have found a way to calculate

the groundstate as well as excited states, given by the corresponding eigenvalues.

In the next section we will discuss how to extract the mass out of the exponential.

7.2 Effective masses

The ground state energy can be computed by directly analysing the correlation

function without using the variational technique. In principle, it makes sense to

first just look on the lowest energy level of (7.5) - the ground state E0, to get an

impression of the behaviour of the used interpolators. If one takes into account

propagation forward in time t and backward (Lt − t), the correlator will show a

cosh-behaviour. For the ground state it leads to

C(t) = a0 e
−tE0 + a0 e

−(Lt−t)E0 = 2 a0 e
−Lt

E0
2 cosh

((Lt
2

− t
)
E0

)
. (7.13)

C(t) can either be a simple correlator or any entry of the correlation matrix.

Naively one can define an effective mass as

meff

(
t+

1

2

)
= ln

C(t)

C(t+ 1)
. (7.14)
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Figure 7.1: We show the diagonal entries Cii(t) of the correlation matrix (a) and

the corresponding effective masses (b) for a 16 × 48 lattice , with g = 0.05, m =

0.05 and Nf = 2. The correlation matrix has been built out of 5 interpolators,

which can be looked up in the list of Eq. (6.14). In our simulation we used a

set with m = n = 3 (O1, ... O10) and a set with m = 4, n = 2 (O11, ... O20).

All diagonal entries of the correlation matrix have a cosh-behaviour. This look

at the correlation matrix gives us an idea which interpolators couple to higher

excitations.

If one respects periodicity in time according to Eq. (7.13), one can also consider

C(t)

C(t+ 1)
=

cosh(meff(t− Lt

2
))

cosh(meff(t+ 1 − Lt

2
))
, (7.15)

and compute meff numerically from this relation, as has been done in Fig. 7.1.

This means one has to search for which value of meff the following equation holds

C(t) cosh(meff(t+ 1 − Lt/2)) − C(t+ 1) cosh(meff(t− Lt/2)) = 0 . (7.16)

The same strategy for defining effective masses can be applied to the eigenvalues

of the correlation matrix, and, e.g., for the simple definition we obtain

meff,k(t, t0) = ln
λk(t, t0)

λk(t+ 1, t0)
. (7.17)

The computation of the effective mass out of this formula, is reflected in Fig. 7.2.
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Figure 7.2: These two plots show the same as in Fig. 7.1, just with the difference,

that the effective mass plateaus (b) have been computed from the eigenvalues of

plot (a). By using the variational technique we get here 5 well separated plateaus.

Now we have everything we need, the only missing thing is a fit, to get the

mass value of the ground state and the k excited states out of the plot. The

effective masses discussed above are an important tool to determine the range of

t-values for the fit.

7.3 Fit of the correlator

Consider a fit for the ground state mass. The excited masses will work in the

same way. For our two-parameter fit we have to determine the parameters A and

m in the fit function fA,m(t) such that the χ2-functional is minimised,

χ2 =

tmax∑

t=tmin

(C(t) − fA,m(t))2 . (7.18)

C(t) can either be a simple correlator or one of the eigenvalues of the correlation

matrix. The summation runs over the minimum and maximum fit ranges, which

can be read off directly from the effective mass plateaus. Our proposal for the

fit-function will be

fA,m(t) = A cosh((Lt/2 − t) m) or fA,m(t) = A exp(−t m) . (7.19)
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Here we discuss the calculation for the cosh-ansatz. The extremum condition

implies
∂χ2

∂A
= 0 and

∂χ2

∂m
= 0 . (7.20)

The amplitude A can be computed in closed form as

A =

∑
tC(t) cosh((Lt/2 − t) m)∑
t cosh2((Lt/2 − t) m)

. (7.21)

The second step is to insert A into Eq. (7.18). This leads to the following expres-

sion

χ2 =

tmax∑

t=tmin

(
C(t)−

∑
t′ C(t′) cosh((Lt/2 − t′) m)∑

t′ cosh2((Lt/2 − t′) m)
cosh((Lt/2−t)m)

)2

. (7.22)

This gives rise to a transcendental equation which must be solved numerically

to obtain m. The method can be applied to either a correlator or one of the

eigenvalues, giving rise to either only the ground state mass or the ground- and

excited states corresponding to the eigenvalues used.



Chapter 8

Evaluation of the data - results

This chapter presents the results which have been obtained out of the numeri-

cally produced raw data. The techniques for preparing the raw data have been

explained in the last chapters. Especially Chapters 6 and 7 provide us on the one

hand with the used interpolators and their symmetries, and on the other hand

with the variational method for gaining the effective masses.

As a reminder we again list the interpolators used:

O1(t) = ψ(x+ n, t) γ5 ψ(x− n, t) (8.1)

O2(t) = ψ(x+ n, t) γ1 ψ(x− n, t)

O3(t) =
1

2
ψ(x, t) γ5 [ψ(x+ n, t) + ψ(x− n, t)]

O4(t) =
1

2
ψ(x, t) γ1 [ψ(x+ n, t) + ψ(x− n, t)]

O5(t) =
1

4
[ψ(x+m, t) + ψ(x−m, t)] γ5 [ψ(x+ n, t) + ψ(x− n, t)]

O6(t) =
1

4
[ψ(x+m, t) + ψ(x−m, t)] γ1 [ψ(x+ n, t) + ψ(x− n, t)]

O8(t) =
1

4
[ψ(x+m, t) + ψ(x−m, t)] [ψ(x+ n, t) − ψ(x− n, t)]

O9(t) =
1

4
[ψ(x+m, t) − ψ(x−m, t)] γ5 [ψ(x+ n, t) − ψ(x− n, t)]

O10(t) =
1

4
[ψ(x+m, t) − ψ(x−m, t)] γ1 [ψ(x+ n, t) − ψ(x− n, t)]

As can be seen, there exists no operator O7. This is because we removed an

interpolator from our original list due to wrong quantum numbers, but kept the

numbers assigned to the other interpolators. m and n denote the relative shifts

53
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in spatial direction. In our simulation we used a set with m = n = 3 (O1, ... O10)

and a set with m = 4, n = 2 (O11, ... O20). All interpolators are projected to

vanishing total momentum by summing over x. This specifies a complete set of

18 interpolators we are studying, and we refer to this numbering in the following

plots. Our statistics is typically 400 configurations for each set of parameters

(lattice size L, coupling constant g and bare mass m). We here always discuss

the plots only for Nf = 2 flavors, since the dependence of the number of flavors

will be addressed separately in Sec. 8.8.

8.1 Diagonal correlators

An important tool for analysing the behaviour of all interpolators is to directly

look at the diagonal entries of the correlation matrix. It can give us a hint which

interpolator will probably couple to higher excited states. For that analysis it is

also very interesting to look at a rather long time evolution t.

As one can see in Fig. 8.1(a), the interpolators with a relative minus sign

(derivative interpolators) show a steeper slope compared to the interpolators with

a relative plus sign, indicating that they strongly couple to excitations. We stress,

however, that also the derivative interpolators couple to the ground state as can

be seen in the effective mass plots 8.1(b). They show a second plateau at the

ground state mass for large values of t. Interpolator O18 even seems to couple to

a higher excited state, but settles at the ground state beyond t ≈ 13.

These two plots indicate that if we want to find higher excited states, we

always should include derivative sources in our correlation matrix. Especially

O18 should be included, since it couples to an even higher state.

8.2 Effective mass plateaus

We now present a few effective mass plateaus to get an idea of the dependence of

the fit mass on the bare mass. In our calculations we use the 4 values m = 0.01,

0.05, 0.1, 0.2 for the bare mass for each value of g.

In Fig. 8.2 and Fig. 8.3 we compare the plateaus for the two coupling constants

g = 0.01 and g = 0.1. Apparently, in both plots the excited states are quite

insensitive to a change of the bare massm. Only the ground state varies somewhat



8.2. Effective mass plateaus 55

0 3 6 9 12 15 18 21 24 27 30
t

10
-12

10
-10

10
-8

10
-6

10
-4

10
-2

m
ag

ni
tu

de
 o

f 
th

e 
co

rr
el

at
or

(a) Cii(t)

0 3 6 9 12 15 18 21 24 27 30
t

0

0.5

1

1.5

E
ff

ec
tiv

e 
m

as
se

s 
- 

am

1st correlator
2nd correlator
3rd correlator
4th correlator
5th correlator
6th correlator
8th correlator
9th correlator
10th correlator
13th correlator
14th correlator
15th correlator
16th correlator
18th correlator
19th correlator
20th correlator

(b) Effective masses

Figure 8.1: We show the diagonal entries Cii(t) of the correlation matrix and

the corresponding effective masses for a 16 × 64 lattice, with g = 0.05, m = 0.05

and Nf = 2.

stronger. The effect of the increasing coupling constant g comes not out quite

clearly here. In Section 8.4 the connection should be seen better in a different

kind of plot.

For the final analysis the effective masses are computed from Eq. (7.17), i.e.,

out of the eigenvalues of the correlation matrix C(t). Thus, it makes sense to look

also directly at the eigenvalues λ(t), which are plotted in Fig. 8.4 and 8.5. They

mirror what we can already see in the effective mass plots of Fig. 8.2 and 8.3.

The steeper slope corresponds to the higher excited states, which consequently

have shorter plateaus.

It is interesting to observe in Fig. 8.4 and Fig. 8.5, that the propagators

running forward in time, mix with the contributions of the propagators running

backward in time. It comes to the formation of shoulders within the eigenvalues.

From that we can see that the separation of the different physical states into

distinct eigenvalues of the generalised eigenvalue problem works only for forward

propagation.
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Figure 8.2: Effective mass plots for the eigenvalues of the correlation matrix.

Lattice size L = 16 × 48, g = 0.01, m = 0.01, 0.05, 0.1, 0.2.
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Figure 8.3: Same as Fig. 8.2, now for g = 0.1.
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(b) m = 0.05
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(c) m = 0.1
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(d) m = 0.2

Figure 8.4: Plot of the eigenvalues corresponding to the effective masses of

Fig. 8.2. Lattice size L = 16 × 48, g = 0.01.
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(b) m = 0.1

0 3 6 9 12 15 18 21 24
t

10
-12

10
-11

10
-10

10
-9

10
-8

10
-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

N
or

m
al

iz
ed

 e
ig

en
va

lu
es

0th State
1st State
2nd State
3rd State
4th State

(c) m = 0.1
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(d) m = 0.2

Figure 8.5: Same as Fig. 8.4, now for g = 0.1.
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Figure 8.6: Example of effective mass plateaus for a bad choice of interpolators.

Lattice size L = 16 × 48, g = 0.05.

8.3 Choice of interpolators

In our calculations we produce the raw data for 18 interpolators. When we

correlate them, we only use a subset of those 18. The difficulty is now, to find

out which ones we should use in the final correlation matrix. In Sec. 8.1 we already

mentioned that a hint is given by looking at the diagonal of the correlation matrix

for all 18 interpolators. There one can check which interpolator couples to higher

excited states, and which one will probably not. This can be seen in Fig. 8.1(a),

where obviously only the interpolators with a derivative source couple to higher

excitations.

However, the leading criterion for the choice of interpolators in the correlation

matrix, is the quality of the effective mass plateaus, calculated out of the eigen-

values. If we find long plateaus, with a good quality, we know that our choice

has been a good one. For illustration purposes, we give an example of a poor

combination of interpolators in Fig. 8.6. Here we have combined 3, 5, 9, 13, 19,
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while the optimal choice consists of interpolators 3, 5, 8, 18, 19. These plateaus

are shaky with large error bars and can not be used in fits for the ground state

mass and the higher excited states masses. Additionally, although they are a

combination of five interpolators, they just form four plateaus, and those are not

very good.

Let us assume that we have found a good combination of interpolators, show-

ing 4 proper plateaus. An interesting fact is, that the plateaus are essentially

invariant under a change of the choice of the interpolators. It is always possible

to find another combination of interpolators which form plateaus at the same

position. The difference can just be seen in the fact, that sometimes, some inter-

polators have smaller error bars, and that are the ones we should of course use

in the final analysis.

In the whole, it is still not an easy task to find the best combinations. It is

a trial and error business with a little bit of gut feeling. And there is still the

open question, how many excited states, one really will get out of the correlation

matrix. Here, we always produced a ground state and 4 higher excited states.

But maybe, with another combination or more interpolators, one might be able

to extract even more states.

8.4 Mass dependence of the spectrum

After we have performed the fits of the different eigenvalues from now on we

denote the energy values as Mi, using M0 for the ground state, M1 for the first

excitation, etc.

An important question is how the spectrum depends on the mass parameter

m. In Fig. 8.7 we plot the masses of ground- and excited states as a function of

m. The individual plots display our results for various values of the coupling g. In

the figures we can observe that for a fixed coupling g, the spectrum is essentially

a linear function of m. The slope differs slightly for the different states.

We can furthermore conclude from Fig. 8.7, that with increasing g, the energy

values also increase. This can be seen by just comparing the mass value M0 =

0.0251(04) at the bare mass m = 0.01 with the coupling g = 0.01, while M0 =

0.2497(12) for g = 0.1. Obviously the ground state mass increases with g. Or,

if one looks, e.g., at the highest excited state with the bare mass m = 0.2, for
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Figure 8.7: Plot of the mass spectrum Mi versus the bare mass m compared

for 3 different values of the coupling constant g, for a 16 × 48 lattice.

g = 0.01 one finds M4 = 2.3097(02), while at g = 0.1 we have M4 = 2.3771(15).

8.5 Finite size effects - scattering states

If we want to find out about finite size effects, we have to produce data, for

different lattice sizes. We generated configurations for lattice sizes of 10 × 48,

14 × 48, 16 × 48, 18 × 48, 20 × 48 and 22 × 48.

Furthermore we varied the time extent and considered also a 16 × 64 lattice.

This lattice was for confirming that the operators which couple predominantly to

excited states still develop an effective mass plateau at the position of the ground
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Figure 8.8: Squares of mass versus inverse volume squared. Lattice size L =

16 × 48, g = 0.05 and m = 0.05.

state for sufficiently large t. This is indeed the case, as has been illustrated in

Fig. 8.1.

But now we are coming back again to the volume effects. Plotting the spec-

trum versus 1/L2, where L is the spatial extent of the lattice, shows some inter-

esting new results. Looking at Fig. 8.8, we see, that apparently, only the first

three excitations show a volume dependence. The ground state and the fourth

excited state, seem to be almost invariant under changes of the volume. Normally,

the bound states should show no volume dependence (up to exponentially small

corrections), as the ground state and the fourth excited state do. But scatter-

ing states, are volume dependent: In a finite box the relative momentum of two

scattering particles has to be a multiple of the Matsubara frequency 2π/L. This

implies that scattering states should show a volume dependence as we observe

for the first three excitations.

Following [3, 31, 32, 33] this volume dependence can be put on a quantitative

level. To correctly interpret and understand our energy spectrum, we have to

know something about the energy values of scattering states and their volume

dependence.

In a finite volume the particle momenta are quantised and therefore the energy
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spectrum of two particle states is discrete. The scattering phase shift δ(k), at a

momentum k, in a finite volume, is given in one dimension by

exp (2πin) exp (2iδ(k)) = exp (−ikL) , with n = 0, 1, 2, ... . (8.2)

L denotes the box size, thus the finite volume and the momentum k are related

to the energy W through

W = 2
√
m2 + k2 , (8.3)

where m is the mass of the scattered particles. Using Eq. (8.2) we can express

the momentum k as

k =
2πn

L
− 2δ(k)

L
, (8.4)

so that the energy becomes

W = 2

√
m2 +

4

L2
(πn− δ(k))2 . (8.5)

This is the energy of the scattering state in a finite volume. Thus in Fig. 8.8 and

the figures below, we plot

W 2 versus
1

L2
, (8.6)

and expect a linear behaviour.

In Fig. 8.9 we illustrate what happens with the wave function of our scattering

states when we put them into a finite box. The top curve corresponds to the plane

wave solution of the free case. The bottom curve shows the wave function where

an attractive potential is located near the origin. There the frequency is larger,

resulting in a phase shift at L/2.

As mentioned before, it seems that the ground state and the highest excited

state are no scattering states, since there is no volume dependence. But it looks

−L/2 L/20

Figure 8.9: Solution of the Schrödinger equation for the non-interacting case

V = 0 (top plot), and for a short range attractive potential (bottom plot).



64 Chapter 8. Evaluation of the data - results

0 0.002 0.004 0.006 0.008 0.01

1/L
2

0

1

2

3

4

5

M
i2

0th State
1st State
2nd State
3rd State

(a) Interpolator 3, 5, 8, 19

0 0.002 0.004 0.006 0.008 0.01

1/L
2

0

1

2

3

4

5

M
i2

0th State
1st State
2nd State
3rd State
4th State

(b) Interpolator 3, 5, 8, 18, 19

Figure 8.10: Comparison of the size dependence of 4 states and 5 states, for

g = 0.05 and m = 0.05.

as if the highest state is at least a little bit influenced by the volume. This is why

we need to study the highest state in more detail, and see what happens with it,

when we correlate instead of five interpolators, only four. Fig. 8.10 shows, that

the fifth state just vanishes, and as one can see in Fig. 8.10(a), the highest state

does not stabilise to a volume independent state. It rather stays a scattering

state.

Thus we cannot exclude that M4 is an artifact of the variational method

caused by the limited choice of our basis.

8.6 The eigenvectors of the eigenvalue problem

Until now, we have not used the eigenvectors of the generalised eigenvalue prob-

lem. Fact is, they are very interesting for us, because they are like fingerprints of

the states we are looking at. They can tell us, how the interpolators have to be

combined to obtain a particular state. Every state is then a well defined mixture

of the interpolators used for the correlation matrix.

As an example, we study a 4 × 4 matrix problem. We obtain out of the

eigenvalue problem 4 eigenvalues, which we sort according to their size. The

biggest eigenvalue corresponds to the ground state, the second largest to the first

excitation, etc. The corresponding eigenvectors each have 4 components. As we
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know, the correlation matrix has the form

C(t)ij = 〈Oi(t)Oj(0)†〉 . (8.7)

The generalised eigenvalue problem is given by

C(t)~v(a) = λ(a)C(t0)~v
(a) , (8.8)

where the superscript a denotes the ath state, which for our example has val-

ues a = 1, 2, 3, 4, and more generally a = 1, ..., n. The eigenvectors fulfill the

orthogonality relation

~v(a)†C(t0)~v
(b) = δab . (8.9)

We introduce new interpolators Õ defined as

Õ(a) =

4∑

i=1

v
(a)∗

i Oi , a = 1, 2, 3, 4 . (8.10)

The correlation matrix of the new interpolator is then given by

〈Õ(a)
i (t)Õ

(b)
j (0)†〉 =

∑

ij

v
(a)∗

i v
(b)
j 〈Oi(t)Oj(0)†〉

= ~v(a)†C(t)~v(b) = ~v(a)† λ(b)C(t0)~v
(b)

= λ(b) ~v(a)†C(t0)~v
(b) = λ(b)δab . (8.11)

The Õ(a) generate orthogonal states and are hence identified as the optimal ap-

proximation of the physical states.

Thus, if we plot the entries of the eigenvector ~v(a), we can see, how the state

number a is composed from the interpolators Oi. This means we can find out of

which interpolator the state has been mainly built.

In Fig. 8.11 we show the ground state and the excited states eigenvectors

as a function of t, for a 16 × 48 lattice. It is remarkable, that the entries of

the eigenvalues are almost independent of t and form perfect plateaus. These

plateaus display how the states are composed from the basis of interpolators.

The ground state in Fig. 8.11(a) is dominated by operators O3 and O5, whereas,

e.g., the highest excited state in Fig. 8.11(e) is a mixture of all interpolators.
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(a) Ground state eigenvector
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(b) 1st state eigenvector
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(c) 2nd state eigenvector
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(d) 3rd state eigenvector
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(e) 4th state eigenvector

Figure 8.11: Eigenvectors of a 16 × 48 lattice, for g = 0.01 and m = 0.05.
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Figure 8.12: Fit of the plots which show the volume dependence of the excited

states, each for g = 0.05.

8.7 Extrapolation of the mass spectrum

We are also interested in the extrapolation of the mass spectrum towards infinite

volume. Since we plot the inverse of the lattice extension squared, this means

extrapolation towards 1/L2 −→ 0.

In Fig. 8.12 the extrapolation of the states towards L −→ ∞ is shown for

two different masses. We use a two-parameter fit, y = a0 + a11/L
2, since there

is obviously a linear volume behaviour. The data are perfectly well described by

the linear fits which typically have χ2 ∼ 10−3.

An overview of the results of the two-parameter fit is given in Tab. 8.1 for

Nf = 2 flavors, and in Tab. 8.2 for Nf = 6 flavors. We also indicate whether the

state is a bound- or a scattering state. Only for the last state, the 5th one, this

identification is unclear.

For bound states the fit coefficient a0 has to be interpreted as the square of the

mass

a0 =
(
m(0)

)2
, (8.12)

while for scattering states it follows from Eq. (8.3) that

a0 = 4
(
m(i)

)2
, i = 1, 2, 3 , (8.13)

where m(i) is the mass of the scattering particles (assuming they are of equal

mass).
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m nth state a0 a1 quality

0.01 1 0.01745 0.12229 bound

2 0.05802 132.012 scattering

3 0.45086 336.958 scattering

4 1.44898 394.853 scattering

5 4.66675 58.191 unclear

0.05 1 0.04416 0.09183 bound

2 0.08283 132.174 scattering

3 0.46994 340.524 scattering

4 1.47780 401.113 scattering

5 4.78862 58.1538 unclear

0.1 1 0.08990 -0.02594 bound

2 0.12660 131.956 scattering

3 0.50763 343.545 scattering

4 1.52615 407.096 scattering

5 4.95379 52.8663 unclear

0.2 1 0.21718 -0.37262 bound

2 0.24879 130.996 scattering

3 0.62011 346.73 scattering

4 1.65776 414.556 scattering

5 5.36260 19.2968 unclear

Table 8.1: Table of the fit parameters a0 and a1 for the fit of the M2
i for Nf = 2.

Also a classification in bound and scattering states is given. The coupling constant

is g = 0.05, and m denotes the bare mass parameter.

We now study in a joint analysis both the mass m(0) from the ground state

as well as the masses m(i) which appear in the scattering states. The results are

listed in Tab. 8.3 for Nf = 2 flavors, and Tab. 8.4 for Nf = 6 flavors, and are

interpreted in Sec. 8.8.
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m nth state a0 a1 quality

0.01 1 0.17755 0.11031 bound

2 0.21177 131.328 scattering

3 0.57990 347.559 scattering

4 1.44900 450.770 scattering

5 5.25008 36.6036 unclear

0.05 1 0.23405 -0.11567 bound

2 0.26628 130.750 scattering

3 0.63078 348.204 scattering

4 1.50661 452.696 scattering

5 5.37933 32.4717 unclear

0.1 1 0.31618 -1.67491 bound

2 0.33536 132.254 scattering

3 0.70258 348.277 scattering

4 1.57804 455.918 scattering

5 5.58388 13.3954 unclear

0.2 1 0.48997 -1.05615 bound

2 0.51225 128.100 scattering

3 0.86843 346.822 scattering

4 1.74386 459.207 scattering

5 5.84917 19.4926 unclear

Table 8.2: Same as Tab. 8.1, now for Nf = 6.

8.8 Interpretation of the results

We produced data for the 3 different numbers of flavors Nf = 2, 4, 6. The eval-

uation of it shows, as can be seen in Fig. 8.13, that the effect of increasing the

number of flavors seems to be small. Obviously, the biggest effect is seen for the

ground state. The ground state mass increases with the number of flavors. The

higher excited states, stay more or less the same, with only a tiny increase of

their mass values. We plot the dependence also for different lattice sizes. An

exact analysis of the size effects is given in Sec. 8.5. Here, just an overview of

the different volumes for the 3 flavors is given. Moreover, Fig. 8.13 compares the
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m nth state a0 m(i)

0.01 1 0.01745 0.13208

2 0.05802 0.12044

3 0.45086 0.33572

4 1.44898 0.60187

0.05 1 0.04416 0.21014

2 0.08283 0.14390

3 0.46994 0.34276

4 1.47780 0.60786

0.1 1 0.08990 0.299835

2 0.12660 0.177902

3 0.50763 0.356240

4 1.52615 0.617688

0.2 1 0.21718 0.466026

2 0.24879 0.249392

3 0.62011 0.393737

4 1.65776 0.643770

Table 8.3: Table of the mass value m(i) calculated out of the fit parameter a0.

The coupling constant is g = 0.05, and m is the bare mass parameter. These

results are for Nf = 2.

two masses m = 0.01 and m = 0.2 with each other. We see once again, that the

ground state changes the most. The excited states, do not vary much.

In the previous Section 8.7 we have also extracted the masses m(i) of individual

particle excitations. The results of the mass values m(i), presented in Tab. 8.3

and Tab. 8.4, are now plotted as a function of the bare mass m in Fig. 8.14(a)

(Nf = 2) and Fig. 8.14(b) (Nf = 6). We see that allm(i) show a linear dependence

on the parameter m. It is interesting to observe that the state m(0) which comes

from the smallest value M0 (black line) is shifted upwards considerably for the

large value of Nf . Furthermore, m(0) shows a slope which is roughly twice as big

as the slope for the other masses.

The mass m(0) is mainly influenced by the three following aspects:

1. It comes from a state which shows no L-dependence,
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m nth state a0 m(i)

0.01 1 0.17755 0.42136

2 0.21177 0.23009

3 0.57990 0.38076

4 1.44900 0.60187

0.05 1 0.23405 0.48379

2 0.26628 0.25801

3 0.63078 0.39711

4 1.50661 0.61372

0.1 1 0.31618 0.56230

2 0.33536 0.28955

3 0.70258 0.41910

4 1.57804 0.62810

0.2 1 0.48997 0.69998

2 0.51225 0.35786

3 0.86843 0.46595

4 1.74386 0.66028

Table 8.4: Same as Tab. 8.3, now for Nf = 6.

2. it has a steeper slope as a function of m and

3. it shows a strong shift in Nf .

Thus, we conclude that m(0) is of different type than the m(i), i 6= 0. For the

clarification of the nature of this state further studies are in preparation.
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Figure 8.13: Plot of the flavor dependence of Mi compared for two different

masses and different lattice sizes, each for g = 0.05, the legend for each column

is only given in the uppermost figure.
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Figure 8.14: The plots show the dependence of the mass value m(i) on the bare

mass m for the coupling constant g = 0.05, compared for two different flavors

(the points are connected to guide the eye).



74 Chapter 8. Evaluation of the data - results

8.9 Table for the mass values

To give a brief overview, we present a table with values of Mi for different lattice

sizes:

L nth state Mi

10 × 48 1 0.2996(09)

10 × 48 2 1.1608(03)

10 × 48 3 1.8235(04)

10 × 48 4 2.1529(04)

10 × 48 5 2.2920(06)

14 × 48 1 0.3000(07)

14 × 48 2 0.8933(03)

14 × 48 3 1.4961(05)

14 × 48 4 1.9026(05)

14 × 48 5 2.2847(07)

16 × 48 1 0.2986(09)

16 × 48 2 0.8028(03)

16 × 48 3 1.3696(02)

16 × 48 4 1.7582(04)

16 × 48 5 2.2729(22)

18 × 48 1 0.2993(07)

18 × 48 2 0.7320(03)

18 × 48 3 1.2588(03)

18 × 48 4 1.6621(05)

18 × 48 5 2.2659(06)

20 × 48 1 0.2992(06)

20 × 48 2 0.6753(03)

20 × 48 3 1.1707(03)

20 × 48 4 1.6064(03)

20 × 48 5 2.2465(05)

22 × 48 1 0.3011(06)

22 × 48 2 0.6304(03)

22 × 48 3 1.0920(03)

22 × 48 4 1.5359(03)

22 × 48 5 2.2546(02)

Table 8.5: Selected mass values for different lattice extensions L, with the

coupling constant g = 0.05, the bare mass m = 0.1, and for Nf = 2.



Chapter 9

Summary and outlook

Often, when starting with a new innovative project, one does not foresee, how

far it will lead. To a certain extent this was the case with this work. The original

goal was to study the Gross-Neveu model in the large Nf limit, but instead many

interesting insights on techniques for excited state spectroscopy were obtained.

Here we summarise these results, present our conclusions and discuss possible

topics for further studies.

Summary

The main focus of this work was the analysis of the excited states in the Gross-

Neveu model on the lattice, and the improvement of the corresponding techniques.

Furthermore we were interested in a dynamical simulation of the fermions for

various numbers of flavors.

The dynamics of the fermions was implemented with the Hybrid Monte-Carlo

method. It fully includes the fermion determinant in the simulations. For rewrit-

ting the determinant we had to introduce pseudofermion fields, which are essen-

tially bosons. The update of the scalar field which generates the 4-fermi inter-

action, was done with the molecular dynamics leapfrog evolution. The various

numbers of flavors were obtained by introducing Nf/2 pseudoscalar fields for the

case of Nf flavors (Nf even). As a test for the correctness of the HMC update, the

configurations of the scalar field were compared to the output of an independently

written program.

75
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When having produced configurations of the scalar field, we started with the

second part of this diploma thesis, the study of excited states. As technique to

obtain the excitations of the mass spectrum we used the variational method. It

extracts the states out of a correlation matrix. This matrix correlates interpo-

lators which describe the desired state, i.e., have the correct quantum numbers.

For optimal results we put much effort in the construction of good basis inter-

polators. The main idea here was, to introduce new types of interpolators with

displaced sources. We used interpolators with relative plus signs, but also ones

with relative minus signs. Especially the ones with a relative minus sign, which

correspond to interpolators with derivatives, brought us an immense step forward

in our analysis, since they are the ones which couple to higher excitations.

The correlation matrix was built out of a total of 18 interpolators. The im-

plementation of this matrix has been tested with another computer program

which analysed the free case, where the coupling constant g is equal to zero and

where Fourier transformation can be applied. Furthermore, the hermiticity of

the correlation matrix within error bars was checked, which is another test of the

correctness of the matrix.

The last part of this work dealt with the analysis of the data. An important

aspect is that when obtaining the excited states out of the correlation matrix, we

only use a subset of the available interpolators. The choice which interpolators

should be put into the correlation matrix, was a difficult question. We observed,

that much can be gained by looking at the diagonal entries of the correlation

matrix. There we could see which interpolators show a steeper slope, and hence,

couple to higher excitations. We noticed, that the newly introduced types of in-

terpolators with a displaced source, couple strongly to the higher excited states.

When looking at a lattice with a time extension of Lt = 64, we checked, that they

all also couple to the ground state as it should be. Also the eigenvectors of the

generalised eigenvalue problem, which are like a fingerprint for the states, con-

firmed that always the displaced source interpolators are predominantly involved

in building up the higher excited states.

From the eigenvalues of the correlation matrix, through the variational

method, we obtained effective mass plateaus. The quality of the plateaus pro-

vides a criterion for a good choice of interpolators. Finding long plateaus with

small error bars, told us that a combination of interpolators represents a physical
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state properly. We managed to get up to five states.

We were also interested in the dependence of the mass spectrum on the bare

mass m. By studying it, we found out, that the effect of varying the parameter

m was very small. For a fixed coupling g, the spectrum is essentially a linear

function of m.

When we started with this project we did not foresee that we would find scat-

tering states as well. For the examination of the finite size effects, characteristic

for scattering states, we simulated lattice sizes of 10×48, 14×48, 16×48, 18×48,

20 × 48 and 22 × 48. We observed that some of the excited states were volume

dependent. Since scattering states show such a volume dependence, this led to

the conclusion that some of the excitations correspond to scattering states. Only

for our highest excited state it is still unclear whether it is a bound state or a

scattering state.

The identification of the scattering states on different volumes was done via

the eigenvectors. Using them we could match the different states for various

lattice sizes. This shows us, that the eigenvectors are a very important tool in

the analysis.

As mentioned before, the HMC also made it possible to simulate various

numbers of flavors. In our case we simulated Nf = 2, 4, 6. We can conclude

that the influence of flavor seems to be small. Only the ground state shows an

increasing mass as Nf is increased.

Finally, we also calculated the mass value m(0) for the bound state as well as

the masses m(1), ..., m(3) of the scattering partners in the scattering states out

of a fit for large L. Plotting the mass results as a function of the bare mass m,

we observed especially in the comparison for two different numbers of flavors,

some interesting new findings. First of all, all the states depend on m linearly.

Secondly, the bound state clearly is of different nature compared to the other

states. It shows a much steeper slope than the others and is more affected by

increasing the numbers of flavors. Finally, it is the only state that did not show

volume dependence. For a detailed clarification of the nature of this state further

studies have to be done.

To summarise, the main effort has been put into three parts. In the first one,

we simulated dynamical fermions for Nf flavors with the HMC algorithm. In the

second part, we were busy with the construction of good basis interpolators and



78 Chapter 9. Summary and outlook

the development of the code to correlate them. The last part was, of course, the

analysis and the understanding of the results.

Outlook

As in every work where only limited time is available, the studies can be improved.

Especially larger lattices where more extended interpolators are possible will help

in the understanding of the scattering states. The identification of them has not

been completely clear for the higher states. In particular, for the highest observed

state (5th one), it is open whether it is a stable excited state or a scattering state.

Furthermore, a bigger variety of interpolators would help particularly in the

above mentioned problem. More interpolators could possibly mean the identifica-

tion of more excited states. If we would find a sixth excitation, it would certainly

settle some questions.

Unknown is also if there exist further bound states. Again, larger lattice sizes

and more interpolators would help in the understanding.

Of course raising the numbers of flavors would be of high interest. With a

maximum of Nf = 6 flavors, it is not quite possible to verify the statement about

the large Nf limit of Sec. 2.3. For large Nf , however, the behaviour of the energy

spectrum is known exactly and it would be interesting to see how large Nf has

to become in practice.

Moreover, increasing the numbers of flavors would help in the clarification of

the bound state we found. Since the state is strongly influenced by the numbers

of flavors, it would be interesting to observe what happens when data for larger

values of Nf are analysed.



Appendix A

Fourier transformation on the

lattice

We here want to present the basic formulas for Fourier transformation on the

lattice. The lattice is defined as

Λ = {n = (n1, n2) | nµ = 0, . . . , Lµ − 1} , (A.1)

with n being the vector which points to each lattice site. The volume of the

lattice is V = L1L2. If we consider now a function f(n) on this lattice it obeys

toroidal boundary conditions in both directions µ,

f(n + µ̂Lµ) = e2πiϑµf(n) . (A.2)

µ̂ denotes the unit-vector in µ-direction and ϑµ = 0 for periodic boundary condi-

tions, or ϑµ = 1/2 for anti–periodic boundary conditions. The lattice in momen-

tum space is given by

Λ̃ = {p = (p1, p2) | pµ =
2π

aLµ
(kµ + ϑµ), kµ = 0, . . . , Lµ − 1} . (A.3)

The most important formula for a Fourier transformation on the lattice is

1

N

N−1∑

k=0

exp

(
i
2π

N
l · k
)

= δl,k , (A.4)
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with l being an integer between 0 ≤ l ≤ N − 1. From that we can derive the

following useful expressions:

1

V

∑

p∈eΛ

exp
(
ip[n − m]a

)
= δ(n− m) = δn1,m1δn2,m2 , (A.5)

1

V

∑

n∈Λ

exp
(
i[p − q]na

)
= δ(p− q) . (A.6)

We now apply Fourier transformation on the function f(n) and obtain

f̃(p) = a2 1√
V

∑

n∈Λ

f(n) exp(−ipna) . (A.7)

The inverse transformation then is

f(n) =
1

a2
√
V

∑

p∈eΛ

f̃(p) exp(ipna) . (A.8)

The last equation can easily received by inserting (A.7) in (A.8) and using (A.5).



Appendix B

The 2-dimensional representation

of the γ-matrices

The Minkowski γ-matrices in 4 dimensions obey the relation

{γMµ , γMν } = 2 gµν 1 , (B.1)

with µ = 0, 1, 2, 3 and the metric tensor gµν = diag(1,−1,−1,−1). We can

construct the Euclidean gamma matrices (µ = 1, 2, 3, 4) out of the Minkowski

matrices by setting γi = −iγMi , i = 1, 2, 3 and γ4 = γ0. The Euclidean matrices

follow the anti-commutating relations

{γµ, γν} = 2 δµν 1 . (B.2)

The matrix γ5 is defined as the product γ5 = γ1γ2γ3γ4 and obeys γ2
5 = 1 and

anticommutes with all the other gamma matrices.

In two dimensions a representation of the Euclidean gamma matrices are the

Pauli matrices. We obtain

γ1 = σ1 =

(
0 1

1 0

)
, γ2 = σ2 =

(
0 −i
i 0

)
, γ5 = σ3 =

(
1 0

0 −1

)
.

(B.3)

As we can easily see, they obey the Clifford algebra

{γµ, γν} = 2 δµν 1 , (B.4)

and

γµ = γ†µ , {γµ, γ5} = 0 , γ2
5 = 1 . (B.5)
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In the discussion of the charge conjugation we need to know the charge conjuga-

tion matrix C. The defining relation for this matrix is

C γµ C
−1 = −γTµ . (B.6)

In 2 dimensions a possible choice is C = iγ2, so that C = −C−1. If we insert γ1,2

in (B.6) we see that this relation holds.



Appendix C

Discussion of the correlation

matrix

A list of the functional form of the correlation matrix is given in Tab. C.1. An

important check if the entries of the correlation matrix are correct, is to prove

hermiticity. The relation

Cij = C∗
ji (C.1)

has to be fulfilled. In addition to that, the diagonal elements of the correlation

matrix have to have a cosh-form, which also is satisfied.

i | j (1) (2) (3) (4) (5) (6) (8) (9) (10)

(1) c is c is c is -is c -is

(2) -is c -is c -is c c -is -c

(3) c is c is c is -is c -is

(4) -is c -is c -is c c -is -c

(5) c is c is c is -is -c is

(6) -is c -is c -is c -c -is c

(8) is c is c is -c c -is -c

(9) c is c is -c -is is c -is

(10) is -c is -c -is c -c is c

Table C.1: Functional form of the the correlation matrix
〈
Cij(t)

〉
. i and j denote the

index and hence the operator, which has been implemented in the matrix. The symbol

”c” stands for cosh and the symbol ”is” stands for the imaginary unit times sinh.
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Limmer. Ihnen möchte ich danken für ihre Geduld, ihren Zuspruch und das

Vertrauen dass sie in mich gesteckt haben.
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