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Abstract

Multimessenger Astronomy with Low-Latency Searches for

Transient Gravitational Waves

by

Jameson Graef Rollins

The Laser Interferometer Gravitational-wave Observatory (LIGO) and the Virgo

Gravitational-wave Observatory have just completed the S6/VSR2 science run in

which three long-baseline, geographically-separated detectors of similar sensitivity

operated in coincidence. This new network of detectors allowed for the first time the

reconstruction of the source location in the sky of candidate gravitational-wave events

with unprecedented accuracy and precision. This new position-reconstruction capa-

bility further allowed for the possibility of observing electromagnetic counterparts to

gravitational-wave events. This thesis describes the first gravitational-wave search to

take advantage of these capabilities by analyzing the network data with very low-

latency, reconstructing the source location of candidate events with a new coherent

Bayesian algorithm, and sending this information to electromagnetic telescopes for

follow-up observation.
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Chapter 1

Introduction

The Laser Interferometer Gravitational-Wave Observatory, otherwise known as LIGO,

operates the world’s largest and most sensitive gravitational-wave detectors [1, 2, 3, 4].

The goal of the LIGO project is to directly detect gravitational waves of astronomical

and cosmological origin incident on the Earth. While to date there has been no direct

observation of gravitational waves, the project has made enormous strides towards

first detection.

LIGO has just completed its sixth science run (known as “S6”). During this

period, the two LIGO detectors, one in Hanford, WA, and the other in Livingston

Parish, LA, operated with unprecedented sensitivity, routinely achieving peak strain

sensitivities of nearly 10−23/
√

Hz at 200 Hz. At these levels, some sources are thought

to be detectable at rates of about once per year of observation. Analysis of the

data collected during S6 is ongoing. Meanwhile, construction of the advanced LIGO

detectors is already well underway.

More important than the sensitivity of the individual LIGO detectors is the fact

that they are now operating as part of a worldwide gravitational-wave detector network

(WGDN). The European Virgo Gravitational-wave Observatory operates a detector

of similar sensitivity to LIGO’s near Pisa, Italy. Other detectors in Germany and

Japan have made recent contributions, while new more sensitive detectors in Japan

1
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Figure 1-1: The two LIGO observatories (Hanford left, Livingston center) and the
Virgo observatory (right).

and possibly Australia may be on the way soon. We may even see sensitive detectors

in space in the coming decades.

While a single interferometric detector can now be made sufficiently sensitive to

detect the strain amplitudes that we believe the universe is generating, it is unlikely

that observations from just a single detector will be sufficient to claim a first detection.

We do not have a good enough understanding of the sources we hope to observe to

know with absolute certainty what waveforms they will produce. Even if we did,

we would still have a difficult time distinguishing true signals from the instrumental

artifacts known as “glitches,” which manifest as transient noise non-stationarities

that tend to look unfortunately similar to the signals we hope to detect. All of this

means that coincident observations from multiple detectors will likely be required for

a confident first detection.

The benefit of a network of detectors is further revealed when considering its

astronomical impact. A network of three or more non-co-located detectors can be use

to accurately reconstruct the source location in the sky of a gravitational-wave event

candidate. This is a extremely significant extra piece of information which allows

us to perform searches that were previously impossible. Most intriguingly, source

position reconstruction brings the prospect of simultaneously observing the source of

a gravitational-wave event with other astronomical observatories. The observation

of an astronomical event via multiple forms of radiation, so called multimessenger
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astronomy, is a very powerful tool for understanding the nature of the universe. Each

“messenger”, be they photons, neutrinos, or gravitational waves, tells us something

different about the nature of the source, probing different stages, regions, or scales of

the physical processes. The coincident observation of these different messengers gives

us a much clearer picture of the whole of what is actually happening, and the whole

is certainly greater than the sum of it’s parts.

Multimessenger astronomy can, however, be quite challenging. Transient events

tend to fade quickly from view. This means that observation of an event by one

observatory must be quickly communicated to other observatories so that it can be

further observed before it disappears. This requires tightly coordinated efforts. The

challenges are well worth the effort, though, since the scientific pay-off can be enor-

mous.

A perfect example of the need for source position reconstruction and quick ob-

servational turnaround was the first observation of X-ray and optical afterglows from

gamma-ray burst (GRB) events. GRBs, while powerful, can last for mere fractions

of a second, making it difficult to learn anything about them. They were initially a

mystery, but astronomers knew that if the GRBs had afterglows that could be ob-

served, the mystery might be revealed. This in fact turned out to be the case when

the Beppo-SAX telescope first observed X-ray afterglow of GRB 970228 in 1997 [5].

The scientific benefit of similar electromagnetic followup searches based on gravitational-

wave event candidates is clear:

• We can increase detection confidence, by requiring coincident observation by

other observatories.

• We can increase the sensitivity of the searches by accepting higher false alarm

rates.

• We can significantly increase the amount of information we learn about the

source, such as host galaxy and more accurate position, distance, composition,
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etc.

• We can potentially catch events that might be otherwise missed by non-gravitational-

wave observatories, such as observing off-axis of “choked” GRBs.

What made Beppo-SAX successful was its ability to do two things: localize the

source of the GRB, and do it quickly so that it could make further observations of

the source before it disappeared. Similarly, the new WGDN of the S6 science run

allowed for the possibility of reconstructing the sky location of our potential sources.

What was needed to do real multimessenger astronomy with this network—to make it

possible for other observatories to make follow-up observations of gravitational-wave

triggers—was to identify event candidates and their likely source locations quickly.

To this end, during S6, data from the WGDN was for the first time made available

for analysis with very low latency (e.g. on time scales of minutes). The first analyses

to take full advantage of this low-latency data availability were the transient, or

“burst”, pipelines that look for short-lived gravitational-wave transients that are well

localized in time, usually to much less than one second, and are therefore well-suited to

low-latency analysis. Before the run began these burst pipelines were enhanced with

new source position reconstruction algorithms and adapted to run in very low-latency

modes, producing event candidates on time scales of minutes. The results from these

analyses were promptly communicated to electromagnetic follow-up observatories that

opportunistically made observations of the most probable source locations of the

events.

In this thesis, I will describe the first ever low-latency search for transient gravi-

tational waves from a world-wide network of detectors. I will describe in detail one

of the principle data analysis pipelines that was modified to run in a low-latency

mode and produce position reconstruction sky maps. The triggers from this search

were promptly communicated to multiple electromagnetic follow-up observatories that

made follow-up observations of the gravitational-wave event candidates. The analysis



5

of the results from the electromagnetic follow-up observations based on this search is

on-going.

This thesis is organized as follows:

Chapter 2 gives a brief overview of the theory of gravitational radiation, including

the generation of gravitational waves and their effect on local spacetime.

Chapter 3 describes the detection of gravitational waves with interferometric de-

tectors, covering the basic principle of their operation and the major sources of noise

that limit their sensitivity.

Chapter 4 is a general discussion of multimessenger astronomy, with a focus on

electromagnetic emissions that might follow gravitational-wave bursts. The goal of

this chapter is to motivate low-latency searches by noting the myriad of interesting

physical phenomena that could be observed by electromagnetic follow-up observa-

tions of gravitational-wave events. I also discuss previous work on mutlimessenger

astronomy with gravitational waves, which to date has been exclusively based on elec-

tromagnetic triggers guiding look-back searches in pre-recorded gravitational-wave

data.

Chapter 5 is a description of a pioneering new Bayesian coherent detection algo-

rithm for transient gravitational-wave signals in a network of detectors that is capable

of quickly generating full probability distribution maps of source location on the sky.

This algorithm incorporates a new model for detector glitches that is capable of ef-

fectively rejecting glitches as event candidates.

Chapter 6 is a description of one of the transient search pipelines used in the S6

low-latency search. The Ω-Pipeline, which is based on a pre-existing search pipeline,

was modified to include the coherent Bayesian detection algorithm described in chap-

ter 5, as well as to run in a robust low-latency mode. I describe these modifications,

as well as extensive characterizations of the pipeline performed to demonstrate its

suitability in the search.

Chapter 7 is a description of the full low-latency search that was performed during
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the S6 science run, including the EM follow-up projects that made follow-up observa-

tions of gravitational-wave event candidates found by the low-latency search pipelines.

Included is preliminary results from an Ω-Pipeline event on October 3, 2010. I also

present results from an offline Ω-Pipeline analysis of segment B of the S6 run (S6b).

Chapter 8 is concluding remarks on the success to-date of the S6 low-latency search

and electromagnetic follow-up program. This chapter also includes a discussion on

the challenges that were faced in developing low-latency analyses, and how they may

be addressed in the advanced detector era.



Chapter 2

Gravitational Radiation

2.1 Theory

The culmination of Einstein’s general theory of relativity is embodied in a single

equation, known as the Einstein field equation:

G =
8πG

c4
T. (2.1)

This tensor equation describes the curvature of spacetime, G (the Einstein tensor),

as the product of a constant times the stress-energy tensor, T, which is a description

of the mass and energy content of spacetime. The Einstein tensor is derived from

the spacetime metric tensor, gαβ, which, when acting on differential line elements,

expresses the fundamental interval between two neighboring points in the spacetime,

ds2 = gαβdx
αdxβ. (2.2)

The idea that spacetime can be curved implies that it is an “elastic” medium

that could, theoretically, sustain waves. But the nature of the curvature tensor and

the extremely small constant of proportionality, 8πG/c4, mean that spacetime is

extremely stiff and rigid. Enormous amounts of energy are required to produce even

7
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very small curvatures or, as we are concerned with here, very low amplitude waves.

Einstein’s field equation is highly nonlinear. Normally this nonlinearity would

prevent a precise separation of the spacetime curvature into background and gravi-

tational wave contributions. However, the extreme stiffness of spacetime means that

in general the background curvature is very small. This allows for what is known as

the weak field approximation to the field equations. In this weak field limit, the field

equations become linear and, with the right choice of gauge, can be easily solved.

In the absence of any gravitational source, spacetime is completely flat and de-

scribed by the Minkowski metric of special relativity:

gαβ = ηαβ ≡


−1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1

 . (2.3)

When sources are present, the spacetime becomes curved and the metric acquires

off-diagonal elements. At reasonable distances from the sources, though, spacetime

is nearly flat and the weak field approximation allows us to separate the metric into

the flat Minkowski metric and a very small perturbation term,

gαβ = ηαβ + hαβ (2.4)

|hαβ| � 1.

In this weak field approximation, the Einstein tensor can be written [6]:

Gαβ = −1

2
(∂σ∂βh

σ
α + ∂σ∂αh

σ
β − ∂α∂βh−2hαβ − ηαβ∂ρ∂λhρλ + ηαβ2h), (2.5)

where 2 ≡ − 1
c2
∂2
t + ∂2

x + ∂2
y + ∂2

z is the shorthand d’Alembertian operator.
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Let us now define a tensor called the trace reverse of hαβ [7],

h̄αβ = hαβ −
1

2
ηαβh, (2.6)

where

h ≡ hα
α (2.7)

is the trace of hαβ. If we choose to work in the Lorenz gauge by requiring that h̄αβ

be divergence-free, i.e.,

∂αh̄
αβ = 0, (2.8)

we can reduce the Einstein tensor to:

Gαβ = −1

22
h̄αβ. (2.9)

Combining equations 2.1 and 2.9, the weak field Einstein field equation becomes:

2h̄αβ = −16πG

c4
Tαβ, (2.10)

or in more generic tensor notation:

2h̄ = −16πG

c4
T. (2.11)

With these weak field approximations we have reduced the field equation to an inho-

mogeneous wave equation with the stress-energy tensor as the source. Equation (2.11)

has analytical solutions for some values of T.

In the vacuum of spacetime, where the stress-energy tensor is essentially zero,

equation 2.10 reduces to

2h̄αβ = 0, (2.12)

which is simply the three-dimensional homogeneous wave equation in h̄. If we fur-
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ther restrict ourselves to consideration of only plane waves, the general solution to

equation 2.12 is of the form

h̄αβ = Aαβe
±ikµxµ = Aαβe

∓i(2πft−kmxm), (2.13)

where Aαβ is the wave amplitude, km is the wave vector, and f = k0c/2π is the

frequency [8]. Equation 2.13 now describes plane waves in the perturbation compo-

nent of the metric, traveling at the speed of light, c; otherwise known as gravitational

waves.

If we impose two further gauge constraints on h̄αβ similar to those imposed in

equation 2.8, namely that

h̄α0 = 0 (2.14)

h̄ α
α = 0, (2.15)

we then have what is known as the transverse-traceless (TT) gauge and h̄αβ becomes

a transverse-traceless tensor,

h̄αβ ⇒ hTT
αβ . (2.16)

It is transverse because it is purely spatial (2.14) and traceless because the trace

vanishes (2.15). In this gauge (assuming that the waves are traveling along the ẑ-axis),

the metric perturbation simplifies to:

hTT
αβ =


0 0 0 0

0 a b 0

0 b −a 0

0 0 0 0

 . (2.17)
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We can then look at equation 2.17 as the sum of two components,

hTT
αβ = a ĥ+ + b ĥ×, (2.18)

where ĥ+ and ĥ× are the two basis tensors,

ĥ+ ≡


0 0 0 0

0 1 0 0

0 0 −1 0

0 0 0 0

 , ĥ× ≡


0 0 0 0

0 0 1 0

0 1 0 0

0 0 0 0

 , (2.19)

which describe two orthogonal polarizations of the gravitational wave, each rotated

45o relative to the other.

It is interesting to note that if gravitational waves are quantizable, which may be

required for consistency with the Standard Model, the quantum of gravity, referred

to as the graviton, would be a spin-2 particle. This can be seen in (2.19) where a

rotation through 90◦ would take each of these tensors into itself with a sign change.

2.2 Effect on local spacetime structure

In order to have any chance of detecting gravitational radiation, we must first un-

derstand the effect that a gravitational wave should have on a locally Lorentzian

spacetime, such as the one in which we currently reside. The best way to do this is to

look directly at what happens to freely falling test particles affected by a gravitational

wave.

The spacetime interval in the weak field approximation is

ds2 = gαβdx
αdxβ

= (ηαβ + hTT
αβ )dxαdxβ. (2.20)
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Consider two freely falling test masses lying on the x̂-axis, one at the origin and the

other at x = L, y = z = 0. In the TT gauge, the proper distance between them is

then

L̄ =

∫
ds (2.21)

=

∫ L

0

|gxx|1/2dx. (2.22)

Noting from equation 2.3 that ηxx = 1, this gives

gxx = 1 + hTT
xx , (2.23)

so the proper separation becomes

L̄ =

∫ L

0

∣∣1 + hTT
xx

∣∣1/2 dx
≈
∫ L

0

(
1 +

1

2

∣∣hTT
xx

∣∣) dx. (2.24)

We can now solve this explicitly using the solution to the homogeneous gravitational

wave equation 2.13. The transverse-traceless solutions are

hTT
αβ = ATT

αβ e
i(2πft−knxn) (2.25)

where

ATT
αβ =


0 0 0 0

0 A+ A× 0

0 A× −A+ 0

0 0 0 0

 (2.26)

= A+ĥ+ + A×ĥ×. (2.27)
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If we consider only a purely ĥ+ polarized gravitational wave traveling down the ẑ-axis

(k1 = k2 = 0) we see that solution is then

hTT
xx = A+e

i(2πft−kzz). (2.28)

Plugging this into equation 2.24, and looking at just the real part, we get:

L̄ ≈
∫ L

0

(
1 +

1

2
A+ cos (2πft− kzz)

)
dx

=

(
1 +

1

2
A+ cos (2πft− kzz)

)∫ L

0

dx

=

(
1 +

1

2
A+ cos (2πft− kzz)

)
L. (2.29)

As equation 2.29 shows, the proper distance between the two masses oscillates back

and forth around the coordinate distance with a frequency equal to the frequency of

the gravitational wave. We can repeat this same procedure for particles lying on the

ŷ axis, where we note the result differs only in the phase of the oscillating term due

to the fact that hTT
yy = −hTT

xx :

L̄ =

(
1− 1

2
A+ cos (2πft− kzz)

)
L. (2.30)

A similar procedure can also be done for ĥ×-polarized waves.

Note that equations (2.29) and (2.30) can be simply rewritten as:

L̄ ≈
(

1− h

2

)
L, (2.31)

which leads to

h ∝ L− L̄
L

=
∆L

L
. (2.32)

The perturbation h manifests as a change in length per unit length, or in other words

a strain in the local spacetime. h is therefore generally referred to as the gravitational-
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Figure 2-1: The effect of the two wave polarizations on a ring test mass lying in the
x-y plane (wave traveling in ẑ-direction).

wave strain.

If we generalize the above results to a ring of test masses lying in the x-y plane, we

see that the ĥ+ polarization would have the effect of compressing distances in x while

simultaneously expanding those in y. Half a wavelength later, the opposite happens,

expanding in x while compressing in y. For ĥ× the same thing happens but instead

along axes rotated 45◦ relative to those for ĥ+. This effect is illustrated in figure 2-1.

2.3 Generation of gravitational waves

Before we begin the search for gravitational waves, we must first try to understand

what, if anything, might actually emit them. This is most easily done by making use

of analogies to electromagnetism.

We can begin by noting that equation (2.11), the inhomogeneous wave equation

for the strain h, is very similar to the electromagnetic inhomogeneous wave equation:
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2A = 4πJ, (2.33)

where instead of waves in the electromagnetic potential tensor, A, we have waves in

the metric perturbation, h, and instead of the source being the 4-current tensor, J,

we have the gravitational stress-energy tensor, T.

A good approximation to the potential of an electromagnetic source is made

through the use of a finite multipole expansion. Since accelerating charges or, more

explicitly, time-varying potentials give rise to electromagnetic radiation, and each

term in the multipole expansion is a function of a term dependent on the charge

distribution, or charge moment, electromagnetic radiation is a function of these time-

varying moments. Conservation of charge dictates that the monopole moment cannot

vary with time so the dominant contribution to electromagnetic radiation is from the

varying dipole charge distribution, or dipole moment.

Equivalently, for gravitation, we can look at a multipole expansion of the “gravi-

tational potential,” h, to determine what time varying mass moments will contribute

to the production of gravitational radiation. There are two crucial differences be-

tween electromagnetism and gravitation that will influence further interpretation of

our analogy. First, there are two possible signs of electric charge and only one of

gravitational “charge” (i.e. mass). Second, the gravitational mass is, by the Princi-

ple of Equivalence, the same as the inertial mass. These differences mean that more

conservation laws affect the radiative process of gravity.

Conservation of energy, the gravitational equivalent to conservation of charge,

says that we will not have a time-varying gravitational radiation monopole term.

Conservation of linear and angular momentum dictates that there will be no dipole

terms either. The first nonzero multipole term for gravitational radiation is therefore

the quadrupole term.
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In reduced form, the quadrupole moment is given by [6]:

Iab =

∫
yaybT 00d3y. (2.34)

The T 00 element of the stress-energy tensor is the energy density ρ. The gravitational

radiation source must then be proportional to the time-varying quadrupole moment.

In 1918, Einstein developed a formula for h as a function of the second time derivative

of the quadrupole moment:

h̄ab =
2G

c4R

d2

dt2
Iab, (2.35)

or

h =
2G

c4R
Ï, (2.36)

where R is the distance from the source [6]. Although this derivation was for non-

self-gravitating sources moving much slower than the speed of light, it is still a good

approximation for most sources as long as the gravitational radiation wavelength,

λ/2π, is much longer than the source. While this is the case for some sources, it does

not include many of the strongest and most interesting. Regardless, it is still a useful

approximation for giving us some idea of what geometries to look for in our sources.

It is important to look at what equation 2.36 means practically. Do any sources

exist that could produce detectable waves? As discussed previously, the factor G/c4

is extremely small (∼ 10−44 kg−1 m−1 s2). Current interferometric detectors (see

chapter 3) have maximum strain sensitivities of the order 10−23. A terrestrial source

even one meter away would have to have a Ï on the order of 1021 kg m2 s−2 to

be detectable, which is clearly impossible (this mass of the entire earth is only ∼

6× 1024 kg). However, astrophysical sources can easily achieve huge Ï, large enough

to overcome the minuscule pre-factor even at large astronomical distances.

It is clear that a nonzero quadrupole moment requires a non-spherically symmetric

mass distribution. The challenge, then, is to identify astronomical entities lacking

spherical symmetry yet still massive enough and rotating fast enough to produce
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gravitational waves strong enough to be detected on or near the earth. This is, of

course, not trivial since massive bodies have a propensity for spherical symmetry.

There are, however, quite a few good candidates, the most important of which is

the compact binary star system. These and other candidates have been discussed

extensively in the literature, but we will be discussing some of them in the context of

multimessenger astronomy in chapter 4.

2.4 Observational evidence of gravitational radiation

To date, there have been no direct observations of gravitational waves (although

chapter 3 will discuss many of the ongoing searches). There is, however, conclusive

indirect evidence. In 1974, Russell A. Hulse and Joseph H. Taylor Jr. made the first

discovery of a binary pulsar, known as PSR 1913+16 using the 300-m Arecibo radio

telescope [9, 10]. This unique system provided a powerful measure of the effects of

general relativity. By 1989 they had gathered enough observations of the pulsar to

show conclusively that the period of the binary orbit was decreasing at a rate exactly

predicted by general relativity [11, 12]. The orbital decay is entirely attributable

to the emission of gravitational radiation from the system. Figure 2-2 shows the

measured shift in periastron of PSR 1913+16 from 1978 to 2005 and its agreement to

the predictions of general relativity. This system will continue to emit gravitational

radiation and decay until it merges as a compact binary coalescence (see section 4.2.1)

in roughly 3× 108 years.

For their discovery of the pulsar, and for the subsequent GR investigations, Hulse

and Taylor were awarded the 1993 Nobel Prize in Physics.



18

0

−5

−10

−15

−20

−25

−30

−35

−40

C
u
m

u
la

ti
v
e 

sh
if
t 

o
f 
p
er

ia
st

ro
n
 t

im
e 

(s
)

1975 1980 1985 1990 1995 2000 2005

Year

General Relativity
prediction

Figure 2-2: Orbital decay of PSR B1913+16. The data points indicate the observed
change in the epoch of periastron with date while the parabola illustrates the the-
oretically expected change in epoch for a system emitting gravitational radiation,
according to general relativity (adapted from [13]).



Chapter 3

Detection of Gravitational Waves

with Interferometric Detectors

The search for gravitational waves has had an interesting and colorful history. The

field was essentially founded by the pioneer experimentalist Joseph Weber, who first

attempted searches using resonant bar detectors in the 1960s. These detectors were

made of giant solid metal cylinders that were finely tuned to be resonant at particular

frequencies where gravitational waves were thought to be present.

In the 1970s, scientists began experimenting with the idea of using optical interfer-

ometers as gravitational wave detectors [14]. A significant benefit that interferometric

detectors have over bar detectors is their broadband nature. Interferometers can be

made sensitive to very wide ranges of frequencies, and therefore many more sources of

gravitational waves. Already by the 1980s experiments with broadband detectors had

begun, and by the late 1990s they had eclipsed bar detectors to become the primary

type of detector used in experiments and searches.

The idea of using interferometers to measure metric perturbations was not new.

A. A. Michelson invented what has become known as the Michelson interferometer

to measure, with Edward Morley in 1887, the motion of the earth relative to a hypo-

thetical luminiferous aether. This motion was famously not seen and led directly to

19
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the advent of the special and general theories of relativity.

A Michelson-type interferometer generally consists of two arms at right angles to

each other. Light is obliquely incident on one side of a beam splitter which splits

the light down the two perpendicular arms. At the end of the arms are mirrors that

redirect the light back to the beam splitter, where it is recombined. Whether the

light exits at the port it entered, the so-called symmetric port, or the opposite port,

the antisymmetric port, depends on the interference condition at the beam splitter,

which is directly related to the relative lengths of the two arms. Antisymmetric length

changes in the arms produce light level changes at the antisymmetric port, thus the

name.

Michelson’s idea was to use this device to measure the relative speed of light

in the two perpendicular arms. However, even a cursory glance at the effect of a

gravitational wave on local spacetime, as seen in figure 2-1, makes it apparent that

this same principle could be applied equally well to the detection of gravitational

waves.1 Imagine a Michelson interferometer placed at the origin of the coordinate

system in figure 2-1, with one arm lying on the x axis and the other lying on the

y axis. If the mirrors are effectively isolated from the ground then they can act as

test masses in a locally inertial reference frame. The effect of a gravitational wave

passing through this configuration would be a differential motion of the mirrors at the

ends of the arms, thereby producing an oscillating interference condition at the beam

splitter. The Michelson interferometer has become a gravitational wave detector.

Actually creating an interferometer capable of taking advantage of this effect is

far from trivial. The greatest challenge, as discussed previously, is the very small

strains that we’re dealing with. Even the strongest sources are expected to produce

strains of only 10−22. This means that a strain sensor with a length of one kilometer

would need to be sensitive to distance perturbations of a mere 10−19 meters. It is

difficult to even grasp how astronomically small this number is. The diameter of a

1See [15, 16] for interesting discussions about why this is true in current detector designs.



21

proton is generally thought to be of the order 10−15 meters. This means that the

length perturbations we are looking for are four orders of magnitude smaller than a

proton. Most impressively, that these strain sensitivities are actually being achieved

in modern detectors.

3.1 Overview of current detectors

The current field of experimental gravitational wave physics is dominated by two large

collaborations: the LIGO Scientific Collaboration [1], based in the United States, and

the Virgo Collaboration [17], which is mainly a joint effort between France and Italy.

LIGO operates two 4 km-baseline detectors in the United States: one in Hanford,

WA (“H1”) and one in Livingston Parish, LA (“L1”). Virgo operates a single 3 km-

baseline detector in Cascina, Italy (“V1”). In 2007 the LIGO and Virgo collaborations

entered into a cooperative data-sharing agreement and formed the joint LIGO/Virgo

Collaboration.

There are a couple of other international collaborations that have been pursuing

research into large-scale interferometric detectors. The German/British GEO Collab-

oration [18] operates a 600 m-baseline detector in Hannover, Germany. This detector

has a different configuration than the LIGO/Virgo detectors and is less sensitive in

the important low-frequency range where signals are more plausible. However, this

detector is being used as a test platform for advanced quantum readout methods that

may be used in future detectors. The Japanese TAMA Collaboration [19] operates a

300 m-baseline detector in Tokyo, Japan.

Table 3.1 is an overview of the current detectors and some proposed detectors,

some of which have secured funding for development.



22

detector location baseline (m)

1st generation

LIGO (H1) [1] Hanford, USA 4000
LIGO (L1) [1] Livingston, USA 4000
Virgo (V1) [17] Pisa, Italy 3000
GEO600 (G1) [18] Hanover, Germany 600
TAMA300 (T1) [19] Tokyo, Japan 300

2nd generation

Adv. LIGO (H1) [1] Hanford, USA 4000
Adv. LIGO (L1) [1] Livingston, USA 4000
Adv. LIGO (H2) [1] † Hanford, USA 4000
AIGO (A1) [20] † Perth, Australia 4000
Adv. Virgo (V1) [17] Pisa, Italy 4000
GEO HF (G1) [18] Hanover, Germany 600
LCGT (C1) [21] Kamioka mine, Japan 3000

3rd generation Einstein Telescope [22] Europe(?) ?

space
DECIGO [23] space 1× 106

LISA [24] space 5× 109

Big Bang Observer space ?

Table 3.1: Active (“1st generation”) and proposed interferometric detectors. The
1st generation detectors were all constructed and are either currently operational or
being decommissioned. The 2nd generation detectors are all being constructed, or
have secured funding and will begin construction soon. Beyond 2nd generation is still
speculative. †: while the current Advanced LIGO baseline design calls for a second
full-scale interferometer co-located with H1 at Hanford (H2), there is a proposal
currently under review to move this interferometer to a new facility in Australia
(A1). In either case, there will be three Advanced LIGO-like detectors.
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3.2 Detector description

In this section we describe the LIGO and Virgo detectors, since these were used for

the searches described herein. The LIGO and Virgo detectors are quite similar, and

the two LIGO detectors are essentially identical. LIGO and Virgo use similar inter-

ferometer configurations and generally have similar design principles and detection

strategies. They also face many of the same technical challenges.

3.2.1 Interferometer configuration

Figure 3-1 is a schematic diagram of the interferometer configuration used by the

three current LIGO/Virgo detectors. The basic Michelson topology is created by the

beam splitter (BS) and the two end test masses (ETM). The field has advanced sig-

nificantly in the last couple of decades, and the modern LIGO/Virgo interferometers

have improved on the basic configuration in a number of ways to increase considerably

the interferometer sensitivity.

The primary improvement over the simple Michelson topology is to replace the

interferometer arms with Fabry-Pérot cavities. This is done by placing partially

transmitting mirrors (input test masses [ITM]) at the entrances to the arms. The

ITM/ETM then form resonant cavities which trap the light and increase the number

of round trips that the photons make in the arms, effectively increasing the length of

the arms by the same factor. This can have a very large effect when the cavity gains

are large.

In interferometer operation, the interference condition at the beam splitter is

such that the antisymmetric port of the Michelson interferometer is dark, i.e., very

little of the input light leaves through the antisymmetric port. (Because of this, the

antisymmetric port is sometimes referred to as the “dark port.”) This means, by

conservation of energy, that all the remaining light must be redirected back toward

the input symmetric port. Another major improvement is then to place another
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Figure 3-1: Schematic diagram of the LIGO/Virgo interferometric gravitational wave
detectors in their current power-recycled Fabry-Pérot Michelson configurations. The
red beams indicate the presence of just the carrier fields, whereas the blue beams
indicate the presence of carrier and sideband fields. Definitions: PSL: pre-stabilized
laser; FI: Faraday isolator; PRM: power recycling mirror; BS: beam splitter; ITM:
input test mass; ETM: end test mass; REF: reflection port; PO: pick-off port; AS:
antisymmetric port.
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partially transmitting mirror at the symmetric port to redirect this exiting light back

into the interferometer. This mirror is known as the power recycling mirror (PRM),

and the new cavity formed by the PRM and the two input test masses is known as

the power recycling cavity (PRC). The effect of the PRC is to increase the amount

of power at the beam splitter, which therefore increases the shot-noise-limited phase

sensitivity.

The combined configuration is referred to as a power-recycled Fabry-Pérot Michel-

son (PRFPM). In LIGO, the combined effect of both of these improvements is an

optical power gain of about 8,000 in the arms. This translates to a circulating power

in the arm cavities of up to 20 kilowatts for Initial LIGO [4], and even more for the

current configurations with increased input laser power.

3.2.2 Interferometer readout and control

Resonant optical cavities are very nonlinear devices. The resonance conditions are

narrow, offering only a limited range over which linearity can be achieved and the

signal can be read out. Furthermore, the test masses must reside in inertial space

and be free to move relative to each other. This means that the resonance conditions

of various cavities must be actively maintained by use of positive feedback control

systems.

Feedback control systems, sometimes referred to as servo-mechanisms (or just

“servos”), are commonly used in many applications to maintain a system in a desired

state. In interferometric detectors, the primary method used for feedback control of

the optical cavities is a generalized version of a technique known as Pound-Drever-Hall

(PDH) locking [25] (see figure 3-2 for a basic description). This technique was notably

invented by gravitational wave physicists working on early interferometric detectors.

In this technique, an error signal is derived from the beating of the main carrier

light, which is resonant in all cavities, with RF sidebands, which are added to the

main beam via phase modulation and which are resonant in only the power recycling
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Figure 3-2: Schematic diagram of the Pound-Drever-Hall cavity locking technique [25].
The light from the laser (the “carrier,” red beam) is passed through a Pockels cell
(PC) which adds RF sidebands to the light via phase modulation (blue beam). The
RF sidebands are not resonant in the cavity and are reflected back from the cavity
input mirror. The carrier and the RF sidebands mix at the photo detector (PD).
The output of the PD is demodulated at the original RF frequency to produce an
error signal that is then amplified and fed to actuators that push on the mirrors to
maintain the resonance condition.

cavity. When the cavity deviates from resonance, the phase of the carrier field shifts

relative to the (relatively) static field of the sideband, changing the amplitude of the

beat frequency at the output. This technique is also known as heterodyne detection

since it involves the combining of differing light fields that are present in different parts

of the interferometer. The error signal is filtered and amplified, and the product is

used to actuate directly on the test masses via eletromagnetic actuators affixed to the

them.

There are four main length degrees of freedom (DOF) in the PRFPM interferome-

ter configuration: the three cavity lengths and the relative arm phase of the Michelson

PRC. These four DOF can be translated into a basis more relevant to the full inter-

ferometer: the differential and common DOF of the full arms, L− and L+, and the

differential and common DOF of the Michelson PRC, l− and l+. The signals needed

to control these DOF can be derived from detection of the light at the antisymmetric

port and the reflected (symmetric) port, and from an intra-cavity pick-off mirror in
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the power recycling cavity (see figure (3-1)). A good description of how the error

signals needed to control the various DOF can be derived from various sensing ports

can be found in [26].

The most critical DOF is L−, since that is the degree of freedom upon which the

gravitational wave acts. The error signal for the L− DOF is derived from the beam

that exits through the interferometer antisymmetric port. This differential length

control error signal is the gravitational wave signal readout for the detector.

In Initial LIGO, the PDH signal was derived from the sideband and carrier light

that leaks out the antisymmetric port. In Enhanced LIGO, a new technique was

used called DC readout or homodyne detection. In this technique, the error signal is

derived from direct measurement of the intensity of the carrier beam at the antisym-

metric port. It was pursued as a way to eliminate the noise associated with intensity

fluctuations of the RF sidebands. For this technique a new transmissive ring cavity

was inserted into the sensing beam leaving through the antisymmetric port. This

cavity suppresses the RF sidebands that would otherwise dominate the signal and is

known as the output mode cleaner (OMC).

In addition to the length degrees of freedom, all of the interferometer’s 16 angular

degrees of freedom must also be controlled to maintain proper alignment. This is

needed to maintain the full light power build-up needed to achieve maximum sen-

sitivity. Misalignment of the interferometer can be measured through the use of

specialized photo-detectors that can measure the relative alignment of the wavefronts

of the carrier and sideband fields.

The primary length and angular control systems are implemented digitally. This

provides the flexibility essential for realizing stable operation. Acquisition of the

locked state of the interferometer also requires filters and gain levels that can be

changed quickly, which is more easily accomplished with digital computer control. In

LIGO, the sample rate is 214 samples/second, while in Virgo it is 2×104 samples/sec-

ond.
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3.2.3 Light source

The light sources for the interferometers are very stable, single-frequency, continuous

wave lasers that operate at a wavelength of 1064 nm. The Initial LIGO laser power

was 10 watts, and this was increased to more than 30 watts for Enhanced LIGO. The

laser light goes through multiple stages of power and frequency stabilization before

being injected into the interferometer. Frequency stabilization is handled by a stable

reference cavity, as well as a transmissive ring cavity known as a pre-mode cleaner.

The mode cleaner suppresses high-frequency frequency noise, as well as any light

not in the fundamental Hermite-Gaussian spatial transverse electromagnetic mode

(TEM00). This entire system is know as the pre-stabilized laser (PSL).

Another important function that the PSL serves is to add the radio frequency side

bands to the laser beam that are used for the Pound-Drever-Hall locking of the arm

and power cycling cavities. The side bands are the product of RF phase modulation

on the main laser beam.

3.2.4 Vacuum system

After leaving the PSL, the beam enters the vacuum system. The interferometers must

be isolated in ultra-high vacuum to provide both acoustic isolation and elimination

of phase fluctuations from index of refraction modulation of the air. All of the core

optics are housed in large chambers, which are connected via 1.2 meter diameter

stainless steel beam tubes, through which the interferometer beams pass. The beam

tubes are lined with hundreds of baffles designed to absorb scattered light from the

vacuum chamber walls. Scattered light is an important concern since the vibrational

motion of the tube walls is typically more than 10 orders of magnitude larger than

the motions of the test mass surfaces. The residual gas pressure of the vacuums is

< 10−8 torr, making the LIGO/Virgo vacuum systems the largest ultra-high vacuum

systems in the world.
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Figure 3-3: Photo of the L1 vacuum system vertex in the LIGO Livingston Observa-
tory corner station (Courtesy LIGO Labratory).

3.2.5 Optics and test masses

The interferometer optics, including the test masses, are made of fused-silica sub-

strates with multilayer dieletric coatings. They are designed to have very low ab-

sorption and scattering. The absorption levels in the test mass coatings are generally

less than a few parts per million (ppm), and the total scattering losses are less than

70 ppm. The test masses themselves are 25 cm in diameter and 10 cm thick, weighing

10.7 kg, with highly polished spherical surfaces.

3.2.6 Thermal compensation

When operating at full power, the ITM can absorb up to 60 mW. This absorption

produces a thermal lens in the ITM. While this lensing does not have much of an

effect on the carrier mode resonant in the arm cavities, it can have a strong effect on

the resonance condition in the power cycling cavity, and therefore on the resonance of

the RF sidebands. To counteract this effect, a thermal compensation system is used
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to heat the ITM faces in an inverse pattern to the central heating pattern from the

main beam, thereby counteracting the thermal lens.

3.2.7 Suspensions and seismic isolation

In order for the interferometer to actually probe the properties of the local spacetime

metric, the test mass mirrors must reside in inertial space and must be isolated from

the ground. This is achieved through multiple layers of vibration isolation that act

to mechanically decouple the test masses from their surroundings. The suspensions

and seismic isolation systems are the most complicated mechanical subsystems in the

detectors.

The basic idea of mechanical isolation is to use the unique frequency response

properties of a damped mechanical resonator. Above the mechanical resonance fre-

quency, the frequency response of a damped mechanical resonator falls off as f−2.

The lower the resonant frequency, the greater the isolation. Furthermore, this ef-

fect is multiplicative, such that multiple resonator stages in series will each add an

additional power of −2 of isolation per stage.

Gravitational wave interferometers take advantage of this by using multiple me-

chanical resonators in series to isolate the test masses from the ground. The resonators

are designed to have resonance frequencies as low as possible below the signal band.

The actual implementation of these principles is slightly different in LIGO and Virgo.

In LIGO, the masses are suspended as simple pendula. The pendulum provides

an isolation of 2× 104 at 100 Hz. Most of the isolation, though, comes from hanging

the pendula from passive mass-spring vibration isolation platforms. There are four

stages in the isolation stacks, providing f−8 isolation above 10 Hz. The combined

effect of these two isolation systems is greater than 1012 suppression of ground motion

at 100 Hz.

Virgo, on the other hand, uses a large system known as the “superattenuator” [27].

The 8m-tall superattenuator consists of 7 seismic filters, each hung from the other
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by cantilevered blade springs. The blade springs provide vertical isolation while the

pendula provide horizontal isolation. The entire structure hangs from an actively

controlled seismic isolation table. Overall, the system provides more than 7 orders of

magnitude of horizontal and vertical isolation at ∼ 4 Hz.

For Enhanced LIGO, a new active seismic isolation table was installed under the

output mode cleaner. This new system is identical to what will be used in Advanced

LIGO and was installed primarily to test the new system.

3.2.8 Environmental monitoring

An important part of the LIGO experiment is making thorough measurements of the

ambient local detector environment. Excess noise in the local environment can couple

into the gravitational wave readout channel and mask potential signals. Understand-

ing environmental couplings is crucial for mitigating them. In the event that they

can’t be fully mitigated, the information about the coupling can be used to create

data quality vetoes that mark times where known excess environmental noise has

adversely affected the quality of the data. Some of the environmental monitors are:

• Seismometers and accelerometers that measure vibrations of the ground and

various interferometer components

• Microphones that measure acoustic noises

• Magnetometers that monitor magnetic fields that could couple to the test mass

actuators or control electronics

• Radio receivers that monitor spurious RF fields that could couple into the read-

out electronics



32

3.3 Interferometer response

Figure 2-1 showed the effect of a gravitational wave passing perpendicularly through

a mass ring lying in the x− y plane. The response of a real interferometric detector

aligned with the x− y axes to the same wave is as you might expect: it is maximally

sensitive to the h+ polarization and has zero sensitivity to the h× polarization, which

would move both arms exactly in phase. This then indicates that the interferometer

has a response that varies with the polarization and wave vector of the incoming

gravitational wave.

The response of the interferometer to the incoming h+ and h× wave polarizations

as a function of relative angle of incidence, given by the angles θ and φ, and relative

polarization angle, ψ, is given by the interferometer response functions, F+ and F×:

F+(θ, φ, ψ) =
1

2
cos 2ψ(1 + cos2 θ) cos 2φ− sin 2ψ cos θ sin 2φ

F×(θ, φ, ψ) = −1

2
sin 2ψ(1 + cos2 θ) cos 2φ− cos 2ψ cos θ sin 2φ. (3.1)

The measured strain is then the linear combination of the response of the interferom-

eter to the h+ and h× polarizations:

h(t) = F+(θ, φ, ψ)h+(t) + F×(θ, φ, ψ)h×(t). (3.2)

Figure 3-4 shows this antenna response function for various wave polarizations over

all θ and φ. The result is the interferometer antenna pattern.

Interferometric detectors also have a slight frequency dependence [28, 29, 30]. The

response can be represented by a single-pole transfer function:

R(f) ∝ 1

1 + if/fp
, (3.3)

where fp is the frequency of the cavity pole, which is related to the light storage time
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Figure 3-4: Antenna response pattern for a interferometric gravitational wave detec-
tor, in the long-wavelength approximation. The interferometer beamsplitter is located
at the center of each pattern, and the thick black lines indicate the orientation of the
interferometer arms. The distance from a point of the plot surface to the center of
the pattern is a measure of the gravitational wave sensitivity in this direction. The
pattern on the left is for + polarization, the middle pattern is for × polarization, and
the right-most one is for unpolarized waves. (Courtesy [4])

in the arm cavities, τs, by fp = 1/4πτs. At frequencies above the cavity pole, the

response falls off as f−1. In LIGO the cavity pole is at about 85 Hz.

Figure 3-4 and equations (3.2) and (3.3) are analytic representations of the the-

oretical detector response. They actually say very little about the capability of the

detector to measure strain. The actual limits of strain detectability are largely en-

capsulated in what is arguably the most important figure of merit for interferometric

detectors: the detector strain sensitivity. Strain sensitivity plots, frequently referred

to as simply spectra, are a measure of the broadband residual noise amplitude spec-

tral density of the detector, in units of 1/
√

Hz. The amplitude spectral density is

the square root of the noise power spectrum and gives the strain per square root

measurement bandwidth.

Figure 3-5 is a plot of the most recently measured and calibrated strain sensitivities

of the LIGO and Virgo interferometers during the S6 and VSR3 science runs.
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3.4 Noise sources

There are two main types of noise sources that contribute to the distinct shape of the

strain spectra curves in figure 3-5. At the low frequency end of the sensitivity curve,

below 200 Hz, interferometric detectors are dominated by displacement noise sources.

Displacement noises directly cause motion of the test masses or mirror surfaces. On

the high frequency end, above 100 Hz or so, detector sensitivity is typically dominated

by sensing noise which obscures the test mass motions and limits the ability to detect

them. Both of these types of noise sources are illustrated in figure 3-6, which shows

the noise budget for the LIGO H1 detector during Initial LIGO.

The displacement noise levels in Enhanced LIGO are not notably improved over

those in Initial LIGO. Enhanced LIGO did however significantly improve the shot

noise performance by increasing the circulating power in the interferometers, there-

fore lowering the overall effect of sensing noise. This will be discussed further in

section 3.4.5.

3.4.1 Seismic noise

The largest single noise source affecting the interferometers and dominating the strain

sensitivity at low frequencies is seismic noise. The seismic noise peaks at a couple of

millihertz in what is known as the “microseism,” caused largely by ocean waves. In the

0.5 to 10 Hz range, the seismic noise is mostly man-made, from sources such as nearby

construction and automobile traffic. Above 10 Hz, the noise comes from acoustic and

vibrational noises from the observatory site facilities themselves, such as the building

HVAC systems. Problematically, most of these sources are non stationary, meaning

that they have large variation over various time scales. The anthropogenic sources,

for instance, have strong daily variation. Earthquakes and other transient sources are

important as well.

Estimating the seismic contribution to the noise budget involves first measuring
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(a) displacement noise sources

(b) sensing noise sources

Figure 3-6: List of known noise sources contributing to the H1 strain sensitivity during
Initial LIGO. The top plot shows the displacement noise sources that dominate at
low frequencies up to 200 Hz. The bottom plot shows the sensing noise sources that
dominate at high frequencies above 100 Hz. The black curve is the measured strain
sensitivity, the gray dashed curve is the design goal, and the cyan curve is root-square-
sum of all the known noise contributors. The labeled peaks are: c: calibration line; p:
power lines harmonics; s : suspension wire vibrational modes; m test mass vibrational
mode. (Courtesy [4])



37

the actual ground motion with seismometers and accelerometers (see section 3.2.8).

A rough estimate of the displacement noise above 0.1 Hz at a quiet site is:

x(f) =

(
10−8

f 2

)
m√
Hz
, f > 0.1Hz. (3.4)

This noise is then attenuated by the suspensions and seismic isolation systems de-

scribed in section 3.2.7.

For LIGO, the result is a “seismic wall” at roughly 40 Hz. However, the situation

below 40 Hz in LIGO is actually significantly worse than what is predicted from

seismic noise alone. This can be seen in figure 3-6a as the discrepancy between the

measured noise (black curve) and the predicted noise (cyan curve) below 40 Hz. As

of this writing, it is still unclear what the source of this excess noise is.

Because of their multi stage suspension systems, the seismic noise situation in

Virgo is significantly better. As can be seen in figure 3-5, the performance of the

Virgo interferometer (V1) is nearly 3 orders of magnitude better than H1 at 20 Hz.

3.4.2 Thermal noise

In the most sensitive region of the strain spectrum, from 50 to 200 Hz, the sensitivity

of the interferometers is dominated by thermal excitations of the test masses and

their suspensions. Thermal noise is a fundamental noise source in any high-precision

mechanical experiment and is one of the trickiest noise sources to understand and

mitigate.

As dictated by the fluctuation-dissipation theorem, dissipative mechanisms in a

mechanical system leach energy from coherent primary oscillatory modes of the system

into other disordered thermal modes [31]. This theory was applied to measurements

of test mass surfaces in [32] and again in [33] to produce the following formula for the
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spectral density of fluctuations in a readout variable x:

Sx(f) =
2kBT

π2f 2

Wdiss

F 2
0

, (3.5)

where kB is Boltzmann’s constant, T is the temperature, Wdiss is the time-averaged

power dissipated in the system, and F0 is the thermal driving force. In the case of

gravitational wave interferometers the driving force is actually the light pressure on

the test mass surface.

The important point to note about (3.5) is that the fluctuations increase with in-

creased dissipation, which leads to dampening of a mechanical resonator. Dampening

is inversely proportional to mechanical quality factor, Q. Mechanical systems with

very high quality factor, and therefore low loss, will have less thermal noise. Another

way to think about this is that for systems with high Q, excitations will be strongly

absorbed by the primary vibrational modes, rather than being thermally dissipated

broadly across all frequencies. The goal is to create mechanical systems with very low

loss and very high quality factor. If the primary resonant modes can also be tuned to

be outside the measurement band, then the effect of thermal noise in the instrument

can be greatly reduced.

Thermal noise manifests in interferometric detectors in two important ways. The

first is via the test mass suspension wires (suspension thermal noise). Dissipation in

a suspension wire tends to come from the end of the wire where the wire flexes or rubs

against its clamp. The second source is in the thin-film dielectric optical coatings on

the test masses themselves (mirror thermal noise). While the test mass substrates

have very low mechanical losses, the coatings have fairly high mechanical loss and are

therefore a large source of thermal noise. These two noise sources dominate between

50 and 200 Hz.

It is very difficult to measure the broadband thermal noise in situ. The suspension

and mirror thermal noise traces in figure 3-6a are derived from finite element models
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of the mechanical properties of the test masses and their coatings and substrates.

3.4.3 Actuator noise

The test mass actuators pose a particularly difficult technical challenge. The actuator

electronics chain, from the digital-to-analog converters (DACs) to the analog current

amplifiers that ultimately drive the test masses, must have the largest dynamic range

of all electronics in the system. It must be powerful enough to overcome the large

seismic-induced motions of the test masses, particularly during times of high seismic

noise (storms, earthquakes, etc.), which can require coil currents of tens of mAmps.

However, the current noise must also be small enough to not cause excessive displace-

ment noise on the test masses. The requirement on current noise turns out to be no

more than a couple of pA/
√

Hz in order to remain below the thermal noise sources.

While actuator noise is not a fundamental noise source, it is a real technical challenge

to meet the requirements. This noise is only really reduced through clever electronics

design, including the use of multiple paths that can be switched in situ, between high-

gain modes of operation needed for locking the interferometer and low-noise modes

needed for high sensitivity operation.

3.4.4 Auxiliary DOF noise

Another major technical challenge involves the reduction of noise associated with cou-

pling between the primary differential length degree of freedom and the other length

and angular degrees of freedom. There are two main problems. The first is that noise

in the l− and l+ degrees of freedom in the PRC cavity can show up in L− (auxil-

iary length noise). This PRC length coupling is mitigated by digitally subtracting

the PRC error signals from the L− control path. The second major contributor is

spurious angular motions of the test masses (angular control noise). These angular

fluctuations can cause the beam to displace from the cavity axis, producing a phase
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shift that mimics a length shift in the cavity. Imbalances in the test mass actua-

tors can also produce torques that cross-couple into piston motions of the masses.

The angular couplings are mitigated by carefully balancing the test masses and their

actuators, as well as through severe filtering of the angular control loops.

3.4.5 Shot noise

Above 100 Hz, interferometer strain sensitivity is entirely dominated by sensing noise

in the form of shot noise. Shot noise comes directly from the fundamental quantum

particle-like nature of photons. A light beam detected by a photo detector is not a

continuous wave, but is instead ultimately a rain of individual photons, each impacting

the photo detector at random times governed by Poisson counting statistics.

The expression for the phase noise at the detector is [34]:

δφ(f) =

√
4πh̄c

ηPBSλ

rad√
Hz
, (3.6)

where h̄ is the reduced Plank’s constant, c is the speed of light, λ is the light wave-

length, η is the quantum efficiency of the photo detector, and PBS is the light power

at the beam splitter. There are two things worth noting about equation (3.6). The

first is that the noise is inversely proportional to square root of the optical power at

the beam splitter. This means that increasing the power at the beam splitter reduces

the shot noise, which motivates the use of power recycling. The second thing to note

is that there is no frequency dependence on the right side of (3.6); this noise has a

completely flat, or “white,” frequency spectrum. The apparent increase in shot noise

with frequency seen in figures 3-5 and 3-6b is not actually a property of the noise itself

but is instead attributable to the inherent frequency response of the interferometer,

as noted in equation (3.3).

Shot noise can also come from “junk” light on the photo detector, such as scattered

light or carrier light not in the primary TEM00 mode, that can not be used to read
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out the GW signal.

Another important thing to note about equation (3.6) is that the shot noise level

is inversely proportional to the square root of the laser power. This means that

increasing laser power decreases the shot noise level. This motivates a desire for

increased laser power. There is a limit to the benefit of increased laser power, though.

As the laser power is increased this same shot noise effect begins to manifest as a

random fluctuation force on the test masses known as quantum radiation pressure.

This effect does not become apparent until the laser power is significantly higher than

the levels currently in use, and it can be mitigated by increasing the mass of the test

masses.

3.4.6 Other sensing noises

Other than shot noise, there are a couple of other sensing noise sources that are worth

noting, even though they don’t actually impact the current detector sensitivity. Dark

noise is noise inherent in the photo detectors used to detect light at the anti-symmetric

port. It is generally not too difficult to keep this noise below the shot noise level by

careful design of the photo detectors and readout electronics. Laser frequency and

amplitude noise are also technical noise sources that can couple into the differential

degree of freedom, typically via imperfections in the optics in the two arms. These

noises can be suppressed by careful design of the PSL (see section 3.2.3). Finally,

noise in the RF oscillator used to impress the RF sidebands on the main carrier laser

beam can also couple into the differential DOF. Noise in the amplitude of the RF

oscillator can cause amplitude fluctuations in the side bands, while noise in the RF

phase can couple in if the RF signal paths are not well tuned.

3.4.7 Excess noise

A notable feature of figure 3-6, specifically in the low-frequency displacement noise

plot of figure 3-6a, is that the sum of all known noise sources (cyan curve) does not
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match the measured strain sensitivity (black curve). This is particularly notable in

the region below 35 Hz and in the region from 40 to 150 Hz. The low-frequency

excess is presumably caused by higher-than-expected seismic noise coupling. More

worrying, though, is the unidentified excess noise at the lowest point in the strain

spectrum. The two best hypotheses to account for this excess are electric charge

build-up on the test masses, and nonlinear up-conversion of low-frequency actuator

coil currents occurring in the actuator magnets [4]. Both of these sources will need

to be addressed in advanced detectors.

Other issues of particular importance to the analyses are non-Gaussianity, non-

stationarity, and “glitchiness” in the noise. These are problems are faced by all inter-

ferometers, and they adversely affect the sensitivity of the searches (see chapter 5).

High glitch rates and non-stationarity are particularly important because overcoming

them incurs large computational costs. Figure 3-7 shows a sample of measured noise

distribution for the H1 detector and indicates their deviations from the Gaussian

ideal.

3.5 Detector improvements and future detectors

The field of gravitational wave physics has been growing rapidly. Work has already

begun on the next generation detectors, and plans are being made for the so-called

third generation and beyond. Table 3.1 includes some information on these future

detectors.

As of October 20, 2010, construction has begun on the Advanced LIGO [35]

detectors at the Hanford and Livingston facilities. A third Advanced LIGO detector

will also be built, but at this time it is still unclear where. The initial proposal was

to make the third detector co-located with H1, occupying the same vacuum system.

There has recently appeared the possibility that this third detector could be built

instead in a new facility in western Australia. As of this writing, the proposal is still
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Figure 3-7: Distributions of strain noise amplitude at three frequencies in the measure-
ment band of the H1 detector. Each curve is a histogram of noise spectral amplitude.
The dashed lines indicate the Rayleigh distributions as expected for Gaussian white
noise. (Courtesy [4])
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under review. Work has also already begun on the Advanced Virgo [36] detector.

The Advanced LIGO and Virgo detectors will be debuting considerable techno-

logical advancements:

• The addition of signal recycling to the interferometer configuration

• A more powerful laser to decrease shot noise

• More massive test masses to reduce test mass thermal noise

• Multistage pendula and active isolation stacks to reduce seismic noise

There is also the possibility of injecting squeezed light into the anti-symmetric port

to achieve further reduction of shot noise

Construction should soon start on the Japanese Large-scale Cryogenic Gravita-

tional wave Telescope (LCGT) [21]. The LCGT facility will be in a mine to further

reduce seismic noise. LCGT will also employ radiative cryogenic cooling of the test

masses and suspensions.

Multiple space-based interferometers have been proposed to search for gravita-

tional waves at much lower frequencies than are accessible by ground-based detectors.

The Laser Interferometer Space Antenna (LISA) [24] would probe the millihertz range,

and the Deci-hertz Interferometer Gravitational-wave Observatory (DECIGO) [23]

would obviously be targeting the decihertz band.

Path-finding work has also begun on a third-generation detector known as the

Einstein Telescope [22] that hopes to push sensitivities even further.



Chapter 4

Transient Multimessenger

Astronomy with Gravitational

Waves

Multimessenger astronomy, the coincident observation of an event with multiple forms

of radiation, can provide significantly more information about a source than could

be gathered from observations from only a single messenger alone. The physical

processes that produce neutrinos, for instance, are quite different from those that

produce visible light. Each messenger can provide different pieces to the puzzle of

what is the source of the event, the nature of the progenitor, composition, envelope,

distance, host galaxy, etc. Understanding when those emissions happen relative to

each other and how they vary in time can give invaluable information about how the

underlying physical processes interact.

This is all particularly compelling when it comes to observations of gravitational

radiation emissions [37, 38]. Gravitational waves tell us about the bulk dynamics

of matter, something that we have only been able to roughly infer from traditional

observations. Furthermore, observation of a non-gravitational wave counterparts to

a prospective gravitational wave observation can greatly bolster confidence in grav-

45



46

itational wave detection. This is an extremely important motivation in this current

pre-detection era, and in the early low-SNR detection era.

Of particular interest here are transient sources that emit gravitational radiation

bursts that are well localized in time. These short-lived sources tend to be associated

with very energetic explosions that should emit messengers of all forms. Furthermore,

sources that are well localized in time also tend to be well localized in space, and

spatial localization helps further target our multimessenger search efforts.

Localization in time and space are both important for triggered searches for gravi-

tational waves. The basic detection algorithms for transient events are well established

in gravitational wave search efforts. Temporal and spatial localization also allow for

more efficient use of coherent detection algorithms, described in chapter 5, that are

more computationally expensive but can look deeper into the noise. Recent improve-

ments to the transient search algorithms have also significantly increased our ability

to reconstruct the sky positions of transient sources, which I will discuss in chapters 5

and 6. Position reconstruction is particularly important for the “LookUp” searches

described in the next section.

4.1 Triggered multimessenger searches

As gravitational waves have not yet been directly observed, gravitational wave mul-

timessenger astronomy has been used to aid first detection efforts, as well as help

put upper limits on possible GW emissions. Traditional astronomical observations

are being used in an attempt to increase detection confidence of gravitational wave

searches. In lieu of detection, it’s possible to put more stringent upper limits on

current theories. Joint observations can also be used to increase the sensitivity of

gravitational wave searches by requiring coincidence and consistency. Traditional

untriggered searches require very low false alarm rates in order to be sure that a de-

tection candidate is real. If external observations are available that can constrain the
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parameters of a search, much higher false alarm rates may be acceptable, and higher

false alarm rates usually translate into increased sensitivity.

There are currently two main types of multimessenger gravitational wave searches

being pursued. The first uses traditional observations of transient astronomical events

to focus the parameters of a gravitational wave search. These are known as “ExtTrig”

searches [39], since they use external triggers to point to where in the gravitational

wave data we should look. The second type, known as “LookUp,” [40] use the inverse

procedure, whereby gravitational wave triggers prompt electromagnetic observations.

4.1.1 Electromagnetic→Gravitational triggering (“ExtTrig”)

Before December 2009, all multimessenger gravitational wave searches were of the

ExtTrig variety. ExtTrig searches typically involve the analysis of data that has

already been gathered and archived. These searches use triggers from traditional

astronomical observations (usually electromagnetic) to prompt further analysis of

data previously collected by whatever gravitational wave detectors were active at the

time. Because the electromagnetic triggers are often well localized in both time and

sky location, they are also amenable to coherent analysis methods (discussed in detail

in chapter 5), which are more sensitive than incoherent methods.

Gamma-ray bursts (GRBs) are very attractive targets, as I discuss in section 4.2.1.

GRB triggers are readily available (most prominently from the Swift observatory [41]

and IPN 3 network [42]), and therefore most published results of triggered searches

have involved GRB triggers. The first extensive GRB-triggered search looked for short

duration gravitational wave bursts associated with GRB 030329 [43]. A triggered

follow-up of GRB 070201 was able to exclude a binary neutron star merger progenitor

from the M31 galaxy [44]. Ensemble searches have since looked for gravitational

wave bursts associated with large classes of GRBs [45, 46]. Matched filter “inspiral”

algorithms have also been used to look for gravitational waves associated with short

GRBs [47].
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Other searches have looked for gravitational waves associated with soft gamma

repeaters [48, 49, 50]. One search has also focused on looking for gravitational waves

associated with quasi-periodic oscillations in the X-ray tail of SGR 1806-20 [51].

There are also still many promising ExtTrig searches to be done. Optical and

other lower-energy EM transients have not been used as triggers. Optical supernovae

are an obvious target. Searches are also underway for gravitational waves associ-

ated with high-energy neutrino events, in collaboration with the ANTARES [52] and

IceCube [53] detectors.

4.1.2 Gravitational→ Electromagnetic triggering (“LookUp”)

LookUp searches are the newest form of multimessenger gravitational wave search,

aiming to observe electromagnetic counterparts to gravitational wave triggers. Data

from the full gravitational wave detector network is analyzed in real time to produce

triggers with very low latency. The triggers must include reconstructed sky location

information that can be used to point telescopes to the likely source location on the

sky. As soon as the triggers are generated, they are passed to electromagnetic obser-

vatories that make opportunistic observations of the reconstructed source locations.

LookUp searches are very ambitious, and more technically challenging and re-

source intensive than off-line ExtTrig searches. Triggers must be identified with very

low latency since the phenomena that we hope to observe is inherently transient and

will fade from view if not observed in time. The need for accurate position reconstruc-

tion further adds to the difficulty because of the extra computational cost involved.

Real-time analysis requires that data from the entire worldwide network of detectors

must be quickly transferred to a central analysis location. Large computer resources

must be continuously available to analyze backgrounds and determine event signifi-

cance within the necessary time window. Close coordination and communication with

the follow-up observatories must also be achieved for these searches to be successful.

The potential scientific payoff from successful LookUp searches is commensurate
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with their difficulty. Electromagnetic afterglows can provide a wealth of information

that is difficult to ascertain otherwise. From the afterglows it is possible to determine

properties such as precise location, redshift, host galaxy, energy scale, composition,

etc., all of which are invaluable for understanding the source. A LookUp search may

also lead to an observation that would otherwise be impossible (or at least extremely

unlikely). This includes observing the shock breakout from a supernova, or the optical

or X-ray afterglow from an off-axis or choked GRB.

This thesis describes the first LookUp search for electromagnetic counterparts to

gravitational wave event candidates.

4.2 Transient multimessenger sources

In this section I will take a closer look at some of the most prominent transient

multimessenger sources that will likely emit gravitational radiation. I will focus on

the physical objects themselves and the specific types and timescales of radiation they

may emit. In particular, I will be discussing:

• Coalescence of binary systems of compact stellar-mass objects

• Core-collapse supernovae

• Neutron star disruptions

These three classes are some of the most studied potential sources, and they have all

been extensively observed in many non-GW bands. The point here is to build up a

picture of what we might expect to see if we “look up” immediately after identifying

a gravitational wave burst candidate, and to explore what those observations might

tell us about the nature of the physical phenomena. I examine time scales that range

from seconds to weeks after the initial gravitational wave burst, for all messengers

that are currently being monitored by astronomical observatories.
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4.2.1 Compact binary coalescence

The coalescence of a compact binary star system is thought to be one of the strongest

emitters of gravitational radiation. Compact binaries consist of two very compact

objects, such as neutron stars (NS) and black holes (BH). Such systems have large

time-varying quadrupole moments, particularly during the final stages of inspiral and

merger, and should be efficient emitters of gravitational radiation (see section 2.3).

Estimates of the rate of compact binary coalescence (CBC) in our galaxy are based

largely on only a handful of observations of radio pulsar binaries and tend to be in the

range of roughly 10−6 yr−1 up to maybe 10−4 yr−1 [54, 55, 56, 57, 58]. If the merger

rate is proportional to blue stellar luminosity [55], then this local rate corresponds to

a cosmological rate of 10−8 − 10−6 Mpc−3 yr−1 [55]. This rate is quite favorable for

detection by second-generation detectors which are expected to have sensitivity to

these kinds of systems out to distances of hundreds of mega-parsecs [59]. The result

is an expected detection rate for Initial LIGO of 2×10−4−0.2 per year, and between

0.4 and 400 per year for Advanced LIGO [59].

The relative simplicity of the geometry of CBCs means that their gravitational

wave signatures have been extensively modeled (at least for the most simple cases

without spin). During the early stages of the inspiral, the waveforms are well ap-

proximated by analytical solutions [60, 61, 62]. In the later stages, post-Newtonian

expansions are able to provide better waveform predictions [63]. Only recently have

computationally intensive numerical relativity simulations been able to suggest what

might be expected for the merger phase, where the gravitational emissions should

peak [64, 65].

These factors have directed much of the gravitational wave search effort to date,

which have focused specifically on looking for the gravitational wave signatures from

CBCs [66, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76, 47]

The mechanisms for non-gravitational wave emission from CBCs are equally com-

plicated. Black holes are purely gravitational objects that may or may not have
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envelopes of accreting matter that would support non-gravitational emissions when

disrupted. Neutron stars, on the other hand, consist of highly dense nuclear matter

that certainly should emit copious amounts of radiation when disturbed.

The Gammy-ray burst connection

Gamma-ray bursts are some of the most energetic and enigmatic events in the uni-

verse. The sources of these short bursts of gamma radiation appear to be isotropically

distributed in the sky, indicating that they are almost certainly cosmological in ori-

gin. The duration of observed GRBs is bimodal, indicating that GRBs come from

two distinct source distributions [77]. The two classes have become known as short

and long gamma ray bursts, with durations less than and greater than ∼ 2 seconds

respectively.

While the long GRBs (LGRBs) are widely believed to be associated with core-

collapse supernovae (see section 4.2.2), the origin of short GRBs (SRGB) is less

clear. That said, the hypothesis that SGRBs are a result of the formation of a black

hole from the coalescence of compact objects, most likely binaries of two neutron

stars (NS-NS) or a neutron star and a black hole (NS-BH), is becoming more widely

accepted [78, 79, 80, 81].

GRBs, both the long and short varieties, are probably the result of highly rela-

tivistic jets emitted during the rapid formation of a spinning compact object, likely as

stellar-mass black hole, fed by an accretion disk of very dense nuclear matter [81, 80].

The remnant black hole and accretion disk should constitute an efficient power source

for driving highly relativistic jets and other high-energy emissions. The total amount

of energy available is largely gravitational and is set by the total available mass [81]:

EGW ≈
GMBHMdisk

Rdisk

≈
(

MBH

3M�

)(
Mdisk

0.1M�

)(
107cm

Rdisk

)
1052 ergs. (4.1)

Key to understanding GRBs is understanding the relativistic jets that are likely
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driving the gamma emissions. The current hypothesis is that, as nuclear matter from

the disk falls into the remnant, neutrinos are emitted that escape and act to cool the

accretion inflow, a process referred to as “neutrino cooled accretion flow” [80]. The

energy dissipation from the neutrino cooling acts to heat electrons , accelerating them

to highly relativistic velocities and causing them to radiate in the presence of various

electromagnetic fields (via synchrotron and inverse Compton scattering) to produce

the relativistic jets of radiation [81]. These jets are highly collimated and beamed

along the rotational axis, and if the beaming happens to be pointed toward the earth,

this is what is observed as the initial gamma ray burst. The GW emission should also

be maximum along this axis, but will be far less beamed than the jet (meaning that

it should be possible to observe GW emission even if the jet is not visible). These

processes happen on very short timescales, leading to sharp bursts of radiation that

disappear quickly.

It was the observation of fading X-ray and optical afterglows, starting with the

observation of GRB 970228 in 1997 by the Beppo-SAX satellite [5], that really started

to shed light (so to speak) on the underlying nature of GRBs. Little information can

be discerned from the gamma ray burst itself; the signals are too short and the energy

is too high to make useful measurements of things like their redshift or composition.

The afterglows, on the other hand, are a boon, providing redshifts, energy scales, and

so on.

GRB 970228 was, however, a long GRB. The first observation of the afterglow

from a short GRB was not made until 2005, when the Swift satellite observatory

made observations of the quickly decaying X-ray afterglow of GRB 050509b [82].

This was notable because it provided some of the earliest evidence that short GRBs

may be the result of compact binary coalescence [83].

Afterglows are generally believed to arise from highly magnetized relativistic par-

ticle winds interacting with the ambient warm gas in the envelope around the ob-

ject [80]. These afterglows can last for many days, even more than a week. This
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can be seen in figure 4-1, which shows the X-ray afterglows of three notable SGRBs.

While no optical or radio afterglows were observed in GRB 050509b, follow-up obser-

vations of GRBs 050709 and 050724 revealed optical, near infrared, and radio after-

glows [84, 85]. The optical emissions are thought to come from the radioactive decay

of newly formed heavy elements in the ejecta from the merger [86]. Some models also

predict detectable radio afterglows in the seconds and minutes after the burst [87].

Figure 4-2 is an overview of these various emission products from a compact binary

coalescence, relative to the time of the peak gravitational wave burst.

One of the more interesting prospects for LookUp searches is the possibility of

observing off-axis GRBs. Since GRBs are most likely the result of highly collimated

and beamed relativistic jets, we probably see only a fraction of the actual number.

The rest would be pointed away from us and not observable. The afterglows would

probably still be observable, though, if we knew where to look. The gravitational wave

emissions from CBCs, on the other hand, should be much more uniformly distributed.

Observations based on gravitational wave triggers might catch the afterglow of a CBC

without observing the actual GRB itself. This would be strong confirmation of jet-like

nature of the burst and would help refine the estimates of event rates.

Naked BH-BH binaries

It is interesting to note that BH-BH binaries are thought by some to constitute a class

of strong GW sources that may in fact not be accompanied by any non-gravitational

emissions. Many binary black hole systems are suspected of being “naked,” i.e. not

surrounded by other forms of non-exotic matter [88]. These naked BH-BH binaries

could have either accreted or blown off any extra matter that could have been present

when the black holes or binary were formed. If such objects do exist, they might

constitute a stronger and more pervasive source than binaries that include neutron

stars.
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Figure 4-1: Lightcurves of soft X-ray afterglows from three short gamma ray bursts
observed by the Swift satellite observatory: GRB 050724, GRB 051210, and GRB
051221A. The y axis is the flux of photons in the 2-10 keV range, and the x axis is
time in seconds since the initially detected gamma ray burst. (Courtesy [81])
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Figure 4-2: Relative arrival time of various emissions from NS-NS and NS-BH binary
coalescence. Times are measured from from peak gravitational wave emissions.
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4.2.2 Core-collapse supernovae

Core-collapse supernovae (CCSNe), the result of explosions of massive stars that

undergo gravitational collapse at the end of their lifetimes, also look to be another

promising gravitational wave multimessenger source. Core-collapse supernovae are

well known emitters of both electromagnetic radiation and neutrinos, and models

suggest they are likely emitters of gravitational radiation as well.

Supernovae have been observed broadly throughout the EM spectrum for many

years (thousands, actually). Their emissions are incredibly bright and distinct, and

the most notable events have been observable with the naked eye. Their afterglows

span the EM spectrum and can last for weeks (e.g. figure 4-3). A credible explanation

of their origin as stars undergoing gravitational collapse into neutron stars was first

published in 1934 by Baade and Zwicky [89]. While it is now known that not all

supernovae involve core-collapse, the ones that do are the most massive and therefore

likely to produce the most brilliant explosions, typically releasing upwards of 1051

ergs.1

Certainly the most famous supernova ever observed was SN1987A. SN1987A was

also the first and only extrasolar object ever observed via neutrinos [91, 92]. The

neutrino observations actually preceded electromagnetic observations by roughly three

hours, indicating the actual explosion time and providing important evidence for the

theory of supernova shock breakout [93].

Current estimates put the CCSNe rate in our galaxy at 0.7− 2 per century [94].

Using the same proportionality to blue stellar luminosity as in section 4.2.1 [55] leads

to a local cosmological rate of 0.7− 2× 10−4 Mpc−3 yr−1. However, unlike compact

binary coalescence, the gravitational wave signals from CCSNe are expected to be

quite weak, and the corresponding sensitivity for advanced detectors is much lower.

1This unit of energy, 1051 ergs, is now known as 1 bethe, in honor of Hans Bethe, a pioneer in
the theory of supernova physics.



57

Figure 4-3: K-band (near-infrared) light curves from a large selection of core-collapse
supernovae. (Courtesy [90])
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The explosion mechanism

In 1990, inspired by the fervor surrounding SN1987A, Hans Bethe published a seminal

paper outlining the most up-to-date theory of core collapse [95]. More recently Kotake

et al. [96] and Ott [97] have also covered current theories of gravitational wave emission

from CCSN. As a star runs out of nuclear fuel, it begins to undergo gravitational

collapse. The collapse is eventually halted (after only a tenth of a second or so)

when the core reaches nuclear densities. This sudden halt of the collapse leads to

a “bounce” and an outward propagating shock wave. When the shock wave finally

escapes the core, known as shock breakout, it blows out the less dense stellar envelope,

leading to the tremendous EM emissions that we observe as the supernovae.

Unfortunately, simple models and computer simulations fail to endow this “prompt

shock” with enough energy to keep it from stalling before reaching the surface of the

iron core [95, 96, 98]. Consequently these models fail to account for the supernova

explosion itself. A hope in reviving the shock has been the copious amounts of low-

energy neutrinos produced from electron capture in the core collapse. These neutrinos

are initially trapped in the collapsing core, but are released almost immediately as the

shock expands outward. Some models suggest that these neutrinos could deposit the

needed energy in the shock front to revive, but only with small cores or low density

envelopes [98]. The explosion mechanism for massive progenitors remains a mystery.

Various models for gravitational wave emission from CCSN have been studied

and each should produce unique gravitational wave signatures [99, 97, 100, 101, 102].

Other than the neutrino mechanism, other mechanisms include magnetorotational

instabilities in rapidly rotating progenitors with strongly magnetized cores [103], and

acoustic oscillations of the remnant proto-neutron star [104]. The most energetic of

these mechanisms is expected to produce strains detectable by advanced detectors at

distances of about 100 kpc or so [99].
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Shock breakout and EM emission

One of the other big unknowns in supernova theory is the nature of the shock breakout

itself. We have very little understanding of when the shock breakout happens relative

to the core collapse time or how long it takes to escape the stellar envelope. These

things are intimately related to the size, makeup, and geometry of the progenitor. The

problem is that it has been very difficult to know when exactly the core collapse has

taken place. Neutrino emissions begin almost immediately after the collapse [105, 98],

but to date there has only been a single observation of neutrinos from SN (1987A).

Since gravitational waves are emitted directly by the core collapse they would provide

a precise time of collapse. Subsequent observations of the EM emissions from the

supernova itself would teach us much about the nature of the progenitor.

Observations of the actual shock breakout have also been few and far between.

We know that the initial breakout produces a bright flash of UV and X-ray radia-

tion [106, 107, 95], but these bursts have been only rarely observed. LGRB 060218

showed a time-varying thermal component in its X-ray emissions that indicated the

possible observation of the shock breakout [108, 109, 110]. In 2008, astronomers

serendipitously observed an X-ray burst during anther scheduled observation that

ended up being the first observations of SN2008D [111].

Long gamma ray bursts

As mentioned in section 4.2.1, the observations of X-ray afterglows have provided

substantial evidence to indicate that most LGRBs are associated with Type Ic CC-

SNe [78]. Multiple models have been proposed for the origin of LGRBs, each predict-

ing different afterglow behavior that should be observationally distinguishable. The

progenitors are thought to be very massive Wolf-Rayet stars [112]. In the collapsar

model the core collapses immediately into a ∼ 3M� black hole [113], which would

centrifugally support an accretion disk that could supply long afterglows [114]. In

the supranova model a “hypermassive” neutron star is formed, supported by high ro-
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tational velocity, which might have quickly decaying or absent afterglows [115]. The

production of a rapidly spinning Kerr black hole could also produce long-duration

radio emissions [116]. Figure 4-4 shows the visible light curves of afterglows for many

of the observed LGRBs, collected in [117].

As with SGRB, LGRB jets would also be beamed, meaning gravitational wave

triggers would provide the same unique opportunity to view the afterglow from an

off-axis LGRB as they would for SGRB. Because LGRB occur in the cores of stars

surrounded by dense circumstellar matter, there is also the interesting possibility

that the GRB would be “choked” and not actually make it out of the star [118].

Gravitational wave triggers could therefore allow for the observation of afterglows

from these choked GRBs.

4.2.3 Neutron stars disruptions

Supernovae are not the only form of stellar instability that are suspected of emitting

gravitational radiation. In fact, any relativistic star that undergoes a significant

mass/energy reconfiguration could, in principle, release gravitational radiation. Some

of the most extreme of these are neutron stars with very strong magnetic fields:

magnetars. Magnetars were first posited to explain the intense bursts of gamma

and X-ray radiation coming from soft gamma repeaters (SGR) and anomalous X-ray

pulsars (AXP) [119, 120, 121, 122, 123, 124].

Magnetars are neutron stars that are thought to posses magnetic fields up to

and possibly greater than 1015 Gauss [122]. They are possibly remnants of compact

binary coalescence [125] with strong magnetic fields. While the energy densities, ro-

tational motions, and stochastic reconfigurations of magnetars would suggest gravita-

tional wave emission, there is unfortunately little theoretical understanding of how the

emission might actually occur. The current speculation is that SGRs are the product

of global rearrangements of the magnetar’s magnetic fields [126]. These rearrange-

ments can release energy upwards of 1045 erg, causing violent reconfigurations of the
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Figure 4-4: Visible (Rc band) afterglows for a large number of long gamma-ray bursts,
corrected for Galatctic extinction (Courtesy [117])
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Figure 4-5: Relative arrival time of various emissions from core-collapse supernovae,
as a function of time relative to peak gravitational emissions.
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Figure 4-6: Light curve of the SGR 1806-20 giant flare, as observed by the Burst
Alert Telescope (BAT) on the Swift observatory. The apparent increase in counts at
140 s was due to a preplanned spacecraft reorientation. (Courtesy [133])

neutron star crust, so called crustquakes. These crustquakes might excite nonradial

modes of oscillation, such as spherical f and r modes, that should emit gravitational

radiation [127, 128, 129]. This theory is supported by, among other things, the obser-

vation of quasi-periodic oscillations (QPOs) in the tails of SGR giant flares [130, 131]

that are coincident with the observed SGR spin rates.

Soft gamma repeaters sporadically emit intense but brief bursts of soft (i.e., low en-

ergy) gamma rays. These bursts commonly reach peak luminosities of up to 1042 erg/s

lasting for around 0.1 s [124]. Some SGRs occasionally emit giant flares, such as the

SGR 1806-20 giant flare, which reached a peak isotropic energy of 1046 erg and was

followed by a prolonged pulsating tail [132, 133] (see figure 4-6). SGRs are also known

to have persistent X-ray [122] and neutrino [134] emissions.



Chapter 5

Bayesian Network Analysis

Multiple detectors are useful for more than just increasing detection confidence. While

gravitational waves have two independent polarizations, a single interferometric de-

tector is only sensitive to a linear combination of them (section 3.3). A network of

three or more detectors, on the other hand, overdetermines the waveform (at least

in the large SNR limit). This allows for the reconstruction of the waveform and its

various parameters. The most important of these parameters for gravitational wave

astronomy, and for this thesis in particular, is the direction of the signal.

Waveform reconstruction is known as the inverse problem. Gürsel and Tinto were

the first to work out this problem in detail for a network of three interferometers [135].

They were also the first to describe the construction of network null streams (described

in section 5.2) as an effective tool for signal discrimination [135]. The null stream was

later shown to be effective at signal discrimination in the presence of non-Gaussian

and non-stationary noise distributions [136, 137], as well as for discriminating signals

from instrumental noise glitches [138].

Algorithms that use the full network to reconstruct waveform parameters and null

streams are known as coherent algorithms, as opposed to incoherent algorithms that

analyze each detector stream independently. One of the first real uses of coherent

techniques was in searches directed at particular sky locations. If a target source

64
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location is known, the coherent null stream technique can be applied to that single

sky location with great effect. This is the basis of almost all of the ExtTrig searches

described in section 4.1.1. The X-Pipeline [139] is a notable pipeline developed

specifically for doing these types of directed coherent searches.

One of the difficulties of coherent algorithms is that the consistency tests are

generally applicable to only a single direction at a time. In order to apply these

tests to extended solid angles, minimization of the null streams over the entire area is

required. Since the computational cost of a coherent analysis for a single sky location

is comparable to that of an incoherent algorithms, applying the tests to large patches

of the sky, or to the entire sky, can be prohibitively expensive. This weakens the

power of the test considerably.

LookUp searches, on the other hand, require a reconstructed sky position with the

trigger so that telescopes may be pointed at the proper location. The reconstruction

algorithm must also be efficient so that it can be calculated quickly and return results

in time to catch other messengers from a transient source.

In 2007, Antony Searle formulated the first fast and practical Bayesian [140, 141]

interpretation of the null stream for the detection of transients in a network of detec-

tors [142, 143]. This technique includes a solution to the inverse problem that is able

to produce full probability distribution maps for source location on the sky, known as

sky maps. It has also been shown to be the optimal solution to Markov-chain Monte

Carlo (MCMC) statistics [144], and is therefore faster than analysis based on those

statistics. Bayesian methods had been previously applied to gravitational wave data

analysis in searches for specific signal models [145], but not for more generic transient

signals, or for efficient reconstruction of sky maps. More recently they have been

extended to test for the presence of detector glitches [146].

In this chapter I describe a full Bayesian algorithm that searches for transient

signals in a network of detectors, produces full source probability distribution maps

on the sky, and is able to reject detector glitches. The implementation of the algorithm
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in a real low-latency analysis pipeline is then described in chapter 6.

5.1 Basics of network analysis

For a sky source direction (θ, φ) and gravitational wave polarization angle ψ, the

response of an interferometric detector can be written as follows (equation (3.1)

reprinted for reference):

F+(θ, φ, ψ) = cos 2ψ
1

2
(1 + cos2 θ) cos 2φ− sin 2ψ cos θ sin 2φ (5.1)

F×(θ, φ, ψ) = − sin 2ψ
1

2
(1 + cos2 θ) cos 2φ− cos 2ψ cos θ sin 2φ. (5.2)

The response function and wave polarization can both be represented by vectors,

F = [F+F×] and h = [h+h×]T , and the measured strain in the detector is then their

dot product:

hm(t, θ, φ, ψ) = F+(θ, φ, ψ)h+(t) + F×(θ, φ, ψ)h×(t)

= F(θ, φ, ψ)h(t). (5.3)

Without loss of generality we can choose an arbitrary reference polarization basis

(such as ψ = 0) and neglect ψ in further derivations. I will also use Ω̂ to represent

the unit vector in the direction of sky position (θ, φ). The single detector response is

then written

hm(t, Ω̂) = F(Ω̂)h(t). (5.4)

Now consider a single strain measurement from a single detector, x(t). Along with

any gravitational wave signal, hm, the measurement will also include any inherent

detector noise, n. The measurement will be a linear combination of the response of
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the detector to the gravitational wave and the inherent detector noise:

x(t) = F(Ω̂)h(t) + n(t). (5.5)

We can generalize this to D detectors spread out in space, each at position ~ri. The

response of detector i at time t will be given by

xi(t) = Fi(Ω̂)h(t+ τi(Ω̂)) + ni(t), (5.6)

where τi is the time delay of the signal in detector i relative to some origin, ~r0,

τi(Ω̂) ≡ 1

c
(~r0 − ~ri) · Ω̂. (5.7)

We can neglect this time delay factor for now by noting that it can be reincorporated

by applying the appropriate time shift in each data stream during the analysis. I will

therefore assume for this discussion that the detectors are all co-located (i.e. they all

reside at the same location in space), but not necessarily co-aligned.

Since we wish to ultimately work in the frequency domain, I note that we can just

as easily work with any linear transformation of the variables, x̃, and drop explicit

reference to time or frequency. I also drop explicit reference to Ω̂, except where needed

for clarity or emphasis.

The generalization of (5.5) for the D-detector network is them given by


x1

x2

...

xD

 =


F+

1 F×1

F+
2 F×2
...

...

F+
D F×D


h+

h×

+


n1

n2

...

nD

 , (5.8)

or more simply:

x = Fh + n. (5.9)
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We have now recast the antenna response function, F, as a 2×D matrix, where the

two columns represent the overall network + and × polarization responses:

F ≡
[
F+ F×

]
=


F+

1 F×1

F+
2 F×2
...

...

F+
D F×D

 . (5.10)

This geometrical construction of the response of a network of interferometric detectors

to an incoming gravitational wave is the key to any coherent analysis.

5.2 Null stream analysis

As noted originally by Gürsel and Tinto in [135], there is an interesting geometrical

construction that can be applied to the network response function. The F+ and F×

polarization response vectors together form a two-dimensional subspace (i.e., plane)

in the D-dimensional detector space (see figure 5-1). I will refer to this as the signal

plane. The measured gravitational wave vector, hm, must lie within this plane since it

only contributes to the measurement via its projection onto the F+ and F× vectors.

Assuming that none of the interferometers is co-aligned, this plane lies in a larger

D-dimensional space. Let us now examine the remaining D−2 dimensional subspace

orthogonal to the signal plane, defined by a new matrix, A:

AF = 0. (5.11)

The space defined by A is a space in which no signal resides and is therefore referred

to as the null space.

What happens if we now project the data stream x into this space? Since A is

(by construction) orthogonal to F, the signal stream cancels out entirely. Using this,
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Figure 5-1: Network null stream construction. (Adopted from [138])

we can construct a new quantity from the data, z:

z ≡ Ax

= AFh + An

= An (5.12)

The result is a set of null streams, zi, which are the rows of An. Figure 5-1 shows a

schematic of the construction of the null stream.

Since A is constructed from the network interferometer response function, F,

which is a function of source sky position, Ω̂, A(Ω̂) and z(Ω̂) are therefore also a

functions of sky position. The rank of A, and therefore the number of independent

null streams, is dependent on the relative alignments of the detectors in the network.

Generally there are D − 2 null streams. However, if all detectors are aligned, then

F+ ∝ F×, and there are D − 1 null streams. Since we are concerned here with three
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nonaligned detectors, A is a simple vector and there is a single null-stream vector.

The construction of A is not particularly complicated, but we only note here that for

the three-detector case, A takes on a particularly simple form [138]:

A =
F+ × F×

|F+ × F×|
. (5.13)

The total energy in the null stream is given by the null energy :

Enull(Ω̂) = |z|2

= x†ATA x

= x†Σ−1 x, (5.14)

where we have defined the new quantity

Σ−1(Ω̂) ≡ ATA. (5.15)

Enull contains contributions from the cross-correlations between detector streams

(x∗ixj), as well as from the auto-correlations of each detector with itself (x∗ixi). As

we shall see, it is useful to construct an energy term which represents just the contri-

bution to the null energy from the auto-correlation terms

Einc(Ω̂) ≡
∑
i

Σ−1
ii |xi|2. (5.16)

Einc is a measure of the uncorrelated energy in the network and is therefore referred

to as the null incoherent energy.

Let us now imagine that we are given a direction in the sky and a time character-

ized by coincident excess power in multiple detectors in our network. If the signals

are just randomly coincident yet uncorrelated glitches we expect the null energy to
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be dominated by the incoherent energy, i.e.,

Enull ∼ Einc. (5.17)

However, if the signal is due to a true gravitational wave, then the null energy should,

on average or in the large SNR limit, go to a minimum. The incoherent energy, on

the other hand, should still be large, since there is actually energy in each individual

detector stream. So for the case of a true gravitational wave signal we expect

Enull � Einc. (5.18)

5.3 Formulation of the Bayesian analysis

In a Bayesian analysis, we ask, “What is the plausibility of a hypothesis being true,

given a set of initial assumptions?” Given a hypothesis, H, and set of initial assump-

tions, I, this is usually written p(H|I) (read: “plausibility of H assuming I”). Given

that we are making physical measurements, we expand the set of initial assumptions

to include the network measurement data, x: p(H|x, I). This function is usually

referred to as the posterior plausibility, since it is what is assigned to the hypothesis

after observation.

We can’t evaluate the posterior plausibility function directly, but Bayes’s Theo-

rem [141] tells us that we can separate the function into components that can be more

easily evaluated:

p(H|x, I) =
p(H|I)p(x|H, I)

p(x|I)
(5.19)

The term p(x|H, I) is the likelihood function, since it gives the probability that a

certain measurement is made given hypothesis H. The terms p(H|I) and p(x|I) are

known as the prior or marginal plausibilities of H and x respectively, since they

represents the plausibility of these variables before measurement. For notational
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simplicity, I will from here on drop the implicit assumptions, I.

We now wish to compare two different hypotheses, H0 and H1. We can com-

pare them by looking at the ratio of their posterior plausibilities, also known as the

Bayesian odds ratio:
p(H1|x)

p(H0|x)
=
p(H1)

p(H0)

p(x|H1)

p(x|H0)
(5.20)

The first factor on the right, p(H1)/p(H0), is known as the prior odds ratio, and the

second factor, p(x|H1)/p(x|H0), is known as the Bayes factor or likelihood ratio. Note

that by taking the ratio of the likelihood functions for the two hypotheses we divide

out the cumbersome and difficult p(x|I).

The likelihood ratio is what we actually compute in the analysis from the data

obtained during the observation. The prior odds ratio, on the other hand, is where

we encode our prior expectation that there should be a signal versus only noise.

Ultimately, the odds ratio is just a constant factor that would ideally be chosen

ahead of time. In practice, though, the odds ratio becomes something more like

a threshold. This threshold is determined through Monte Carlo simulations and

analyses of background data known to contain no signals.

5.3.1 Marginalization

The likelihood functions in (5.20) are not trivially solvable since we typically don’t

know a priori all of the parameters that define the signal for which we are searching.

In other words, our signal hypotheses are usually incomplete. Our ignorance in this

regard is, of course, dependent on the kind of search we’re doing. Generally, we

perform searches over some reasonable subset of the parameter space, making explicit

assumptions about the signal parameters that are well defined and then performing

what is known as a marginalization over those that are not.

Bayesian marginalization is the process of averaging over all possible values of a

parameter, weighted by the prior probability distribution we assign to the param-
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eter itself given the hypothesis of interest. For example, given a hypothesis, H,

parametrized with parameter, ρ, the marginalization over ρ is given by:

p(x|H) =

∫
ρ

p(ρ|H)p(x|H, ρ) dρ. (5.21)

By choosing priors that are both realistic and integrable we can solve these integrals

analytically. Those that we can’t solve are then integrated numerically, which is in

effect the computational component of the analysis.

5.3.2 The gravitational wave search problem

In the case of gravitational wave observations, we are interested in comparing the

hypothesis that the data contains a signal, Hs,

Hs : x = Fh + n, (5.22)

versus the hypothesis that the data contains no signal and only noise, Hn,

Hn : x = n. (5.23)

The odds ratio for this test is then given by:

p(Hs|x)

p(Hn|x)
=
p(Hs)

p(Hn)

p(x|Hs)

p(x|Hn)
. (5.24)

5.4 Noise model

Probably the most important and simultaneously most difficult part of interferometric

gravitational wave antenna data analysis is understanding the detector noise. Ideally,

the detector noise would be described by a simple stationary Gaussian distribution

that is perfectly flat in frequency (i.e., “white”). Unfortunately, real interferometer
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detector noise is quite bit more complicated than this. As we saw in figure 3-7, real

detector noise distributions are certainly not ideally Gaussian. They are generally

“colored” in frequency, and the measured sample amplitude distributions have long

tails, particularly at low frequency, indicating the presence of low-frequency glitches.

From a Bayesian perspective, it is important to have a good model of instrument

noise because we can use the prior probability distribution function of the noise to

construct the signal likelihood function. Since our measurement is the linear sum

of the signal response and the detector noise (5.5), and since the signal and the

noise are uncorrelated, we can construct the signal likelihood function by making the

substitution n→ x− F(Ω̂)h into the noise prior, p(n|Hn). In other words:

p(x|Hs,h, Ω̂) = p(x− F(Ω̂)h|Hn). (5.25)

Probably the most important property of the noise in the network of detectors

is that it is completely independent in each detector (this is in fact the main reason

we have more than one detector). This independence means that the distribution

in each detector is completely uncorrelated and can be separated into a product of

single-detector distributions, i.e.,

p(n|Hn) =
∏
i

p(xi|Hn). (5.26)

From here we can describe the noise distributions in each detector individually. Since

the detectors are all more or less the same, I will be using the same distributions to

describe all detectors.

While acknowledging that it is imperfect, we begin by modeling the noise as a

simple, normal (Gaussian) distribution with mean µ and variance σ2:

N (x, µ, σ2) =
1√

2πσ2
exp

(
−1

2

(x− µ)2

σ2

)
. (5.27)
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It is useful to start here since it makes the following formulations clearer. As we will

see in section 5.6, we can also model deviations from this ideal as separate distribu-

tions that are added to this simple normal distribution. In the detectors the noise

mean is always zero, so the distribution of the noise in detector i is then given by:

p(ni|Hn) = N (ni, 0, σ
2
i ) (5.28)

=
1√

2πσ2
i

exp

(
−1

2

n2
i

σ2
i

)
. (5.29)

It is convenient to describe the full network noise in matrix form as a multivariate

normal distribution with mean µ and covariance matrix Σ:

N (x,µ,Σ) =
1

(2π)D/2
√
|Σ|

exp

(
−1

2
(x− µ)TΣ−1(x− µ)

)
. (5.30)

Again, since the noise mean is zero, the network noise hypothesis prior probability

becomes:

p(n|Hn) = N (n,0,Σ) (5.31)

=
1

(2π)D/2
√
|Σ|

exp

(
−1

2
nTΣ−1n

)
. (5.32)

5.5 Signal model

As we saw in (5.25), we can use the noise prior probability function to construct the

signal likelihood function. Given (5.31) we see that

p(x|Hs,h, Ω̂) = N (x− Fh,0,Σ)

= N (x,Fh,Σ)

=
1

(2π)D/2
√
|Σ|

exp

(
−1

2
(x− Fh)TΣ−1(x− Fh)

)
. (5.33)



76

The parameters in this likelihood function are the gravitational waveform and am-

plitude, h, and the sky direction, Ω̂ (via F(Ω̂)). However, since we don’t know these

parameters a priori, we can’t compute the full signal likelihood directly. We must

first marginalize over these unknown parameters.

We begin by marginalizing over the strain waveforms and amplitudes, h:

p(x|Hs, Ω̂) =

∫
h

p(h|Hs)p(x|Hs,h, Ω̂) dh. (5.34)

This requires that we state explicitly what our model predicts for the prior probability

distribution of h, i.e., p(h|Hs). We will use a very simple form for h given by a zero-

mean normal distribution with amplitudes given by the covariance matrix, A:

p(h|Hs) = N (h,0,A). (5.35)

Combining (5.34) and (5.35), the marginalized signal likelihood then becomes

p(x|Hs, Ω̂) =

∫
p(h|Hs)p(x|Hs,h, Ω̂) dh

=

∫
N (h,0,A)N (x,F(Ω̂)h,Σ) dh

= N (x,0, (Σ−1 −K)−1)

=
1

(2π)D/2

√
Σ−1 −K exp

(
−1

2
xT (Σ−1 −K)x

)
, (5.36)

where

K ≡ (Σ−1F)(FTΣ−1F + A−1)−1(Σ−1F)T . (5.37)

The variable K, while complicated looking, is a function of only Ω̂ and the prior

variances assigned to the noise and signal models. We can now use equation (5.36)
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to solve for the signal/noise likelihood ratio as a function of Ω̂:

Ls/n(Ω̂) =
p(x|Hs, Ω̂)

p(x|Hn)
(5.38)

=
N (0, (Σ−1 −K)−1,x)

N (0,Σ,x)

=
√

I−ΣK exp

(
1

2
xTKx

)
. (5.39)

To achieve the full signal/noise likelihood ratio, we finally marginalize (5.38) over Ω̂:

Ls/n =
p(x|Hs)

p(x|Hn)
(5.40)

=

∫
Ω̂

Ls/n(Ω̂) dΩ̂

=

∫
Ω̂

p(Ω̂|Hs)
√

I−ΣK exp

(
1

2
xTKx

)
dΩ̂. (5.41)

If we are conducting an “all-sky” search, as we are for the search described in this

thesis, we assume all sky locations have equal likelihood and p(Ω̂|Hs) is a constant.

While equation (5.40) represents the full Bayes factor for the signal/noise hypoth-

esis test, equation (5.38) is a very important result in its own right. Since equa-

tion (5.38) is a function of sky position, we can, by sampling over a grid on the

sky, calculate equation (5.38) for each sky location. The result is then a probability

distribution map over the sky.

5.6 Glitch model

As mentioned earlier, detector glitches are a significant problem for analyses [145, 146].

Glitches are loud excursions in the noise of a single detector that happen relatively

infrequently. As with simple Gaussian noise, glitches happen independently in each

detector. It is easiest then to think of them as a separate quantity, g, that is added

to the data that we measure from an individual detector. We can then formulate a



78

new hypothesis, Hg, that we are measuring a detector glitch:

Hg : xi = ni + gi. (5.42)

A simple description of glitches is a broad normal distribution, indicating that the

glitches are energetic, weighted by a very small factor, ε� 1, meaning they are rare:

p(gi|σ) = ε N (gi, 0, σ). (5.43)

We can improve this model by generalizing (5.43) to be scale invariant by averag-

ing over normal distributions with a range of standard deviations and appropriate

weightings:

p(gi|σmax) =
1

σmax

∫ σmax

0

N (gi, 0, σ)

σ
dσ, (5.44)

or more elegantly, using the parameter a = eσ,

p(gi|σmax) =
1

lnσmax

∫ lnσmax

0

N (gi, 0, e
a)da. (5.45)

The overall glitch+noise distribution is then (5.45) convolved with a unit Gaussian

(the distribution for simple noise alone):

p(xi|Hg, σmax) =
1

lnσmax

∫ lnσmax

0

N (xi, 0,
√

1 + e2a)da. (5.46)

The glitch likelihood for detector i, i.e., p(xi|Hg), is then (5.46) marginalized over the

various σmax.

With the glitch likelihood in hand, we can now compute a glitch/noise likelihood

ratio for a single detector: (5.40):

Lg/n(i) ≡ p(xi|Hg)

p(xi|Hn)
. (5.47)

As with plain noise, glitches are uncorrelated in the various detectors, so the joint
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probability is just the product of the individual probabilities:

p(x|Hg) =
∏
i

p(xi|Hg). (5.48)

The overall network glitch/noise likelihood ratio is then

Lg/n =
∏
i

Lg/n(i) =
p(x|Hg)

p(x|Hn)
. (5.49)

Even more important to the analysis described in the next chapter, we can now

calculate the signal/glitch likelihood ratio by taking the ratio of (5.40) and (5.49):

Ls/g ≡
p(x|Hs)

p(x|Hg)
=
Ls/n
Lg/n

. (5.50)



Chapter 6

A Low-Latency Transient Search

Pipeline for Gravitational Waves

In chapter 4, I put forth a solid scientific motivation for pursuing low-latency searches

for gravitational waves. There is ample reason to push forward with this effort. If

significant events can be identified quickly enough, and with precise sky origin, then

there is much we may see.

The motivation is strong enough, in fact, that during the joint LIGO S6 science

run, in conjunction with the Virgo observatory, a full-scale electromagnetic follow-

up LookUp search was performed (described in more detail in chapter 7). In this

chapter I describe one of the primary transient search pipelines that enabled the

S6 low-latency search: the Ω-Pipeline Rapid Online Analysis (OROA). OROA is an

“online” version of the Ω-Pipeline, an established transient search pipeline, which

was adapted to run in a very low-latency mode.1 In order to meet the needs of the

EM follow-up effort, Ω-Pipeline was also extended and improved by the addition of

coherent search algorithms that not only improved the sensitivity of the pipeline but

also allowed for reconstruction of the most probable source location of events in the

1In this chapter we use the term “low latency” to refer generally to latencies of minutes or less, as
opposed to hours or longer. The term “online” is used to describe processes that produce results with
low latency, as opposed to their “offline” counterparts that do not have the same time constraints.

80
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sky.

Beyond searches, low-latency analyses are also very useful as tools for improving

the detectors themselves. There are many metrics that can be used to measure the

performance of the detectors. The most obvious and straightforward is the detector

strain sensitivity (see figure 3-5). However, while this metric is useful, it does not

tell the whole story. In particular, it says essentially nothing about some issues

of particular importance to transient searches, such as noise non-Gaussianity, non-

stationarity, and “glitchyness.” Excessive glitchyness in the detectors can reduce the

significance of real events, reducing the sensitivity of the searches. In the past, the

true effect of these problems did not become apparent until the data was analyzed,

which was long after it was gathered, and therefore long after there was anything

that instrument scientists could do about it. If the analyses are instead built to run

in low-latency online modes, they can report on the quality of the data relevant to

analysis when the instrument scientists are working on the detectors and can actually

do something about it.

I begin this chapter by describing the underlying Ω-Pipeline transient search al-

gorithm, which forms the basis of the Omega Rapid Online Analysis (section 6.1). I

then describe how this pipeline was extended to run in a very low latency mode, able

to quickly identify events, reconstruct their most likely sky location, and report them

to a distribution system for follow-up observation (section 6.2). Finally, I describe

the characterization of the algorithm with offline Monte Carlo simulations used to

understand both the quality of event identification and the ability of the algorithm

to reconstruct event source position (section 6.3).

6.1 The Omega transient search pipeline

Ω-Pipeline is a data analysis pipeline built specifically to search for short transient

gravitational-wave signals in data from networks of interferometric gravitational-wave
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detectors. Ω-Pipeline is a rebranding of the earlier Q-Pipeline [147], and extending

it to include new coherent algorithms that perform multichannel coherent consistency

checks and position reconstruction on significant events. Q-Pipeline was well tested

and used in previous searches for gravitational wave bursts during LIGO science

observations [148, 149]. The addition of a coherent analysis component is a significant

advancement over previous incoherent analyses. The coherent algorithms added to

Ω-Pipeline were discussed in detail in chapter 5, and section 6.1.4 will discuss how

these algorithms were implemented.

One of the difficulties with coherent algorithms, as discussed previously, is that

they tend to be much more computationally intensive than incoherent ones. Ω-

Pipeline gets around this with the use of a hierarchical approach to first identify

times of interest with a low-cost incoherent approach, only following up the most

interesting times with coherent analyses. This greatly decreases the computational

cost, freeing up time to search larger areas of the sky (or the full sky, as is the case

with the “all-sky” searches described herein).

Ω-Pipeline is written primarily in the MATLAB programming language but includes

components written in C, C++, Python, and BASH.

6.1.1 Structure of the pipeline

As described above, Ω-Pipeline uses a hierarchical approach in its analysis of the

network data stream. The data from each individual detector is first analyzed in-

dependently with the Q-Pipeline algorithm to determine times of significant excess

power (section 6.1.2). These significant times are referred to as “triggers.” These

single-detector triggers include parameters such as frequency, duration, bandwidth,

and normalized energy. Once all the single-detector triggers have been gathered, they

are tested for time and frequency coincidence with the triggers from the other detec-

tor streams. The most significant of these multidetector coincident triggers are then

passed on to a series of coherent algorithms that do fully coherent analyses around
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the times of interest (section 6.1.4).

In order to facilitate the analysis, the data are broken up into smaller, more

manageable segments, referred to internally as blocks. Figure 6-1 is an schematic

overview of the structure of the full hierarchical block analysis for a three-detector

H1/L1/V1 search.

6.1.2 Single detector analysis

The analysis algorithm for the individual detector data streams in Ω-Pipeline is in-

herited directly from Q-Pipeline, and is described in detail in [147, 150]. I will only

give a brief overview here.

The Q-Pipeline algorithm is unique in that it decomposes the data into a basis

of sine-Gaussians, otherwise known as a Q transform [150], which projects the data

onto a template bank of windowed complex exponentials defined by a central time τ ,

a central frequency φ, and a quality factor Q:

X(τ, φ,Q) =

∫ ∞
−∞

x(t)w(t− τ, φ,Q) exp(−i2πφt) dt, (6.1)

where w is the window function. This basis is used because it is thought to match well

the expected signal morphology of gravitational wave bursts that are well localized

in time.

The pipeline begins by loading in the data to be analyzed, and optionally any

injection waveforms that may be added to the data for doing Monte Carlo simula-

tions. After being loaded in, the data are “conditioned”, which refers to multiple

transformations to the data that help ease further analysis. The first conditioning

step is to filter down to only the frequencies of interest around the range of maximum

detector sensitivity. This is done by down-sampling the data to 4096 Hz (down from

the original 16,384 Hz detector sample rate), and high-pass filtering the data at 48

Hz. We then end up with data covering the frequency range of 48 - 2048 Hz.
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Figure 6-1: Flowchart of full Ω-Pipeline search algorithm.
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One of the more important conditioning steps is to whiten the data. Whitening is

done by filtering the data by the inverse of the data power spectral estimate. This puts

roughly equal power into each frequency bin and reduces auto-correlation in the data

as much as possible. The whitening algorithm used in Ω-Pipeline is known as the

median-mean-average approach, first outlined in the FINDCHIRP algorithm [151].

This is a change over the linear predictive whitening algorithm used by Q-Pipeline.

Once the data has been conditioned, it is decomposed into the Q basis, producing

a set of Q planes, which are time-frequency maps of constant Q. Each tile in each Q

plane has a normalized energy, which is a measure of the energy (squared amplitude)

in the tile, normalized by the mean energy in the other tiles in the same Q plane and

frequency row (after rejecting outliers). Figure 6-2 shows time-frequency spectrogram

plots of these various constant Q planes for a sine-Gaussian hardware injection.

After decomposition, statistically significant tiles in the various Q planes are

picked out from the background. This is done by thresholding on the normalized

energy in the tile at a specified white noise false alarm rate. The tiles are then sorted

in order of decreasing significance and selected for non-overlap. Figure 6-3 shows

plots of just the significant tiles from the various Q planes in figure 6-2.

The final step of the single detector analysis is to cluster the significant tiles in

time and frequency [152]. This clustering is demonstrated in figure 6-4. Clustering

generates a new set of interesting trigger properties. Not only do we have the Q-tile

information from each of the individual triggers, but we also have the information

from the clusters, including the cluster central time, frequency, bandwidth, duration,

and normalized energy (the latter being the sum of the normalized energy of the

individual cluster triggers). The cluster parameters are important since they give a

better overall sense of the true nature of the underlying signal.
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Q H1 L1 V1

4.5
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15.8

29.6

55.3

103.4

Figure 6-2: Omega single detector constant-Q spectrograms at the time of a 153.0
Hz, Q 25 sine-Gaussian hardware injection with H1, L1, V1 SNR of 18.629, 17.891,
11.067 respectively. The three columns are the spectrograms for the three detectors
H1, L1, and V1, and the Q of the row is specified in the left-most column. The color
map indicates the normalized energy, with red being highest and blue being lowest
energy (see the color bars underneath the individual plots).
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H1 L1 V1

Figure 6-3: Selected significant tiles from all Q planes for the same event in figure 6-2.

H1 L1 V1

Figure 6-4: Clustered tiles from all selected tiles from figure 6-3.
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A

B

C

Figure 6-5: Determination of cluster coincidence. A (red), B (blue), and C (green)
represent trigger clusters in different detectors. Cluster A and B have two overlapping
triggers (purple), which qualifies them for coincidence. Even though clusters B and
C have overlapping bounding boxes, they do not qualify for coincidence since they
have no overlapping triggers.

6.1.3 Coincidence and candidate selection

Once the final set of significant triggers from each individual data stream are in hand,

the pipeline searches for triggers from different detectors that are coincident in time

and frequency. Instead of looking for overlap in the cluster bounding boxes in the

time-frequency plane, we actually look for time-frequency coincidence between the

individual triggers that comprise the clusters. This is illustrated in figure 6-5.

6.1.4 Coherent follow-ups

At the end of the independent analysis part of the pipeline we are left with a candi-

date event, which includes the coincident clusters from the various detectors and their

constituent triggers. This candidate event is then passed to the coherent search algo-

rithms. Ω-Pipeline employs two separate coherent statistics. The first is a Bayesian

analysis based on the coherent Bayesian algorithm described in chapter 5. This anal-

ysis produces a Bayesian event statistic, as well as a source sky map. The second
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coherent analysis uses the most likely position from the Bayesian sky map to produce

an event statistic based on the standard null stream analysis described in 5.2. Finally,

these two statistics are combined to form a single event statistic that is used to rank

events.

The new Bayesian algorithm

Ω-Pipeline’s new Bayesian coherent search algorithm is a direct implementation of the

algorithm described in detail in chapter 5. Since the Bayesian analysis stage is given

a time already characterized as significant by the incoherent part of the pipeline, we

are interested in comparing the hypothesis that the event is a signal, Hs, against the

hypothesis that the event is a glitch, Hg. The Bayesian analysis therefore calculates

the signal/glitch likelihood ratio of equation (5.50):

Ls/g ≡
p(x|Hs)

p(x|Hg)
. (6.2)

The analysis begins by calculating the glitch hypothesis for each detector, i. We

work in log space because of the enormous range of values that the we’re working

with. The calculated statistic is then known as logGlitch:

logGlitch(i) = log(Lg/n(i)). (6.3)

The overall glitch hypothesis likelihood for the network is then the sum of the values

of (6.3) for each detector:

logGlitch =
∑
i

logGlitch(i). (6.4)

To calculate the signal hypothesis likelihood, we first calculate the sky map, which
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is the signal likelihood unmarginalized over the sky,

logSkymap(θ, φ) = log(Ls/n(θ, φ)). (6.5)

The sky map is a measure of probability as a function of θ and φ on the sky. It is

calculated with an adaptive integrator that is able to concentrate more time on areas

with higher probability.

The sky map is one of the most important outputs of Ω-Pipeline. It is what

gives us the position reconstruction that is so important for LookUp searches. The

electromagnetic follow-up pipelines use the sky map to determine where to point

telescopes. Figure 6-6 is an example of a sky map produced by the pipeline for a sine-

Gaussian injection. It includes a zoom in on the region with maximal probability

indicating how close to the true injected location this area is.

The overall signal likelihood is calculated directly from the sky map. This is done

by taking the sum of the probabilities in each sky pixel, weighted by the area of each

pixel, area(θ, φ), and normalizing by the full 4π radians2 of the sky. Again working

in log space, this is explicitly given as:

logSignal = log

(∑
θ,φ

[exp(logSkymap(θ, φ)−max(logSkymap))

×area(θ, φ)× sin θ]

)
+ max(logSkymap)

− log(4π). (6.6)

The use of max(logSkymap) is a technique to prevent overflow when taking the ex-

ponential of the sky map probabilities.

The final Bayesian event statistic is the likelihood ratio or, equivalently, the odds

ratio, given that we consider the prior odds ratio as a kind of threshold on the
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Figure 6-6: Example of the Omega Bayesian reconstructed probability distribution
skymap of a 1 KHz, Q 3 sine-Gaussian waveform injection “at threshold”, i.e. with a
SNR of roughly 10. The scale goes from zero probability (blue) to unity probability
(red), with an integrated probability over the whole map of unity. The true location
of the injection is indicated by the magenta cross. The 4◦ field of view of the zoomed
region is roughly equivalent to the field of view of the QUEST telescope. The work
of the adaptive integrator can be seen in the variation of pixel sizes in the zoomed
area.
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likelihood ratio. In log space, this is just the difference between the log of the signal

and glitch hypothesis likelihoods:

logOdds = logSignal− logGlitch. (6.7)

The null-stream statistic

Once the Bayesian analysis has completed and returned its best estimate of the sky

position of the signal, Ω-Pipeline performs a more standard coherent null-stream

analysis on the event as described section 5.2.

As mentioned above, this statistic requires a sky position so as not to have to

maximize across the entire sky. Conveniently, the Bayesian analysis has produced

such a sky position in the form of the most probable position in the Bayesian sky

map. The null stream analysis is then done for this position.

nullEnergy(θ, φ) ≡ Enull(θ, φ) (6.8)

nullIncoherentEnergy(θ, φ) ≡ Einc(θ, φ) (6.9)

nullCoherentEnergy(θ, φ) ≡ nullIncoherentEnergy(θ, φ)

− α× nullEnergy(θ, φ). (6.10)

The factor α is a tuning factor used to put an upper bound at zero on events from

the background. It is tuned with the results of background time-slide analyses (see

section 6.3.2) and typically is set to a value of around 1.1.

The combined event statistic

The final step of the pipeline is to combine the Bayesian and nullstream event statistics

into a single overall detection statistic that can be used to rank events. The final
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omega statistic is determined as follows:

logOddsMod = arcsinh(logOdds) (6.11)

xStatMod = arcsinh(β × xStat) (6.12)

omega = max(logOddsMod, xStatMod). (6.13)

As with α, the factor β is another tuning factor used to “normalize” the two statistics

and is determined via background analysis over some relevant data set. It is set such

that the maximum of logOddsMod and xStatMod in the background have the same

value. The statistic omega is used as the ranking statistic for events from coherent

Ω-Pipeline.

6.2 The Omega-Pipeline Rapid Online Analysis

The Ω-Pipeline described above was originally designed to analyze large amounts

of data in offline end-to-end analyses on large Beowulf2 computer clusters. While

Beowulf clusters provide high throughput and performance for large computing tasks,

they have latencies that are unacceptable for online analyses.

In this section I describe how the Ω-Pipeline was modified to run in a low-latency

mode. This new pipeline is known as the Omega Rapid Online Analysis (OROA).

With the modifications described below, the OROA was able to achieve latencies of

mere minutes between the time of identifying a candidate event, with full parame-

ter estimation and position reconstruction, and the actual event time in the data.

This enabled for the first time successful electromagnetic follow-up observations of

gravitational wave event candidates.

2“Beowulf cluster” refers to a large number of computers configured to operate in parallel for
high-performance applications. See the following Wikipedia entry for more information: http:

//en.wikipedia.org/wiki/Beowulf_(computing).

http://en.wikipedia.org/wiki/Beowulf_(computing)
http://en.wikipedia.org/wiki/Beowulf_(computing)
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6.2.1 Structure of the online pipeline

In offline analyses, all needed data have already been gathered in the experiment and

been made available ahead of time. However, an online analysis needs to read in

and analyze data as soon as it becomes available, with the goal of identifying event

candidates as quickly as possible. Achieving this required many structural changes.

The biggest challenges for achieving robust, low-latency results were what I will refer

to as data inflow management and process management.

Data inflow management has to do with control of the analysis in the face of data

not being available in a timely or deterministic manor. For instance, the sites of three

interferometers used the in the S6 analysis are widely dispersed across the globe. The

computer network connecting them together (the “Internet”) is a notoriously spotty

and unpredictable beast. The latencies involved in transferring the data from the

remote sites to the central location where the online analysis is run can vary over a

fairly wide range of times. The online analysis needs to be able to wait for all needed

data from all interferometers and must incorporate graceful timeouts and be able to

proceed in case some blocks of data do not show up.

Process management involves making sure that the analysis continues to run as

smoothly and quickly as possible even if part of the analysis chokes or encounters

problems. If a stretch of data is corrupt and causes the analysis to crash, or is

extremely noisy and causes the analysis to take an inordinately long time to run, we

do not want this to affect the analysis of subsequent stretches of data.

In order to handle both of these issues, the OROA implements an independent

block analysis structure. In this process the data to be analyzed is broken into small

chunks in time, similar to what is done with the offline analyses described in sec-

tion 6.1.1. However, in this independent block analysis each block of data is analyzed

by a completely separate and independent analysis process, each of which can be

executed in parallel. Independent block processes allow the pipeline to gracefully and

robustly handle data inflow by allowing each block analysis to wait for the data it
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Figure 6-7: Block diagram of the Omega Rapid Online Analysis pipeline. Tb is the
time length of data analyzed as a single block, and Ts is the stride time.

needs for as long as necessary, while simultaneously keeping the analysis of any given

block from impeding the analysis of subsequent blocks.

Figure 6-7 is a schematic diagram of how this independent block analysis was

implemented. The pipeline consists two main components: the block launcher and

the block processor. The block launcher manages the launching of block analysis jobs,

and each block processor job actually handles the analysis of a given block of data.

Each is described in more detail in the following sections.

The block launcher

The block launcher (also known as the supervisor) is the program that launches all

of the individual block analysis processes. The block launcher is little more than a

single continuously running loop. At each iteration of the loop it checks the current

GPS time. If the current GPS time is later than the start time of the next block,

the block is launched in the background. Finally, the start time of the next block is
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calculated, and the loop continues.

The GPS start time of block N is just N times the stride time, Ts. The stride

time is the length of each block, Tb, minus the overlap time of each block, To:

Ts = Tb − To. (6.14)

It is worth noting that while the block processor can just be run on its own, managing

long-running processes like the OROA brings its own set of challenges, such as grace-

fully handling starting, stopping, restarting, logging, etc. The OROA was designed

to use the runit UNIX service supervision scheme3 which handles all of these various

issues with aplomb.

The block analysis

The block analysis is what actually prepares the analysis environment and launches

the core Ω-Pipeline analysis code on the given block of data. It then reads in the

results of the core analysis and applies post-processing to the results to determine if

anything interesting was seen in that block of data and if any further action should

be taken.

The block analysis handles the following tasks:

• Data discovery

• Core analysis (including process monitoring)

• Post-processing and vetos

• Event notification and follow-up scripts

The various tasks are described below.

3http://smarden.org/runit/
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6.2.2 Data discovery

The first task of the block processor is to determine if the needed data is available

(data discovery). This process is not necessarily as straightforward as it may sound.

The data to be analyzed must be transferred from the three remote detector loca-

tions, which are spread across the globe. The transfer latencies are varying and

nondeterministic.

The way that data discovery is done in the block processor is based on how data are

made available by the data-transfer mechanisms that distribute data to the analysis

sites. The basic idea is to determine which data are needed for the given block and

to continue to poll for the presence of the data until it appears or until a timeout is

reached. If the timeout is reached and the data from all detectors did not become

available, the analysis continues with the available data in reduced-network mode.

6.2.3 Core analysis

Once all needed data are in hand, the block processor launches the actual core Ω-

Pipeline analysis engine on the block of data in question. The core analysis engine is

a byte-compiled version of the core MATLAB code. It reads in the data for the block

and performs the full analysis. The compiled binary is executed in the background,

as opposed to the block processor waiting on its completion. This allows the block

processor to monitor the progress of the analysis process and kill the process if some-

thing goes wrong or it is taking too long to complete the analysis. In practice this

has not been needed, and the analysis processes complete in a timely manor. Upon

completion of the analysis of the block of data in question, the block processor reads

in the results from the analysis output files. In particular, the processor reads in the

time and event statistics of the event.
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6.2.4 Rapid significance estimation

Determination of event significance is a bit trickier for low-latency analyses than for

offline analyses. For offline analyses time is much less of an issue. More time can

be taken to perform more time slide analyses to produce better estimates of the

background as needed. Low-latency analyses, on the other hand, need to determine

the significance of events quickly.

The OROA handles this by running many parallel “time-slide” analyses on a large

computer cluster in the background while the main “zero-lag” analysis4 runs in the

foreground. In particular, every 30 minutes we run 100 time-slide analyses on the last

30 minutes of data (i.e., one set). Each set of 100 time-slide analyses over 30 minutes

of data represents a potential livetime of 100 × 30 = 3000 minutes, or roughly two

days of analyzed livetime. However, livetime is also affected by the duty cycle of the

detectors. The various detectors can never, in practice, be operational in a scientific

mode 100% of the time, so livetime is usually reduced significantly from this level.

These time-slide analyses allow us to provide various different useful significance

estimations for a given event:

• Last set (maximum ∼ 2 days livetime)

• Last 48 sets (last day’s sets, maximum ∼ 96 days livetime)

• All sets since beginning of run (maximum ∼ 96×N days in the run)

The comparison of an event against these various sets can tell us the relative signifi-

cance against both global and local backgrounds.

6.2.5 Vetos, thresholds, post-processing, and notification

Once the data block has been analyzed, the block processor looks to see if a suitable

event candidate was found. Determining if an event candidates is suitable to pass on

4The term “zero-lag” refers to the analysis that looks for actual gravitational wave events in the
data. This is in contrast to “time-slide” background analyses which analyze the network with shifts
in the relative times of the detector data streams (described further in section 6.3.2).
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depends on a number of different criteria:

• Network analyzed: data from all three detectors (H1, L1, V1) must have been

analyzed in the block

• Data quality vetos: event time must pass all data quality checks

• Event strength: event statistic must pass a minimal fixed threshold

Once all of these test have been passed, a series of post-processing scripts are run

• Generate spectrogram, triggergrams, and sky map plots of the event time

• Scan auxilliary environmental channels for notable activity

• Note data-quality vetos that were undefined at event time

• Determine if event was coincident with a hardware injection

• Send event announcement to notification system.

6.3 Characterizing the search algorithm

In order to prepare for the online search, the full Omega algorithm had to be character-

ized to understand its behavior. The general method for characterizing gravitational

wave search algorithms is to run the algorithms through rigorous sets of Monte Carlo

simulations, in which simulated gravitational waveforms are injected into the data at

random times and the analysis algorithm is then tested to see how well it finds them.

The results from these searches are then compared to the results from the analysis of

background data known to not contain any true signals. The better the algorithm,

the more distinct the injection results will look from the background results, thereby

providing a means to determine the probability that a certain signal returned from

the analysis looks like a true signal.

The two important aspects of the new Omega algorithm that required careful

consideration were the behavior of the overall detection statistic and the Bayesian

position-reconstruction capabilities. For the online search, both the detection statistic
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and the position-reconstruction capabilities are important. The online analysis needs

to be able to distinguish real events from background with reasonable confidence.

But since one of the primary goals of the search is to provide pointing information

for follow-up electromagnetic observations, the position reconstruction must be both

accurate and precise to within the requirements of the follow-up observatories.

In this section, I describe the new Bayesian statistic and its detection and position-

reconstruction capabilities, followed in sections 6.3.2 and 6.3.3, by a description of the

characterization of the background and the results from various simulation searches.

6.3.1 Preparing the data

The characterization study described in this section used data from a stretch of the

S6/VSR2 science run known as “S6b”, lasting from September 26, 2009 to January

08, 2010. Before the data were analyzed, periods of unacceptable data or poor data

quality had to be removed. Only data in which all three interferometers (H1, L1, and

V1) were in “science mode” were analyzed.

6.3.2 Understanding the background

The first step to characterizing a search pipeline is understanding the background of

signal-like triggers. It is impossible to gauge how significant a trigger produced by the

algorithm is without first understanding how frequently the data stream randomly

produces signals that just look like gravitational waves. However, determining this

background for gravitational wave detectors is a nontrivial task. Gravitational wave

detectors can not be shielded from gravitational waves, so the true noise distribution

can never be measured with 100% certainty. Furthermore, the detector noise dis-

tribution is neither Gaussian nor stationary, so the rate and distribution of random

signal-like events occurring in the background cannot be calculated a priori.

The way we get around these issues is by performing what are known as time-shift

or time-slide analyses. In a time slide the data streams from the various detectors
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are shifted in time relative to one another by more than the light travel time between

the detectors. For instance, the light travel time between the Hanford and Livingston

detectors is roughly 30 milliseconds. As long as the relative time shift between the

Hanford and Livingston data streams is much greater than this light travel time of 30

milliseconds, we can be sure that no signals in this new shifted interferometer network

could have come from the same gravitational wave signal.5 However, assuming that

there are no non-gravitational wave correlations between the data in the various

detectors,6 this new stream should retain all of the same statistical properties as the

unshifted stream.

This last point is the key to why we believe time-slide analyses provide an effective

means of measuring the background. It is the statistical properties of the data in the

absence of gravitational waves that we wish to measure.

A full background analysis consists of many different time-slide analyses over a

distribution of relative time slides. This helps make sure that any systematic corre-

lations between the detectors on various time scales get washed out. The ten time

slides used in the background analysis for the current search are listed in table 6.1.

Figure 6-8 shows cumulative histograms of the various detection statistics in the

full background analysis for all time slides listed in table 6.1. They are measured

as a false alarm rate for the statistic. The false alarm rate is the number of times

the algorithm produces a trigger of that value per unit data time analyzed. For this

background analysis the total livetime is 12389521.5 seconds, or 143.4 days.

As more background is analyzed, the more the tail of this distribution is probed,

and it is the behavior of the tail of the distribution that it is most important to

understand. A good analysis should assign statistics to true signals that fall high in

5This assertion assumes, of course, that all gravitational waves travel subluminally. Since gravi-
tational waves have still not been directly observed (thus this experiment), we don’t know this for
certain. All reasonable theories assume this to be true, though. The interaction of a superluminal
gravitational wave with an interferometric detector would be speculative at best.

6With the exception of a few easily veto-able cases (such as electrical storms), no such correlations
have been found.
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(a) (b)

(c)

Figure 6-8: Cumulative histograms of the Omega events from 100 time-slide back-
ground analyses of the S6b analysis run. The distributions for the “logOddsMod”
and “xStatMod” statistics are shown in plots 6-8a and 6-8b, and for the combined
“omega” statistic in 6-8c.
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H1 L1 V1
+0 -25 -167
+0 -256 -78
-19 -176 +0
-91 +0 -39
+0 -98 -23
-55 -299 +0
-129 -257 +0
-115 -266 +0
+0 -112 -279

-230 +0 -275

Table 6.1: Time slides used in the background analysis.

the upper (right most) tail of the background distribution. The more background that

is analyzed, the higher the confidence of assignment of significance for a given value

of the detection statistic. Given that the analyzed background livetime is roughly

143 days, the minimum false alarm rate in the background that can be assigned to

any event is one over 143 days, or 6.974×10−3 events per day.

6.3.3 Monte Carlo simulations

One of the big challenges in gravitational wave data analysis is that we do not have a

clear idea of what we are looking for. General relativity does provide some constraints

by restricting the forms that a signal could possibly take, and astronomy provides

further constraints through the known distribution of observed physical phenomena.

The search for gravitational waves is a test of both the nature of general relativity

and the limits of our astronomical knowledge.

The goal of simulations, then, is to test as much of the potential signal parameter

space as we can, or at least some relevant subset. For burst analyses, we generally

restrict ourselves to three generic waveform types: sine-Gaussians (SG), Gaussians

(GA), and white noise bursts (WNB). The full set of simulation injections is listed in

table 6.2.
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name duration
(ms)

GA0d1 0.1
GA1d0 1.0
GA2d5 2.5
GA4d0 4.0

(a) GA

name frequency Q
(Hz)

SG70Q3 70 3
SG235Q3 235 3
SG849Q3 849 3
SG1615Q3 1615 3

(b) SGQ3

name frequency Q
(Hz)

SG70Q8d9 70 8.9
SG100Q8d9 100 8.9
SG153Q8d9 153 8.9
SG235Q8d9 235 8.9
SG361Q8d9 361 8.9
SG554Q8d9 554 8.9
SG849Q8d9 849 8.9
SG1053Q9 1053 9
SG1304Q9 1304 9
SG1615Q9 1615 9
SG2000Q9 2000 9

(c) SGQ9

name frequency Q
(Hz)

SG70Q100 70 100
SG235Q100 235 100
SG849Q100 849 100
SG1615Q100 1615 100

(d) SGQ100

name center frequency bandwidth duration
(Hz) (Hz) (ms)

WNB 100 100 0d1 100 100 100
WNB 250 100 0d1 250 100 100
WNB 1000 10 0d1 1000 10 100
WNB 1000 1000 0d01 1000 1000 10
WNB 1000 1000 0d1 1000 1000 100

(e) WNB

Table 6.2: Parameters of simulated waveforms used in S6b Monte Carlo run.
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Within the LIGO project, a particular procedure has been developed for analyzing

these simulations that facilitates the comparing of results between different analysis

pipelines. This is known as the mock data challenge (MDC). A set of noiseless data

is generated with the full set of various waveforms inserted with constant amplitude

at various random time, covering the full span of data to be analyzed. At analysis

time, these frames are loaded by the analysis pipelines, multiplied by various scaling

factors, and then summed onto the actual data. This procedure assures that all

analysis pipelines are analyzing the exact same set of simulations, thereby eliminating

any possible selection effects.

Figure 6-9 is an example of the results of an analysis run for one of the injection

waveform types. It shows a scatter plot of the logOddsMod and xStatMod event

statistics for all “SGQ3” Q 3 sine-Guassians injections, over all injections scales.

The background distribution of events is also plotted in black. Figure 6-10 shows

histograms of the projections of these events onto the two axis (6-10a and 6-10b), as

well as for the combined omega statistic in figure 6-10c. The black dashed lines in

these figures indicate the values of maximum statistic in the background distribution,

which in this case is 3.25 for all statistics. The colored injection events that fall

above or to the right of these dashed lines are clearly separated from the background

distribution.

These plots have been very useful in seeing the behavior of the various event

statistics. For instance, figure 6-9 illustrates that various portions of the injection

space are better covered by the different statistics. The numbers on the plot indicate

that 8% of the injections are “seen” (i.e., separated from background) by the xStatMod

statistic and not by the logOddsMod statistic (upper left quadrant), while 17% are seen

by logOddsMod and not by xStatMod (lower right quadrant). This was motivation to

develop the combined statistic, omega, that sees all the injection events that fall in

the upper-most and right-most quadrants.

Another useful measure of the performance of an algorithm is efficiency curves.
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Figure 6-9: Scatter plots of events for all Q 3 sine-Gaussian injections in the S6b
Monte Carlo study. All injection scales (colored dots) are plotted over the background
distribution (black). The black dashed lines indicate the values of maximum statistic
in the background distribution. Colored injection events that fall above or to the
right of these dashed lines are well distinguished from the background distribution.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure 6-10: Histograms of detection statistics for the Q 3 sine-Gaussian injections
in the S6b Monte Carlo study. All injection scales (colored bars) are plotted over the
background distribution (black).
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Efficiency curves show the fraction of injections that are detected as a function of

injection signal amplitude. A detection in this case is a value of the event statistic

that falls above the maximum measured in the background. This detection threshold

also corresponds to the minimum measured background FAR.

Figure 6-11 shows efficiency curves for the same SGQ3 injections. These efficiency

curves provide a reasonable estimate of the sensitivity of the algorithm. The usual

quoted value is the strain for the 50% and 90% detection efficiency levels. For in-

stance, in figure 6-11c the cyan curve shows the detection efficiency for the SG235Q3

waveform over various injection amplitudes. The 50% detection efficiency level corre-

sponds to a strain of slightly greater than 1×10−21. Another way to say this is that

the algorithm will detect 50% of all 235 Hz, Q 3 sine-Gaussian signals with a strain

amplitude of 1×10−21, while producing a false detection no more frequently than once

every 143 days.

The receiver operating characteristic, or ROC curves, are also useful for under-

standing the sensitivity trade-offs of a detection algorithm. An ROC curve typically

plots the true positive rate (i.e., detections of injected signals) versus the false alarm

rate in the background. The curves start in the lower left corner (zero detections,

zero false positives) and move to the upper right, increasing in detection efficiency as

the threshold on the detection statistic is lowered, thereby increasing the false alarm

rate. The better the detection algorithm the faster it climbs, reaching to higher detec-

tion efficiencies without sacrificing with a higher false alarm rate. An ideal algorithm

would produce a single point in the upper-left corner of the plot: perfect detection

efficiency with no false alarms. In general, the more area under the ROC curve, the

better.

Figures 6-12 and 6-13 show example ROC curves for the Omega detection statistics

in the S6b characterization run. Figure 6-12 shows the ROC for the various Q 3 sine-

Gaussian injections, while figure 6-13 shows the ROC for just the SG235Q3 injections,

but over all injection amplitude scales. The latter shows that performance improves
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(a) logOddsMod (b) xStatMod

(c) omega

Figure 6-11: Detection efficiency for Q 3 sine-Gaussian injections in the S6b Monte
Carlo study. The detection threshold on the event statistics is 3.25, which is the
maximum of the statistic measured in the background.
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for louder injections, which is to be expected.

The fact that even at the most energetic injection scales (red curves) the ROC do

not reach a detection efficiency of unity indicates that some signals are misclassified

as glitches, even if they are very loud. This can also be seen in the scatter plot

in figure 6-9, where some of the loud injections fall within the center of the black

background region.

6.3.4 Characterizing position reconstruction

The other important aspect of the analysis that required extensive testing was the

position-reconstruction capability. As described in section 6.1.4, the Bayesian analy-

sis algorithm completely handles the position reconstruction in Omega. The output

of the Bayesian analysis is a two-dimensional probability distribution map over direc-

tions in the sky (figure 6-6). As with the detection statistic, the best way to measure

the performance of the position reconstruction is to run the analysis on data with

simulated coherent injections.

Since the Bayesian sky maps are probability distribution functions, we can measure

not only how far off in degrees the most likely reconstructed position is from the true

position but also where in the probability distribution the true location lies.

Figure 6-14 shows the angle between the most probable reconstructed location and

the true injection location for Q 9 sine-Gaussian injections over a variety of injection

scales. This plot is meant to exhibit similar behavior to an ROC plot, whereby an

ideal algorithm would produce a single point in the upper left corner indicating that

all events were perfectly reconstructed. The increased reconstruction accuracy at

higher injection amplitudes is indicated by the increased area under the curves.

Figure 6-15 shows a measure of the confidence of the reconstruction for the events

in figure 6-14. The curves indicate what fraction of events fall within a given confi-

dence region. We expect that ideally these curves would be diagonal lines from lower

left to upper right. This would indicate that the sky maps were well calibrated and
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(a) logOddsMod (b) xStatMod

(c) omega

Figure 6-12: Receiver operating characteristic plots for Q 3 sine-Gaussian injections
in the S6b Monte Carlo study. The detection threshold is set to an event statistic of
3.25, which is the maximum measured in the background.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure 6-13: Receiver operating characteristic plots for 235 Hz, Q 3 sine-Gaussian
injections in the S6b Monte Carlo study, as a function of injection amplitude. The
detection threshold is set to an event statistic of 3.25, which is the maximum measured
in the background.
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Figure 6-14: Angle between true injection location and reconstructed most probable
location, for Q 9 sine-Gaussian injection waveforms over a variety of injections scales.



114

Figure 6-15: Confidence contours for Q 9 sine-Gaussian injection waveforms over a
variety of injection scales.

that the confidence the true location lies in a given region corresponds well to the

frequency of it actually lying in that region; in other words, that X% of injections

fall within the X% confidence region. The “bowing up” of the curves is reflective of

a built-in compensation for the uncertainty of the absolute strain calibration of the

data, both in phase and amplitude. These simulated software injections do not include

calibration uncertainly, therefore the confidence contours appear to overcompensate.



Chapter 7

Results from the S6 Search

In this chapter I present preliminary results from the S6 online EM follow-up search

for gravitational waves. I also present results from an offline search of a subset of the

S6 data set with an improved version of the Ω-Pipeline algorithm.

DISCLAIMER: The results presented in this chapter are preliminary, were not re-

viewed by the LIGO/Virgo Scientific Collaboration, and therefore cannot be endorsed

in any way by the LIGO/Virgo Scientific Collaboration.

7.1 The S6 low-latency/EM follow-up search

In Chapter 6 I described the Ω-Pipeline and how it had been adapted to run in a “on-

line” mode to analyze data from the LIGO/Virgo detector network with low latency.

The motivation for this development was a full-scale LookUp search for electromag-

netic transients associated with gravitational wave triggers that was executed during

the S6 science run.

The triggers were the product of two analysis pipelines: The Ω-Pipeline Rapid On-

line Analysis (OROA), and a low-latency version of the Coherent WaveBurst pipeline

(cWBOnline). A third low-latency matched filter inspiral analysis, MBTAOnline,

came online later in the run. These pipelines (known as “event trigger generators”

115
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Figure 7-1: Timeline of S6 online analysis runs.

or ETGs) produced triggers, including trigger significance and reconstructed source

position, as quickly as possible. Once the triggers were identified, the trigger in-

formation was passed to multiple follow-up analysis processors that convolved the

reconstructed sky maps with local galaxy maps to opportunistically point available

electromagnetic observatories (referred to simply as “EM follow-ups”).

After intensive development, commissioning, testing and review, comprising more

than a years worth of work from dozens of researchers, the search went live for the

first time on December 17, 2009. The first trigger was passed to the EM follow-ups

three days later. Over the course of S6, the search operated for over two months

and sent over 20 triggers, prompting dozens of images. The timeline of this search is

shown in figure 7-1

The collaboration is currently analyzing the results from the online analyses and

the images from the follow-up observations. After internal review, the published

results are expected in about two years from now.
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Figure 7-2: The full S6 low-latency analysis and EM follow-up pipeline. On the left are
the two LIGO and on Virgo observatories and the detectors they house. The data is
calibrated in real-time, written to disk, and then transferred to the central processing
facility at Caltech, where the low-latency analyses were run. Trigger information from
analyses was passed to the GraceDB notification system, that then forwarded it on to
the LUMIN and GEM EM follow-up processors. The EM follow-ups finally directed
EM telescopes at the reconstructed sky location for the event.

7.1.1 The full pipeline

Figure 7-2 is a diagrammatic overview of the full low-latency analysis and EM follow-

up pipeline that operated during the S6 run. On the left are the three observatories

(LIGO Hanford (LHO), LIGO Livingston (LLO), and Virgo) and the three detec-

tors that they house (H1, L1, and V1 respectively) that were involved in S6 search.

The data from the detectors was calibrated in real time as it was taken. The data

and corresponding data quality (DQ) products were written to local disks at the

observatories.

Data from Virgo V1 detector was transferred to the LIGO Hanford observatory,

where it was re-written into a similar format as the H1 and L1 data. As soon as

it was available at each observatory, the calibrated data and DQ information was

transferred to the central processing facility at the California Institute of Technology

(Caltech). Caltech administers a large computing facility for the LIGO/Virgo col-

laboration where the full analyses could be run. The low-latency analysis pipelines

would await the arrival of the data and begin processing as soon as the needed data
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arrived. The green box in figure 7-2 represents the multiple ETGs that were running

at Caltech, of which the OROA described in chapter 6 was one.

Dedicated computers were made available for the online trigger generation. The

background time-slides analyses were performed on the local computer cluster with

increased priority.

Upon identification of a gravitational-wave event candidate the ETGs reported

their findings to a notification distribution system developed specifically for this

LookUp search, known as the Gravitational-wave Candidate Event Database or GraceDB.

GraceDB accepts triggers and trigger information, archives them in a database, and

then sends out immediate notification of the event to subscribers of notifications from

particular ETGs.

Figure 7-3 is a histogram of the overall latencies for all events from the OROA

during S6. Latency time is measured from the reconstructed time of the event to

when the event was sent to GraceDB.

7.1.2 The EM follow-up processors

Subscribed to the gravitational wave triggers were the EM follow-up processors. These

EM follow-ups received notification of the triggers from GraceDB. The primary func-

tion of the EM follow-up processors was to determine the most effective pointings for

the EM telescopes that would be taking pictures of the events. This was done by

convolving the ETG sky maps with catalogs of all known local galaxies, taking into

account the sky visible to the telescope at the time, in order to maximize the num-

ber of galaxies in the field of view of the telescope. Obviously, since each telescope

has a different location and field of view this had to be done independently for each

telescope.

The primary EM follow-up processor is known as LUMIN. Its primary function

was to read in the reconstructed source probability sky maps and calculate the optimal

pointings for each of the various telescopes. A separate nearly identical pipeline known
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Figure 7-3: Latency of event notification relative to GPS time of event.
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as GEM calculated pointing specifically for the Swift satellite.

The sending of alerts to the telescopes was almost entirely automated. However, a

human was required to do a final validation and approve all events and pointings be-

fore passing them to the EM telescopes. The human intervention actually accounted

for the largest single delay in the pipeline, typically taking anywhere from 15 minutes

to an hour.

7.1.3 The EM observatories

By the end of the S6 run, the pipeline was sending triggers to more than a dozen

different telescopes. Table 7.1 lists all telescopes that participates, as well as some

relevant information about each of the telescopes.

7.2 Preliminary results from the S6 online search

There were two periods of observation during S6:

start (UTC) finish (UTC)

S6b/VSR2 2009 December 17 00:00 2010 January 8 22:00

S6d/VSR3 2010 September 2 00:00 2010 October 20 22:00

During S6b/VSR2, eight events were reported as significant by the ETGs. During

S6d/VSR3, 14 events were reported as significant by the ETGs. Table 7.2 is a sum-

mary of the events from the S6d/VSR3 run. Of the reported events, six were approved

by the human monitors and forwarded to the EM telescopes for follow-up observation,

three from the cWB pipeline, two from MBTAOnline, and one from OROA. Below,

we report preliminary results from the OROAevent at GPS time 970159718.9375.

7.2.1 Event 970159718

On Sunday, October 3, 2010, at 16:48:24 UTC, the Ω-Pipeline Rapid Online Analysis

recorded an event that exceeded the pre-defined fixed threshold. The event was
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Event ETG FAR result observations/notes
967930683.685 cWB 0.13 GO R(30)

968654557.950 cWB 0.00 GO R(75), T(20), Z(129)

968932960.381 MBTA 0.16 GO
Q(12), R(30), S(9), T(3),
Z(159)

968933008.009 MBTA 0.07 rejected V1 detector fluctuations

969567886.927 cWB 0.00 GO P(10)

970159718.938 Ω 0.21 GO L(22), Q(36), R(30), S(5)

970399241.001 MBTA 0.18 GO source in direction of sun

970920228.555 cWB 0.00 rejected high V1 glitch rate

Table 7.2: All events reported by online ETGs during the S6d/VSR3 run. The
green events were passed on to telescopes for observation and the yellow events were
rejected by the human monitors for the reasons noted. The dark green event is the
one from OROA. Definitions: L: Liverpool Telescope; P: Palomar Transient Factory;
Q: QUEST; R: ROTSE; S: SkyMapper; T: TAROT; Z: Zadko.

reported to GraceDB and was received by the LUMIN EM follow-up processor. The

event had an inverse false alarm rate of roughly one event every five days, which

was deemed sufficient for consideration for passing on to telescopes. After review by

the human monitors, it was deemed acceptable and was passed on to EM follow-up

observatories for observation. The following telescopes took images as a result of

event:

• Liverpool

• QUEST

• ROTSE

• SkyMapper

Table 7.3 lists the reconstructed parameter from Ω-Pipeline for the event, and

table 7.4 describes the significance of the event relative to the low-latency background.

Figure 7-4 shows the reconstructed Bayesian sky map for this event.

Figure 7-5 shows the LUMIN tiling for the Pi of the Sky telescope for event

970159718. In this figure, only the top 1000 most probably locations from the

Bayesian sky map are shown. The red crosses indicate the locations of local galaxies
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time GPS 970159718.9375
2010 October 3 16:48:24 UTC

discovery GPS 970160293
latency 574 s
network H1/L1/V1
frequency 935.516 Hz
duration 8.928 ms
bandwidth 112.004 Hz
modeTheta 1.394839 radians
modePhi 2.734910 radians
logOdds 10.683
nullEnergy 0.673
nullIncoherentEnergy 2.824
xStat 2.084
logOddsMod 3.064
xStatMod 0.025
omega 3.064

Table 7.3: Omega reconstructed event parameters for the 970159718 event.

background
# events in

livetime (days) rank FAR (events/day)
background

entire run to date 1944456 1259.433 322 0.3
previous day of clock time 29134 18.870 4 0.2
last background run 2555 1.655 0 0.0

Table 7.4: Omega significance of the 970159718 event.
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Figure 7-4: Ω-Pipeline sky map for event 970159718. The bottom plot shows the
absolute probability for each sky pixel, while the top plot shows the log of the prob-
ability. The most probable location is marked in both plots with a cross (θ =∼ 1.4
radians, φ =∼ 2.7 radians).



125

Figure 7-5: LUMIN tiling for the Pi of the Sky telescope for the 970159718 event.
Only the top 1000 most probably locations from the Bayesian sky map are shown.
The red crosses indicate the location of local galaxies that overlap with the top 1000
locations. The box indicates the field of view of the telescope, centered on the location
LUMIN determined to be most optimal.

that overlap with these most probably locations. The box in the figure indicates

the field of view of the Pi of the Sky telescope, centered on the location LUMIN

determined to be most optimal. There are approximately 10 galaxies in the field of

view.

Figures 7-6, 7-8, and 7-7 show images taken of the 970159718 event by the Liver-

pool, QUEST and SkyMapper telescopes respectively.

As noted previously, all results presented in this chapter are preliminary and have

not be reviewed or endorsed by the LIGO/Virgo Scientific Collaboration.
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Figure 7-6: Liverpool Telescope image of NGC1507, one of 11 taken around 1am
GMT on the October 4, 2010. SDSS r’ band filter. Another 11 images were taken on
the 3rd of November.

7.3 Recent improvements to Ω-Pipeline candidate

selection

Two improvements to the selection of the most significant coincident clusters have

been made since the version of the algorithm used in the S6/VSR2 online search. Both

improvements attempt to eliminate the selection of clusters associated with glitches,

and therefore dig deeper into the noise.

Glitches are problematic because they tend to be very loud. While the coherent

algorithms are designed to be good at rejecting glitches, Ω-Pipeline sends only one

coincident event to the coherent follow-up analyses per block. If the algorithm selects

only the loudest coincident cluster in the block, glitches will be preferentially selected,

only to be rejected by the coherent algorithms in the next stage. This leaves other

quieter but more interesting candidates in the same block uninvestigated. If the

glitches can be rejected during the selection process, more interesting events will be

followed up, digging deeper into the noise.
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Figure 7-7: SkyMapper images taken on October 4, 2010.
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Figure 7-8: QUEST images of two galaxies targeted from on October 4, 2010.
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Figure 7-9: Example of selection of coincident triggers. Two data streams are rep-
resented by the green and blue curves. The previous selection algorithm would have
chosen the event represented by A, since the energy in one of the detectors (green
curve) is larger than all others. The new selection algorithm would choose B, since
the energy in the second-most energetic trigger in B (blue curve) is bigger than the
second-most energetic trigger in A (also blue curve). Event B is more representative
of a signal, whereas event A is more representative of a “glitch.”

The high SNRs of single-detector glitches can be used to help identify them. The

first improvement to the coincidence selection therefore involves identifying extremely

loud glitches by looking at the relative SNR of the signals in the loudest and second-

loudest detectors. If this ratio is too large, then the event is likely a glitch and can

be excluded. Since very loud glitches tend to pollute the area around them, the time

around the glitch is also blocked out, and any other triggers that fall within those

times are also excluded.

Once the loudest glitch times have been excluded, the algorithm attempts to

identify the most significant of the remaining coincident clusters. Again, the loudest

cluster is not necessarily the best choice. Since real signals will likely deposit similar

amounts of energy in at least two of the three detectors, the next improvement is to

select the coincident trigger that has the most energy in the second -loudest detector.

Figure 7-9 illustrates how this selection is done.
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7.4 Results from an offline search of S6b

At the conclusion of the S6 low-latency search, and after the above improvements

were made, the S6b foreground data were analyzed by the version of the pipeline

used in the S6 online analysis, which we will refer to as “vO”, and the improved

version of the pipeline, referred to as “vSCGR”.

The overall event distributions for the background and foreground events for S6b

from the two versions of the pipeline are shown in figure 7-10. Both analyses indicate

no significant events in the foreground data larger than the largest event in the back-

ground. The livetimes and maximums in the background and foreground are given

in table 7.5 below.

version
livetime (days)

max background max foreground
background foreground

vO 147.6 16.5 3.254 3.136
vSCGR 149.4 16.8 3.254 3.217

Table 7.5: S6b offline foreground and background events

The loudest event in the vO foreground was rejected by the coherent Bayesian

analysis because of excessive SNR ratio between the L1 and V1 detectors of 34, and

therefore has no corresponding sky map. The largest event in the vSCGR foreground

was analyzed by the Bayesian follow-up, and it’s sky map is shown in figure 7-11.
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Figure 7-10: Final event distribution with Ω-Pipeline; vO top, vSCGR bottom.
Events Ω < −4 not shown. See ?? for disclaimer.
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Figure 7-11: Sky map from the largest event in the vSCGR foreground.



Chapter 8

Conclusion

8.1 Success of the S6 low-latency search

While the analysis of the LIGO/Virgo S6 LookUp search is not yet complete, the

search has already proven itself to be a success. Even before any data was taken,

the search prompted new levels of coordination and collaboration both within the

LIGO/Virgo project, and between gravitational-wave astronomers and astronomers

in other fields. Infrastructural improvements within the WGDN enabled the low-

latency analyses and the expediant communication of their results. New close colab-

oration with many different astronomy projects is leading to new fruitful scientific

advancements. The project has helped bring the field of gravitational-wave physics

into the fold of collaborative astronomy.

A momentous effort within the LIGO/Virgo collaboration led to notable infras-

tructure improvements in the network that enabled the S6 EM follow-up search to

happen:

• Data from the LIGO interferometers needed to be calibrated in real time to

produce calibrated strain data (“real-time calibrated data” [RCD]) necessary

for correct and accurate analysis results. This was done with latencies of less

than a minute.
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• Data sharing between observatories was significantly improved. In particular,

data transfer latencies between the observatories and the central Caltech com-

puting center was dramatically decreased. Previous to S6, data transfer between

the observatories and the computing centers was done as needed for offline anal-

yses, with latencies usually on the order of days to weeks after collection. The

online analyses required the RCD at the processing center with latencies on

the order of minutes in order to be able to produce triggers suitable for EM

follow-up. This was achieved, typically with latencies of around a couple of

minutes.

• Beyond just the RCD, the online analyses required low-latency access to data

quality information. This too required new infrastructural improvements to

both produce the data quality information quickly, and to transfer it to the

central analysis location.

• A new intra-collaboration real-time message passing system, known as GraceDB,

was built to enable passing of information between analysis pipelines. This was

developed specifically to facilitate the notification by the ETGs of gravitational-

wave event candidates to the EM follow-up pipelines.

This thesis also describes many significant improvements to the Ω-Pipeline data

analysis platform that enabled the full EM follow-up search to be successful:

• The algorithm used to whiten the data was replaced with a new more-well-

established algorithm that is more robust against loud transient glitches in the

data.

• The code to transform the data into the Q basis and then select significant tiles

was combined in order to make it much more memory efficient.

• A new efficient Bayesian coherent algorithm was integrated to follow-up sig-

nificant multi-detector coincident events. Most notably, this new coherent al-
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gorithm can quickly produce source probability distribution maps on the sky

that are required to localize EM follow-up observations. This algorithm also

produced coherent event statistic that was used in characterizing the signifi-

cance of event candidates. This algorithm is also notable in its inclusion of a

model for non-gravitational-wave glitches that is effective at rejecting spurious

detector glitches. This was the first to include a significant glitch model prior

to the analysis proper.

• Also implemented was a coherent null-stream analysis that used the most likely

sky position returned by the Bayesian coherent algorithm to produce coherent

null-stream event statistic. This algorithm also further reduced the sensitivity

of the analysis to detector glitches.

• The Ω-Pipeline Rapid Online Analysis (OROA) was developed for low-latency

analysis using the improved Ω-Pipeline. The new infrastructure was capable of

robust, continual analysis of the RCD from the full LIGO/Virgo network.

• In conjunction with the OROA, infrastructure was developed for continuous

time-slide analysis of RCD for characterization of local background for use as a

low-latency measure of significance estimation of OROA event candidates.

• The OROA was also used as low-latency single-detector characterization tool

that greatly aided detector commissioning.

As important as all of these infrastructure and analysis improvements was the

new collaborations that were forged with many new astronomy projects.



136

8.2 Low-latency searches in the advanced detector

era

Low-latency analysis will be a crucial for realizing the scientific reach of advanced

detectors.

Electromagnetic follow-ups

In the advanced detector era of frequent detection, LookUp searches such as those

described in this thesis will only become more important and relevant. Some have

even speculated that observation of an electromagnetic or neutrino counterpart to a

gravitational-wave event might even be necessary to claim first detection. But even far

beyond first detection, the importance of joint observation of EM and gravitational-

wave signals can not be understated.

As previously mentioned, searches for EM counterparts allow for the detection

of gravitational-wave events that would otherwise not be detectable. By requiring

spatially and temporally coincident EM observation, the GW searches can accept

much higher false alarm rates than would otherwise be required to claim detection.

This means the searches can be sensitive to signals with lower signal-to-noise ratio,

digging deeper into the noise and further into space.

Advanced detectors will be more sensitive to signals from the inspiral and merger

of binary black holes (BBH). BBHs have the unique property that their distance can

be inferred directly from their gravitational waveforms [162]. This means that local-

ization of the host galaxy of such sources by electromagnetic follow-up observations

could provide a powerful independent probe of the Hubble law.

The increased number of sources detectable with advanced detectors (expected to

be up to 40 or more a year) means that there will be many more opportunities to

observe EM counterparts. Collaboration with more astronomical observatories will

further increase the reach of these searches. Optical telescopes such as the Large Syn-
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optic Survey Telescope (LSST) [163], and radio telescopes such as the Low Frequency

Array (LOFAR) [154], the Green Bank Telescope (GBT) [164], and Arecibo [165]

are just some of the many that are expected to become involved. Integration with

the Supernova Early Warning System (SNEWS) [166] and GRB Coordinates Net-

work (GCN) [167] systems will allow us to disseminate triggers more efficiently to the

community.

Detector characterization

During the analysis of previous science runs it was discovered that the transient

searches were primarily limited by the presence of frequent glitches in the individual

detectors. These glitches were frequent enough to produce spurious coincidences in the

detectors that significantly decreased the significance of event candidates. What was

particularly unfortunate was that this issue was not identified until the analyses were

executed, which was long after the data had been collected and there was anything

that could have been done to reduce the frequency of glitches.

Low-latency analysis are therefore critical for identifying issues in the detectors

that adversely affect the analyses but would maybe otherwise not be seen. If low-

latency analyses can be run during the commissioning of the detectors they can be

a powerful tool to help identify these problematic issues at the time when they are

most likely able to be fixed.

8.2.1 Challenges

The development of the S6 low-latency analyses laid the groundwork for future low-

latency analyses. It also helped identify many of the challenges that will lie ahead. In

this section I outline some of the challenges that were identified, and where improve-

ments can be made and efforts should be focused. Some of these involve improvements

to the analyses themselves, while others involve larger changes to the low-latency in-

frastructure or to the detectors.
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Improving event statistics

A number of important improvements can be made to the Bayesian coherent analysis

to improve both the quality of the event statistic and the reconstruction of the source

location.

• The analysis currently uses the overcomplete Q basis. This makes it difficult

for the Bayesian analysis to use multiple Q tiles in its follow-up analysis since

the tiles will interfere. It may be preferable to instead use an orthogonal basis.

• Precise modeling of detector noise is very important for the Bayesian analyses,

as discussed in chapter 5. However, the noise from interferometric detectors is

notoriously difficult to model. Empirical measurements of the noise distribu-

tions could help. It’s possible that this could even be done efficiently online with

measurements of the cumulative distribution functions (CDF) of past noise.

Improving accuracy and precision of source localization

Precise and accurate source position reconstruction of event candidates is crucial

for gravitational-wave astrophysics. Follow-up observations are only effective if the

analyses are able to properly identify the source location of the event.

Other than the improvements to the Bayesian analysis mentioned above which will

also improve the quality of the sky map, two of the most important improvements

for source localization come from the nature of the network itself and how the data

is calibrated.

• Generally speaking, the angular resolution of a network of detectors is a matter

of comparing the phase of the signal in the different detectors. This means that

the more widely spaced detectors there are in the network, the better the source

localization. This provides a very strong argument in favor of proposed detector

Australia (AIGO) and the LCGT detector already under construction in Japan.
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Their inclusion in the WGDN would greatly increase the phase sensitivity and

therefore angular resolution of the network [20].

• The importance of phase discrimination to position reconstruction further means

that calibration of the strain data, both in phase and amplitude, is critical.

Calibration is notoriously difficult, with errors typically limited to about 10%

in magnitude and several degrees in phase [168]. If calibration errors can be

reduced in advanced detectors, the quality of position reconstruction can be

improved.

Decreasing latency

It goes without saying that the more we decrease latencies to identify event candidates

the easier we make it for EM observatories to image the events.

• During S6 there was a latency of ∼ 1 minute for online strain calibration. It is

likely that this can be significantly decreased for Advanced LIGO.

• Transfer latencies from the observatories to the central computing facility ac-

count for another minute or so of latency. Streaming data from the observato-

ries, as opposed to transferring individual blocks of data covering many seconds,

may help decrease latencies further.

• It should be possible to increase the efficiency of the coherent algorithms them-

selves. The largest latency within the OROAwas the coherent Bayesian recon-

struction of the sky map. This could take tens of minutes for low SNR events.

Using a streaming algorithm to process streaming data may help reduce laten-

cies. It may also be possible to parallelize aspects of the algorithm to speed up

computation.

• The largest fraction of the latencies seen by the follow-up observatories in S6

came from the need for human intervention to validate and approve individual
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events. If the pipelines can be well tested and approved before the science

searches it may be possible to move to full automation of event notification.

This alone could reduce latencies from by a factor of 10 or more, from O(hours)

to O(minutes).

One of the more intriguing possibilities for LookUp-type searches would be iden-

tifying potential events before they happen. This might be possible with low-latency

matched filter searches for CBC inspirals. Most of the EM and neutrino emissions

from CBCs, as discussed in chapter 4, occur during the merger and coalescence of

the binary stars. If binary inspirals can be identified during the earlier inspiral phase

it may be possible to trigger EM follow-up observations early enough to observe the

first EM emissions from the source.

Low-latency significance estimation

By far the most computationally intensive part of the low-latency analysis was the

generation of the low-latency significance estimation. Current methods rely on time-

slide analyses which are identical analyses performed on shifted data. This means

that N processor-days are then required to measure false alarm rates of 1 in N days

of livetime. Increasing computational efficiency of the algorithms would help, but

it may be that time-slide analyses are generally too computationally expensive, and

that cumulative measurements of separable noise distributions may be used to gauge

event significance.

Other infrastructure issues

Other general infrastructural improvements may benefit the low-latency and EM

follow-up efforts. Redundancy of the analyses at multiple processing locations can

help mitigate inevitably outages. Proper monitoring of all processes involved will also

be necessary for reliable operation.
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A new era begins

The current focus of gravitational-wave search efforts is primarily on first detection.

This is quite understandable, given that direct detection has remained elusive. With

the next generation of detectors scheduled to come on-line in just a couple of years

though, we are on the verge of an enormous breakthrough in physics. The age of

gravitational wave astronomy is here.



Appendix A

S6b/VSR2 Monte Carlo

Characterization Plots

This appendix includes all plots from the Ω-Pipeline MDC analysis over the S6b/VSR2

data set. See section 6.3 for a description of the analysis and the plots, and table 6.2

for the parameters of the injected waveform.
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A.1 Gaussian injections

Figure A-1: GA injections scatter plot. Colors represent injection strain amplitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-2: GA injections histograms. Colors represent injection strain amplitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-3: GA ROC plots
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A.1.1 GA0d1 injections

Figure A-4: GA0d1 injections scatter plot. Colors represent injection strain ampli-
tude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-5: GA0d1 injections histograms. Colors represent injection strain ampli-
tude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-6: GA0d1 ROC plots
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A.1.2 GA1d0 injections

Figure A-7: GA1d0 injections scatter plot. Colors represent injection strain ampli-
tude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-8: GA1d0 injections histograms. Colors represent injection strain ampli-
tude.



151

(a) logOddsMod (b) xStatMod

(c) omega

Figure A-9: GA1d0 ROC plots
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A.1.3 GA2d5 injections

Figure A-10: GA2d5 injections scatter plot. Colors represent injection strain ampli-
tude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-11: GA2d5 injections histograms. Colors represent injection strain ampli-
tude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-12: GA2d5 ROC plots
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A.1.4 GA4d0 injections

Figure A-13: GA4d0 injections scatter plot. Colors represent injection strain ampli-
tude.



156

(a) logOddsMod (b) xStatMod

(c) omega

Figure A-14: GA4d0 injections histograms. Colors represent injection strain ampli-
tude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-15: GA4d0 ROC plots
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A.2 Sine-Gaussian, Q 3 injections

Figure A-16: SGQ3 injections scatter plot. Colors represent injection strain ampli-
tude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-17: SGQ3 injections histograms. Colors represent injection strain ampli-
tude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-18: SGQ3 ROC plots
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A.2.1 SG70Q3 injections

Figure A-19: SG70Q3 injections scatter plot. Colors represent injection strain ampli-
tude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-20: SG70Q3 injections histograms. Colors represent injection strain ampli-
tude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-21: SG70Q3 ROC plots
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A.2.2 SG235Q3 injections

Figure A-22: SG235Q3 injections scatter plot. Colors represent injection strain am-
plitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-23: SG235Q3 injections histograms. Colors represent injection strain am-
plitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-24: SG235Q3 ROC plots
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A.2.3 SG849Q3 injections

Figure A-25: SG849Q3 injections scatter plot. Colors represent injection strain am-
plitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-26: SG849Q3 injections histograms. Colors represent injection strain am-
plitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-27: SG849Q3 ROC plots
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A.2.4 SG1615Q3 injections

Figure A-28: SG1615Q3 injections scatter plot. Colors represent injection strain
amplitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-29: SG1615Q3 injections histograms. Colors represent injection strain am-
plitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-30: SG1615Q3 ROC plots
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A.3 Sine-Gaussian, Q 9 injections

Figure A-31: SGQ9 injections scatter plot. Colors represent injection strain ampli-
tude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-32: SGQ9 injections histograms. Colors represent injection strain ampli-
tude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-33: SGQ9 ROC plots
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A.3.1 SG70Q8d9 injections

Figure A-34: SG70Q8d9 injections scatter plot. Colors represent injection strain
amplitude.



177

(a) logOddsMod (b) xStatMod

(c) omega

Figure A-35: SG70Q8d9 injections histograms. Colors represent injection strain am-
plitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-36: SG70Q8d9 ROC plots
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A.3.2 SG100Q8d9 injections

Figure A-37: SG100Q8d9 injections scatter plot. Colors represent injection strain
amplitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-38: SG100Q8d9 injections histograms. Colors represent injection strain
amplitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-39: SG100Q8d9 ROC plots
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A.3.3 SG153Q8d9 injections

Figure A-40: SG153Q8d9 injections scatter plot. Colors represent injection strain
amplitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-41: SG153Q8d9 injections histograms. Colors represent injection strain
amplitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-42: SG153Q8d9 ROC plots
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A.3.4 SG235Q8d9 injections

Figure A-43: SG235Q8d9 injections scatter plot. Colors represent injection strain
amplitude.



186

(a) logOddsMod (b) xStatMod

(c) omega

Figure A-44: SG235Q8d9 injections histograms. Colors represent injection strain
amplitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-45: SG235Q8d9 ROC plots
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A.3.5 SG361Q8d9 injections

Figure A-46: SG361Q8d9 injections scatter plot. Colors represent injection strain
amplitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-47: SG361Q8d9 injections histograms. Colors represent injection strain
amplitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-48: SG361Q8d9 ROC plots
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A.3.6 SG554Q8d9 injections

Figure A-49: SG554Q8d9 injections scatter plot. Colors represent injection strain
amplitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-50: SG554Q8d9 injections histograms. Colors represent injection strain
amplitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-51: SG554Q8d9 ROC plots
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A.3.7 SG849Q8d9 injections

Figure A-52: SG849Q8d9 injections scatter plot. Colors represent injection strain
amplitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-53: SG849Q8d9 injections histograms. Colors represent injection strain
amplitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-54: SG849Q8d9 ROC plots
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A.3.8 SG1053Q9 injections

Figure A-55: SG1053Q9 injections scatter plot. Colors represent injection strain
amplitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-56: SG1053Q9 injections histograms. Colors represent injection strain am-
plitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-57: SG1053Q9 ROC plots



200

A.3.9 SG1304Q9 injections

Figure A-58: SG1304Q9 injections scatter plot. Colors represent injection strain
amplitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-59: SG1304Q9 injections histograms. Colors represent injection strain am-
plitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-60: SG1304Q9 ROC plots
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A.3.10 SG1615Q9 injections

Figure A-61: SG1615Q9 injections scatter plot. Colors represent injection strain
amplitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-62: SG1615Q9 injections histograms. Colors represent injection strain am-
plitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-63: SG1615Q9 ROC plots
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A.3.11 SG2000Q9 injections

Figure A-64: SG2000Q9 injections scatter plot. Colors represent injection strain
amplitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-65: SG2000Q9 injections histograms. Colors represent injection strain am-
plitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-66: SG2000Q9 ROC plots
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A.4 Sine-Gaussian, Q 100 injections

Figure A-67: SGQ100 injections scatter plot. Colors represent injection strain ampli-
tude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-68: SGQ100 injections histograms. Colors represent injection strain ampli-
tude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-69: SGQ100 ROC plots
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A.4.1 SG70Q100 injections

Figure A-70: SG70Q100 injections scatter plot. Colors represent injection strain
amplitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-71: SG70Q100 injections histograms. Colors represent injection strain am-
plitude.



214

(a) logOddsMod (b) xStatMod

(c) omega

Figure A-72: SG70Q100 ROC plots
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A.4.2 SG235Q100 injections

Figure A-73: SG235Q100 injections scatter plot. Colors represent injection strain
amplitude.
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(a) logOddsMod (b) xStatMod
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Figure A-74: SG235Q100 injections histograms. Colors represent injection strain
amplitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-75: SG235Q100 ROC plots
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A.4.3 SG849Q100 injections

Figure A-76: SG849Q100 injections scatter plot. Colors represent injection strain
amplitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-77: SG849Q100 injections histograms. Colors represent injection strain
amplitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-78: SG849Q100 ROC plots
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A.4.4 SG1615Q100 injections

Figure A-79: SG1615Q100 injections scatter plot. Colors represent injection strain
amplitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-80: SG1615Q100 injections histograms. Colors represent injection strain
amplitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-81: SG1615Q100 ROC plots
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A.5 White noise burst injections

Figure A-82: WNB injections scatter plot. Colors represent injection strain ampli-
tude.



225

(a) logOddsMod (b) xStatMod

(c) omega

Figure A-83: WNB injections histograms. Colors represent injection strain amplitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-84: WNB ROC plots
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A.5.1 WNB 1000 1000 0d01 injections

Figure A-85: WNB 1000 1000 0d01 injections scatter plot. Colors represent injection
strain amplitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-86: WNB 1000 1000 0d01 injections histograms. Colors represent injection
strain amplitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-87: WNB 1000 1000 0d01 ROC plots
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A.5.2 WNB 1000 1000 0d1 injections

Figure A-88: WNB 1000 1000 0d1 injections scatter plot. Colors represent injection
strain amplitude.
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Figure A-89: WNB 1000 1000 0d1 injections histograms. Colors represent injection
strain amplitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-90: WNB 1000 1000 0d1 ROC plots
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A.5.3 WNB 1000 10 0d1 injections

Figure A-91: WNB 1000 10 0d1 injections scatter plot. Colors represent injection
strain amplitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-92: WNB 1000 10 0d1 injections histograms. Colors represent injection
strain amplitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-93: WNB 1000 10 0d1 ROC plots
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A.5.4 WNB 100 100 0d1 injections

Figure A-94: WNB 100 100 0d1 injections scatter plot. Colors represent injection
strain amplitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-95: WNB 100 100 0d1 injections histograms. Colors represent injection
strain amplitude.



238

(a) logOddsMod (b) xStatMod

(c) omega

Figure A-96: WNB 100 100 0d1 ROC plots
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A.5.5 WNB 250 100 0d1 injections

Figure A-97: WNB 250 100 0d1 injections scatter plot. Colors represent injection
strain amplitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-98: WNB 250 100 0d1 injections histograms. Colors represent injection
strain amplitude.
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(a) logOddsMod (b) xStatMod

(c) omega

Figure A-99: WNB 250 100 0d1 ROC plots



Appendix B

Sky Position Coordinate

Transformation

The GW data analysis pipelines, such as Ω-Pipeline, use coordinates practically con-

venient to the detector network. Times are measured in GPS1 seconds. Sky positions

are measured in earth-fixed coordinates θ, φ, with the origin being the center of the

earth. θ is the latitudinal angle measured down from the North Pole. φ is the longitu-

dinal angle measured from the Prime Meridian (0, 2π). Conversion to right ascension

(RA) and declination (DEC) are as follows:

RA = φ+ GMST (B.1)

DEC = 90◦ − 180◦

π
θ, (B.2)

where GMST is the Greenwich mean sidereal time of the event. The conversion from

GPS to GMST is done with the following algorithm:

1http://en.wikipedia.org/wiki/Global_Positioning_System
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GPS REF = 630763213
LEAP SECONDS = 2
D = round((GPS −GPS REF )/(3600 ∗ 24))− 0.5
T = D/36525
GMST 00 = 6.697374558 + 2400.051336 ∗ T + 0.000025862 ∗ (T 2)
GMST 00 = mod(GMST 00, 24)
UTC SECONDS = GPS −GPS REF − 12 ∗ 3600− LEAP SECONDS
UTC HOURS = mod(UTC SEC/3600, 24)
GMST = GMST 00 + (UTC HOURS ∗ 1.002737909)
GMST = mod(GMST, 24)
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