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Introduction

N=4 Super Yang Mills is an interacting four dimensional non abelian gauge the-

ory with a large amount of symmetries. The fact that it is a Yang Mills theory

puts it in contact with the well known particle physics theories as Quantum Chro-

moDynamics or the Standard Model itself. On the other hand the rich symmetry

structure, which is peculiar of this theory, simplifies dramatically the computations

giving the hope to eventually exactly solve the theory. Beyond Poincaré invari-

ance, N=4 SYM has two substantial symmetries, namely conformal symmetry

and supersymmetry.

Indeed N=4 SYM possesses the maximal amount of supersymmetries in four di-

mensions. The combination of conformal symmetry and supersymmetry makes

this theory the perfect candidate to interplay with gravity theories. The best

example of this connection is the AdS/CFT correspondence [1–3] which relates

a string theory defined on a specific space-time to a quantum field theory with

conformal invariance (CFT), without gravity, defined on the boundary of this

space-time. The first explicit formulation of the correspondence [1] states the du-

ality between type IIB string theory defined on AdS5×S5 and N = 4 SYM in four

dimensions with gauge group SU(N) 1. The parameters of the theories are on one

side the gauge coupling gCFT and the rank of the gauge group N and on the other

side the radius of the AdS5 and the S5 spaces and the string coupling constant gs.

They are related through the ’t Hooft coupling constant λ in the following way

λ = g2
CFTN = 4πNgs

√
λ =

R2

α′
. (1)

In fact this is a weak-strong duality, since the parameter λ is such that in the

region where it is very small, one description (the CFT) is weakly coupled and the

1Another form of the correspondence which has been widely studied is the AdS4/CFT3 cor-
respondence, which is a duality between type IIA string theory on AdS4 × CP 3 and a N = 6
superconformal Chern-Simons theory in three dimensions [4]
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Introduction. Introduction 2

other (AdS) is strongly coupled, while the opposite is true when this parameter is

large. Obviously a consequence of this statement is that it is very hard to check the

validity of the correspondence but makes it more reasonable since the behaviour

of the two theories is very different in the same λ regime.

One of the most successful attempts to make the correspondence operative and

explicit has been to provide a map between observables computed in both theo-

ries [2, 3]. The first insight is that for each field in the five dimensional bulk there

is a corresponding operator in the boundary field theory. This identification is not

trivial at all in general cases but, exploiting the symmetries of the two theories for

some specific cases, this becomes possible. For instance the graviton is associated

to the stress energy tensor operator in the boundary. More interestingly it is pos-

sible to relate the gravity partition function Z, subject to appropriate boundary

conditions, to the generating functional of the connected correlation functions in

the CFT side, more precisely

Z
[
φ (~x, z)

∣∣∣
z=0

= φ0 (~x)
]

= 〈e
∫
d4xφ0(~x)O(x)〉. (2)

Thus to obtain an n- point correlation function one has to functionally differentiate

n-times with respect to φ0 the relation above and set φ0 to zero. From this

expression it is easy to see that operators of the gauge theory are mapped to on

shell bulk fields on the gravity side. Eq. (2) becomes very useful when the gravity

theory is weakly coupled since we can approximate the gravity partition function

by the value of the classical action. This prescription has led to the computation

of several examples of two and three point correlation functions for different kinds

of operators using the assumption that (2) holds at the level of the supergravity

approximation, namely for λ large the string theory becomes weakly coupled and

the AdS curvature is so small that the supergravity approximation to string theory

is trustable. If one would like to compute correlation functions of massive string

modes, thus moving away from the supergravity approximation, this method is

not suitable due to the lack of knowledge about the construction of the vertex

operators for the full string theory in AdS5 × S5.

Conformal symmetry, which survives also at the quantum level, strictly constrains

the spatial dependence of the sets of two and three point correlation functions of
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local operators O to have the form

〈OA (x1)OB (x2)〉 = (NANB)
1
2

δAB
|x1 − x2|2∆A

(3)

and

〈OA (x1)OB (x2)OC (x3)〉 =

(NANBNC)
1
2 cABC

|x1 − x2|∆A+∆B−∆C |x1 − x3|∆A+∆C−∆B |x2 − x3|∆B+∆C−∆A
(4)

where Ni with i = A,B,C are normalization constants, ∆i are the conformal

dimensions of the operators and cABC are the structure constants. Moreover the

dynamical information of the theory is all encoded in the conformal dimensions

and in the structure constants of local operators. This is because in the operator

product expansion for conformal field theories the coefficients of the expansion

coincide with the structure constants. Thus, in principle, correlation functions of

any number of primary operators can be constructed from the knowledge of the

conformal dimensions and the structure constant coefficients.

The conformal dimensions of the operators, as all the physical quantities, admit

an expansion in the ’t Hooft coupling constant

∆ (λ) = ∆0 + λ∆1 + λ2 ∆2 + . . . (5)

where ∆0 is the classical dimension while the other terms are labeled by the super-

script which denotes the loop order. From (3) it seems that in order to obtain the

conformal dimensions of local operators one needs to know the two point functions

of the corresponding operators, which can in principle be done order by order in

perturbation theory in the sense of (5). Actually the approach used to compute

the anomalous dimensions is different, in fact they are considered as eigenvalues of

the dilatation operator, which is one of the generators of the conformal group. In

this way, one has to diagonalise the dilatation operator and take into account the

quantum correction to all order in λ and the mixing effects which can arise when

considering quantum correction. A breakthrough has been the identification of the

one loop dilatation operator with the Hamiltonian of an integrable spin chain [5].

More precisely it has been found that the one loop planar dilatation generator for

the SO(6) sector of scalar fields is isomorphic to the Hamiltonian of an integrable

spin chain. The planar limit means that we take N → ∞, this is reflected in the
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fact that the dilatation generator does not mix fields in different traces, thus we

can just consider single trace operators. The dilatation generator acts on local

operators and its eigenvalues are the anomalous dimensions.

When restricting to the SU(2) sector we can consider only four scalar fields, out

of the six present in N = 4 SYM, which can be grouped into two complex scalars

Z and X. Thus gauge invariant operators with a definite one loop anomalous

dimension are written as a linear combination of single trace operators involving

Z and X. In the SU(2) subsector the one loop dilatation operator can be seen

as the XXX 1
2

Heisenberg Hamiltonian, thus the picture is more intuitive and one

can think of Z being a spin up while X as spin down. The fact that the model

is integrable is highly non trivial and allows to implement all the techniques used

to exactly solve integrable models. In the last ten years this program has been

extended to the full PSU(2, 2|4) group, which us the full symmetry group of

N = 4 SYM, and at any loop order, thus in principle we have all the information

to compute all the set of the conformal dimensions of the operators. For a recent

review on these developments see [6].

Moving to three point function is not straightforward and it is still an open prob-

lem. To simplify the analysis let us roughly classify the operators in three groups:

heavy, medium and light. Heavy operators are dual to classical string states with

large angular momenta and the energies scale as λ
1
2 , they have a non zero anoma-

lous dimension. They can be represented as single trace operators involving a large

number of fields with a large number of excitations 2. Medium operators are the

lightest massive states (short string states), they also have non trivial anomalous

dimension but their energy scales as λ
1
4 . They are single trace operators where

the number of fields and the number of excitations is of order 1. Finally light

operators are BPS operators, thus with vanishing anomalous dimensions at any

loop order. They are dual to supergravity modes. Note that they are expressed

by single traces operators where the excitations have zero momentum.

Three point functions of light operators have been deeply studied both from the

gauge theory side with free field theory techniques and in the string side in the

supergravity approximation with the methods explained above. These correlation

functions do not acquire any quantum corrections and indeed the computations on

both sides of the correspondence have found to agree. Going beyond this class of

three point functions is quite involved. On the string theory side the problem is the

2Note that heavy operators can also be BPS in same cases.
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identification of the appropriate string vertex operator corresponding to a given

gauge invariant operator in the boundary theory. In fact even the computation of

two point functions for non BPS states was not clear since [7–9]. On the gauge

theory side in principle the problem can be posed, we need to take into account

all the possible Wick contractions among the operators. It is obvious that the

combinatorial problem arising is involved, even at tree level. In fact, differently

form the case of two point functions, one needs to know the full wave function.

However in the last three years, a lot of progress has achieved in computing three

point structure constants. In [10, 11] the case of three point functions of two heavy

and one light operators has been studied. The idea is to insert the light and BPS

operator as a perturbation into the two point function of the heavy operators, thus

ignoring the back reaction. Using this method many examples involving specific

examples for heavy operators and have been considered [12–33]. Quite remarkably

in the same regime it is also possible to compare the string results with the gauge

theory ones. One example is when the three operators are BPS, thus the results

from the string and gauge theory side are expected to agree [34–36].

Another comparison can be made in the so called Frolov-Tseytlin limit [37, 38].

This limit was already used to study two point functions of non-BPS operators

and it was crucial to establish comparisons between gauge and string theory com-

putations. In the case of a string moving on S5 with angular momentum J , the

energy of the string is expanded in a limit of large J around a BPS solution

with the expansion parameter λ′ = λ
J2 . This expansion can be compared with

the loop expansion in the gauge side. In this regime it is possible to directly

compare the sigma-model action for semiclassical operators on the gauge theory

side to the classical sigma model action on the string theory3. This approach has

been extended to the case of heavy-heavy-light three point functions [21]. Also

in this case an agreement between the gauge and string theory computation for

planar non extremal tree level three point functions, properly normalised, for op-

erators belonging to the SU(3) sector of N = 4 SYM has been found. The same

matching has been observed for tree level three point functions of operators in the

SU(2)× SU(2) sector of ABJM [39].

It is found that also the structure constants can be written in a λ expansion,

namely

c123 = c
(0)
123 + λ c

(1)
123 + λ2 c

(2)
123 + . . . (6)

3This agreement breaks down at three loops, for more details see Ch. 1
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An interesting question is how to compute the one loop correction c1
123. This

has been done in [40] in the same regime as in [21]. In this case the matching

between the gauge theory and the string theory computations has not been found

at order λ. This might be due to subtleties on the gauge theory computation or to

corrections to the coherent states, that describe the heavy operators. Until now it

is not fully clear if they contribute at this order in λ and possibly how to include

them.

Another matching has been found for the case of three BMN operators with two

impurities, comparing a perturbative computation in the gauge theory side with

the string result obtained using the 3-string vertex matrix elements [41]. The

matching still holds at one loop level [42]. In [43] the strong coupling description

of euclidean BMN strings as saddle points of the path integral for three-point corre-

lators has been considered. In [44] the case of operators dual to short string states

is studied. The last two are examples of medium medium medium correlators.

The problem of three point functions of heavy operators from the string theory

perspective has been addressed in a series of recent works, [45–48]. In [45, 46]

the authors obtained the full solution for the three point functions of the large

spin limit of the Gubser-Klebanov-Polyakov strings in AdS3 spacetime. In [47] it

is computed the AdS contribution to the three point functions of heavy operators

which are dual to strings moving only in the S5 and in [48] the same class of

three point functions has been studied also providing some examples for the S5

contribution.

A natural question that can be asked is if integrability, which has played an es-

sential role in solving the spectral problem, can help also in the computation of

structure constants. Indeed the answer is positive. The idea of translating the

computation of three point functions into a spin chain language goes back to [49–

51]. More recently in [52] the computation of planar, non extremal and tree level

structure constants of operators belonging to the SU(2) sector of N = 4 SYM

have been recast into the computation of a series of scalar products, which can be

written in terms of the solutions of the Bethe equations (rapidities) of the three

operators. This technique strongly relies on the usage of integrability techniques

to map the operators to spin chains and to rewrite the Wick contraction operation

in terms of spin chain quantities 4. Remarkably these structure constants can also

4Using a spin chain approach also three point functions of two light and one heavy operators
have computed [53].
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be expressed in terms of quantities coming from the so called six vertex model,

which can be written as determinants [54] 5. In [56] the functional formalism has

been used to factorize the scalar product of two Bethe states. With this method

it has been possible to take two important limits: a classical limit, when the three

operators can be considered as classical, and a BPS limit which reproduces the

known results for three BPS operators, obtained by sending all the rapidities to

infinity. This procedures can be extended to compute also the one loop contribu-

tion to the same class of three point functions [57]. Another direction is to extend

this methods to broader sectors than SU(2). This has been done for the SU(3)

case in [58]. In [59] the generalization for the scalar products to operators in the

SO(6) sector has been discussed. In [60] the case of operators belonging to the

SU(3) sector has been considered, using the connection with the six vertex model.

Another generalisation of the method proposed in [54] has been considered in [39]

for the case of operators in the SU(2)× SU(2) sector of the ABJM theory.

The structure of this thesis is the following

• Chapter 1 contains the introductory material. In particularly in 1.1 the

AdS5/CFT4 correspondence and the holographic method for computing cor-

relation functions are discussed. Then we the structure of two and three point

functions of fields in AdS and operators in N = 4 SYM. Sec. 1.2 is devoted

to the spectral problem and to the Algebraic Bethe ansatz techniques, which

are used to find eigenvectors and eigenvalues of the spin chain Hamiltonian.

This is followed by a review of the six vertex model techniques, especially

focused on how to rewrite the building block of the Algebraic Bethe Ansatz.

Section 1.3 contains a review of a particular regime, the Frolov-Tseytlin limit.

Finally in Sec. 1.4 the main features of the AdS4/CFT3 correspondence are

reported, with remarks about the integrability in the SU(2)× SU(2) sector

of the ABJM theory, also in its six vertex model counterpart.

• Chapter 2 is devoted to discuss the three point functions of two heavy op-

erators and one light. Three different examples will be discussed. The first

one is based on [34]. In Sec. 2.3 it is presented the comparison between two

computations. On the string theory side it has been computed three point

functions of two giant gravitons, moving in an S3 ⊂ S5 and S3 ⊂ AdS5

respectively, and one point like graviton and on the gauge side a three point

5The same method has been applied for operators composed of self dual components of the
field strength tensor in planar QCD [55].
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function of two Schur polynomials and a single trace chiral primary. The

second example, in section 2.4 is the one loop correction to the three point

function of two semiclassical operators and one light chiral primary oper-

ator in the SU(2) sector of N = 4 SYM [40]. On the gauge theory side

it is used a coherent state approach for the heavy operators and it is com-

pared this to the corresponding correction on the string theory side using

semiclassical computations. Finally in Sec. 2.5 it is discussed the matching

between a gauge theory and a string theory computation for the planar, tree

level and non extremal three point functions of operators belonging to the

SU(2)× SU(2) sector of ABJM [39].

• In chapter 3 integrability inspired techniques to compute three point func-

tions in the gauge theory side are discussed. Firstly in Sec 3.1 the methods

of [52] and [54] are reviewed. In section 3.2 the case of the generalisation of

the scalar product to the SO(6) sector is discussed [59]. Then in Sec. 3.3

it is presented the computation of three point functions for operators in the

SU(2)×SU(2) sector of ABJM in a determinant form, obtaining an expres-

sion which is, up to a normalisation factor, the product of two SU(2) three

point functions [39].

• In 3.3 there are some conclusions and open problems.

• Appendix A contains the proof that the restricted scalar product in the

SU(2) × SU(2) sector of ABJM , the one which factorizes, is still a scalar

product meaning that it satisfies all the characterizing properties.

• Appendix B contains a brief review of the Jack polynomial basis, which is a

basis of the symmetric group. The Schur polynomials are particular cases of

the Jack functions.

• Appendix C provides the details of the SU(2)×SU(2) sigma model, which is

necessary for the computation of the three point functions in the case when

two operators are heavy and one is light in the Frolov-Tseytlin limit.
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Chapter 1. Introductory material 10

1.1 The AdS5/CFT4 correspondence

The AdS/CFT correspondence: an intuitive formulation The AdS/CFT

correspondence is an equality between a theory of gravity (bulk theory) defined on

a d dimensional space-time and a quantum field theory (boundary theory) living on

the d− 1 dimensional boundary of this space-time. In its initial formulation [1] it

conjectures the equivalence between type IIB superstring theory defined on AdS5×
S5 and four dimensional N=4 super Yang-Mills theory (SYM) with gauge group

SU(N). Even if these two theories are completely different they are both peculiar.

The latter contains the maximum amount of supercharges in four dimensions which

completely constrains its lagrangian. The field content of N=4 SYM is given by a

gluon field, six scalars and four fermions (gluinos) transforming under the adjoint

representation of the gauge group. It is Lorentz invariant and, less obviously, it

is conformal and possesses an R-symmetry which rotates the scalar fields (and

the fermions) among themselves, hence the bosonic symmetry group is SO(2, 4)×
SO(6). On the other side Anti de Sitter spaces in d dimensions AdSd are maximally

symmetric solutions of Einstein’s equations with negative cosmological constant

which have isometry group SO(2, d − 1). Therefore AdS5 allocates an SO(2, 4)

isometry group while S5 is invariant under SO(6) rotations. The fact that the full

space is ten dimensional is clearly not accidental being the only dimensionality

in which superstring theories are consistent. The global symmetries of the field

theory precisely match the isometries group of the gravity theory and also the

amount of supersymmetries of the two theories is the same. Even if this far to be

a proof for the AdS/CFT correspondence it gives an hope that these two theories

can describe the same physical system.

Parameters In its strongest formulation the AdS5/CFT4 correspondence relates

at any value of the couplings ten dimensional type IIB string theory on AdS5 × S5

with coupling constant gs and tension T , where the 5-form flux generated by the

massless closed string modes through S5 is an integer N =
∫
S5 F5, and N=4 SYM

with N colors and coupling constant gCFTF by means of two relations involving

the parameters of the theories

4πgs = g2
CFT T =

1

2π

√
g2
CFTN =

1

2π

√
λ (1.1)

where the tension T = R2

2πα′
, R is the radius of both the AdS5 and S5 spaces and

λ = g2
CFTN is the ’t Hooft coupling constant. Despite the fact that this is the most
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intriguing version of the correspondence because it is supposed to hold for any value

of N and λ, it is very hard to make it concrete essentially because it is not known

how to fully control string theory for generic values of the coupling. However there

are some (very interesting) limits in which the correspondence is less general but

easier implemented. One of those is the so called ’t Hooft limit which consists in

keeping λ fixed while sending N → ∞. In this regime the Yang Mills theory is

controlled only by planar diagrams which have the topology of a sphere, while the

string theory is effectively a free theory. However the background in which the

string theory lives is not trivial, in particular if λ is large the AdS5×S5 is weakly

curved and the equations of motion reduce to the one of type IIB supergravity

which are well understood and the dual gauge theory is strongly coupled. On the

other hand when λ is small, SYM becomes weakly coupled and so can be treated

perturbatively while the geometry becomes strongly curved. Still the string theory

is free but the quantum corrections, controlled by the tension, are important.

This is why the AdS/CFT correspondence is a weak-strong duality. Moreover the

correspondence identifies the energy eigenstates of the AdS5 × S5 string theory

with gauge theory operators made of elementary fields of N=4 SYM as well as

the eigenvalue E, energy of the string state, equates the scaling dimension ∆ of

the specific dual operator in the gauge theory. This statement can be formulated

in terms of the parameters of the theories in this way

E (λ,N) = ∆ (λ,N) (1.2)

where (1.1) has to be kept in mind.

1.1.1 Holographic prescription for correlation functions

In any quantum field theory correlation functions of fields are the natural objects

to study because they contain a big piece of information about the dynamics of

the theory that we are considering. One way of obtaining correlation functions is

by considering

〈O(x1)O(x2) . . . O(xn)〉 =
δ

δJ(x1)
. . .

δ

δJ(xn)
Z[J ]|J=0 (1.3)
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where Z[J ] is generating functional defined, in the euclidean signature, as

Z[J ] =

∫
DOe−S+

∫
ddxO(x)J(x)∫

DOe−S
. (1.4)

Here DO is the measure of the path integral and O(x) is a field which is dynamical,

differently to the source field J . In this formalism taking functional derivatives

of Z[J ] with respect to the sources J and setting the source to gives the vacuum

expectation values of the time ordered products of operators, which is precisely

the definition of correlation functions in quantum field theories. In analogy to

the definition of the free energy in statistical mechanics we can introduce another

functional W [J ] as

W [J ] = logZ[J ] (1.5)

which is the generating functional of connected correlation functions. It is also

possible to define correlation functions for operators, this can be done by adding

additional sources in the Lagrangian of the theory. In this way the coupling con-

stant depends on the spacetime and it becomes a source as well.

In 1998 Gubser, Klebanov and Polyakov [2] and Witten [3] proposed a prescrip-

tion to compute n-point correlation functions in the context of the AdS/CFT

correspondence which makes the correspondence itself much more operating and

concrete because allows the comparison between correlation functions computed

both in the gauge and string theory side. The general idea is to match the gen-

erating functional of the gauge theory to the full partition function of type IIB

string theory in AdS5 × S5 background with some specific boundary conditions,

more formally

〈e
∫
d4xφ0(x)O(x)〉CFT = Zstring [φ(x, z)|z=0 = φ0(x)] (1.6)

where the l.h.s. is meant to be the same object that we defined in (1.4), x are

the bulk coordinates and z = 0 is the location of the boundary 1. This last

statement is not obvious: the l.h.s. is the generating functional of the correlation

functions for O(x) where, comparing with (1.4), φ0(x) acts as a source (J), hence

it is equivalent to functionally differentiate the l.h.s. and the r.h.s. of (1.6) with

respect to φ0. Note that the source lives on the boundary. This is the essence

1We are considering Poincaré coordinates for the AdS5 × S5 space namely ds2 = R2 dz
2+dx2

µ

z2 +
R2dΩ2

5, with µ = 1, . . . , 4 and identifying xµ with x which parametrizes the four dimensional
boundary of AdS5, the sphere part has zero size on the boundary.
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of the holographic prescription: we can obtain correlation functions for operators

in the gauge theory living on the boundary from the partition function of the

superstring in the bulk. Therefore since the dynamics of quantum field theories

is specified by correlation functions, the gauge theory living on the boundary is

completely specified by the bulk gravitational theory. Actually there are limits in

applying (1.6). This also stresses the fact that there should be an operator Oi for

eve field φi in AdS. The first one is that the full partition function of type IIB

superstring theory on AdS5 × S5 is not known, secondly while taking functional

derivatives of l.h.s. (r.h.s.) (1.6) one runs into UV (IR) divergences which need

to be regularized [61]. The latter problem is solved by performing the so called

holographic renormalization [62], we are not going to face with this in this thesis,

for more details see the review [63] and references therein. The former is still an

open problem, however in the limit where we do not have quantum corrections (as

we mention above gs, ls → 0 with gsN ≥ 1) the supergravity approximation can

be used and the partition function on the r.h.s. of (1.6) in this limit takes the

form of

Zstring [φ0(x)] = exp [−Ssugra [φ0(x)]] (1.7)

and this equality has to be seen as a saddle point approximation where the Ssugra is

the on shell classical action. Also in this case one expects to encounter divergences

but it is possible to use the holographic renormalization as well to handle with

them.

1.1.2 The AdS side

AdS space AdSd+1 spaces are solutions of the Einstein’s equations in d + 1

dimensions with negative cosmological constant Λ

Rµν −
1

2
gµνR = Λgµν (1.8)

with Λ = −d(d−1)
R2 . We also have that

R = −2d (d+ 1)

R2
(1.9)

which implies that the Ricci tensor is proportional to the metric Rµν = − 2d
R2 gµν

and therefore AdS spaces are Einstein spaces. In general in Minkowski space

solutions of the Einstein’s equation with constant can be realized as the set of
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solutions of a quadratic equation in a d + 2 dimensional flat space, in fact if we

consider a flat space time with the line element

ds2 = −du2 − dv2 + dx2
1 + dx2

2 + · · ·+ dx2
d (1.10)

AdSd+1 spaces are hyperboloids defined by

−R2 = −u2 − v2 + x2
1 + x2

2 + · · ·+ x2
d. (1.11)

From (1.10) and (1.11) it is clear that the AdSd+1 has the isometry group SO(2, d).

Let us define two sets of coordinates that we will use in the following: global and

Poincarè coordinates.

• Global coordinates are defined as

u = R cosh ρ cos τ (1.12)

v = R cosh ρ sin τ

xi = Rηi sinh ρ

here
∑d

i=1 η
2
i = 1 parametrize the unit Sd−1 sphere, ρ ∈ R+ and τ ∈ [0, 2π].

The associated line element is

ds2 = R2
(
− cosh2 ρdτ 2 + dρ2 + sinh2 ρdΩ2

d−1

)
. (1.13)

This set of coordinates covers the Minkowskian hyperboloid exactly once,

hence the name global. Since the time coordinate τ is periodic, the AdS

space is not simply connected because there are timelike curves. This can be

avoided by allowing τ ∈ R. Time translations and rotations on the sphere,

SO(2) × SO(d − 1) are manifest in this set of coordinates and constitute a

compact subgroup of the full isometry group SO(2, d).

• Poincaré coordinates are defined as

u =
1

2

(
1

z
+ z

(
R2 + ~y2 − t2

))
(1.14)

v = Rz t

xi = Rz yi

xn =
1

2

(
1

z
+ z

(
−R2 + ~y2 − t2

))
(1.15)
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where i = 1, . . . , d− 1, t ∈ R, z > 0 and ~y ∈ Rd−1. These coordinates cover

only a part of the hyperboloid and the metric contains slices isomorphic to

the Minkowskian space time. The line element can be written as

ds2 = R2

(
z2
(
−dt2 + d~y2

)
+
dz2

z2

)
. (1.16)

While z = ∞ can be interpreted as a conformal boundary, z = 0 is a

coordinate singularity where ∂
∂t

becomes null. In this coordinate the explicit

isometry group is SO(1, d − 1) × SO(1, 1). Note that if we allow z → 1/z

the metric becomes

ds2 =
R2

z2

(
−dt2 + d~y2 + dz2

)
. (1.17)

Fields in AdS In the following we want to compute two and three point functions

of operators dual to scalar fields in AdS, in the limit where the supergravity ap-

proximation is trustable. Let us start by considering the Klein Gordon Lagrangian

for a scalar field φ in AdS5:

S =
1

2

∫
dd+1x

√
g
(
∂µφ∂µφ+m2φ2

)
(1.18)

=
1

2

∫
ddxdzz1−d

[
(∂zφ)2 + (∂iφ)2 +

m2

z2
φ2

]
(1.19)

where to go from the first to the second line we insert the explicit form of the

AdS metric in Poincaré coordinates (with R=1) ds2 = dz2+dxidxi

z2 . The equation of

motion associated to this action are

− zd−1∂z
(
z1−d∂zφ

)
− ∂2

i φ+
m2

z2
φ = 0. (1.20)

In order to specify non trivial boundary conditions for this scalar field we need to

exploit the limit z → 0 which allows to neglect the term ∂2
i φ in (1.20) 2 obtaining

φ (z,x) ∼ φ1 (x) z∆− + φ0 (x) z∆+ (1.21)

where ∆± = d
2
±
√(

d
2

)2
+m2 or, inverted, ∆ (∆− d) = m2 where we use the

convention that ∆ = ∆+ such that d − ∆ < ∆. If m2 ≥ −d2

4
the two solutions

are real, this is the so called Breitenlohner-Freedman bound, meaning that the

2We can neglect such a term because if we substitute a plane wave ansatz of the form φ(z, x) =
φ(z)eikẋ the k2 term is negligible.
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curvature of the space allows the mass squared to be also negative. Considering

∆± with m satisfying the Breitenlohner-Freedman bound, if ∆ > d
2

the mode

z∆+ in (1.21) is the renormalizable solution while z∆− is the non renormalizable

one. This is because the action can be modified by adding appropriate boundary

terms and so the solution is normalizable with respect to this modified action for

∆ ≥ d
2
− 1 (unitary bound for a scalar field). Therefore there is a certain mass

regime where both solutions are normalizable. Normalizable modes correspond to

bulk excitations which decay at the boundary z = 0 while the non normalizable

mode determines the boundary behavior of the solution

φ0 (x) = lim
z→0

z−∆−φ (z,x) . (1.22)

Note that this is precisely the boundary value of the field that we already encoun-

tered in (1.6).

However it is possible to reconstruct the solution of the equations of motion (1.20)

for the whole euclidean space with the appropriate boundary conditions by using

the kernel K∆ (z,x,x′), the so called bulk to boundary propagator (Fig. 1.1),

K∆ (z,x,x′) = C∆

(
z

z2 + (x− x′)

)∆

(1.23)

where C∆ = Γ(∆)

π
d
2 Γ(∆− d

2)
is a constant which is fixed by requiring that

φ0 (x) = lim
z→0

z∆−dφ (z,x) . (1.24)

Then the solution of (1.20) φ(z,x) is

φ (z,x) =

∫
∂AdSd+1

ddx′K∆ (z,x,x′)φ0(z,x′) (1.25)

where we denote by ∂AdSd+1 the boundary of the euclidean AdSd+1 space. Note

that for z → 0 (1.25) reduces to (1.21) and

φ1 (x) = C∆

∫
ddx′

φ0(z,x′)

(x− x′)2∆
(1.26)

which shows that the normalizable mode is entirely expressible in terms of bound-

ary data.

Correlation functions in AdS Let us come back to our main goal: the com-

putation of correlation functions. To obtain the expression of correlation functions
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φ (x, z)

φ0 (x)

z = 0

Figure 1.1: The bulk to boundary propagator.

in AdS we use the holographic prescription (1.6), more precisely

〈O1O2 . . .On〉 = (−1)n+1 δnS

δφ1
0 δφ

2
0 . . . δφ

n
0

∣∣∣
φi0=0

(1.27)

where the action is meant to be on shell. Since only bulk interactions with less

than n fields contribute non trivially to these derivatives, we are interested in

terms in the action with at most n fields. We know how to specify the boundary

value of the fields from the previous paragraph then the main ingredient left is the

form of the on shell action. To do so let us substitute (1.21) into (1.19) and, using

the equation of motion (1.20), we obtain the on shell action

S0 =
1

2

∫
∂AdSd+1

ddx
(
dφ0φ1 + (d−∆)φ2

0z
d−2∆ + . . .

)
. (1.28)

The term proportional to zd−2∆ is divergent because ∆ > d
2
, so a counterterm has

to be added to control this divergence. The regularized action is

S = (d− 2∆)

∫
∂AdSd+1

ddxφ0 (x)φ1 (x) . (1.29)

The one point function is given by varying the action with respect to the boundary

value of the field φ0 (x)

〈O(x)〉 =
δS

δφ0 (x)

∣∣∣
φ0=0
∼ φ1 (x)

∣∣∣
φ0=0

= 0, (1.30)

where we use (1.26) in the last equality. What we have shown it is somehow

trivial noticing that the vacuum expectation value of an operator should vanish if

we want to preserve conformal symmetry but on the other hand this specifies that

φ1 is proportional to the vacuum expectation value of the dual operator.

If we replace the explicit expression for φ1 (1.26) in (1.29) it is straightforward to
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see that

S = (d− 2∆)C∆

∫
∂AdSd+1

ddxddx′
φ0 (x)φ0 (x′)

(x− x′)2∆
(1.31)

and the two point function is

〈O(x)O(x′)〉 =
δ2S

δφ0 (x) δφ0 (x′)

∣∣∣
φ0=0

= (d− 2∆)C∆ (x− x′)
−2∆

. (1.32)

To go to higher point functions we need to take into account interaction terms in

the action which can be written as

SAdS5 =

∫
d5x

(
1

2

∑
i

(∂φi)
2 +

m2
i

2
φ2
i +

n∑
k=3

Ci1...ikφi1 . . . φik

)
(1.33)

where for simplicity we restrict to the d = 4 → AdS5 case and we consider no

higher derivatives interactions and negligible couplings to other gauge and gravity

fields. The equations of motion associated to this action differ from (1.20) for

higher order terms and, more than that, it is not possible to get an exact solution.

The Klein Gordon equation with source terms can be solved in a series expansion in

λ using standard techniques involving Green functions, namely the kernels (1.23)

and the bulk to bulk propagator which is another spatial kernel related to the bulk

to boundary propagator via

K∆ (z,x,x′) = lim
z‘→ε

ε∆

2∆− d
K∆ (z, z‘,x,x′) (1.34)

where ε � 1. The key observation is that the iterative procedure stops after a

finite number of steps because, as we mentioned above, when φ0 appears more

than n times it would not contribute to (1.27) which is our final goal. In this way

we end up constructing a perturbative series and so a set of Feynman-like graph,

the so called Witten diagrams, which we describe in 1.2. The simplest case is the

computation of three point functions of scalar fields φ1, φ2 and φ3 is easy because

the only interaction term in the action contributing to the derivative is the cubic

one ( λφ1φ2φ3 ) and the relevant diagram is Fig. 1.3 giving 3

〈O(x1)O(x2)O(x3)〉 = −λ
∫
dd+1xK∆1 (x,x1)K∆2 (x,x2)K∆3 (x,x3)

=
λa1

|x1 − x2|∆1+∆2−∆3|x2 − x3|∆2+∆3−∆1|x1 − x3|∆1+∆3−∆2
(1.35)

3The fields φi are dual to operators Oi in the field theory.
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Figure 1.2: Example of Witten diagram for four point functions. The circum-
ference denotes the boundary while the inside is the bulk of AdS. On the left:
the 4 points on the boundary are connected by boundary to bulk propagators
to the 2 points in the bulk where we insert vertices of the Lagrangian; the 2
vertices in the bulk are connected to each other by the bulk to bulk propagator
and we integrate on their position as in Feynman rules. On the right: the 4

points on the boundary are connected by bulk to boundary propagators.

where a1 = −Γ(∆−2)
2π4

∏3
i=1

Γ(∆−∆i)
Γ(∆i−2)

and ∆ = 1
2

(∆1 + ∆2 + ∆3). Note that for com-

Figure 1.3: The diagram contributing for three point function .

puting correlation functions involving n ≤ 3 scalar fields we do not need the bulk

to bulk propagator which instead would enter in the higher point functions. We

can anticipate some results that we are going to show in 1.1.3 namely that the

spatial behavior of two and three point functions is completely fixed by conformal

symmetry to be the same as (1.32) and (1.35) and that the spatial dependence

of higher point correlation functions can be written as function of conformal ra-

tios and reconstructed by means of the operator product expansion. We can see

already the analogy with the computations reviewed in this paragraph, the fact

that the spatial dependence of (1.32) and (1.35) is precisely the same as expected

in any conformal field theory is not completely trivial because although there is

a shared symmetry group there are no evident reasons a priori to expect that the

AdS geometry describes the conformal field theory using the dynamical equiva-

lence (1.6). Another remark is that what we reviewed is valid for scalar fields but

it is generalizable to spinor, vector and tensor fields, technically it would be more

involved but conceptually it is the same. A crucial point to obtain the correct

normalization (essentially C∆ which is encoded in the correct expression for the

bulk to boundary propagator) for both (1.32) and (1.35) is the correct regular-

ization of the action, namely the fact that we add the proper counterterms, this

is one of the problem solved by the procedure called holographic renormalization
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mentioned above.

1.1.3 N = 4 Super Yang-Mills

We have already stressed the role of this specific CFT in the context of the

AdS/CFT correspondence. In the following we will review how to classify the op-

erators and how conformal symmetry constraints the form of correlation functions.

As we emphasized before the lagrangian depends on two parameters, namely the

rank of the gauge group N and the coupling constant gCFT , and it can be written

as

L =
1

g2
CFT

Tr

[
1

2
FµνF

µν + (Dµφi)
2 − 1

2
[φi, φj]

2 + λ̄ /Dλ− iΓi [φi, λ]

]
(1.36)

where Aµ (with Lorentz vector index µ = 1, . . . , 4) is the gluonic gauge field, φi

are the scalar fields (i = 1, . . . , 6), λ are gluinos 4, Γ are ten dimensional Dirac

gamma matrices and Dµ = ∂µ − i [Aµ, ] is the non abelian covariant derivative.

Supersymmetry ensures that all the fields are N ×N matrices transforming under

the same (adjoint) representation of the gauge group. There is also an alternative

way of thinking to N=4 SYM, namely by using superspace formalism. In this

language the field content of N=4 SYM can be reconstructed by noticing that in

four dimensions and with 4 supersymmetries it exists only one vector multiplet,

which can be seen as an N= 2 vector and an N = 2 hypermultiplet. The former

multiplet splits into an N= 1 vector multiplet and a chiral multiplet while the

N = 2 hypermultiplet is simply composed of two chiral multiplets. From this

construction one can easily recover the field content that we already listed.

Symmetry group N=4 SYM posses superconformal symmetry, combination of

conformal symmetry and supersymmety, denoted as PSU(2, 2|4) 5 which includes

the conformal group SO(2, 4), with 15 generators coming from translations Pµ,

Lorentz transformations Lµν , dilatations D and special conformal transformations

Kµ, supersymmetry generators (superpartners of translations) Qa
α and Q̄α̇a with

a = 1, . . . , 4, special superconformal generators(superpartners of special conformal

transformations) Sαa and S̄ āα̇ and SO(6) R-symmetry generators TA with A =

4We represent these fermions as 16 component Majorana spinors in 10 dimensions.
5This is a consequence of the fact that the central charge in N=4 SYM vanishes, otherwise

naturally we would have had SU(2, 2|4).
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1, . . . , 15 6. These generators form a superalgebra which has schematically the

following commutation relations

[D,Pµ] = −i Pµ [D,Kµ] = iKµ [D,Lµ,ν ] = 0

[L, P ] ∼ P [L,K] ∼ K [P,K] ∼ L−D

{Q, Q̄} ∼ P {Q,Q} = {Q̄, Q̄} = 0 {Q,S} ∼ L− T −D

[L,Q] ∼ Q [K,Q] ∼ S [P, S] ∼ Q̄

[L, S] ∼ S̄ [D,Q] = − i
2
Q [D,S] =

i

2
S. (1.37)

Hence the dimension of the generators is

[D] = [L] = [T ] = 0 [P ] = 1 [K] = −1

[Q] =
1

2
[S] = −1

2
. (1.38)

The presence of supersymmetry obviously implies that some of the generators

should be fermionic, in fact we can rearrange the generators in a matrix form(
L, L̄, P,K,D Q, S̄

Q̄, S T

)
(1.39)

where the diagonal components are bosonic and the off diagonal are fermionic. An

important feature of N=4 SYM is that the superconformal symmetry is unbroken

at the quantum level. One of the consequences of this fact is that the mass dimen-

sion of the fields is protected from quantum corrections and the total dimension

of a product of fields is the sum of the mass dimensions of the single constituents.

Now we want to specify the players of the game: gauge invariant operators. The

simplest way to construct an operator is to have in general linear combinations of

products of fields of any type, namely scalars, fermions and covariant derivatives 7.

In order to ensure gauge invariance it is necessary to consider traces of these prod-

ucts. Despite the unrenormalizability of the single fields, operators represented by

traces are renormalizable.

Operators Superconformal symmetry is also useful to classify operators. We

want to work in a specific representation of the conformal group in which our

6We use 2-component spinor notation so α = 1, 2, the same stands for α̇.
7Note that out of coviariant derivatives one can built field strengths. We do not have gauge

fields because they do not transform covariantly under gauge transformations.
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operators have a well defined dimension ∆, namely they can be thought as eigen-

vectors of the dilatation operator D. So if we consider a generic local operator

in the conformal field theory O(x) it will transform as O′(x) = λ−∆O(λx) under

dilatations x→ λx. This means that

[D,O(x)] = (∆ + xµ∂µ)O(x). (1.40)

Looking back to the first two commutation relations of (1.37) combined with

(1.38), we notice that Kµ and Pµ act as respectively lowering and raising operators

for O(x), meaning that by acting with Kµ (or Pµ) we obtain a new operator

with dimension ∆ decreased (or increased) by 1. Any unitary field theory has a

lower bound for the dimension ∆ of the fields, this means that there are operators

annihilated by special conformal generators Kµ, these are called primary operators.

From the last two relations of (1.37) we can see, in the same way of above, that

among primary operators there is a subclass annihilated by conformal supercharges

S which are the superconformal primaries. In this case by acting with S (Q) the

dimension is lowered (raised) by 1
2
. Superconformal primaries are also lowest

dimensional operators in superconformal multiplets, it is possible to generate all

the other states of the multiplet (called descendants) with the action of Q. Note

that it is impossible to obtain a superconformal primary as a result of the action

of Q to any operator in the multiplet. Superconformal primaries that commute

with at least one of the supercharges are called chiral primaries. They are also

called BPS operators because they belong to shortened representations and their

dimension is protected. The bosonic subgroup of the PSU(2, 2|4) is SO(2, 4) ×
SO(6) which provides a unitary representation under which operators transform.

States are labeled by the six Cartan eigenvalues of the representations, namely

the dilatation eigenvalue ∆, two Lorentz spin S1 and S2 and Dynkin labels of an

SU(4) representation J1, J2 and J3 coming from the R-symmetry. It is convenient

to group the six scalar fields in three complex fields in the following way

X = φ1 + i φ2 Y = φ3 + i φ4 Z = φ5 + i φ6 + c.c.. (1.41)

Correlation functions in N=4 It is well known that conformal symmetry fixes

completely the spatial dependence of two and three point correlation functions of

scalar primary operators. This comes from the counting of the possible conformal

invariants, i.e. number of conformal cross-ratios, that one can build.
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Let us consider a n-point correlation function of scalar primary operators

C(x1, . . . , xn) = 〈φ1(x1)φ2(x2) . . . φn(xn)〉. (1.42)

Our aim is to see what happens to this object under conformal transformations.

Let us recall some basic properties. Conformal transformations are coordinate

transformations which leave the metric invariant up to a scale factor, namely

g′µν(x
′) = Ω(x)gµν(x), (1.43)

in particular

• for transformations belonging to the Poincaré group x′ = x+ a: Ω(x) = 1,

• for dilatations x′ = λx: Ω(x) = λ−2,

• for special conformal transformations x′ = x+bx2

1+2b·x+b2x2 : Ω(x) = (1 + 2b · x +

b2x2)2.

The jacobian of the transformation obviously depends on Ω and it is given by

|∂x′
∂x
| = Ω−

d
2 where d is the number of dimensions. Acting with a conformal

transformation to (1.42) we obtain

C(x1, . . . , xn) =

(
n∏
i=1

Ω
−∆i

2
i

)
C(x′1, . . . , x

′
n) (1.44)

where Ωi = Ω(xi) and the conformal invariance of the vacuum have been used.

Translation invariance constraints n point function to depend on the differences

of the spatial coordinates (xi − xj) while rotational invariance gives a more strict

constraint namely that they can only depend on the magnitude xij = |xi − xj|.
Scale invariance combined with special conformal transformations allow the de-

pendence only on the so called conformal ratios or cross-ratios defined as
xijxkl
xikxjl

.

Furthermore by counting all the possible quantities that we can form following

these constraints, the number of all possible cross ratios is n(n−3)
2

. This relation

shows that there are no cross ratios for n = 2 and n = 3 8 .

Two and three point functions and OPE In [65] John Cardy presents an

8There is also an alternative way of getting the dependence on cross ratios of correlation
functions by using conformal Ward identities. We refer to [64] for details.
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elegant and alternative9 way of deriving the spatial dependence of two point cor-

relation functions. The idea is the following

• consider a two point function 〈φ1(x1)φ2(x2)〉,

• apply a conformal transformation which maps {x1, x2} → {x′1, x′2} such that

Ω(x1)−∆1Ω(x2)−∆2〈φ1(x1)φ2(x2)〉 = 〈φ1(x′1)φ2(x′2)〉,

• 〈φ2(x1)φ1(x2)〉 = 〈φ1(x1)φ2(x2)〉 since the former is just a rotation of 180

degrees of the latter,

• applying the same conformal transformation as above we have that

Ω(x1)−∆1Ω(x2)−∆2 = Ω(x1)−∆2Ω(x2)−∆1 which is different from zero only if

∆1 = ∆2,

•
〈φ1(x1)φ2(x2)〉 =

δ12

x2∆
12

(1.45)

where we are assuming that the proportionality coefficient is symmetric and

real, because the operators are hermitian. This is what Cardy calls orthog-

onality of scaling operators. Note that we include the normalization in the

operators.

As well as for two point also the spatial dependence of three point functions

is completely fixed. In this case the special conformal transformations add an

extra constraint which determines the exponents of the difference between spatial

coordinates, thus we obtain

〈φ1(x1)φ2(x2)φ3(x3)〉 =
c123

|x12|∆1+∆2−∆3|x23|∆2+∆3−∆1 |x13|∆1+∆3−∆2
. (1.46)

Since xij is symmetric under the exchange of the indices also the coefficient c123

is so. Note that the expression (1.46) is valid if we unit normalize the two point

function, as in (1.45). In quantum field theories, due to Wilson [66] and Zimmer-

mann [67] [68], it is possible to write a short distance expansion for a product of

two operators in terms of a complete basis of renormalized operators. This expan-

sion is commonly called operator product expansion (OPE). Schematically we can

9It is alternative to the usual way of taking into account the effect of all the transformations
belonging to the conformal group, similarly to what we used in the previous paragraph.
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write

OA(x)OB(y) =
∑
i

C(x− y)Oi(y) (1.47)

where OA and OB are generic local fields, Oi is the set of renormalized operators

and C are numerical coefficients which may be singular when x − y → 0. If

the initial operators have a well defined canonical dimension then the basis of

operators around which one expands has an increasing canonical dimension. Let

us now focus on conformal field theories. In this case primary and descendant

operators form a complete set under the OPE, this means that we can expand any

product of primary fields in this way

OA(x)OB(y) =
∑
D

CABD(x− y)∆D−∆A−∆B

∑
n

β
(n)
ABD(x− y)|n|O(n)

D (y). (1.48)

where we label with n the descendant level, O(0)
D are the primary operators and

β
(0)
ABD = 1. Using Ward identities for conformal field theories, the coefficients βABD

can be reconstructed in terms of the conformal dimension of the operators while

CABD characterize the CFT. The crucial point is that CABD is precisely the three

point coefficient that we have denoted with c123 in (1.46). In fact if we substitute

the OPE for two of the scalar primary operators in (1.46) and use the form for

the unit normalized two point function (1.45) we easily obtain that the OPE

coefficients are precisely the three point function structure constants 10. This is one

of the biggest advantages of conformal field theories because, using iteratively the

OPE, the only ingredients needed to express all the n point correlation functions

are conformal dimensions and structure constants.

1.2 Basics of integrability

1.2.1 Anomalous dimension

In N = 4 SYM the gauge coupling gCFT is not renormalized, nevertheless gauge

invariant local operators are in general renormalizable. At the classical level the

10This is completely true when considering primary operators, in the case we are interested
in descendants the OPE coefficients are proportional to the structure constants up to factors
depending on the conformal dimensions and on the spatial separation between the operator
insertions.
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scaling dimension of gauge invariant operators is simply the sum of the dimen-

sions of the constituent fields, but at the quantum level it acquires a so-called

anomalous dimension. As we have previously reviewed the two point function of

gauge invariant operators is completely fixed by conformal symmetry to be (1.45),

where the conformal dimension appears in the exponent of the spatial part. We

can write ∆ as a function of the coupling constant ∆ (gCFT ) = ∆0 + γ (gCFT ) to

distinguish the classical dimension ∆0 to the anomalous dimension γ (gCFT ). For

generic operators the two point function (1.45) admits a perturbative expansion in

the coupling constant which, as in any quantum field theory, depends on the UV

cutoff. Hence two conformal fields that at classical level have the same quantum

numbers may not share this property once quantum correction are included, since

they can have different anomalous dimensions. Thus the two point function of

the two renormalized operators must be zero, though this may not be the case

simply taking into account classical quantum numbers. This is essentially the so

called mixing problem which can be analyzed by finding the correct renormalized

operators and their respective anomalous dimensions. In fact if we consider

OAR (x) = ZA
BOB (x) (1.49)

being OR the renormalized operator, O the bare operator and ZA
B is the renor-

malization matrix, and apply standard renormalization group transformation we

obtain that the mixing matrix ΓAB is related to the wave function renormalization 11

through

ΓAB =
∂ZA

C

∂lnµ

(
Z−1

)C
B

(1.50)

where µ is the usual renormalization scale and the anomalous dimension can be

read from

ΓO = γO (1.51)

where O is meant to represent a basis of operators. Even if the conformal di-

mension can be read off from the two point correlation functions of the respective

operators, it is most convenient to consider ∆ (gCFT ) as the eigenvalue of the

mixing matrix, namely

DO (x) = ∆ (gCFT )O (x) . (1.52)

11Note that the only quantity which is renormalized is the wave function because the beta
function vanishes.
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In the ’t Hooft limit described previously the anomalous dimension, as all the

other physical quantities, can be written in a topological expansion

γ

(
λ,

1

N

)
=
∞∑
g=0

1

N2g

∑
l=1

λlγl,g (1.53)

where λ is the ’t Hooft coupling, g is the genus of the surface spanned by the

diagram and l is the loop order. In this thesis we only focus on the planar limit,

which consists in considering N →∞ and gCFT → 0 with λ fixed. In this regime

the dominant contributions to (1.53) are given by planar diagrams, namely by

setting g = 0. In this limit big simplifications occur

• multi trace operators decouple, we consider only single trace operators;

• the dilatation operator can be regarded as the Hamiltonian of a spin chain

(this is the place where integrability plays its central role);

• the string theory is non interacting, which amounts of saying that the scaling

dimensions of the planar gauge theory should be identified with the energies

of the free string theory.

In the following we develop on these points, especially reviewing how to solve in-

tegrable models.

1.2.2 Dilatation operator as spin chain Hamiltonian

In 2003 Minahan and Zarembo [5] established a crucial equivalence between the

SO(6) one loop dilatation operator and the Heisenberg spin chain Hamiltonian.

Let us review why and how this works and the consequences brought by this

relation.

• Let us consider renormalizable operators in the SO(6) scalar sector, which

is closed at one loop, of N = 4 SYM

O (x) = Ci1...iL : Tr (φi1 . . . φiL) : (1.54)

where : denotes the normal ordering.
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• We can see operators of the form (1.54) as tensors which span a finite dimen-

sional Hilbert space with dimension 6L. This Hilbert space is interpreted as

a spin chain of length L where the direction of the spin sitting at site l is

meant to be the SO(6) flavor φil . Thus our operator (1.54) can be regarded

as

| ↑i1 . . . ↑iL〉. (1.55)

• The key observation is that the Hamiltonian associated to this spin chain

is equivalent to the SO(6) dilatation operator at one loop which can be

computed giving

Γ(1) =
λ

16π2

L∑
l=1

(2Il,l+1 − 2Pl,l+1 +Kl,l+1) (1.56)

where the subscript (1) refers to the fact that it is the one loop dilatation

operator and the identity operator I, the permutation operator P and the

trace operator K act on the spin chain sites as

I| . . . ↑a↑b . . . 〉 = | . . . ↑a↑b . . . 〉 (1.57)

P | . . . ↑a↑b . . . 〉 = | . . . ↑b↑a . . . 〉 (1.58)

K| . . . ↑a↑b . . . 〉 = δab

6∑
c=1

| . . . ↑c↑c . . . 〉. (1.59)

Note that we only have nearest neighbour interactions and we have to con-

sider the cyclity of the trace in the spin chain description by imposing that

the spin chain state should be invariant under an index translation.

• The SO(6) spin chain is integrable as shown in [69]

A very interesting subsector of SO(6) is the SU(2), which instead is closed at

any loop order, which can be seen as formed by two of the three complex scalars

(1.41). Let us choose for instance X and Z. Now the correspondence between the

dilatation operator and the spin chain becomes more clear in the sense that the

spin chain in this sector is the XXX 1
2

Heisenberg spin chain. The three X denote

that we are dealing with identical coupling constants of the spin-spin interactions

in the three spatial directions and the 1
2

refers to the fact that the sites of the

chain have spin 1
2

degrees of freedom. Here the interpretation is simpler because

we can think to the complex field Z being a spin up while X a spin down, in this
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way a generic operator is a closed spin chain 12 formed by a collection of a certain

number of spin up and down

O = Tr (ZXXZXXXZ . . . Z) → | ↑↓↓↑↓↓↓↑ . . . ↑〉. (1.60)

In this specific case the trace operator in (1.56) acts trivially and so the dilatation

operator simplifies to

Γ =
λ

8π2

L∑
l=1

(Il,l+1 − Pl,l+1) (1.61)

where, up to the factor in front, can be easily identified with the XXX 1
2

spin

chain Hamiltonian simply expressing the permutation operator in terms of the

Pauli matrices associated to each spin chain site

Pl,l+1 =
1

2
(σlσl+1 + In,n+1) . (1.62)

1.2.3 Algebraic Bethe Ansatz

In the last paragraph we discuss the identification of the one loop dilatation op-

erator to the spin chain Hamiltonian. The next step would be to compute the

spectrum of the dilatation operator which, in the spin chain picture, is equiva-

lent to diagonalize the Hamiltonian finding its eigenvalues and eigenvectors. This

problem is not trivial to solve with numerical methods essentially because we may

be interested in the case when the number of sites is infinite. In that case also

numerics breaks down and even for finite site number the form of the eigenvectors

is highly not trivial (if not impossible) to get. However in 1931 Hans Bethe [70]

found a method to exactly solve the problem of diagonalizing the one dimensional

XXX 1
2

spin chain Hamiltonian. Another breakthrough was the classical inverse

scattering method, proposed firstly by Gardner, Green, Kruskal and Miura in [71]

and extended by Faddeev, Zakharov [72] and Gardner [73], which consists in solv-

ing an initial value problem for certain classes of nonlinear partial differential

equations by introducing the Lax connection. The quantum version of the inverse

scattering method was studied in 1979 by Faddeev, Sklyanin and Takhtajanin [74]

12In this context when we write closed spin chain we mean a spin chain with closed and periodic
boundary conditions. The former imply that the Lth site interacts with the L − 1th as well as
the 1st and the latter means that the lth site can be identified with the l+aLth site with a ∈ Z.
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and it gives a new formulation of the Bethe anstaz, which is nowadays called Al-

gebraic Bethe ansatz and which will be the core of this section. This method is

very powerful, mainly for two reasons:

1. It is a constructive method, it allows to construct the eigenvectors and the

eigenvalues of integrable Hamiltonians;

2. It allows to prove the integrability of the model.

The Hilbert space of a spin chain with L sites can be written as a tensor product

of the Hilbert spaces associated to each site

H = h1 ⊗ h2 ⊗ · · · ⊗ hL (1.63)

and the dimensionality of the spaces hi depends on the spin chain symmetry group,

more specifically for SO(N) it is h = CN . An important point is that we need to

introduce an additional vector space 13, isomorphic to the physical one, which is

called auxiliary space. The enlargement of the physical Hilbert space is peculiar

and it serves to mediate the interaction among the physical degrees of freedom

which in this way interact only with the auxiliary space. We need to introduce

three objects which are the building blocks of this formalism:

1. An R matrix (Rab (c)), which acts on the tensor product Va ⊗ Vb where

V = CN and c is a complex number called spectral parameter. The crucial

point is that the R matrix is supposed to be a solution of the Yang-Baxter

equations

R12 (u− v)R13 (u)R23 (v) = R23 (v)R13 (u)R12 (u− v) . (1.64)

2. A monodromy matrix

Ma (u) = Ra1Ra2 . . . RaL (1.65)

where a refers to the auxiliary space. Note that the monodromy matrix

acts on the product of the enlarged Hilbert space, the auxiliary and physical

space (the tensor product of L+1 spaces). It satisfies the same Yang Baxter

equation than the R-matrix which is depicted in Fig. 1.4.

13Actually it is needed to add more than one auxiliary space to prove some of the relations we
will use later, but the idea is still the same.
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Figure 1.4: Yang Baxter relations for the monodromy matrix.

3. A transfer matrix is obtained by tracing the monodromy matrix over the

auxiliary space

T (u) = traMa (u) (1.66)

and it acts on the full physical space, the tensor product of L spaces.

One drawback of this method is that it is based on the knowledge of the R matrix,

which in general is not immediately inferable for a system. The general idea to

find the expression for the R matrix is to consider a combination of all the possible

invariant structures in the specific symmetry group. This is not a unique definition,

since there are arbitrary functions of the spectral parameter which can be fixed

(up to a normalization) using the Yang Baxter equations for the R matrix (1.64).

In the following we analyze more in details the SU(2) and the SO(6) case.

SU(2) case In the SU(N) case the only tensorial structures we can think of are

the permutation and the identity operator defined in the first two lines of (1.59).

Specializing to the SU(2) case we have that

R =


a (u, z) 0 0 0

0 b (u, z) c (u, z) 0

0 c (u, z) b (u, z) 0

0 0 0 a (u, z)

 (1.67)

being

a (u, z) =
u− z + η

u− z
b (u, z) = 1 c (u, z) =

η

u− z
(1.68)

where z is the set of quantum rapidities and η is the shift 14. We construct a

monodromy matrix as in (1.65) which we write in a convenient matrix form

Ma (u, z) =

(
A (u, z) B (u, z)

C (u, z) D (u, z)

)
. (1.69)

14In the homogeneous spin chain, the case we are interested in, we set η = −z i2 .
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Thus the transfer matrix takes the form

T (u, z) = A (u, z) +D (u, z) . (1.70)

Introducing another auxiliary space, which we denote by a′, we can construct

Raa′ (u− v)Ma (u)M ′
a (v) = M ′

a (v)Ma (u)Raa′ (u− v) (1.71)

where we neglect from now the dependence on z to streamline the notation. Mul-

tiplying by R−1
aa′ (u− v) from the left and taking the trace over the tensor product

of the two auxiliary spaces we can prove that the terms that survive give rise to

T (u)T (v) = T (v)T (u) → [T (u) , T (v)] = 0 (1.72)

which is fulfilled for any u and v. Note again that the remarkable relation (1.72)

is a consequence only of the Yang Baxter relation (1.71). We can Taylor expand

T (u) around u and (1.72) implies that

[Qn, Qn′ ] = 0 (1.73)

where the expansion coefficients Qn are the set of conserved charges. For the

moment this name could seem arbitrary but we will see that if we choose a specific

series expansion Q2 is the Hamiltonian and, more specifically, the Heisenberg

XXX 1
2

spin chain Hamiltonian.

The key observation is that we can write the the Heisenberg XXX 1
2

spin chain

Hamiltonian as a derivative of the transfer matrix

HXXX 1
2

= η
d

du
LogT (u)

∣∣∣
u= η

2

. (1.74)

where here T (u) is the homogeneous transfer matrix namely T (u, z)
∣∣∣
z= η

2

. Essen-

tially with (1.72) and (1.74) we have proven the integrability of the system. The

identification (1.74) shines a light on this method because it shows that diagonal-

izing the Hamiltonian is equivalent to diagonalizing the transfer matrix. Hence

the next step is to show how to construct the eigenvectors of T (u). Let us step

back to the Yang Baxter equation (1.71), if we plug in the explicit expression

of the monodromy matrix (1.69) we obtain some relations between the different
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components of the matrix namely

B (u)B (v) = B (v)B (u) (1.75)

C (u)C (v) = C (v)C (u) (1.76)

(u− v + η)B (u)A (v) = ηB (v)A (u) + (u− v)A (v)B (u) (1.77)

ηB (u)D (v) + (u− v)D (u)B (v) = (u− v + η)B (v)D (u) . (1.78)

The transfer matrix in terms of the element of the monodromy matrix is given in

(1.70) from which it is clear that at least A (u) +D (u) should be diagonal on the

states that we want to construct and C (u) or B (u) have to be the creation or

annihilation operators. Let us choose C to be the annihilation operator in such a

way that C (u) |L∧〉 = 0 where |L∧〉 is a reference state, the highest weight state.

Summarizing the action of the monodromy matrix to the highest weight state is

Ma (u, z) |L∧〉 =

(
a (u, z) not relevant

0 d (u, z)

)
|L∧〉 (1.79)

where a is defined in (1.68) and d = 1 and not relevant means that we do not

need the precise form of that operator in our dissertation. Note that we can do

the same reasoning for the ket 〈L∧| which is a reference state as well. All the other

states are created by acting with the creation operator B (u) to the reference state

|L∧〉
B (u1, z)B (u2, z) . . . B (ul, z) |L∧〉 = |l〉 (1.80)

where for the moment |l〉 is a generic state. Note that since the B’s commute

among themselves the order in which they act on the reference state is irrelevant.

It turns out that the state |l〉 is an eigenstate of the transfer matrix if and only if

the set of spectral parameters {l} satisfies the following relations

L∏
j=1

ui − zj + η

ui − zj
=

N∏
j 6=i

uj − ui − η
uj − ui + η

(1.81)

which are the so called Bethe equations and where N is the number of rapidities

contained in the set {l}. As remarked earlier the eigenstates of the transfer matrix

are also eigenstates of the spin chain Hamiltonian which is the spin chain version

of the one loop dilatation operator in N = 4 SYM.

SO(6) case In the following we restrict to the homogeneous spin chain and we

review the nested Bethe ansatz which is used to find the solution for this higher
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rank spin chain. The diagonalisation of the anomalous dimension matrix (the

dilatation operator) is equivalent to the diagonalisation of the integrable spin-

chain Hamiltonian (1.56), so that the Bethe ansatz method can be implemented.

In general the Bethe equations can be written in the form(
uα,β + iVα

2

uα,β − iVα2

)L

=

(α,k)6=(β,j)∏
j=1,...,kβ
β=1,...,7

uα,k − uβ,j + i
Mα,β

2

uα,k − uβ,j − iMα,β

2

(1.82)

where Mα,β is the Cartan matrix and Vα is the vector of the Dynkin labels of the

highest weight representation. For the SO(6) case the rank of the Cartan algebra

is three and there are three simple roots which can be denoted as

α1 = (1,−1, 0) α2 = (0, 1,−1) α3 = (0, 1, 1) (1.83)

thus the Cartan matrix takes the form Mαβ = αα ·αβ and the highest weight state

is given by ~V = (1, 0, 0)

Mαβ =


2 −1 0

−1 2 −1

0 −1 2

 Vα =


0

1

0

 . (1.84)

The Dynkin diagram of SO(6) is in Fig. 1.5 and the explicit expression of the

Bethe equations is

e1 (u1,k)
L =

M1∏
j=1
j 6=k

e1 (u1,k − u1,j)

M2∏
j=1

e−1 (u1,k − u2,j)

M3∏
j=1

e−1 (u1,k − u3,j)

1 =

M2∏
j=1
j 6=k

e2 (u2,k − u2,j)

M1∏
j=1

e−1 (u2,k − u1,j)

1 =

M3∏
j=1
j 6=k

e2 (u3,k − u3,j)

M1∏
j=1

e−1 (u3,k − u1,j)

(1.85)

where en (u) =
u+in

2

u−in
2

. The R matrix for the SO(6) case can be constructed by

noticing that in this example there are three tensor structures allowed, namely I,

P and K defined as (1.59) 15,and again Yang Baxter equations fix the ratio of the

15There is a bit of simplification in this sentence, in fact the three tensor structures allowed
are combination of I, P and K, but it is possible to express the R matrix only in terms of these
three operators.
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Figure 1.5: Dynkin diagram

functions with which the tensors appear, giving

R (u) =
1

2
[uK + (u− 2)− (u− 2)P ] (1.86)

acting on V6 ⊗ V6 in the vector representation. It is possible to generalize the

algebraic Bethe ansatz, construct the transfer matrix which is related through

(1.74) to the Hamiltonian of the spin chain (1.56) since also in this case R (0) is

proportional to the permutation operator.

Integrability of the full PSU(2, 2|4) and at any loop order The integrability

of the SU(2) scalar sector of N = 4 is not confined to the one loop order, it has

been proven its integrability up to three loops in [75]. In the limit of long spin

chain an all loop asymptotic Bethe Ansatz for the SU(2) sector has been proposed

in [76] and generalized to the full PSU(2, 2|4) spin chain [77]. Actually beyond

one loop the action of the dilatation operator cannot be written in terms of nearest

neighbour spin chains because it involves multisite length-changing interactions.

When the length of the spin chain is finite this method breaks down and wrapping

corrections have to be taken into account. Notably there are three ways of consid-

ering finite size corrections: Lüscher corrections [78–80], Thermodynamic Bethe

ansatz [81–85] and the Y-system [86–88].

1.2.4 Six vertex model

Even if the Algebraic Bethe ansatz is very powerful to solve integrable models,

it is not very intuitive. In this section we will review the six vertex model tech-

niques which will give a more physical intuition. These two approaches are closely

related because any one dimensional quantum model is equivalent to a classical

two dimensional system, which we chose to be the six vertex model (or ice model).

This is an example of a lattice model in statistical mechanics which was originally

introduced by Pauling [89] to provide a description of the two dimensional ice.

Each vertex (oxygen atom) of the lattice is connected by an edge to four nearest

neighbors (hydrogen ions). The states of the model are configurations of arrows
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on a finite grid such that the number of arrows pointing to the vertex is 2 (two hy-

drogens are closer to the oxygen than the other two). This restriction is called ice

rule and it limits the number of allowed vertices to 6 (out of 24 = 16) , hence the

name of six vertex model 16. The weights are numbers associated to each vertex

depending on the states of the adjacent edges. The model is called homogeneous

if the weight assigned to a vertex depends only on the configuration of arrows on

adjacent edges and not on the vertex itself. An important quantity is the weight

of a configuration which is defined as the product of the weights of all the vertices

in the grid and intuitively it gives the relative probability of the occurrence of the

given configuration.

Partition function Let us consider an M ×N rectangular lattice with periodic

boundary conditions which means that we can think of the edges in the lattice as

forming a circle, where the arrows at the top must point in the same direction as

the corresponding arrows on the other side of the lattice (the same for left and

right). The net arrow flux in the vertical (or horizontal) direction is conserved

from row to row (column to column) as a consequence of the ice rule. From the

flux conservation, the six-vertex model can be represented by non-crossing paths

going north-east. One can interpret these paths as trajectories of particles where

time evolution is along the vertical direction. There can be several arrangements

of horizontal bonds in between to rows of vertical edges. The partition function

associated to the model is given by the sum over all possible configurations of the

weights of the configuration

Z =
∑
l∈C

l∏
i=1

L∏
j=1

ωl (i, j) (1.87)

where with C we denote all the possible configurations and ωli,j is the weight of

the vertex at the site (i, j) for a given configuration l ∈ C. In general each vertex

allowed by the ice rule has a different weight, so we should have six different weight.

It turns out that if we use the fact that we use periodic boundary conditions and

the system is invariant under arrow reversing (zero field condition), they are equal

two by two and more precisely they are defined as

ωl (i, j) = 〈αjiµ
j
i |R|α

j
i+1µ

j+1
i 〉 (1.88)

16There other ice-type models, for example the 8 vertex model where the ice rule is broken by
adding two additional vertices. This model is connected to the XY Z spin chain and to the XY
model.
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where α and µ refer respectively to the horizontal and vertical edges and R is the

R matrix associated to this system which is the same as (1.67) with the functions

(1.68). Note that in this R matrix there are only three non zero entries which

a[ui, zj] b[ui, zj] c[ui, zj]

Figure 1.6: Six vertices with non zero weights, a[ui, zj ], b[ui, zj ] and c[ui, zj ]
are defined in (1.68).

reflects what we discussed above. Thus we have six possible vertices with non zero

weights as depicted in Fig.1.6. The transfer matrix T is obtained after summing

over all these possible arrangements of horizontal arrows. Then T encodes this

vertical evolution. In fact it is a linear operator which, acting on a row (a 2L

dimensional vector) generates the next one. In the following we will see how the

partition function is related to the row to row transfer matrix. The partition

function (1.87) can be written explicitly for our M × N lattice in terms of the

weights as

Z =
M∑
r=1

∑
mrl

am1+m2bm3+m4cm5+m6 (1.89)

where mr
l is the number of vertices of type l in the r-th row. The row to row

transfer matrix T should encode how each configuration at a fixed r evolves to

the configuration r + 1 so formally as T
Cr+1

Cr =
∑
am1+m2bm3+m4cm5+m6 where the

sum runs over all the vertices allowed by the orientation of the arrows in line r

and r + 1 (contribution of N terms equal to the number of columns). Thus the

partition function (1.89) is

Z =
∑
C1

· · ·
∑
CM

T C1C2 . . . T
CM−1

CM T CMC1 = TrTM . (1.90)

The crucial point is that since we impose periodic boundary conditions the number

of arrows in a specific orientation is conserved from one row to the consecutive.

As a consequence of this fact the transfer matrix has a block diagonal form, pre-

cisely as in (1.79). This allows the construction of all the states by acting with
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B-operators that, in the six vertex model language are lines, to a reference state

(see Fig. 1.7). The connection with the spin chain approach is that a six vertex

B (u4)

B (u3)

B (u2)

B (u1)
|0〉

|Ψ〉

Figure 1.7: Action of B lines. The state |0〉 is an initial reference state. To
obtain a final state |Ψ〉 we have to act with B operators. If ui with i = 1, . . . , 4

are solutions of the Bethe equations |Ψ〉 is an eigenstate.

model lattice should represent a transition from an initial to a final configura-

tion by acting with a series of B and/or C lines which change the net spin by

1. Analogously to the spin chain case, we define a reference state | ↑zL〉, which

we conventionally chose to be a state with all spin up and a generic state | ↑za\L〉
which denotes a state with a spin up and L− a spin down.

Domain wall partition function Let us consider a square lattice N ×N with

domain wall boundary condition which means that the arrows on the upper and

lower boundaries point into the square, and the ones on the left and right bound-

aries point out, see Fig. 1.8. From the graphical representation the definition in

terms of B operators is clear

ZN ({uN} , {zN}) = 〈↓N |
N∏
i=1

B (ui, {zN}) | ↑N〉 (1.91)

where it is worth noticing that the rapidities are not constrained to be solutions

of the Bethe equations.

It was proven by Korepin [90] that the domain wall partition function ZN ({uN} , {zN})
is uniquely determined by four conditions:

1. ZN ({uN} , {zN}) is a symmetric function of the sets {uN} and {zN};

2. ZN ({uN} , {zN}) = e−(N−1)uiPN−1 (e2ui) where PN−1 is a polynomial of order

N − 1;
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Figure 1.8: Domain wall partition function with N = 6.

3. If uN = zN − η then ZN can be written recursively as

ZN

∣∣∣
uN=zN−η

= [η]
N−1∏
i=1

[ui − zN ] [zN − zi − η]ZN−1 (1.92)

where ZN−1 is the partition function of a lattice of size L− 1× L− 1;

4. Z1 = γ 17.

Note that the partition function is invariant under reversing all the arrows, the

reversed configuration, which is made ofN C-lines, is called dual. Thus the domain

wall partition function is equal to the one pertaining to the dual configuration.

In 1987 [91] Izergin found the expression of the partition function for an N × N
lattice with domain wall boundary conditions which satisfies all the conditions

listed above:

ZN ({uN} , {zN}) =
det
(

(η)
∏N

k 6=j (uk − zj + η) (uk − zj)
)

1≤i,j≤N∏
1≤i<j≤N (ui − uj) (zj − zi)

. (1.93)

The important feature of (1.93) is that the partition function is written as a

determinant. Actually the spin chains, and the respective six vertex models, we are

interested in are homogeneous, thus an interesting, which is not completely trivial,

17This condition is simply understood if we look at Fig.1.8 because for a 1× 1 lattice only one
vertex is present and it should have weight equal to c = η.
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limit is when all the quantum rapidities are set to be equal, z = z1 = · · · = zN . In

this limit (1.93) becomes

Zh
N ({u}N , {z}) =

N∏
i=1

(
ui − z + η

ui − uj

)
(ui − z)N det

(
φ(j−1) (ui, z)

)
1≤i,j≤N (1.94)

where

φj (ui, z) =
1

j!
∂jz

(
η

(ui − z + η) (ui − z)

)
. (1.95)

Scalar products Let us consider a lattice of size N ×M with two sets of phys-

ical rapidities {uN} and {vN} and a set of quantum rapidities {zM}. The scalar

product represents how an initial state with all spins in one orientation evolves to

a final state with the same spin configurations and is defined as

SN ({uN} , {vN} , {zM}) = 〈↑M |
N∏
i=1

C (ui, , {zM})
N∏
j=1

B (vj, {zM}) | ↑M〉 (1.96)

with graphical representation given in Fig. 1.9, we denote this configuration with

N -B lines and N -C lines as [M,N,N ]. Note that in this definition one set of

Figure 1.9: Scalar product Sn. In this particular example N = 3 (number of
horizontal B-lines), n = 2 (number of horizontal C-lines), M̃ = 2 and M = 6.

physical rapidities, f.i. {vN}, are meant to satisfy the Bethe equations while the

other set is free. We can think also to a slightly different object, denoted by Sn,

which should describe the evolution of a state with all spin up | ↑M〉 to a final

state with M̃ spin down and M − M̃ spin up 〈↓M̃\M |. By construction S0 should

be closely related to the partition function. If we look back to (1.96) the definition
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of Sn is straightforward

Sn ({un} , {vN} , {zM}) = 〈↓M̃\M |
n∏
i=1

C (ui, , {zM})
N∏
j=1

B (vj, {zM}) | ↑M〉 (1.97)

where {un} is a subset of {uN}. As well as the domain wall partition function also

the scalar product Sn ({un} , {vN} , {zM}) is uniquely specified by four properties

1. Sn is symmetric in
{
zM̃+1, . . . , zM

}
;

2. Sn is a polynomial of degree M − 1 with zeros at un = zi− η for 1 ≤ i ≤ M̃ ;

3. if un = uM̃+1, Sn is recursively given by

Sn

∣∣∣
un=zM̃+1

=
M∏
i=1

(
zM̃+1 − zi + η

)(
zM̃+1 − zi

) Sn−1 ({un−1} , {vN} , {zM}) (1.98)

4. For n = 0 S0 is the domain wall partition function.

In the same way as before this is an [M,N, n] configuration.

A determinant expression for Sn exists and it is given by

Sn =
detSn ({u}n , {v}N , {z}M)∏N

i=1

∏M̃
j=1 [vi − zj]

∏
1≤i<j≤n [ui − uj]

∏
1≤i<j≤N [vi − vj]

∏
1≤i<j≤M̃ [zj − zi]

(1.99)

where

Sn =


f1 (z1) . . . f1 (zM̃) g1 (un) . . . g1 (u1)

...
...

fN (z1) . . . fN (zM̃) gN (un) . . . g1 (uN)

 (1.100)

with

fi (zj) =
[η]

[ui − zj + η] [ui − zj]

N∏
k 6=i

1

vk − zj
(1.101)

gi (vj) =
[η]

[ui − vj]

(
N∏
k 6=i

[vj − zk + η]

[vj − zk + η]

M∏
k=1

[uk − vj + η]−
N∏
k 6=i

[uk − vj − η]
M∏
k=1

[u− zk]

)
.

It turns out that if we start with a generic [L,N1, N1] configuration, namely a

lattice with an initial reference state with all spin up andN1 -B lines andN1 C lines,
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c

c

u1

z1 zL

uN1

vN1

vN3 = v2

v1

Figure 1.10: Freezing procedure. We start from a configuration with N1 B-
lines and N1 C-lines. It is clear that the vertex on the left bottom can be either
b or c type. If we impose the orientation in the picture and identify v1 = z1 we
force that vertex to be c type. This forces all the other vertices in the bottom
line to be a type. Now we can do the same with the vertex in the same diagonal,
namely forcing v2 = z2. Again this vertex is c type and all the other in this line
are a type. This procedure, which is called freezing, can be iterated N3 times,
with N3 = N1 −N2. In the figure N1 = 6, N2 = 4 and N3 = 2. By doing this,
all the vertices in the light blue area are fixed to be a type. We can remove the
N3 bottom lines and we obtain another configuration which has a left corner

also completely frozen.

and we fix N3 = N1−N2 vertices to be of c-type the partition function associated

to this configuration is precisely Sn for the respective [L,N1, N2] configuration

[54, 92], see Fig. 1.10.

We need to consider two limits of (1.99):
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(A) Homogeneous limit: z = zi for i = 1, . . . ,M

Shn =

∏N
i=1 [ui − z + η]M detShn ({u}n , {v}N , {z})∏

1≤i<j≤n [uj − ui]
∏

1≤i<j≤N [vi − vj]
(1.102)

where

Shn =


f̃

(0)
1 (z) . . . f̃

(M̃−1)
1 (z) gh1 (un) . . . gh1 (u1)

...
...

f̃
(0)
N (z) . . . f̃

(M̃−1)
N (z) ghN (un) . . . gh1 (uN)

 (1.103)

and

f̃j (z) =
1

j!
∂(j)
z fi (z) (1.104)

ghi (vj) =
[η]

[ui − vj]

((
vj − z + η

vj − z

)M N∏
k 6=i

[uk − vj + η]−
N∏
k 6=i

[uk − vj − η]

)
;

(B) Gaudin norm: N = n and {v}N = {u}n

N ({un} , z) = ηn
∏
k 6=i

uk − uj + η

uk − uj
det Φ

′ {u}n (1.105)

where

Φij = −∂ujLog

(ui − z + η

ui − z

)M∏
k=1
k 6=i

uk − ui + η

uk − ui − η

 . (1.106)

1.3 The large J limit

The identification of the energy of the string states with the conformal dimension

of the operators in the gauge theory side beyond the supergravity approximation

provides one of the non trivial test of the AdS/CFT correspondence and it allows

to compare the two different regimes in situations far from the BPS sector. In the

case when the string states have some large quantum numbers then they can be

approximate semiclassically and they can be related to the dimensions of operators

in the N=4 SYM in non BPS sectors. In particular the energy of semiclassical

string states with a large total momentum on the sphere J can be expanded in
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terms a parameter λ′ = λ
J2 and the coefficients of this expansion can be compared

with the loop expansion of the anomalous dimension at weak coupling for operators

with large J , this is the so called Frolov-Tseytlin limit [37, 38]. The expansion

coefficients match the gauge theory side up to and including the second order in

the expansion parameter, meaning two-loops on the gauge theory side, but the

matching breaks down at three-loops [93, 94]. In [95] it is shown that the match

at one-loop is not a coincidence but instead a result of the quantum corrections

to the string being suppressed near the BPS point, enabling one to consider a

regime where the classical action of the string is large even if one approaches weak

’t Hooft coupling. The understanding of the Frolov-Tseytlin limit was further

enhanced with the work of Kruczenski [38]. There it is shown how for semi-

classical operators on the gauge theory side one can use a coherent state description

thus enabling one to write down an effective sigma-model description (Landau

Lifshitz sigma model). Hence, one can directly compare the sigma-model action

for semi-classical operators on the gauge theory side to the classical sigma-model

action on the string theory side in the Frolov-Tseytlin limit. In the following

we briefly review the semiclassical strings and then, following [40], we describe

how to compare the Landau Lifshiz sigma model emerging from the gauge theory

description to the classical sigma model of the string theory.

1.3.1 Semiclassical strings

The bosonic part of the Polyakov action of the AdS5×S5 space written in conformal

gauge reads

S = −
√
λ

4π

∫
dσdτ ∂αY A∂αYA+Λ

(
Y AY BηAB + 1

)
+∂αXM∂αXM+Λ̃

(
XMXNδMN − 1

)
(1.107)

where Y A are the embedding coordinates of R4,2 and XM are the embedding

coordinates of R6, Λ and Λ̃ are the Lagrange multipliers for τ and σ respectively 18.

The action (1.107) is supplemented by Virasoro constraints which, in the conformal

gauge, take the form

Ẏ AẎA + ẊMẊM + Y ′AY ′A +X ′MX ′M = 0 (1.108)

Ẏ AY ′A + ẊMX ′M = 0.

18The signature of the metrics are meant to be: ηAB = diag (−−+ · · ·+) and δMN =
(+ · · ·+).
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The six conserved charges can be written as

MAB = −
√
λ

4π

∫
dσ
(
YAẎB − YBẎA

)
(1.109)

M̃MN = −
√
λ

4π

∫
dσ
(
XMẊN −XNẊM

)
(1.110)

where the energy E = M00, the two AdS spins are (S1, S2) = (M12,M34) and

the three S5 spins (J1, J2, J3) are
(
M̃12, M̃34, M̃56

)
. Single trace operators in the

SU(2) sector are dual to string states which sits in the center of AdS and are

described by two spins in S5.

1.3.2 Coherent state approach

Semiclassical operators in the SU(2) sector ofN = 4 SYM theory can be described

using the Landau-Lifshitz sigma model [38]. We already stressed the fact that in

the planar limit the one-loop contribution to the dilatation operator of N = 4

SYM theory can be regarded as the Heisenberg spin chain Hamiltonian which

can be described by a discrete sigma model. Since quantum mechanics have been

formalized coherent states have been deeply studied, see for instance [96]. The spin

is essentially a quantum object having a discrete nature. On the other hand, in

the classical limit a spin system is described by the classical Hamiltonian function

in which the role of natural variables is played by two angles (for each spin), and

these variables change continuously. The coherent state approach guarantees a

continuous representation of a spin and the completeness of the set of states 19.

Let us review how to introduce this formalism. We consider gauge theory operators

in the SU(2) sector ofN = 4 SYM onR×S3. To obtain a sigma-model description

of single trace operators we introduce a coherent state |~n〉 for each site of the trace

such that

〈~n|~σ|~n〉 = ~n (1.111)

where ~σ are the two by two Pauli matrices and ~n is a unit vector pointing to a

point on the two-sphere parameterized as

~n = (cos θ cosϕ, cos θ sinϕ, sin θ) (1.112)

19Actually it is even more than that since the coherent states form an overcomplete set,
meaning that one of the state can be taken out and still the set remains complete.
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In the limit J →∞ the Lagrangian of the Landau-Lifshitz model up to two loops

reads [97]

LLL =
1

2
sin θϕ̇− λ′

8
(~n′)2 +

λ′2

32

[
(~n′′)2 − 3

4
(~n′)4

]
+O(λ′3) (1.113)

where prime denotes derivatives with respect to the continuos variable σ which

can be introduced to describe the trace in the limit J → ∞. σ is periodic with

period 2π therefore we map the k’th site to σ = 2πk/J and we consider the field

~n(t, σ). Accordingly the discrete sum over the sites of the single trace operators is

mapped to the integral J
2π

∫ 2π

0
dσ. Moreover, in deriving (1.113) one also uses that

~nk+1 − ~nk = exp

(
2π

J
∂σ

)
~n− ~n (1.114)

It is important to note that the two-loop Lagrangian (1.113) is derived by including

the effect of spin-flipped coherent state [97]. We will discuss this effect in Sec. 2.4.1.

1.3.3 String theory sigma model

Our starting point is the sigma-model for type IIB string theory on AdS5 × S5 in

the regime in which it is described by the Landau-Lifshitz sigma-model [38]. We

use in the following that

R4 = λ(α′)2. (1.115)

This relates the string parameters R and α′ to the ’t Hooft coupling λ of N = 4

SYM. Using this we can formulate the string theory result in terms of gauge theory

variables. In the following we show how to compute the sigma-model Lagrangian

up to the order λ3. From now on we set α′ = 1 for simplicity. The metric for type

IIB string theory on AdS5 × S5 in global coordinate can be written as

ds2 = R2
[
− cosh2 ρ dt2 + dρ2 + sinh2 ρ (dΩ′3)2 + dζ2 + sin2 ζ dα2 + cos2 ζ (dΩ3)2

]
(1.116)

where the sphere is parametrized by

(dΩ3)2 = dψ2 + cos2 ψdφ2
1 + sin2 ψdφ2

2 = dψ2 + dφ2
− + dφ2

+ + 2 cos(2ψ)dφ−dφ+

(1.117)
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where 2φ± = φ1 ± φ2. The 5-form Ramond-Ramond field strength is

F(5) = 2R4
[
cosh ρ sinh3 ρ dt dρ dΩ′3 + sin ζ cos3 ζ dζ dα dΩ3

]
. (1.118)

We want to consider a string which is point like in AdS and is moving non trivially

on a 3-sphere contained in S5, namely we consider the classical sigma-model on

R × S3. Thus we have three non trivial conserved charges, E, J1 and J2, which

have the form

E = i∂t , J ≡ J1 + J2 = −i∂φ+ (1.119)

and we can restrict to the region ρ = ζ = 0. With these restriction the metric

becomes

ds2 = R2[−dt2 + (dΩ3)2]. (1.120)

Introducing the new angles

θ ≡ 2ψ − π

2
, ϕ ≡ 2φ− (1.121)

allows to write the metric for the 3-sphere in a different form namely

(dΩ3)2 =
1

4
(dΩ2)2 +

(
dφ+ +

1

2
sin θdϕ

)2

(1.122)

where (dΩ2)2 = dθ2 + cos2 θdϕ2. It is convenient to introduce the coordinates

x+ = λ′t , x− = φ+ − t (1.123)

where λ′ = λ/J2 and we are considering the limit λ′ → 0 as in the gauge theory

case. In these coordinates the expression for the charges is

i∂+ = H =
E − J
λ′

, −i∂− = J (1.124)

and the metric then takes the form

ds2 = R2
[1

4
(dΩ2)2 +

(
2
dx+

λ′
+ dx− + ω

)
(dx− + ω)

]
(1.125)

with ω = 1
2

sin θdϕ.

The bosonic sigma-model Lagrangian and the Virasoro constraints are respectively

L = −1

2
hαβGµν∂αx

µ∂βx
ν (1.126)
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Gµν(∂αx
µ∂βx

ν − 1

2
hαβh

γδ∂γx
µ∂δx

ν) = 0 (1.127)

where hαβ =
√
− det γγαβ with γαβ being the world-sheet metric. We define for

convenience

A ≡ −h00 , B ≡ h01 , Sαβ ≡ Gµν∂αx
µ∂βx

ν (1.128)

where we used that hαβ has only two independent components since deth = −1,

thus h11 = (1 − B2)/A. The Lagrangian and Virasoro constraints can now be

written as

L =
A

2
S00 −BS01 −

1−B2

2A
S11 (1.129)

(1 +B2)S00 +
2B(1−B2)

A
S01 +

(1−B2)2

A2
S11 = 0

ABS00 + 2(1−B2)S01 −
B(1−B2)

A
S11 = 0.

(1.130)

We make the following gauge choice

x+ = κτ (1.131)

2πp− =
∂L

∂∂τx−
= const. ,

∂L
∂∂σx−

= 0 (1.132)

where κ is a constant. From (1.124) we see that τ does not give the right energy

scale on the world-sheet. Therefore we introduce τ̃ = κτ and use the notation

ẋµ =
∂xµ

∂τ̃
, (xµ)′ =

∂xµ

∂σ
. (1.133)

We moreover make the following expansions of the quantities A and B

A = 1 + κ2A1 + κ4A2 + · · · , B = κ3B1 + κ5B2 + · · · (1.134)

This is consistent with the fact that to leading order we have that A = 1 and

B = 0. We can then determine the constant κ from (1.132) and to leading order

in λ′ we find

J =

∫ 2π

0

dσp− =
R2κ

λ′
(1.135)

Therefore, using (1.115), we have that κ =
√
λ′. We see thus that κ→ 0. We can

now solve the gauge conditions as

ẋ− = −1

2
sin θϕ̇−A1 + κ2(A2

1 −A2) +O(κ4) , x−
′
= −1

2
sin θϕ′ − κ2B1 +O(κ4).

(1.136)
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Inserting this in the Virasoro constraints we can now find the solution for A1, A2

and B1

A1 =
1

8
(θ′

2
+ cos2 θϕ′

2
) , B1 =

1

4
(θ̇θ′ + cos2 θϕ̇ϕ′) (1.137)

A2 =
1

8
(θ̇2 + cos2 θϕ̇2)− 1

128
(θ′

2
+ cos2 θϕ′

2
)2. (1.138)

To write the gauge fixed Lagrangian

Lg = L − 2πκp−ẋ
− (1.139)

we plug in ẋ−, x−
′
, A and B from (1.136) and (1.137)-(1.138). This gives an

expansion in powers of λ′

Lg = L0 + λ′L1 + · · · (1.140)

with
1

R2
L0 =

1

2
sin θϕ̇− 1

8
(θ′

2
+ cos2 θϕ′

2
) (1.141)

1

R2
L1 =

1

8
(θ̇2 + cos2 θϕ̇2) +

1

128
(θ′

2
+ cos2 θϕ′

2
)2 (1.142)

From L0, one gets the energy at the order λ′ as can be seen from (1.124). From

L1 therefore one obtains the energy at order λ′2 and so on. Here we only showed

explicitly how to solve the sigma-model up to the order λ′2, corresponding to

L1, but the computation can be easily extended to the next order. However,

it is convenient to introduce a more suitable notation in terms of the following

parameterization

~n = (cos θ cosϕ, cos θ sinϕ, sin θ) (1.143)

where ~n is a unit vector pointing to a point in the two-sphere. Using this notation

we can rewrite the expressions (1.141) and (1.142) as

1

R2
L0 =

1

2
sin θϕ̇− 1

8
(~n′)2 ,

1

R2
L1 =

1

8
~̇n2 +

1

128
(~n′)4. (1.144)

One should now make a field redefinition that removes the time derivatives in the

Lagrangian. It has been shown [97] that, at the order we are working, this field

redefinition corresponds to evaluating L1 on-shell, i.e. to substitute in the solution

of the EOMs from L0 to get rid of the time derivatives. From L0 we find the

EOMs

2~n× ~̇n = −~n′′ − ~n(~n′)2 (1.145)
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We compute from this

4~̇n2 = (~n′′)2 − (~n′)4 (1.146)

Thus the on-shell L1 is

(L1)on =
1

32
(~n′′)2 − 3

128
(~n′)4 (1.147)

and the field redefined gauge fixed Lagrangian is

Lg = L0 + λ′(L1)on + · · · (1.148)

giving

1

R2
Lg =

1

2
sin θϕ̇− 1

8
(~n′)2 +

λ′

32

[
(~n′′)2 − 3

4
(~n′)4

]
+O(λ′2). (1.149)

We can now proceed in the same way and include the next order in the computa-

tion. Also in this case we should perform a field redefinition to remove the time

derivative from the λ′2 correction to the Lagrangian [97, 98]. The final result is

1

R2
Lg =

1

2
sin θϕ̇− 1

8
(~n′)2 +

λ′

32

[
(~n′′)2 − 3

4
(~n′)4

]
− λ′2

64

[
(~n′′′)2 − 7

4
(~n′)2(~n′′)2 − 25

2
(~n′~n′′)2 +

13

16
(~n′)6

]
+O(λ′3).(1.150)

Note that, as we advertise at the beginning, the first two terms of (1.150) precisely

coincide with the leading terms of (1.113). This is the main point that we want

to stress.

1.4 The AdS4/CFT3 correspondence

In this section we will move to another expression of the duality: the AdS4/CFT3

correspondence. This formulation of the correspondence, put forth by Aharony,

Bergman, Jafferis and Maldacena in 2008, states an equivalence between type IIA

string theory on AdS4 × CP 3 and a N = 6 superconformal Chern-Simons theory

in three dimensions [4]. In the following we will briefly review this form of the

correspondence pointing out the differences with respect to the AdS5/CFT4 oldest

sibling, especially focusing on its integrability.
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1.4.1 ABJM theory

The theory ABJM theory is a three-dimensional superconformal Chern-Simons

matter theory with gauge group U(N)k × U(N)−k where ±k are the levels of

the gauge groups pertaining the two Chern-Simons theories. The field content of

ABJM consists on four complex scalars Za, four Dirac fermions Ψa and two gauge

fields, associated to the two U(N) group, Aµ and Âµ where a is an SU(4) symme-

try index which runs from 1 to 4. The scalar and fermion fields and their adjoints

transform in the fundamental and antifundamental representation of SU(4) re-

spectively. The R symmetry group is SU(4), thus the scalar fields can be grouped

as

Za = (Z1, Z2, W̄1, W̄2) , Z̄a = (Z̄1, Z̄2,W1,W2) (1.151)

where Z1, Z2 transform in the N × N̄ representation and W1,W2 in the N̄ × N
representation of the gauge group. The conformal dimension of all the scalars is

∆ = 1/2. The covariant derivatives can be introduced in the following way

DµZ = ∂µZ + iAµZ − iZÂµ (1.152)

DµW = ∂µW + iÂµW − iWĀµ. (1.153)

with scaling dimension +1.

Symmetries The ABJM theory is both conformal and supersymmetric, the full

symmetry global group is the orthosymplectic supergroup OSp(6|4) and it has

U(N)k × U(N)−k gauge symmetry. When k = 1, 2 , the supersymmetry is en-

hanced to N = 8 but we will see that this is not problematic because we are

interested only in large k. The bosonic sector of OSp(6|4) is SO(3, 2) × SU(4)

where SO(3, 2) is the conformal group in three dimensions while SU(4) is the R

symmetry group and, as we have seen for the AdS5/CFT4 correspondence, gauge

invariant primary operators are classified according to the quantum numbers as-

sociated to this bosonic sector namely

E, S,︸ ︷︷ ︸
SO(2)×SO(3)⊂SO(3,2)

J1, J2, J3︸ ︷︷ ︸
Cartan generators of SU(4)

. (1.154)

The fermionic sub sector is formed by the N = 6 transformation.

Let us stress one of the main differences with the AdS5/CFT4 correspondence. The

latter is maximally supersymmetric and it has the maximal number of 32 super-

charges while the former admits only 24 supercharges and thus it is not maximally
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supersymmetric.

Parameters The ABJM theory, as the N=4 SYM, is described by two parame-

ters: the rank of the gauge group N and the Chern-Simons level k. They are both

integers but they are combined in the ’t Hooft coupling λ = N
k

which, for large

k and N , is continuous and the theory is weakly coupled when λ � 1. Since the

ABJM theory admits an expansion in 1
N

at fixed λ it is meaningful to define also

a planar limit in analogy to the AdS5/CFT4 case.

1.4.2 Type IIA string theory on AdS4 × CP 3

In general the ABJM theory is the world-volume theory of a stack ofNk M2 branes

probing a C4/Zk singularity. Its near horizon geometry is M -theory compactified

on AdS4 × S7/Zk with N units of four form flux through AdS4. When k is large

quite remarkably this gravitational theory is well approximated by type IIA string

theory on AdS4 × CP 3. We will analyze these aspects in details in the following.

In this case the string coupling constant and the string tension are related to N

and k by

gs =

(
25π2N

k5

)1/4
R2

l2s
= 4π

√
2λ (1.155)

where R = RCP 3 = 2RAdS. Again the ’t Hooft coupling discriminates the regime

in which the string theory is weakly or strongly coupled and when quantum correc-

tions become important. Thus in the limit when λ� 1 and k5 � N we can safely

state that the ABJM theory is dual to type IIA string theory on AdS4 × CP 3.

Symmetries As we have seen for the AdS5/CFT4 correspondence also in this

case the global symmetries match between the gauge and the string theory side.

In fact the AdS4 ×CP 3 isometry group is SO(3, 2)× SU(4). Once again we have

that the charges associated are precisely (1.154) and the first two refer to the AdS

space, being E and S associated to the time translation and the spin in the AdS4,

while J1, J2 and J3 come from the CP 3 and they are three independent Cartan

generators of the CP 3 momenta .

1.4.3 Spin chain approach

In this section we review the same identification that we exploit for the N=4 SYM

case between the dilatation operator and the spin chain Hamiltonian, as well as the
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Bethe ansatz techniques which allow findings the spectrum of the ABJM theory.

We will work mostly on the SU(2) × SU(2) sector reviewing how the algebraic

Bethe ansatz works in this case.

Operators The matter fields in the ABJM theory transform under the bifunda-

mental representation of the gauge group U(N)×U(N) thus gauge invariant single

trace operators are constructed by taking the trace of even number of fields, alter-

nating fields transforming under the N×N̄ representation and N̄×N . In complete

analogy with the N=4 SYM such operators can be interpreted as alternating spin

chains [99]. We restrict to the case of operators made only of scalar fields which

are in the form

O = Cb1b2···bn
a1a2···antr(Za1Z̄b1 · · · ZanZ̄bn). (1.156)

The bare dimension of this operator is n. Chiral primary operators are operators

for which the tensor Cb1b2···bn
a1a2···an is symmetric in upper as well as lower indices and,

in addition, is traceless when tracing over one upper and one lower index. The

two-loop planar dilatation operator in this sector is integrable and can be identi-

fied with the Hamiltonian of an alternating spin chain of length 2n with the spins

in the odd sites transforming in the fundamental and the spins in the even sites

in the anti-fundamental representation of SU(4).

Algebraic Bethe ansatz Given the integrability of the model we can use the

algebraic Bethe ansatz techniques to solve it. In this case we have a richer struc-

ture because we have to specify in which representation the vector spaces are,

fundamental or antifundamental. Thus one needs introducing two sets of spectral

parameters {uo}L and {ue}L, associated respectively to the spin chain sitting in

the odd and even sites and with cardinality L each. There are four R-matrices [99]

Rab : Va ⊗ Vb −→ Va ⊗ Vb, Rab(uo) = uo Ia ⊗ Ib + ηPab, (1.157)

Rab : Va ⊗ Vb −→ Va ⊗ Vb, Rab(ue) = ue Ia ⊗ Ib + ηPab,

Rab : Va ⊗ Vb −→ Va ⊗ Vb, Rab(uo) = uo Ia ⊗ Ib +Kab,

Rab : Va ⊗ Vb −→ Va ⊗ Vb, Rab(ue) = ue Ia ⊗ Ib +Kab.

where Va and Va are the vector spaces of the fundamental and anti-fundamental

representation respectively. The operator I is the identity operator, P is the per-

mutation, and K is the SU(4) trace and η is the shift. From these R-matrices one
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constructs two monodromy matrices, one for sites of the fundamental representa-

tion and one for sites of the anti-fundamental representation

Ma(uao) = Ra1(uao)Ra1(uao)...RaJ(uao)RaJ(uao), (1.158)

Ma(uae) = Ra1(uae)Ra1(uae)...RaJ(uae)RaJ(uae). (1.159)

1.4.4 SU(2)× SU(2) sector

Minahan and Zarembo [99] have found that the SU(2)×SU(2) sector is a partic-

ular interesting sub sector of SU(4) which is not mixed by anomalous dimension

matrix. This sector is obtained by considering operators made only of two scalars

transforming in two separate SU(2) in each of the two SU(4) multiplets in (1.151).

We consider the scalars Z1,2 in Za and W1,2 in Z̄a thus (1.156) becomes

O = Cj1j2···jJ
i1i2···iJ tr(Zi1Wj1 · · ·ZiJWjJ ). (1.160)

In this case the spin chain picture is simpler: if we think for instance to Z1 and W1

as spin up and Z2 and W2 as spin down it is clear that the alternating spin chain

can be viewed as two decoupled XXX1/2 Heisenberg spin chains, one on the odd

and one on the even sites. The spin chains are only coupled by the momentum

constraint which reflects the fact that our initial operator is described with one

trace, invariant under cyclic permutation.

When restricting to the SU(2) × SU(2) sector, the action of the trace operator
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trivializes. Then (1.157) (in its inhomogeneous version) gives rise to R-matrices 20

Rab(uo, zo) = [uo − zo]


[uo−zo+η]

[uo−zo] 0 0 0

0 1 [η]
[uo−zo] 0

0 [η]
[uo−zo] 1 0

0 0 0 [uo−zo+η]
[uo−zo]


ab

≡ [uo − zo]Rab,

(1.161)

Rab(ue, ze) = [ue − ze]


[ue−ze+η]

[ue−ze] 0 0 0

0 1 [η]
[ue−ze] 0

0 [η]
[ue−ze] 1 0

0 0 0 [ue−ze+η]
[ue−ze]


ab

≡ [ue − ze]Rab.

(1.162)

The remaining two are

Rab(uo, ze) = [uo − ze] I, (1.163)

Rab(ue, zo) = [ue − zo] I. (1.164)

where we introduce the auxiliary rapidities {z}2L which can be split for convenience

in two sets {zo}L and {ze}L with obvious notation. Note that Rab and Rab are

of the same form of (1.67), which mirrors the fact that we are dealing with two

independent spin chains, one living in the odd and the other in the even sites.

Rab(uo, ze) and Rab are proportional to the identity and make the decoupling of the

two spin chains possible. With the same spirit we can construct the monodromy

matrices

Ma(uao , {zo, ze}J) =

(
J∏
i=1

[uao − zio ][uao − zie ]

)
Ra1(uao , z1o) . . .RaJ(uao , zJo),

(1.165)

Ma(uae , {zo, ze}J) =

(
J∏
i=1

[uae − zio ][uae − zie ]

)
Ra1(uae , z1e) . . .RaJ(uae , zJe).

(1.166)

20Here Rab is expressed in the basis (| ↑a〉 ⊗ | ↑b〉, | ↑a〉 ⊗ | ↓b〉, | ↓a〉 ⊗ | ↑b〉, | ↓a〉 ⊗ | ↓b〉) and
similarly for the other three.
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Notice that (as usual) the indices a and a refer to auxiliary spaces. We see that

up to trivial pre-factors we get one monodromy matrix which only involves R-

matrices with fundamental indices and one monodromy matrix which only involves

R-matrices with anti-fundamental indices. Let us write Ma(uao , {zo, ze}J) in the

following way

Ma(uao , {zo, ze}J) =

(
Ao(uao , {zo, ze}J) Bo(uao , {zo, ze}J)

Co(uao , {zo, ze}J) Do(uao , {zo, ze}J)

)
a

(1.167)

=

(
J∏
i=1

[uao − zio ][uao − zie ]

)(
Ao(uao , {zo, ze}J) Bo(uao , {zo, ze}J)

Co(uao , {zo, ze}J) Do(uao , {zo, ze}J)

)
a

and similarly for Ma(uae , {zo, ze}J). Then we define the reference state | ↑zN 〉 as

all spins up, i.e. | ↑z2J 〉 = | ↑z1o 〉⊗ | ↑z1e 〉⊗ ...⊗ | ↑zJo 〉⊗ | ↑zJe 〉 and from the usual

constructions of the algebraic Bethe ansatz for the SU(2) spin chain it follows that

we can create an eigenstate with respectively j1 spins at even sites flipped and j2

spins at odd sites flipped as follows

j1∏
i=1

Be(uie , {zo, ze}J)

j2∏
i=1

Bo(uio , {zo, ze}J)| ↑z2J 〉, (1.168)

where we have used that B operators pertaining to even and odd sites and among

themselves commute and where we have to require that {uo} and {ue} indepen-

dently satisfy SU(2) Bethe equations. Note that a similar expression holds for

final states namely

〈↑z2J |
j1∏
i=1

Ce(uie , {zo, ze}J)

j2∏
i=1

Co(uio , {zo, ze}J). (1.169)

1.4.5 Six vertex model in ABJM

In analogy for what we have seen in the case of N = 4 SYM, it is possible to have

a description in terms of the six vertex model formalism for this case as well. The

entries of the R matrices are the weights of the vertices in the six vertex model.

In this case we have 20 different vertices that we depict in figure 1.11 with weights

a[ui, zj] =
ui − zj + η

ui − zj
, c[ui, zj] =

η

ui − zj
, (1.170)
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b[ui, zj] = d[uei , zoj ] = d′[uoi , zej ] = 1. (1.171)

The most important point is that the weight of the mixed vertices, intersection

of a blue and red line, is equal to 1. This fully reflects what we already stressed

namely that we have two decoupled copies of SU(2) six vertex model and indeed

we have a set of red-red (blue-blue) vertices corresponding to the spin chain sitting

in the odd (even) sites with weights equal to the ones that we have in the SU(2)

case of N = 4 SYM. The normalized entries of the M matrix are precisely what

we represented in Fig. 1.13, more precisely we depict the ones pertaining to the

odd chain, if instead the horizontal line is blue than we refer to the entries of Me.

a[uoi , zoj ] b[uoi , zoj ] c[uoi , zoj ] a[uei , zej ] b[uei , zej ] c[uei , zej ]

d[uei , zoj ] d′[uoi , zej ]

Figure 1.11: Possible vertices with non-zero weights

Thus we can define a transition apltitude in this way

Z2J({uo, ue}J , {zo, ze}J) = 〈↓z2J |
J∏
i=1

Be(uie , {zo, ze}J)
J∏
i=1

Bo(uio , {zo, ze}J)| ↑z2J 〉.

(1.172)

This transition amplitude can be understood as a domain wall partition function

for a vertex model as shown in figure 1.12.

Using the fact that the mixed vertices have unit weights and that the B operators

commute among themselves we have that the partition function of the domain
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Figure 1.12: A domain wall partition function

wall configuration of the type shown in Fig. 1.12 can be written as

Z2J({uo, ue}J , {zo, ze}J) = ZJ({uo}J , {zo}J)ZJ({ue}J , {ze}J), (1.173)

where ZJ({u}J , {z}J) is a domain wall partition function of the 6-vertex model on

a lattice of size J × J connecting an initial state with all arrows pointing upwards

to a final state with all arrows pointing down. Notice that obviously this domain

wall partition function can be written in a determinant form.

In analogy with Sec. 1.2.4 we can introduce a scalar product defined as

S[{uo, ue}N1 , {vo, ve}N2 , {zo, ze}L] =

= 〈↓zN3/L
|
N2∏
i=1

Ce(uie , {zo, ze}L)Co(uio , {zo, ze}L)

N1∏
j=1

Be(vje , {zo, ze}L)Bo(vjo , {zo, ze}L)| ↑zL〉

(1.174)

where N3 = N1 −N2 > 0 and

〈↓zN3/L
| = 〈↓zo1 |⊗〈↓ze1 |⊗· · ·⊗〈↓zoN3

|⊗〈↓zeN3
|⊗| ↑z0N3+1

〉⊗| ↑zeN3+1
〉⊗· · ·⊗| ↑zoL 〉⊗| ↑zeL 〉

(1.175)

which can be written as the product of two scalar product of a single SU(2) spin

chain as defined in (1.97). It is possible to prove that an object defined as (1.174)

satisfy all the properties characterising a scalar product, see appendix A for details.
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z1o z1e

u1o Ao-line

z1o z1e

u1o Bo-line

z1o z1e

u1o Co-line

z1o z1e

u1o Do-line

Figure 1.13: Horizontal lines.
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2.1 Introduction

The two building blocks containing all the dynamical information of a conformal

field theory are the set of anomalous dimensions and the three point function co-

efficients. On the other hand conformal symmetry fixes completely the spatial

dependence of the two and three point functions of primary operators. As we

have seen the anomalous dimensions of primary operators are not directly read

from the two point functions but they are obtained as eigenvalues of the dilatation

operator or from the energy of the corresponding string states. Nowadays with

the massive help of integrability techniques we can safely say that in principle

we know the full set of anomalous dimensions of primary operators in N = 4

SYM [82–84, 86] and in the ABJM theory [86, 100, 101]. Nevertheless the state

of the art on the computation of three point structure constant is still far from

a complete and general resolution. Let us give an overview for the case of the

AdS5/CFT3 correspondence. Historically right after the Witten prescription [3]

for the computation of correlation functions was put forth, three point functions of

specific class of operators have been studied on both sides of the correspondence .

We already reviewed the method for computing correlation functions of operators

corresponding to scalar fields in AdS. The central points are that the partition

function of the string theory on AdS with some specific boundary conditions can

be identified with the generating functional of the boundary conformal field theory

and that in the classical approximation the AdS partition function, obtained by

inserting the solutions of the classical field equations, reduces to the one of the

classical supergravity.

Three point functions of chiral primaries Three point functions of chiral

primary operators have been computed in [2, 3, 102–105]. Note that some of these

correlators have been computed also at weak coupling by free field theory calcula-

tion. The most interesting computation in this setting has been [106]. This paper

deals with finding three point functions of chiral primary operators both on the

gauge and on the gravity side in the planar limit. It turns out that this quantity is

protected at any loop order, it does not depend on the coupling constant λ. The

two computations of such three point functions are performed at different values of

the coupling constant λ so in general there is no reason to expect that such compu-

tations should give the same answer. The fact that they did indeed agree, strongly

suggests that these three point functions are actually independent of the coupling

constant. In other words, that there should exist a non-renormalization theorem
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for three point functions of chiral primaries in superconformal field theories with

sufficient amount of supersymmetry. A proof, which relies on the formalism of the

analytic superspace, of such non-renormalization theorem is given for N = 4 SYM

in [107–112]. Note that only two and three point functions of such operators are

protected, higher point functions do receive quantum corrections.

Three point functions of BMN Subsequently in [113] two and three point func-

tions of protected BMN operators have been computed by matrix model techin-

ques in the N=4 SYM. The Berenstein, Maldacena and Nastase limit (BMN) [114]

amounts of considering operators belonging to a sector ofN=4 SYM with R charge

J which scale with N as

N →∞ J →∞ with gCFT and
J2

N
fixed. (2.1)

This limit can resemble the ’t Hooft limit but actually it is different. In fact

considering (2.1) one can see that λ is infinite and in general perturbative calcu-

lations, which come as a λ expansion, in the gauge theory side seem untreatable.

However for BPS operators this is not true because they do not acquire quantum

corrections, such operators in the large J limit are described by a trace of a long

sequence of the same type of fields, for instance Z fields. The key point of [114]

has been to slightly violate the BPS condition, namely insert in the long sequence

of Z fields a small number of impurities. Two and three point functions of such

operators have been computed [113] and it turns out that they receive quantum

corrections in an effective loop counting parameter

λ′ =
λ

J2
(2.2)

which is finite in the limit (2.1). Actually if one introduces a genus counting

parameter

gs =
J2

N
(2.3)

a new double scaling limit can be considered [113, 115] in which the two indepen-

dent expansion parameters are λ
′

and gs.

The simplest examples BMN operators are obviously single-trace operators built

from a single complex scalar field Z, namely

OJ = TrZJ . (2.4)
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Using a Gaussian complex matrix model their two and three point functions have

been calculated exactly [113] and read

〈TrZJ Tr Z̄J〉 =
1

J + 1

{
Γ(N + J + 1)

Γ(N)
− Γ(N + 1)

Γ(N − J)

}
(2.5)

= J NJ

{
1 +

(
J + 1

4

)
1

N2
+ . . .

}
. (2.6)

〈TrZJ TrZK Tr Z̄J+K〉

=
1

J +K + 1

{
Γ(N + J +K + 1)

Γ(N)
− Γ(N + J + 1)

Γ(N −K)

+
Γ(N + 1)

Γ(N − J −K)
− Γ(N +K + 1)

Γ(N − J)

}
= NJ+K−1J K (J +K) (2.7)

×

{
1 +

1

3!N2

(
K + J − 1

2

)[(
K

2

)
+

(
J

2

)
− 1

]
+ . . .

}
.

Here we have left out the trivial dependence on space-time coordinates and the ’t

Hooft coupling constant. Hence if we properly normalize the three point function

we get for the structure constant

cJ,K,K+J ≡
〈OJOKŌJ+K〉√

〈OJŌJ〉〈OKŌK〉〈OJ+KŌJ+K〉
(2.8)

=
1

N

√
J K (J +K)

[
1 +O

(
1

N2

)]
. (2.9)

Note that cJ,K,K+J is defined as (1.46). Eq. (2.9) is the well known expression for

the three-point function of three chiral primaries, which was computed in [106].

This object can also be viewed as a two point function of a single trace operator

and a double trace operator (since the contractions needed are the same in both

cases) and we notice the well-known fact that single and multi-trace operators are

orthogonal to the leading order in 1
N

provided J is not too big. We will come back

later on this point, also providing details about such matrix model computations

in Sec. 2.3.

Spin chain approach In [49, 50, 116] a spin chain approach for the calcula-

tion of three point functions has been proposed. The idea has been to use the

technology of integrable spin chains to the calculation of Yang-Mills correlation

functions by expressing them in terms of matrix elements of spin operators on the
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corresponding spin chain, thus the structure constants for primary operators in

the SO(6) scalar sector of N = 4 SYM can be written in terms of the expectation

values of some specific spin chain operators. This method is efficient because it

simplifies the computation at tree level but most interestingly at loop order since

it allows to relate the loop corrections to expectation values of some operators.

There are subtleties related to the right renormalization group invariant quantity

which characterizes the loop corrections which are widely analyzed in [116]. In [49]

the method has been proposed and applied to the one loop correction. As we have

already seen the three point function for renormalized primary operators O can

be written as

〈OA(x1)OB(x2)OC(x3)〉 =
NANBNCcABC

|x12|∆A+∆B−∆C |x23|∆B+∆C−∆A|x31|∆C+∆A−∆B
(2.10)

where NA, NB and NC denote the norm of the respective operators and we write

the scaling dimension as ∆ = ∆0 + γ. Since we are interested in the one loop

contribution to the three point structure constant we consider

cABC = c0
ABC

(
1 + λc1

ABC +O(λ2)
)
. (2.11)

Using standard renormalization group techniques the renormalized operator can

be written in terms of the bare operator O

OA = OA
(

1− aAλ+ γAln
∣∣∣Λ
µ

∣∣∣+O(λ2)

)
(2.12)

where µ is the renormalization group constant. Thus we can express (2.10) in

terms of the bare operators obtaining

〈OA(x1)OB(x2)OC(x3)〉 =
NANBNCc

0
ABC (1 + λc1

ABC) (1 + λ (aA + aB + aC))

|x12|∆A+∆B−∆C |x23|∆B+∆C−∆A|x31|∆C+∆A−∆B |µ|γA+γB+γC

=
C0

|x12|∆0A+∆0B−∆0C |x23|∆0B+∆0C−∆0A|x31|∆0C+∆0A−∆0B

×
(

1 + λC1 − γAln|x12x13Λ

x23

| − γBln|x12x23Λ

x13

| − γC ln|x23x13Λ

x12

)
(2.13)

where C0 = NANBNCc0
ABC and C1 = c1

ABC + aA + aB + aC . Note that even if

singularly the a coefficients are scheme dependent, the combination c1
ABC is scheme

independent and that the planar three point function goes as N−1 as expected.



Chapter 2. Semiclassical methods 65

The main goal is to find an expression for this correction c1
ABC , let us sketch how

this can be written in terms of some combinatorial coefficient.

• At the planar level there are two classes of Feynman diagrams contributing:

diagrams involving two operators (already present for two point functions)

and diagrams acting on three operators.

• Using non renormalization theorems for BPS operators it is possible to con-

strain the contributions coming from these five diagrams in such a way that

the one loop correction c1
ABC can be written in terms of only two functions.

• Since c1
ABC is scheme independent there is the freedom to work in any scheme.

All the observations above give as a result

λ c1
ABC =

λ

32π2

(
f 1

23 + f 2
31 + f 3

12

)
(2.14)

or equivalently

λ c1
ABC = −1

2
(γA + γB + γC)− λ

16π2
(b12 + b23 + b31). (2.15)

where we denote with bij and fkij the operator dependent combination constants

depending on the three operators. More precisely the coefficients bij refer to the

two point Feynman diagram while fkij to the three point ones. In general it is not

easy to evaluate the combinatorial factors but in the SO(6) sector at the planar

level many simplifications occur and it is possible to get an expression in a close

for the bij and fkij. The operators can be written as usual in terms of traces as

O[ψI ] =
1

λL/2L
ψ̃i1...iL Tr φi1 · · ·φiL (2.16)

where the indices are meant to be summed.

If we have three operators with length L1, L2 and L3 we have that at tree level

the three point function is

〈Ō1[ψI ](x1)O2[ψJ ](x2)O3[ψK ](x3)〉free =
ψ̃Iψ̃J ψ̃KI3

N (8π2)r+s+t|x31|2r|x12|2s|x23|2t
(2.17)

where we introduce

r =
1

2
(L3 + L1 − L2) , s =

1

2
(L1 + L2 − L3) , t =

1

2
(L2 + L3 − L1) (2.18)
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which counts the number of contractions among O3 and O1, O1 and O2, O2 and

O3 respectively, thus they have to be integer. Note that this works in the planar

limit and indeed it scales as N−1. Obviously we can face with two situations

• O1 is contracted with both O2 and O3 but O2 and O3 are not contracted

among themselves which implies that L1 = L2 + L3: extremal three point

functions;

• O1 is contracted with O2 and O3 as well as O2 is contracted with O3 and O1

and so on, meaning that L1 > L2 + L3: non extremal three point functions.

For our purposes we only review the case of non extremal three point functions.

Thus the planar contribution to (2.13) for non extremal three point function can

be recast as

〈Ō1[ψI ](x1)Ω2[ψJ ](x2)Ω3[ψK ](x3)〉 =
C̃0

N (8π2)r+s+t|x31|2r|x12|2s|x23|2t
×

×
{

1+
[
b12B(x1, x2) + b23B(x2, x3) + b31B(x3, x1)

]
+
[
f 1

23F (x1;x2, x3) + f 2
31F (x2;x3, x1) + f 3

12F (x3;x1, x2)
]}

(2.19)

with

b12 =
s−1∑
l=1

(2P − 2I − K)
j1 lj1 l+1

i2 li2 l+1

ψ̃Iψ̃J ψ̃KI ′3
C̃0

b23 =
t−1∑
l=1

(2P − 2I − K)
k2 lk2 l+1

j3 lj3 l+1

ψ̃Iψ̃J ψ̃KI ′3
C̃0

b31 =
r−1∑
l=1

(2P − 2I − K)
i3 li3 l+1

k1 lk1 l+1

ψ̃Iψ̃J ψ̃KI ′3
C̃0

f 1
23 =

[
(2P − 2I − K)j11k11

i21i31
I ′3 + (2P − 2I − K)k1rj1s

i3ri2s
I ′3
] ψ̃Iψ̃J ψ̃K

C̃0

f 2
31 =

[
(2P − 2I − K)k21i21

j31j11
I ′3 + (2P − 2I − K)i2sk2t

j1sj3t
I ′3
] ψ̃Iψ̃J ψ̃K

C̃0

f 3
12 =

[
(2P − 2I − K)i31j31

k11k21
I ′3 + (2P − 2I − K)j3ti3rk2tk1r

I ′3
] ψ̃Iψ̃J ψ̃K

C̃0
(2.20)

where P , I, and K are the permutation, the identity and the trace operator re-

spectively. The main result of this expression is that we are able to explicitly write

down the one loop correction to the three point function using (2.14) and (2.15). It

is with noticing again that there are two different contributions: one coming from
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i1 iL

1

2

1 2

3

i3r i31

i2s

i22

j31
j3t

k1r

k12
k21

j1s

j12

k2t

i′1 i′L

Figure 2.1: The indices i, j and k refer to O1, O2 and O3 respectively and
the subscripts f.i. iab means that the field at position b in O1 contracts with the

respective field in the operator a.

two point Feynman diagrams contracting two of the three operators (for instance

b12 represents the weight of the Feynman diagrams coming from the one loop cor-

rection to the two point function of O1 and O2) and the others belonging to three

point Feynman diagrams with two contractions with one operators and one each

of the other two operators (for instance f 1
23 denotes the the weight of the Feynman

diagrams with two legs in O1 and one each in O2 and O3). The notation is the

same as [49] and it is explained in Fig. 2.1 and will become clearer in Sec. 2.4.

It turns out that there is a spin chain interpretation for the coefficient bij, they

can be identified with the open spin chain Hamiltonian, which is integrable. This

comes form the fact that we can split a closed spin chain into two parts and since

we loose the periodicity we obtaining two open spin chains. In this framework the

f coefficient can be seen as the energy difference between a closed spin chain and

the two associated open spin chains.

2.2 Semiclassical computation

Using Witten techniques for the computations of three point functions for our

knowledge of the AdS/CFT correspondence confine to the case of operators dual

to supergravity modes. In general if we would like to face with the problem of

computing the three point correlation function for operators dual to massive string

states we need to have a classical solution of the string equations of motion in the
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Euclidean signature with the topology of a three punctured sphere with some par-

ticular boundary conditions on the punctures. Actually there is a simpler situation

that can be studied, namely the case when two operators are heavy and one is

light.

Two point functions of HH operators In 2010 the authors of [7] address

the problem of computing two point correlation functions of local operators cor-

responding to classical string states. The aim of the paper has been to enstablish

a mapping from classical spinning strings solution rotating in the center of the

Minkowskian AdS5 × S5 to certain solutions in the Poincarè patch which realize

the two point functions for any choice of the positions of the operator insertions on

the boundary. One would expect to obtain the proper Green function by consider-

ing a cylinder amplitude for the closed string and evaluate it by saddle point, with

the condition that the string state corresponds to a classical state with appropri-

ate angular momenta. Actually the procedure is not completely straightforward.

The crucial observation is that when considering the time evolution of a certain

semiclassical state, eigenfunction of the Hamiltonian, its wave function evolves

according to its energy, which should be equal to its classical value. However, the

semiclassical propagator for the system is governed only by the actions of classical

trajectories. Thus in order to obtain the correct two point correlation function

one has to do a classical computation, where the corresponding solution is just a

geodesic in the AdS part and in the sphere part coincides with the usual spinning

string solution. When evaluating the Polyakov action the effect of the wave func-

tion of the rotating string state with wavefunction contributions which makes the

action integral into an Euclidean energy integral has to be included. Then one

performs a saddle point evaluation of the integral over the modular parameter and

ends up with the correct two point function. The same answer can be obtained

also by the vertex operator approach [8, 9, 117].

Three point functions of HHL The insights on two point functions of mas-

sive states pose the attention on the problem of computing a class of three point

functions in which two operators are heavy and dual to semiclassical string states

and one is light dual to a supergravity mode [10, 11]. In this approach one treats

the BPS state in the supergravity approximation while the massive string state

is being treated in the first quantised string theory by summing over all classical

trajectories with an appropriate action. This summation is a path integral. One

considers OI to be the chiral primary operator dual to a supergravity mode and

OA, OB two primary operators dual to massive string states. The approach of [10]
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is inspired by the method used in [118] to compute correlators between a Wilson

loop and other operators, in the case of interest a chiral primary operator. Let us

define this quantity

〈OI(x)〉OAOB =
〈OB(x2)OA(x1)OI(x)〉
〈OB(x2)OA(x1)〉

(2.21)

where the left hand side is the generalisation of the Wilson loop method to the case

when the Wilson loop operator is replaced by the product of two local operators.

In the limit |x| → ∞ it is possible to extract the structure constants from (2.21)

〈OI(x)〉OAOB =
cABI |x2 − x3|∆I

x2∆I
(2.22)

where ∆I is the conformal dimension of the chiral primary. Thus the correlator

can be written as

〈OI(x)〉OAOB = limε→0
π

ε∆I

√
2

∆I − 1

1∫
Dφe−Ssugra[φ]

∫
DφφI(x, ε)

1

Zstr

∫
DXeSstr

(2.23)

where φ are the supergravity fields and X are the embedding coordinates of the

worldsheet in AdS5 × S5. The string action depends on the supergravity fields

and indeed the metric appearing in the action can be written as a sum of the

AdS5×S5 metric and a piece that takes into account the perturbation induced by

the insertion of the light field. In order to obtain the three point function one has

to

• substitute the classical solution since the string path integral at strong cou-

pling is dominated by the classical trajectory which is essentially the eu-

clidean version of the classical geodesics;

• expand the string action with respect to the supergravity fields to the linear

order in φ;

• perform the supergravity path integral. This gives a second order differential

operator, which acts on the bulk to boundary propagator associated to the

specific BPS operator that we insert, and depends on the string embedding

coordinates;
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• substitute the explicit expression for the differential operator, namely char-

acterise the light operator 1.

Roughly speaking what one should do is to compute the two point function of the

two heavy operators and then consider the perturbation induced by the insertion

of the light operator by varying the string action with respect to the supergravity

fluctuations. In this procedure one ignores the backreaction of the light state on

the heavy one. Actually this would mean that the two heavy operators should be

one the complex conjugate of the other but this cannot be fully true because it

would lead to a vanishing three point function for R charge conservation. However

the difference between the two operators is very small, for more details on this point

see [21]. If we write the AdS5 metric in Poincarè coordinates, parametrized by

z(σ) and xµ(σ) with µ = 1, . . . , 4 and the 5-sphere with the unit vector

n = (sin θ cosϕ, sin θ sinϕ, cos θ sinα cosψ,

cos θ sinα sinψ, cos θ cosα cos β, cos θ cosα sin β) (2.24)

the structure constant reads as

cABI |x2−x3|∆I =
2
k
2
−3 (k + 1)

√
kλ

πN

∫
d2σYI (n) zk

[
∂aX

µ∂aXµ − ∂az∂az
z2

− ∂an∂an
]

(2.25)

where the spherical harmonic function YI (n) takes the form

Yk =

(
n1 + in2√

2

)k
(2.26)

when considering for instance a BPS operator of this kind

Ok =
1

k

(
4π2

λ

) k
2

TrZk. (2.27)

The method can be applied in many cases, inserting specific geodesics correspond-

ing to different heavy operators or/and considering different types of light opera-

tors [12–29] 2. In the following we will apply this method in different cases, firstly

we consider the situation when the two heavy operators are giant gravitons, so

1Note that the normalisation of the supergravity action and fields is peculiar to obtain the
right result. We will see in 2.4 an explicit example.

2Three point functions of this kind, namely involving two heavy operators and one light chiral
primary can be obtained also using the formalism of the vertex operator [30–33]. In this way
also four point functions of two heavy and light operators have been computed [119].
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we extend the method to D3 branes [34] and then we consider the one loop cor-

rection [40] to the three point function and we finally apply this procedure in the

context of the AdS4/CFT3 correspondence [39].

2.3 Three point functions of two giant gravitons

and one point like graviton

A natural question that can be asked is if it possible to generalize the procedure

of [10] for studying correlation functions of two giant gravitons, which are solutions

of the D3 brane action, and a point like graviton since we can treat giant gravitons

as semiclassical heavy objects and the point like graviton as a light state with

dimension ∆ �
√
N . Giant gravitons admit a dual gauge theory description in

terms of Schur polynomials. Thus we can consider a correlation function of two

giant graviton operators with a chiral primary which correspond on the gauge

theory side to the correlation function of two Schur polynomials with a chiral

primary operator. These quantities are expected to be protected from quantum

corrections, owing to the shared BPS supersymmetry of the operators. More

precisely in [34] we analyze respectively three point functions of

(A) two Schur polynomials in the antisymmetric representation and a single trace

chiral primary

(B) two giant gravitons on S5 and a point like graviton

and equivalentely

(A) two Schur polynomials in the symmetric representation and a single trace

chiral primary

(B) two giant gravitons on AdS5 and a point like graviton.

In the following we review how to describe giant gravitons and to characterize

their dual operators in the configurations mentioned above and then we present

the computation of the three point functions using Schur polynomial techinques

on the gauge theory side and using semiclassical method on the string theory side.

Finally we compare the two results.
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Giant gravitons in S3 ⊂ S5 Giant gravitons are configurations of stable ex-

tended D3 branes wrapping a sphere S3 moving in S5 [120] and sitting at the

center of AdS. The idea was that an initially point-like string, whose spherical

harmonic modes on the S5 part of the background are graviton modes, should

with large enough angular momentum around a direction in S5 blow up into a D3

brane wrapping a S3 ⊂ S5 supported against collapse by its interaction with the

4-form potential. In general the low energy effective action of a D3 brane can be

written as

SD3 = SDBI + SWZ =

= −TD3

∫
d4σ

(
e−φ
√
− det (gab +Bab) + 2πl2sFab

)
+ TD3

∫
d4σP [C4]

(2.28)

where TD3 is the tension of the D3 brane, Fab is the field strength tensor for the

electromagnetic fields living on the on the world volume and gab is the pullback of

the metric, namely the metric induced on the world volume of the brane embedded

into a higher dimensional space,

gab =
∂xM

∂xa
∂xN

∂xb
gMN (2.29)

where we denote with a, b = 0 . . . , 3 the worldvolume coordinates and with M,N

the embedding coordinates. The same stands for the pullback of the Kalb-Ramond

field Bab and of the four form potential C4 P [C4].

The first part of (2.28) is the Dirac Born Infeld action (DBI) [121] which takes

into account the coupling to the massless NS string fields, the metric tensor gMN ,

the Kalb Ramond field BMN and the dilation φ, while the second part is the Wess

Zumino term which instead refers to the coupling with the massless RR fields that

for the D3 brane case is the four form potential C4. Note that we are considering

only the bosonic part of the action. Then we insert the background metric of

AdS5 × S5 which in global lorenzian coordinates reads

ds2 =− cosh ρ2dt2 + dρ2 + sinh ρ2dΩ̃2
3 + dθ2 + sin2 θdφ2 + cos2 θdΩ2

3. (2.30)

where Ω̃3 ⊂ AdS5 is parametrized by χ̃1, χ̃2, χ̃3 while dΩ3 ⊂ S5 is parametrized

by χ1, χ1, χ3 and the radius of AdS is unitary. Thus the supergravity equations

of motion fix a relation between the tension of the D3 brane and the number of
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units of the five form flux N through

TD3 =
N

Ω3

=
N

2π2
. (2.31)

The Kalb Ramond field Bab vanishes in the AdS5×S5 and we are not considering

any world volume gauge fields. The RR four-form potential C4 which will be

important for the giant graviton has its legs entirely in the S5, it is proportional

to the volume form [122]

Cφχ1χ2χ3 = cos4 θVol(Ω3) (2.32)

where Vol(Ω3) indicates the volume element of the 3-sphere Ω3. Since we want to

describe a spherical symmetric configuration sitting at the center of AdS we take

the ansatz

ρ = 0, σ0 = t, φ = φ(t), σi = χi, (2.33)

where obviously φ̇ is the angular velocity associated to the motion of the brane,

with radius cos θ, in the S3. Specifying (2.28) one gets

S =

∫
dt L = −N

∫
dt
[
cos3 θ

√
1− φ̇2 sin2 θ − φ̇ cos4 θ

]
. (2.34)

Independence of φ leads to a conserved angular momentum

k ≡ δL

δφ̇
=
Nφ̇ sin2 θ cos3 θ√

1− φ̇2 sin2 θ
+N cos4 θ. (2.35)

The action may be rewritten in terms of k, to give

S = N

∫
dt

cos4 θ

sin θ

l − cos2 θ√
(l − cos4 θ)2 + sin2 θ cos6 θ

, (2.36)

where l ≡ k/N . One may also introduce an energy defined by

E ≡ φ̇k − L =
N

sin θ

√
(l − cos4 θ)2 + sin2 θ cos6 θ, (2.37)

and which notably removes the WZ part of the action. Note that this a crucial

point in order to obtain stable brane solutions. The energy is minimized by

cos2 θ = l, Emin. = k, Smin. = 0 (2.38)
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and by plugging this value in to (2.35), one finds that

φ̇ = 1. (2.39)

In (2.38) and (2.39) all the peculiar properties of the S5 giant gravitons are sum-

marized:

• the size of the brane increases with the angular momentum and the maximum

radius that the brane can have is 1 which is equal to the radius of the S5,

this is a reflection of the stringy exclusion principle [123–125],

• when the brane has its maximum radius, its angular momentum is maximum,

giant gravitons saturating this bound are called maximal,

• it exists a stable minimum and the energy is minimized by k which is the

energy of a Kaluza Klein graviton with angular momentum k,

• the velocity of the center of mass of the brane cannot be bigger than the

speed of light,

• giant gravitons are BPS states preserving 16 of the 32 supersymmetries,

which carry the same quantum numbers of the point like gravitons.

Note that l cannot be grater than 1.

Giant gravitons in S3 ⊂ AdS5 It is also possible to have configurations of

brane expanding on the AdS part of the space time [122, 126], with worldvol-

ume R × S3(⊂ AdS5). We refer to these configurations as dual giant gravitons.

Again, we can go through an analogous analysis to find stable spherically symmet-

ric brane solutions carrying the same quantum numbers of a point like graviton,

following [122] and [34]. For our purposes, which will be clear in the following, we

consider the action for the anti-D3-brane is

SD3 = − N

2π2

∫
d4σ

(√
−g + P [C4]

)
, (2.40)

where gab = ∂xM

∂xa
∂xN

∂xb
gMN , where a, b = 0, . . . , 3 label the worldvolume coordinates

and M,N are the embedding coordinates. The four-form potential C4 which will

be important for this giant graviton has its legs entirely in the AdS5, and may be

taken as [122]

Ctχ̃1χ̃2χ̃3 = − sinh4 ρVol(Ω̃3) (2.41)
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where Vol(Ω̃3) indicates the volume element of S3 ⊂ AdS5. Similarly to (2.33) we

take the following anstaz

ρ = const., σ0 = t, σi = χ̃i, φ = φ(t), θ =
π

2
, (2.42)

and obtains

S =

∫
dt L = −N

∫
dt
[
sinh3 ρ

√
cosh2 ρ− φ̇2 − sinh4 ρ

]
. (2.43)

Again the conserved angular momentum is

k̃ ≡ δL

δφ̇
=

Nφ̇ sinh3 ρ√
cosh2 ρ− φ̇2

. (2.44)

The action may be rewritten in terms of k̃, to give

S = −N
∫
dt cosh ρ sinh4 ρ

[
sinh2 ρ

√
1

sinh6 ρ+ l̃2
− 1

]
(2.45)

where l̃ ≡ k̃/N . One may also introduce an energy defined by

E ≡ φ̇k̃ − L = N

[
cosh ρ

√
sinh6 ρ+ l̃2 − sinh4 ρ

]
(2.46)

The energy is minimized by

sinh2 ρ = l̃, Emin. = k̃, Smin. = 0, (2.47)

and by plugging this value in to (2.44), one finds that

φ̇ = 1. (2.48)

Also this solution is dynamically stable and it preserves half of the supersym-

metries. The most significant difference between giant gravitons and dual giant

gravitons is that the latter do not admit any constraint on their size (or equiva-

lently on the angular momentum), this is due to the fact the the AdS space is not

compact.

Dual operators Initially it was presumed that the giant gravitons are described

by single trace operators in the gauge theory side. This idea was motivated on

the fact that in the large N limit a graviton with a small angular momentum is
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represented by a single trace operator thus a state with more than one graviton is

dual to the product of single trace operators. Actually this is not the case when

the angular momentum of the gravitons is of order N . In fact if one considers two

multitrace operators which should be dual to two giant gravitons, namely they

share the same conserved charges, the two states are not orthogonal as in prin-

ciple they should be because the two states are distinguishable [127]. It can be

shown that if we want to compute in the large N limit two point functions of half

BPS operators, thus containing only one out of the three complex scalar fields,

of order
√
N or order 1 a large number of non planar interactions can be ignored

since they are suppressed by a factor of 1
N

. But when the dimension of the opera-

tors is of order N we are no longer allowed to ignore the non-planar contributions,

due to the large combinatoric factors. Therefore the trace number is not a good

quantum number and we cannot identify the trace number on the gauge theory

side with the particle number in the AdS Fock space. However it is possible to

generalize the correspondence saying that 1
2
-BPS representation can be mapped

to the space of Schur polynomials of U(N) or equivalently to the space of Young

diagrams characterizing representations of U(N) [128]. This can be seen noticing

that if we consider n Z fields to build the BPS operators we can form partitions of

these n fields and there is a distinct operator for each partition of the n Z fields.

For example if n = 3 we have three partitions and the corresponding operators

are TrZ3, TrZ2 TrZ , Tr3 Z. Note that even in the large N limit these operators

are not diagonal. There is a one to one correspondence between 1
2
-BPS operators

representation of fixed n R charge and partitions of n. Remarkably a basis for

this space is given by the Schur polynomials, which are a special subgroup of Jack

functions, a basis for the symmetric group (for details see Appendix (B)). The

Schur polynomial χR(Z) of a complex matrix Z is defined as

χRn(Z) =
1

n!

∑
σ∈Sn

χRn(σ)Z
iσ(1)

i1
. . . Z

iσ(n)

in
. (2.49)

Here Rn denotes an irreducible representation of U(N) described in terms of a

Young tableau with n boxes. The sum is over all elements of the symmetric group

Sn and χRn(σ) is the character of the element σ in the representation Rn. The

Schur polynomial basis exactly diagonalizes the two point functions to all orders

in N in the free field theory. There is also a simple rule for evaluating two point

functions in the zero coupling limit. For this reason it seems natural to consider

this problem in the Schur polynomial basis. When we have a long column (with
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O(N) boxes) in the Young diagram, we associate this state with a giant graviton,

growing in the S5. The size of the giant is determined by the number of boxes

in the Young diagram. A Young diagram with a large number of boxes in a

column represents a giant graviton with a large amount of angular momentum

and equivalently a large size. The Young diagram can only contain N boxes in

a column. This corresponds to the cutoff associated with the stringy exclusion

principle that we discussed previously. It is natural to associate the length of the

column with the angular momentum, and therefore the size of the giant. If we

consider two columns we can interpret them as a state with two giant gravitons.

When considering a large number of boxes in a row, we can interpret the state

as a giant graviton in the AdS5. The Schur polynomials χRn(Z) have the general

structure

χRn(Z) = c0,n TrZn + c1,n TrZ TrZn−1 + . . .+ cn,n (TrZ)n, (2.50)

where the c’s are constants independent of N and the sum is over all partitions.

For instance

χ = TrZ

χ =
1

2

(
Tr2Z − TrZ2

)
χ =

1

6

(
Tr3Z + 3TrZ2TrZ + 2TrZ3

)

χ =
1

2

(
Tr2Z + TrZ2

)
χ =

1

3

(
Tr3Z − TrZ3

)
. (2.51)

It is clear that there is no limit in which the Schur polynomials reduce to chiral

primary operators. It is also possible to extend this basis for near BPS operators

containing more than one type of matrix field (Z and Y for example), individu-

ally or combined into matrix words, and in principle they include complex matrix

fields, covariant derivatives and fermions. Notably also in this case we can intro-

duce a basis made of the so called restricted Schur polynomials [129–134]. The

dual description corresponds to excited giant gravitons which can be released by
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attaching open strings to giant gravitons.

Two and three point functions of Schur polynomials In [128] two and three

point correlation functions of Schur polynomials in the free field theory have been

computed. These correlation functions have been calculated exactly and read [128]

〈χR(Z)χS(Z̄)〉 = δR,SfR, (2.52)

〈χR(Z)χS(Z)χT (Z̄)〉 = g(R, S;T ) fT , (2.53)

where g(R, S, T ) is the Littlewood-Richardson coefficient which counts the mul-

tiplicity with which the representation T appears in the tensor product of the

representations R and S. The quantity fR denotes the product of the weights of

the boxes of the Young diagram labeling the Schur polynomial, note that these

are different from the Dynkin weights. The weight of a box in the ith row and jth

column is given by N − i+ j 3 thus

fR =
∏
i,j∈R

(N − i+ j) (2.54)

where the product runs over all boxes of the Young tableau of the representation

R (and analogously for the representation T ). To obtain the form for the three

point functions one needs to use the so called product rule which intuitively plays

the role of the OPE

χR(Z)χS(Z) = g(R, S, T )χT (Z). (2.55)

It is clear that by knowing two point functions and the product rules all the higher

points correlation functions can be reconstructed, which precisely mirror what

happens in any conformal field theory. Note that since they are 1
2
-BPS operators,

the non renormalization theorems apply to this case as well so they do not get

any quantum corrections. The cleanest examples are the Schur polynomials of the

symmetric and the antisymmetric representations. When the number of boxes, k,

in the Young tableau of the representation is large (i.e. k ∼ O(N), with N →∞),

the Schur polynomial of the symmetric representation is dual to a single giant

graviton moving on S5 with angular momentum k and wrapping an S3 ⊂ AdS5.

For the antisymmetric case the giant graviton instead wraps an S3 ⊂ S5 [128]. If

one wants to consider more than one giant graviton it is needed to add the same

amount of rows or columns of the same length. Let us denote the Schur polynomial

3The motivation is very simple, the box at position: (1,1) has weight N , (1,2) has weight
N + 1, (2,1) has weight N − 1 and so on. See Appendix (B) for more details.
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for the symmetric representation with k boxes as χSk (Z) and the Schur polynomial

for the antisymmetric representation with k boxes as χAk (Z). Then we find for the

corresponding two and three-point functions

〈χSk (Z̄)χSk (Z)〉 =
k∏
j=1

(N − 1 + j), (2.56)

〈χAk (Z̄)χAk (Z)〉 =
k∏
i=1

(N − i+ 1), (2.57)

〈χSk (Z̄)χSk−J(Z)χSJ (Z)〉 =
k∏
j=1

(N − 1 + j), (2.58)

〈χAk (Z̄)χAk−J(Z)χAJ (Z)〉 =
k∏
i=1

(N − i+ 1), (2.59)

since for these cases g(R, S;T ) = 1.

2.3.1 Gauge theory side (A)

On the gauge theory side we want to compute the three point functions of two

Schur polynomials in the symmetric or antisymmetric representation with a single

trace chiral primary, thus the normalized structure constant is

c
S/A
k,k−J,J ≡

〈χS/Ak (Z̄)χ
S/A
k−J(Z) TrZJ〉√

〈χS/Ak (Z̄)χ
S/A
k (Z)〉〈χS/Ak−J(Z̄)χ

S/A
k−J(Z)〉〈Tr Z̄J TrZJ〉

, (2.60)

where S and A refer respectively to the symmetric and the antisymmetric repre-

sentation. Let us look at the numerator of (2.60), we need to compute

〈χSk (Z̄)χSk−J(Z) Tr ZJ〉 (2.61)

and

〈χAk (Z̄)χAk−J(Z) Tr ZJ〉. (2.62)

Even if it is not possible to obtain a chiral primary as a limit of a Schur polynomial,

we can expand it in terms of the Schur polynomial basis, which is a complete and

orthonormal basis for the symmetric group, in this way [135]

TrZJ = Tr(σ0Z), (2.63)
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where σ0 is the cyclic permutation. Thus we have

Tr ZJ =
∑
RJ

χRJ (σ0)χRJ (Z), (2.64)

where the sum goes over all possible irreducible representations RJ corresponding

to Young tableaux with J boxes. If we insert the expansion (2.64) for the single

trace operator in (2.61) and (2.62) respectively we obtain for instance

〈 , ,

 , ,

 〉 (2.65)

and

〈 , ,

 , ,

 〉 (2.66)

for k = 7 and J = 3. It seems that even for small number of boxes the situation

is slightly involved, but this is not the case. In fact looking at (2.53) it is clear

that a simplification occurs, the only contribution in the single trace expansion

that survives is the completely symmetric and antisymmetric representation re-

spectively. The character χRJ (σ0) can be written down in closed form for hook

diagrams. Denoting the number of boxes in the first row of the hook diagram as

J −m it holds that χhookRJ
(σ0) = (−1)m. Hence for the cases of interest to us we

have

χSJ (σ0) = 1, χAJ (σ0) = (−1)J−1. (2.67)

This implies4

〈χSk (Z̄)χSk−J(Z) Tr ZJ〉 =
k∏
j=1

(N − 1 + j),

〈χAk (Z̄)χAk−J(Z) Tr ZJ〉 = (−1)J−1

k∏
i=1

(N − i+ 1). (2.68)

4The (−1)J part of the prefactor in the antisymmetric case could be removed since one
can equally well define the gauge theory dual of the antisymmetric giant graviton with angular
momentum k to be (−1)kχAk (Z). However, in the following we will follow the usual definition in
the Schur operator literature and keep the alternating sign.
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Dividing with the relevant norms we hence find the structure constants

cSk,k−J,J =

√∏k
p=k−J+1(N + p− 1)√

JNJ(1 + c(J) 1
N2 + . . .)

, (2.69)

cAk,k−J,J = (−1)(J−1)

√∏k
p=k−J+1(N − p+ 1)√

JNJ(1 + c(J) 1
N2 + . . .)

, (2.70)

where the quantities in the denominators are nothing but
√
〈Tr Z̄J TrZJ〉 which

is given exactly in equation (2.5). In other words we have exact expressions for

cSk,k−J,J and cAk,k−J,J . Now, we are interested in the situation where the Schur

polynomials correspond to large Young tableaux and where the chiral primary is

a small operator, i.e. the limit

N →∞, k →∞, k

N
finite, J � k, (2.71)

and in particular J �
√
N . In this limit we find for the structure constants

cSk,k−J,J =
1√
J

(
1 +

k

N

)J/2
, (2.72)

cAk,k−J,J = (−1)(J−1) 1√
J

(
1− k

N

)J/2
. (2.73)

Notice that this result does not reduce to the chiral primary result in any limit

(in accordance with the fact that a chiral primary operator can not be obtained

as a limit of a single Schur polynomial). Furthermore, we note that for the anti-

symmetric representation we have the constraint k ≤ N while for the symmetric

case k is unbounded.

Matrix model techniques The same results can be obtained using directly the

matrix model techniques. In the following we sketch the essential steps to recover

the results (2.68) and consequently (2.72) and (2.73). We can write our operators

as

OJ = TrZJ , OR = TrRZ, (2.74)

where R refers to a certain irreducible representation. The two point functions

of these operators can be obtained by a zero dimensional complex matrix model,
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namely

〈OŌ〉 =

∫
dZd̄Ze−

2N
λ

Tr(ZZ̄)OŌ∫
dZd̄Ze−

2N
λ

Tr(ZZ̄)
. (2.75)

Following [136] one can write such expectation values in terms of integral over N

diagonal degrees of freedom zi, with i = 1, . . . N . In this formulation the operators

(2.74) read

OJ =
N∑
i=1

zJi , (2.76)

OR =
det(z

hj+N−j
i )

det(zN−ji )
=
det(z

hj+N−j
i )

∆(z)
(2.77)

where h1 ≥ h2 ≥ . . . hN are the lengths of the rows of the Young diagram associated

with the representationR and the two point function of operators of the form (2.77)

become

〈ORŌ′R〉 =

∫ ∏N
i=1 dzidz̄ie

− 2N
λ
|zi|2det(z

hj+N−j
i )det(z̄

h′j+N−j
i )∫ ∏N

i=1 dzidz̄ie
− 2N

λ
|zi|2 | ∆(z) |2

. (2.78)

The integrals in (2.78) can be carried out by combinatorics, expanding the deter-

minants. For the denominator we get

∫ N∏
i=1

dzidz̄ie
− 2N

λ
|zi|2
∑
σ,τ

(−1)σ+τz
N−σ(i)
i z̄

N−τ(i)
i

=
∑
σ

∫ N∏
i=1

dzidz̄ie
− 2N

λ
|zi|2(ziz̄i)

N−σ(i)

= N !
N∏
j=1

∫ 2π

0

dϕ

∫ ∞
0

dre−
2N
λ
r2

r2N−2j+1

= N !
N∏
j=1

π
(N − j)!(
2N
λ

)N−j+1
.

We only get a non-vanishing contribution in (2.79) if the powers of zi and z̄i are the

same which reduces the double sum to a sum over a single permutation. Moreover,

one concludes that all N ! permutation give the same result and the integrals are

carried out by going to polar coordinates. Similarly, for the numerator we get [136]

∫
dZdZ̄e−

2N
λ

Tr(ZZ̄)TrR(Z)TrR′(Z̄) = δR,R′N !
N∏
j=1

π
(N + hj − j)!(

2N
λ

)N+hj−j+1
. (2.79)
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In total we find for the norm of the operator OR is

〈ORŌR〉 =
N∏
j=1

(
λ

2N

)hj (N + hj − j)!
(N − j)!

. (2.80)

Let us first consider operators in the completely antisymmetric representation

corresponding to a Young diagram with a single column of length k < N , i.e.

operators for which h1 = h2 = · · · = hk = 1 and hk+1 = hk+2 = · · · = hN = 0. Let

us denote these operators as OAk . These operators have the norm

〈OAk ŌAk 〉 =

(
λ

2N

)k N∏
j=1

(N − j + 1) . (2.81)

In particular, we note that for the representation consisting of a single box we

have

〈O1Ō1〉 = 〈TrZ Tr Z̄〉 =

(
λ

2N

)
·N. (2.82)

This result coincides with the J = 1 limit of (2.9). Let us analyse the three point

function in the form of (2.60). We can see that we already have the expressions

of all the quantities in the denominator. For the numerator we have that

〈OAk ŌAk−JŌJ〉 ∝
∫
dZdZ̄e−

2N
λ
Tr(ZZ̄)TrkZ Trk−J Z̄T rZ̄

J

∝
∫ N∏

i=1

dzidz̄ie
− 2N

λ
|zi|2det(z

hj+N−j
i )det(z̄

h̄j+N−j
i )

N∑
i=1

z̄J1

= N
∑
σ,τ

(−1)σ+τ

∫
dz1dz̄1e

− 2N
λ
|zi|2z

h(τ1)+N−τ(1)
1 z̄

h̄σ(1)+N+J−σ(1)

1

×
N∏
i=2

∫
dz1dz̄1e

− 2N
λ
|zi|2z

hτ(i)+N−τ(i)

i z̄
h̄σ(i)+N−σ(i)

i .

(2.83)

Here the first proportionality sign signifies that we are supposed to divide by the

same factor as in (2.75) and the second one that we leave out some integrals over

non-diagonal degrees of freedom which cancel out when the right denominator is

introduced. The h and h̄ variables are the weights of the Young tableaux and take
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the values

h1 = h2 = · · · = hk = 1, hk+1 = hk+2 = · · · = hN = 0, (2.84)

h̄1 = h̄2 = · · · = h̄k−J = 1, h̄k−J+1 = h̄k−J+2 = · · · = h̄N = 0. (2.85)

As usual we need to have the same number of zi’s and z̄i’s in the integrals. Hence

we have the following constraints

h̄σ(1) − σ(1) + J = hτ(1) − τ(1) (2.86)

and

h̄σ(i) − σ(i) = hτ(i) − τ(i) for i = 2, . . . , N. (2.87)

If we consider separately two cases, namely h̄σ(1) = 1 and h̄σ(1) = 0 we have three

different situations

1. h̄σ(1) = 1 which does not contribute to (2.83);

2. h̄σ(1) = 0 and hτ(1) = 0 which does not contribute to (2.83);

3. h̄σ(1) = 0 and hτ(1) = 1 which does contribute.

From the analysis above it follows that σ(1) and τ(1) are fixed so effectively that

we should only sum over permutations of (N − 1) elements. Furthermore, it is

obvious that if we fix the remaining part of the permutation is also fixed so the

double sum reduces to a single sum. It is also clear that any allowed permutation

leads to the same integrals so taking into account the four possible classes of

contributions we can rewrite (2.83) as

〈OAk ŌAk−JŌJ〉 ∝ N
∑
τN−1

(−1)τ+σ(τ)

k−J∏
p=1

π
(N − p+ 1)!(

2N
λ

)N−p+2

k−1∏
p=k−J+1

π
(N − p)!(
2N
λ

)N−p+1

π
(N − k + J)!(

2N
λ

)N−k+J+1

N∏
p=k+1

π
(N − p)!(
2N
λ

)N−p+1

(2.88)

which, divided by the proper normalisation, gives

〈OAk ŌAk−JŌJ〉 =

(
λ

2N

)k
1

(N − 1)!

∑
τN−1

(−1)τ+τ(σ) (N − k + J)!

(N − k)!

k−J∏
p=1

(N − p+ 1) .

(2.89)
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If we combine all the pieces we obtain precisely the same expression as in (2.70).

Similarly it is possible to obtain (2.69) starting with operators TrR Z in which R

is the completely symmetric representation.

2.3.2 String theory side (B)

In the following we will extend the semiclassical procedure introduced in [10] to

D3 branes and more precisely to the case of giant gravitons. The idea is to use the

fact that the holographic two point funcion of the giant gravitons are given by the

D3 brane solution continued to the Euclidean Poincarè patch, in full analogy with

the semiclassical spinning strings analized in [7, 10]. Then, in order to obtain the

three point function we need to vary the Euclidean D3 brane (or anti D3 brane)

action with respect to the supergravity fluctuations that correspond to the light

operators inserted. Finally we have to evaluate those fluctuations on the Wick

rotated giant graviton solutions described in Poincarè patch.

Coordinates We can map the global coordinates (2.30) that we discussed in the

first part of this section into the Poincaré patch as follows. Take as a simplification

AdS3, for which the factor dΩ̃2
3 = dψ2, then we have that

z =
1

cosh ρ cos t− sinh ρ cosψ
,

x0 =
cosh ρ sin t

cosh ρ cos t− sinh ρ cosψ
, x1 =

sinh ρ sinψ

cosh ρ cos t− sinh ρ cosψ
,

(2.90)

where the metric of the Poincaré patch is

ds2 =
− (dx0)

2
+ (dx1)

2
+ dz2

z2
. (2.91)

On the path of the giant graviton we have ρ = 0. Continuing to Euclidean AdS,

so that t→ it and x0 → −ix0 we have that

z =
1

cosh t
, x0 = tanh t, x1 = 0. (2.92)

which does give the trajectory of [7], if we identify the Euclidean time direction

in the Poincarè patch with the spatial direction in which the operators are sep-

arated on the boundary. In the case of the AdS giant graviton we will need the
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generalization to AdS5 of the coordinate transformation

z =
1

cosh ρ cos t− n0 sinh ρ
,

x0 =
cosh ρ sin t

cosh ρ cos t− n0 sinh ρ
, ~x =

~n sinh ρ

cosh ρ cos t− n0 sinh ρ
,

(2.93)

where the S3 ⊂ AdS5 is given by the embedding coordinates nI = (n0, ~n), nInI =

1.

DBI part of the action The supergravity modes that we are interested in are

fluctuations of the RR 5-form as well as the spacetime metric. They are by now

very well known, and details can be found in [106, 118, 137–139]. The fluctuations

are

δgµν =

[
−6 ∆

5
gµν +

4

∆ + 1
D(µDν)

]
s∆(X)Y∆(Ω),

δgαβ = 2 ∆ gαβ s
∆(X)Y∆(Ω),

(2.94)

where µ, ν are AdS5 and α, β are S5 indices. The symbol X indicates coordi-

nates on AdS5 and Ω coordinates on the S5. The D(µDν) represents the traceless

symmetric double covariant derivative. The Y∆(Ω) are the spherical harmonics

on the five-sphere, while s∆(X) have arbitrary profile and represent a scalar field

propagating on AdS5 space with mass squared = ∆(∆ − 4), where ∆ labels the

representation of SO(6) and must be an integer greater than or equal to 2.

The bulk-to-boundary propagator for s∆ is given in [118], with normalization

from [106]. It is √
α0

B∆

z∆

((x− x0)2 + z2)∆
, (2.95)

where,

α0 =
∆− 1

2π2
, B∆ =

23−∆N2∆(∆− 1)

π2(∆ + 1)2
. (2.96)

The traceless symmetric double covariant derivative is

D(µDν) ≡
1

2
(DµDν +DνDµ)− 1

5
gµν g

ρσDρDσ. (2.97)
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Using the giant graviton ansatz (2.33) and identifying φ = iωt the relevant part

of the metric (2.30) is

gab =

(
1− ω2 sin2 θ 0

0 cos2 θ ḡab

)
(2.98)

where the upper diagonal part is the tt component while the lower diagonal one

ḡab is the metric on the unit 3-sphere Ω3. Thus the fluctuations (2.94) can be

written as

δgab = Y∆(Ω)

(
h00 − 2 ∆ s ω2 sin2 θ 0

0 2 ∆ s cos2 θ ḡab

)
(2.99)

being h00 the tt-component of δgµν (up to a spherical harmonic function). We

want to evaluate the fluctuation of the DBI part of the action (2.28). Recalling

that δ
√
g = 1

2

√
gδgab we have that

δ
√
g =

1

2

√
gY∆(Ω)

(
h00 − 2 ∆ s ω2 sin2 θ

1− ω2 sin2 θ
+ 6 ∆ s

)
. (2.100)

Finally, substituting the expression for the DBI lagrangian (2.34)N cos3 θ
(
1− ω2 sin2 θ

) 1
2

and the explicit form of the fluctuations h00

2
=
(

2
∆+1

∂2
t −

∆(∆−1)
∆+1

)
s, we obtain

δSDBI =
1

2

∫ +∞

−∞
dt
N cos3 θ

(
1− ω2 sin2 θ

) 1
2 Y∆ (Ω)

1− ω2 sin2 θ(
4

∆ + 1
∂2
t −

2∆ (∆− 1)

∆ + 1
− 8∆ω2 sin2 θ + 6∆

)
s∆.

(2.101)

Replacing the field s∆ with the bulk to boundary propagator (2.95), namely 5

s∆ = R ∆ + 1

N∆
1
2 22−∆

2

z∆ (2.102)

5We denote with R ≡ 1/x2B where xB is the separation between the two bulk insertion points.
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we get

δSDBI = R
∫ +∞

−∞
dt

cos3 θ(
1− ω2 sin2 θ

) 1
2

(∆ + 1) ∆
1
2

21−∆
2

Y∆ (Ω)

cosh∆ t

(
1− 2ω2 sin2 θ + tanh2 t

)
=

cos3 θ (sin θ)∆ (∆ + 1) ∆
1
2

2
(
1− ω2 sin2 θ

) 1
2

eω∆t

cosh∆ t

(
2− 2ω2 sin2 θ − 1

cosh2 t

)
(2.103)

We specify ω = 1 and so (2.103) becomes

δSDBI = R
∫ +∞

−∞
dt

cos2 θ (sin θ)∆ (∆ + 1) ∆
1
2

2

e∆t

cosh∆ t

(
2 cos2 θ − 1

cosh2 t

)
.

(2.104)

WZ part of the action We are left with the Wess-Zumino part of the action.

We need to take into account how the supergravity fluctuations couple to the Wess

Zumino potential. The fluctuations involving 4-form are

δaµ1µ2µ3µ4 = 4 εµ1µ2µ3µ4µ5∇µ5b

δaα1α2α3α4 = −4
∑
I

εαα1α2α3α4b
I∇αY I (Ω)

(2.105)

where µ1 . . . µ5 are AdS5 and α . . . α4 are S5 indices. Because of all the legs of C(4)

are in S5 it is required only δaφχ1χ2χ3 :

δaφχ1χ2χ3 = −4εθφχ1χ2χ3b
I∇θY I (Ω) = −2−

∆
2

+2εθφχ1χ2χ3∆bI (sin θ)∆−1 cos θe−∆τ .

(2.106)

Therefore the variation of the Wess Zumino part is

δSWZ = −2−
∆
2

+2N∆e∆t (sin θ)∆ cos4 θs∆ =

= − cos4 θ (sin θ)∆ (∆ + 1) ∆
1
2
e−∆τ

cosh∆ τ

(2.107)

Antisymmetric giant gravitons and a point like graviton Let us make an

important remark which is very important in order to fix the relative sign between

the DBI and the WZ part of the Euclidean action. We remind that the Euclidean

form of the D-brane action6

SED3 =
N

2π2

∫
d4σ (

√
g − iP [C4]) , (2.108)

6The anti-D-brane action has a flipped sign on the WZ part.
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and note that the four-form potential with legs in the AdS5 part of the geometry

gains a −i under the Wick rotation, CAdS
4 → −iCAdS

4 , due to having a leg in the

temporal direction; the potential on S5 is unaffected. Plugging the Wick-rotated

solutions into the Euclidean action always yields a real result, since the angle

φ = −it compensates for the factor of i in the Wess-Zumino term for the giant

graviton on S5, whose four-form potential has a leg in the φ direction.

We can see that summing up (2.104) with (2.107) there are two terms that cancel

against each other [34]. Actually this step is subtle as pointed out in [36] because

these terms are of the form 0 · ∞ and in the extremal case the two terms do not

cancel completely but it remains a finite part. Thus a regularisation procedure is

needed as proposed in [36]. The idea to start with a non extremal correlator and

take the extremal limit after performing the integration. Moving to the extremal

case amounts of choosing a different light operator namely a BPS state like

Tr
(
ZJ+lZ̄ l

)
. (2.109)

Thus we will have spherical harmonic functions and the integral over t depending

on l. In fact if we consider the integral∫ +∞

−∞
dt

ent

cosh∆+2n t
= 2∆+2n−1 Γ(1

2
(∆ + n) + l)Γ(1

2
(∆− j) + n)

Γ(∆ + 2n)
. (2.110)

we can see that for n = 0 this reduces to the integral that one has to compute

for the extremal correlator, see (2.103). The spherical harmonics associated to the

BPS operator (2.109) can be written as

Y∆,∆−2l =
Γ(J + l + 1)

√
(J + l + 1)(l + 1)2−J/2

Γ(l + 2)Γ(J + 1)
√
J + 2l + 1 2l

sinJ θei(Jφ)
2F1(−l, J+l+2, J+1; sin2 θ).

(2.111)

where Y∆,∆ = Y∆. Note that to get (2.107) we considered the θ derivative of the

spherical harmonics. If we derive with respect to θ (2.111) and combine with the

integral (2.110), where we substitute ∆ = J and cos2 θ = k
N

to be in contact with

the gauge theory computations, we have that the difference between the terms that

were divergent is a finite piece. Adding all the pieces coming from the regularised

(2.104) and (2.107) we obtain the final answer

cAk,k−J,J =
√
J

(
1− k

N

)J/2
. (2.112)
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Symmetric giant gravitons and a point like graviton In complete anal-

ogy with the antisymmetric case it is possible to study the case when the giant

gravitons are spinning in AdS, [34]. We write the metric on S3 ⊂ AdS5 as

ds2 = dϑ2 + cos2 ϑdφ2
1 + sin2 ϑdφ2

2, (2.113)

so that embedding coordinates are given by

nI = (cosϑ sinφ1, cosϑ cosφ1, sinϑ sinφ2, sinϑ cosφ2). (2.114)

The variation of the Lagrangian density is

δL =− N

4π2
sinh2 ρ cosϑ sinϑ

[
−2∆s+ htt + hϑϑ +

hφ1φ1

cos2 ϑ
+
hφ2φ2

sin2 ϑ

]
+

2N

π2
cosh ρ sinh3 ρ cosϑ ∂ρs.

(2.115)

where the second line is the WZ part of the variation. We have that

hµν =
2

∆ + 1

[
2∇µ∇ν −∆(∆− 1)gµν

]
s, (2.116)

while

∇t∇ts = ∂2
t + cosh ρ sinh ρ ∂ρ,

∇ϑ∇ϑs = ∂2
ϑ + cosh ρ sinh ρ ∂ρ,

∇φ1∇φ1s = ∂2
φ1

+ cos2 ϑ cosh ρ sinh ρ ∂ρ − cosϑ sinϑ ∂ϑ,

∇φ2∇φ2s = ∂2
φ2

+ sin2 ϑ cosh ρ sinh ρ ∂ρ + cosϑ sinϑ ∂ϑ.

(2.117)

Now we may replace the field s with the bulk-to-boundary propagator

s→ ∆ + 1

22−∆/2
√

∆N

1

(cosh ρ cos t− cosϑ sinφ1 sinh ρ)∆
. (2.118)

When adding together the variation of the DBI and the WZ term we get

δS =

∫ ∞
−∞

dt

∫ 2π

0

dφ1

∫ 2π

0

dφ2

∫ π/2

0

dϑ

2∆/2
√

∆(∆ + 1)

4π2
cosϑ sinϑ sinh2 ρ

Y

(cosh ρ cos t− cosϑ sinφ1 sinh ρ)∆+2

(2.119)
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We may re-cast the integral as follows

2∆/2
√

∆(∆ + 1)

2π

sinh2 ρ

cosh∆+2 ρ

∫ ∞
−∞

dt

∫ 2π

0

dφ1

∫ 1

0

dλ
Y∆

cosh∆+2 t

λ[
1− λ sinφ1 tanh ρ

cosh t

]∆+2

=

√
∆(∆ + 1)

2π

sinh2 ρ

cosh∆+2 ρ

∫ ∞
−∞

dt

∫ 2π

0

dφ1

∫ 1

0

dλ
Y∆

cosh∆+2 t

λ

∞∑
k=0

(
λ sinφ1 tanh ρ

cosh t

)k
Γ(∆ + k + 2)

Γ(k + 1)Γ(∆ + 2)

=
2∆/2
√

∆(∆ + 1)

2π

sinh2 ρ

cosh∆+2 ρ

∫ ∞
−∞

dt

∫ 2π

0

dφ1
Y∆

cosh∆+2 t
∞∑
k=0

1

k + 2

(
sinφ1 tanh ρ

cosh t

)k
Γ(∆ + k + 2)

Γ(k + 1)Γ(∆ + 2)

=
2∆/2
√

∆(∆ + 1)

2
√
π

sinh2 ρ

cosh∆+2 ρ

∫ ∞
−∞

dt
Y∆

cosh∆+2 t
∞∑
k=0

Γ(k + 1/2)

Γ(k + 2)

(
tanh ρ

cosh t

)2k
Γ(∆ + 2k + 2)

Γ(2k + 1)Γ(∆ + 2)

(2.120)

By doing the same regularisation that we have shown above [36] we find

cSk,k−J,J =
1√
J

(
1 +

k

N

)J/2
(2.121)

where we have substituted sinh2 ρ = k
N

and ∆ = J to compare with the gauge

theory results.

2.3.3 Comparison

We computed three point functions of BPS operators, which are protected, which

means that the gauge theory and the string theory results should agree in the

limit where they are supposed to be the description of the same object and indeed

(2.121) agrees with the dual (2.72) and (2.112) agrees with (2.73). We already

discussed the issues due to the fact that there are divergences coming out when

considering extremal correlators. In [34] we do not consider this finite contribution

and we ended up with a mismatch. Subsequently in [35] this disagreement has

been tried to understand in two ways. Firstly studying the non extremal version of

the three point functions presented above and non extremal three point functions

using a fully back reacted bubbling geometry (LLM) which corresponds to Schur
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polynomials have been compared and indeed the two computations agree and they

also equate the corresponding gauge theory results. Secondly the authors compute

the extremal three point functions of two giant gravitons and a point like graviton

using the bubble geometry analysis and these results coincide with the gauge

theory side that we report in (2.73) and (2.72). The procedure of regularisation

that we have discussed has been analysed in [36] and indeed it shows that we

obtain agreement between the gauge and string theory computations.

2.4 Two heavy and one light operators at one

loop in the AdS5/CFT4 correspondence

Another interesting comparison between a gauge theory computation and its string

dual has been discussed in [21]. In this paper a weak/strong coupling match

was found for the tree level part of a three point function with two very large

operators and a small one. The gauge theory computation has been matched

to the corresponding three point function on the string side, taking the Frolov-

Tseytlin limit [37, 38] that we rewieved in Sec. 1.3. The operators considered in

the three-point function are all in the SU(3) sector of N = 4 SYM and they are

chosen in such a way that the respective three point function is non extremal. An

analogous computation for operators in the SL(2) sector was considered in [27].

Also in this case it was found perfect agreement between the weak and strong

coupling result. In particular, if we consider operators in the SU(3) sector we find

on both the gauge theory and string theory sides the energy (scaling dimension)

E = J +
λ

2J

∫ 2π

0

dσ

2π
∂σū · ∂σu +O(λ2/J3) (2.122)

with the non-linear sigma-model field u(τ, σ) taking values in C3 and being a

solution of the equations of motion (EOMs) following from using (2.122) as the

Hamiltonian supplemented by the constraint u · ∂σū = 0. The work of [21] can

thus be seen as a natural extension of the work of [37, 38] to three point correlation

functions, using the prescription of [10] for two semi-classical operators and a light

chiral primary operator in the SU(3) sector of N = 4 SYM theory. Amazingly,
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they found on both the gauge theory and the string theory side the same result

c
(0)
123 =

J

N

(j2 + j3)!

j2!j3!

√
j1!j2!j3!

(j1 + j2 + j3 − 1)!

∫ 2π

0

dσ

2π
ūj11 u

j2
2 u

j3
3 . (2.123)

The gauge theory operators are constructed from the three complex scalars Z, X

and Y of N = 4 SYM theory and their complex conjugates Z̄, X̄ and Ȳ . The

Operator field type field type field type
O1 (J1 + j1) Z̄ (J2 − j2) X̄ (J3 − j3) Ȳ
O2 (J1) Z (J2) X (J3) Y
O3 j1 Z j2 X̄ j3 Ȳ

Table 2.1: Operators in the SU(3) sector of N = 4 SYM theory.

operators are described in table 2.1. We introduce the quantity J = J1 + J2 + J3.

Note that, by construction, this is a non-extremal three point function for j2 +j3 6=
0. While O3 is taken to be a 1/2 BPS chiral primary operator, O1 and O2 are

constructed as coherent states with corresponding sigma-model fields u(τ, σ) and

ū(τ, σ), respectively. Here u = (u1, u2, u3) is a solution of the EOMs following

from the one-loop Hamiltonian (2.122). The coefficient (2.123) is then computed

at tree-level by doing Wick contractions. On the string theory side, one considers

the leading part of c123 in the Frolov-Tseytlin limit of the corresponding three point

function using the prescription of [10]. In the following we explore whether the

match of the three point correlation function coefficient (2.123) between the gauge

theory and string theory sides can be extended beyond tree level on the gauge

theory side to include the one-loop correction, corresponding to the first order in

the Frolov-Tseytlin expansion parameter λ/J2 on the string theory side [40] . We

already discussed that the three point function coefficient admits an expansion in

λ namely we have that7

c123 = c
(0)
123 + λc

(1)
123 + · · · (2.124)

where c123 is the structure constant coefficient in (1.46). Note that we use the

renormalized operators thus as we pointed out in 2.1 c
(1)
123 is scheme independent.

In the following we compute c123, on the gauge theory side we compute the one-loop

correction to the tree level result including

7Note that we consider operators with unit normalised two point function, differently from [49]
and that we introduce the superscript (0) to distinguish the tree level contribution from the one
loop contribution which we label with the superscript (1).
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• the contribution coming from requiring that the two heavy operators corre-

spond to eigenstates of the two-loop correction of the dilation operator;

• the contribution coming from one loop diagrams for the three point function

while on the string theory side we use the approach of [10] and we obtain the

expression for the three point function coefficient up to two loops. Note that to

compute two loop correction to the three point function we need to solve the Lan-

dau Lifshitz sigma model to order λ′3. At this order the wave function appearing

in the correlation function admits a contribution of order λ′2. We refer to Sec. 1.3

for details.

Operators We consider three operators in the SU(2) sector of N = 4 SYM the-

ory (note that obviously they are not in the same SU(2) sector) and we report in

table 2.2 the precise form of O1, O2 and O3. Note that in order to ensure that O1

and O2 can be considered semiclassical while O3 is a light operator we have that

J � j � 1 where J = J1 + J2.

Operator field type field type
O1 (J1 + j) Z̄ (J2 − j) X̄
O2 (J1) Z (J2) X
O3 j Z j X̄

Table 2.2: Operators in the SU(2) sector of N = 4 SYM theory. Note that
this gives a non-extremal three point function for any non zero j.

2.4.1 Gauge theory side

In the following we discuss how to represent the operators reported in table 2.2,

we review how to compute the tree level three point function for such operators

obtaining the result already present in [21] and then we proceed considering the one

loop correction to the structure constant which involves two different contributions.

Finally we mention the correction coming from the spin flipping in the coherent

state description. Following [21] we use coherent states to approximate the two

heavy operators, that we reviewed in 1.3 The three operators Oi(xi), i = 1, 2, 3,

for which we compute the three point function are given as follows. All three

operators are in the scalar sector of N = 4 SYM theory and we consider single

trace operators made out of three complex scalars Z, X and Y . Moreover, each
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operator is in an SU(2) sector of N = 4 SYM, see table 2.2 and thus is made of

only two complex scalars that we chose to be Z and X. The O1(x1) and O2(x2)

operators are semiclassical operators thus with J � 1 while O3(x3) is the BPS

chiral primary operator. We can write

O1(x1) = N1ū
i1(
k + 1

l
) ūi2(

k + 2

l
) · · · ūiJ (

k

l
) : Tr(W̄i1W̄i2 · · · W̄iJ ) : (x1) (2.125)

O2(x2) = N2vj1(
k + 1

l
) vj2(

k + 2

l
) · · ·vjJ (

k

l
) : Tr(W j1W j2 · · ·W jJ ) : (x2)

(2.126)

with

W i = (Z,X) , W̄i = (Z̄, X̄) , l ≡ J

2π
. (2.127)

Here u(σ) and v(σ) correspond for each site of the single trace operators to co-

herent states in the spin 1/2 representation of SU(2). Specifically the k’th site is

at σ = k/l and the functions u(σ) and v(σ) are periodic in σ with period 2π and

they take values in C2. Since the two operators are semiclassical also means that

the functions u(σ) and v(σ) are slowly varying in σ. The third operator O3(x3)

is a single trace chiral primary which can be written as

O3(x3) = N3 : Tr sym(X̄jZj) : (x3) (2.128)

It is important to note that we did not include the corrections to the coherent

state description of the operators (2.125)-(2.126) from the so-called spin-flipped

coherent states [97]. We will discuss this point later. Introducing λ′ = λ/J2 we

can arrange the expansion (2.124) as

c123 = c
(0)
123 + λ′c

(1)
123 +O(λ′2). (2.129)

Tree level computation Let us briefly review the computation of the leading

planar contribution to 〈O1(x1)O2(x2)O3(x3)〉 at tree-level [21]. We have two con-

tributions, one coming from the planar contractions among the fields in O3 with

O1 and O2 and another one from the contractions involving only fields in O1 with

fields in O2, see Fig. 2.2. Disregarding propagators, combinatoric factors and such,

the tree-level contractions give

A(k) = B

k+j∏
m=k+1

ū1(m
l
)v2(m

l
)

ū(m
l
) · v(m

l
)

(2.130)
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...

...

O2

O1

O3

Figure 2.2: Tree level planar contractions between O1, O2 and O3.

where

B ≡
J∏

m=1

ū(
m

l
) · v(

m

l
). (2.131)

Note that B depends on u(σ) and v(σ) but not on the choice of k. Including the

sum over k, we have

∑
k

A(k) = B
∑
k

k+j∏
m=k+1

ū1(m
l
)v2(m

l
)

ū(m
l
) · v(m

l
)
. (2.132)

We can see from the equations above and from figure 2.2 that we have J − j

contractions involving fields in O1 and the respective complex conjugates in O2

and these fields can be either X or Z while there are j contractions between Z

type fields of O3 with their conjugates in O1 and j contractions among X̄ type

fields of O3 with their conjugates in O1. Since O1 and O2 are semiclassical and

O3 is a light chiral primary we assume that

• ū and v are slowly varying functions

• j � J

• v(σ) = u(σ)
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giving

∑
k

A(k) ' B
∑
k

(
(ū1v2)(k

l
)

(ū · v)(k
l
)

)j

' B J

∫ 2π

0

dσ

2π

(
(ū1v2)(σ)

(ū · v)(σ)

)j
. (2.133)

We now want to use the approximation in (2.133). We parameterize the difference

between O1 and O2 as

v(σ) = u(σ) +
j

l
δu(σ) (2.134)

Using now (2.134) in (2.133) we find that B = 1 to leading order in j/J and hence

c
(0)
123 =

N3

N

∑
k

A(k) =
1

N

j!J√
(2j − 1)!

∫ 2π

0

dσ

2π
(ū1u2)j (2.135)

up to finite size corrections in 1/J , where we used that N3 = j!√
(2j−1)!

. This is the

same result already derived in [21], adapted to our operators.

One loop computation At one loop there are two types of corrections that one

should take into account. The first type is due to the two loop contribution to the

effective sigma model description which amounts to corrections of order λ to the

external wave function. The second correction is due to the one loop diagrams with

two legs in one of the operators and the other two legs in two different operators,

as shown in Fig 2.3. These diagrams can be computed in the planar limit using

the spin chain inspired methods of [49, 50, 116] that we reviewed in Sec. 2.1

1) Two loop correction to the eigenstates The first type of correction has

been neglected in earlier studies of three point functions of gauge theory operators

in N = 4 SYM theory [49, 50, 116], as pointed out in [140–142]. While in general

it is rather complicated to take into account this contribution, it actually becomes

very easy for the particular set of operators that we are considering. This is due to

the enormous simplification that one has by using a coherent state representation

for the gauge theory operators. As already noticed in [21], this is also the reason

that made the computation of the leading order contribution to c123 possible. In

brief, to take into account this type of contribution we should simply use in our

expressions the wave function which is solution of the EOMs up to two-loops that

one derives from (1.113), with a change of notation from the vector ~n to u. In fact

writing

u = u(0) + λ′u(1) +O(λ′2) (2.136)

and substituting the full u in (2.135) one can compute these type of corrections

order by order in λ′. We will implicitly compute these contributions by assuming
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...

...

H

O2

O1

O3

Figure 2.3: Example of a diagram contributing at one-loop with the insertion
of the one-loop Hamiltonian with two legs in O3 and the other two legs in O1

and O2 respectively.

that the function entering in the one-loop result for C123 is the one in (2.136). This

procedure can be extended to include also higher orders in λ′. Note here that we

assume that (2.134) holds also at order λ′ since otherwise the difference between

u and v would enter at order λ′ when inserting (2.136) in (2.135).

2) One loop diagrams The other type of correction contributing at one-loop

comes form the insertion of the one-loop Hamiltonian with two legs in one of the

operators and the other two legs in two different operators (see Fig 2.3). We

compute these corrections using the prescription given in [49, 50, 116] and more

specifically we want to adapt to our setting (2.14) with the definitions of (2.20).

Note that in this section we are using a different normalisation which amounts in

considering operators which have a unit normalised two point function differently

from [49]. Since we have three operators, there are three types of diagrams. From

(2.14) we have that

c
(1)
123 =

1

32π2

J2N3

N
B

J∑
k=1

(
(ū1v2)(k

l
)

(ū · v)(k
l
)

)j (
f 1

23(k) + f 2
31(k) + f 3

12(k)
)

(2.137)

where B is given in (2.131), f 1
23 is the constant referring to the three point Feynman

diagram with two contractions in O1 and one contraction each with O2 and O3
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and so on. For a given k, (2.20) gives

f 1
23(k) = −

ūi1(k+j+1
l

)ūi2(k+j
l

)vj1(k+j+1
l

)δ1
j2

(ū · v)(k+j+1
l

)ū1(k+j
l

)
Hj1j2
i1i2
−
ūi1(k+1

l
)ūi2(k

l
)δ1
j1
vj2(k

l
)

ū1(k+1
l

)(ū · v)(k
l
)
Hj1j2
i1i2

(2.138)

f 2
31(k) = −

δi12 ū
i2(k+j+1

l
)vj1(k+j

l
)vj2(k+j+1

l
)

v2(k+j
l

)(ū · v)(k+j+1
l

)
Hj1j2
i1i2
−
ūi1(k

l
)δi22 vj1(k

l
)vj2(k+1

l
)

(ū · v)(k
l
)v2(k+1

l
)
Hj1j2
i1i2

(2.139)

with

Hj1j2
i1i2

= 2(I − P )j1,j2i1,i2
, , Ij1j2i1i2

= δj1i1 δ
j2
i2
, P j1j2

i1i2
= δj2i1 δ

j1
i2
. (2.140)

From our choice of the operator O3, one can see that f 3
12 = 0. Using that ū(σ)

and v(σ) vary slowly we have that

−1

2
f 1

23(k) = 2−
ū1(k+j+1

l
)

ū1(k+j
l

)

ū(k+j
l

) · v(k+j+1
l

)

(ū · v)(k+j+1
l

)
−

ū1(k
l
)

ū1(k+1
l

)

ū(k+1
l

) · v(k
l
)

(ū · v)(k
l
)

= 2−
(

1 +
1

l

ū1′

ū1
+

1

2l2
ū1′′

ū1

)∣∣∣∣
σ= k+j

l

(
1− 1

l

ū′ · v
ū · v

+
1

2l2
ū′′ · v
ū · v

)∣∣∣∣
σ= k+j+1

l

−
(

1− 1

l

ū1′

ū1
+

1

2l2
ū1′′

ū1

)∣∣∣∣
σ= k+1

l

(
1 +

1

l

ū′ · v
ū · v

+
1

2l2
ū′′ · v
ū · v

)∣∣∣∣
σ= k

l

=

{
2−

(
1 +

1

l

ū1′

ū1
+
j

l2

( ū1′

ū1

)′
+

1

2l2
ū1′′

ū1

)(
1− j

l2
ū′ · δu +

1

2l2
ū′′ · u

)
−
(

1− 1

l

ū1′

ū1
− 1

l2

( ū1′

ū1

)′
+

1

2l2
ū1′′

ū1

)(
1 +

j

l2
ū′ · δu +

1

2l2
ū′′ · u

)}∣∣∣∣
σ= k

l

=
1

l2

{
ū′ · u′ − (j − 1)

( ū1′

ū1

)′
− ū1′′

ū1

}∣∣∣∣
σ= k

l

. (2.141)

where we included terms up to order 1/J2. Similarly, we find

−1

2
f 3

12(k) = 2−
v2(k+j+1

l
)

v2(k+j
l

)

ū(k+j+1
l

) · v(k+j
l

)

(ū · v)(k+j+1
l

)
−

v2(k
l
)

v2(k+1
l

)

ū(k
l
) · v(k+1

l
)

(ū · v)(k
l
)

=
1

l2

{
ū′ · u′ − (j − 1)

(u2
′

u2

)′
− u2

′′

u2

}∣∣∣∣
σ= k

l

(2.142)

Inserting these results in (2.137) we obtain

c
(1)
123 = − 1

2N

j!J√
(2j − 1)!

∫ 2π

0

dσ

2π
(ū1u2)j

{
ū′ · u′ − j − 1

2

( ū1′

ū1
+
u2
′

u2

)′
− 1

2

( ū1′′

ū1
+
u2
′′

u2

)}
(2.143)

Combining this with the result for the leading order (2.135) with the wave function

u solution of the EOMs up to two loops, we thus arrive at the final expression for
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the 3 point function

c123 =
j!J

N
√

(2j − 1)!

∫ 2π

0

dσ

2π
(ū1u2)j

[
1− λ′

2

{
ū′ · u′ + j2 − 1

2

((ū1u2)′

ū1u2

)2

+
ū1′u′2
ū1u2

}]
+O(λ2)

(2.144)

where we used partial integration to remove double derivatives. This is the quan-

tity that we want to compare with the holographic counterpart.

Correction to coherent state description from spin-flipped coherent state

In the above, we computed the one-loop correction to the three point function for

two heavy operators O1(x1) and O2(x2) and one light chiral primary operator

O3(x3) using the coherent state description (2.125) and (2.126) for the two heavy

operators. However, as found in [97], while at order λ gauge theory operators

can be described in the long-wave length approximation using a coherent state,

at order λ2 one has to use a linear combination of a coherent state and a spin-

flipped coherent state. This arises when integrating out the short scale degrees of

freedom in the spin chain description. We consider below the effect of using the

full linear combination, instead of only the coherent state part that we using in

(2.125)-(2.126). Consider first the coherent state part. Note that we work in the

SU(2) sector in the following. We represent this by the state

|ψ0〉 = |~n1〉 ⊗ |~n2〉 ⊗ · · · ⊗ |~nJ〉 (2.145)

where for each site we write |~nk〉 = Rk |↑〉 with Rk being a rotation matrix for the

k’th site. The continuum description uses instead the function ~n(2πk
J

) = ~nk. The

state (2.145) corresponds to the description of the O1(x1) and O2(x2) operators

using Eqs. (2.125)-(2.126). Note also that we require ~n(σ) to solve the EOMs of

the two-loop effective Lagrangian (1.113). However, as found in [97], the full gauge

theory state at order λ2 (and for large J) is given by

|ψ〉 =
(

1− 1

2

∑
k,k′

|ck,k′|2
)
|ψ0〉+ |ψ1〉 , |ψ1〉 =

∑
k,k′

ck,k′|k, k′〉 (2.146)

where |k, k′〉 is built from the coherent states with two spin flips

|↓a↓b〉 = R1|↑〉⊗· · ·⊗Ra−1|↑〉⊗Ra|↓〉⊗· · ·⊗Rb−1|↑〉⊗Rb|↓〉⊗· · ·⊗RJ |↑〉 (2.147)

as follows

|k, k′〉 =

√
2

J
e−i(k+k′)p

J∑
b>a=1

eika+ik′b|↓a↓b〉 (2.148)
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where p is a number giving an optional extra phase factor. Using the results and

notation of [97] we can write

|ψ1〉 =
J

2
√

2

∑
a

∑
k,k′

2∑
q=1

λq
ei(k+k′)(a−p)eik

′q

ε(k) + ε(k′)
Aa,a+q
−− |↓a↓a+q〉 (2.149)

with

λ1 =
1

4π2
− λ

16π4
, λ2 =

λ

64π4
, ε(k) = J2[λ1(1−cos k)+λ2(1−cos 2k)] (2.150)

where ε(k) is the energy for one spin flip, and for large J we have

Aa,a+q
−− ' 1

2

(2πq

J

)2

B(
2πa

J
) , B(σ) = −(∂σθ)

2 + sin2 θ(∂σϕ)2 − 2i sin θ∂σθ∂σϕ

(2.151)

We now extract the part of this proportional to λ, discarding the terms which

either give finite-size corrections at order λ0 or terms of order λ2. Then, for large

J , we can write

|ψ1〉 =
λ′

4
√

2

∑
a

B(
2πa

J
)

2∑
q=1

Fq(a− p)|↓a↓a+q〉 (2.152)

F1(a) = − 1

4J

∑
k,k′

ei(k+k′)aeik
′
(2− cos 2k − cos 2k′)

(2− cos k − cos k′)2
, F2(a) =

1

J

∑
k,k′

ei(k+k′)ae2ik′

2− cos k − cos k′

(2.153)

Spin-flip correction and the three point function We now turn to the impact

on the three point function computed in this paper. We can schematically write

the two heavy operators as Oi(xi) = O(0)
i (xi) + O(1)

i (xi), i = 1, 2, where O(0)
i (xi)

are now the operators given in (2.125)-(2.126) using a coherent state description,

and O(1)
i (xi) are the spin-flip corrections which can be inferred from (2.149). Note

that to one-loop order we can approximate |ψ〉 = |ψ0〉+ |ψ1〉. We have

〈O1(x1)O2(x2)O3(x3)〉 = 〈O(0)
1 (x1)O(0)

2 (x2)O3(x3)〉+ 〈O(1)
1 (x1)O(0)

2 (x2)O3(x3)〉

+〈O(0)
1 (x1)O(1)

2 (x2)O3(x3)〉+ 〈O(1)
1 (x1)O(1)

2 (x2)O3(x3)〉 (2.154)

We first remark that to one-loop order, we can only get a contribution from the

spin-flip correction for the tree-level diagram since |ψ1〉 in (2.152) is proportional

to λ. Hence this also holds for O(1)
1,2(xi). From this it is also clear that the last term

on the RHS of (2.154) is of order λ2. Thus, at one-loop, the possible contributions
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from the spin-flipped coherent state corrections can come from computing the tree-

level Wick contractions for the second and third terms on the RHS of Eq. (2.154) at

tree-level. Consider the Wick contractions of the term 〈O(0)
1 (x1)O(1)

2 (x2)O3(x3)〉.
Thus, while O(0)

1 (x1) is inferred from |ψ0〉 the operator O(1)
2 (x2) is inferred from

|ψ1〉. Consider now |ψ1〉 of Eq. (2.152). Considering the tree-level Wick contrac-

tions we see that if the index a in (2.152) points to a site that contracts with

O(0)
1 (x1), the contribution is zero since 〈↑ | ↓〉 = 0. Hence the non-zero contribu-

tion comes from values of a that point to sites that contracts with O3(x3) (and

also such that either a + 1 or a + 2 contracts with O3(x3)). Each of these sites

contracts with an X̄ in O3(x3). Due to the two spin flips, the contraction with

the operator corresponding to the state | ↓a↓a+q〉 picks up a factor uj−2
2 u2

1 which

combined with the Wick contractions between O1(x1) and O3(x3) gives a factor

(ū1u2)j−2(ū1u1)2 factor. Combined with the other parts of (2.152) we pick up the

contribution
λ′

4
√

2
B(σ)

[
j−1∑
a=1

F1(a− p) +

j−2∑
a=1

F2(a− p)

]
(2.155)

One can find numerically that F1(a) + F2(a) is of order 1/J for a 6= 0. However,

taken separately F1,2(a) are of order J . Moreover, F1,2(a) peaks around a = 0.

Indeed for large J one finds that F1(a) + F2(a) ∝ δa (note that this result is

consistent with using the approximation ε(k) + ε(k′) ' 2ε(k′) in [97]). Hence, the

contribution (2.155) is highly sensitive to the value of p. Thus it is not completely

clear how this kind of correction can be taken into account. However we can notice

that

• From conservation of R-charge one could argue that the spin flip correction

should end up being zero. Indeed, the expectation values of the R-charges

changes when flipping the spins in the coherent state. This suggests that

by R-charge conservation the second and third terms on the RHS (2.154)

should be zero. However, this is not a precise argument since the coher-

ent states are not eigenstates of the R-charges. Nevertheless one could

speculate that the fact that the R-charges in 〈O(1)
1 (x1)O(0)

2 (x2)O3(x3)〉 and

〈O(0)
1 (x1)O(1)

2 (x2)O3(x3)〉 are not conserved on the level of expectation val-

ues should mean that their contributions are highly suppressed in the large

J limit;

• a possible contribution from the spin-flip correction would seem to be pro-

portional to the function (ū1u2)j−2(ū1u1B(σ) + ū2u2B̄(σ)). This function is
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not proportional to any of the three terms at order λ in (2.144). Thus, if

this contribution is non-zero it would seem that it introduces a new type of

term in the three point function coefficient (2.144).

2.4.2 String theory side

In this section we describe the computation of the one and two loop correction to

the holographic three-point function coefficient for the case of the two semiclassical

operators and the small 1/2 BPS operator considered in the previous section.

This is done following the work initiated in [10, 21]. The two large operators are

described by semiclassical strings while the small BPS operator corresponds to a

quantum string.

Three point function at order λ′ Our starting point is the sigma-model for

type IIB string theory on AdS5 × S5 in the regime in which it is described by the

Landau-Lifshitz sigma-model [38]. We now are ready to use this result to compute

the corrections to the holographic three point correlation function coefficient c123

for two semi-classical operators and a light chiral primary operator up to two-loops.

If we rewrite (2.25) in our notation it gives

c123 = cj

√
λ

N

∫ +∞

−∞
dτe

∫ 2π

0

dσ

2π

(Ū1U2)j

cosh2j( τe
κ

)

[
2

κ2 cosh2( τe
κ

)
− 1

κ2
− ∂aŪ · ∂aU

]
(2.156)

where τe is the Euclidean time and we already used the gauge choice (1.131)

which allows to make contact with our gauge theory computation. cj is a constant

depending only on the parameter j which is associate to the supergravity mode

dual to the chiral primary operator. In our case it is given by

cj =
(2j + 1)!

22j+2j!
√

(2j − 1)!
(2.157)

Here U(τ, σ) is a complex vector that parametrizes the embedding of the type IIB

string on S5. We have that only two components of the complex vector are non

zero because we chose our operators to be in SU(2) sectors of N=4 SYM

U1 = sinψeiφ1 , U2 = cosψeiφ2 , U3 = 0 (2.158)
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and we work in the Frolov-Tseytlin limit [37, 38] which in our notation is

κ→ 0 ,
1

κ
∂τU fixed , ∂σU fixed. (2.159)

We can then compute the term ∂aŪ·∂aU appearing in (2.156). In the limit (2.159)

it becomes

∂aŪ · ∂aU = − 1

κ2
+

1

2
(~n′)2 − κ2

16
(~n′)4 +O(κ4) (2.160)

Therefore up to terms second order in κ2 (or equivalently λ′) we get

c123 = cj

√
λ

N

∫ +∞

−∞
dτe

∫ 2π

0

dσ

2π

(e−iϕ cos θ)j

2j cosh2j( τe
κ

)

[
2

κ2 cosh2( τe
κ

)
− 1

2
(~n′)2 +

κ2

16
(~n′)4 +O(κ4)

]
(2.161)

We can now evaluate the integral over τe. It is clear that the integral over τe peaks

around τe = 0 in the κ → 0 limit. However, we can get a possible contribution

from expanding the integrand around τe = 0. If we denote G(τe, σ) ≡ (e−iϕ cos θ)j

and expand we get

G(τe, σ) = G(0, σ) + τe
∂G

∂τe

∣∣∣
(0,σ)

+
1

2
τ 2
e

∂2G

∂τ 2
e

∣∣∣
(0,σ)

+ · · · (2.162)

We end up having three different contribution:

1. G(0, σ): this correction gives zero when integrated over τe since it is an odd

function of τe;

2. ∂G
∂τe

: this in general is a non-zero contribution but since τe ∼ κ and because

of the Frolov-Tseytlin limit, this correction is of order λ′2. For this reason

we see that no other part of the integrand will pick up a contribution in this

way, since they are of higher order in λ′ and we consider only terms up to

order λ′2;

3. ∂2G
∂τ2
e

: using the EOMs for the Landau-Lifshitz sigma model we obtain

∂2G

∂τ 2
e

∣∣∣
(0,σ)

= κ2(e−iϕ cos θ)j(K1 +K2) (2.163)
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with

K1 = −j(j − 1)

4

[
iθ′′

cos θ
+ sin θ(2 tan θθ′ϕ′ + iϕ′2 − ϕ′′)

]2

(2.164)

K2 = − j

16

1

cos θ

{
8i sin θ θ′3ϕ′ − 4 cos θ sin2 θ ϕ′4 − 4 cos 3θ ϕ′′2 + 4θ′2[sin θ θ′′ − 5i cos θ ϕ′′

−15 cos θ sin2 θ ϕ′2] + ϕ′2[(5 sin 3θ − 19 sin θ)θ′′ + i(7 cos 3θ − 3 cos θ)ϕ′′]

+4θ′[ϕ′(sin θ(−4i cos 2θ ϕ′2 + (11 cos 2θ − 1)ϕ′′ − 6i cos θ θ′′))− 4i sin θ ϕ′′′]

+8 sin θ ϕ′(sin 2θ ϕ′′′ − 2iθ′′′) + 4 sin θ(θ′′′′ − 6iθ′′ϕ′′)− 4 cos θ(θ′′2 − iϕ′′2)
}

(2.165)

Besides there are three types of integral to perform that we denote as I0, I1 and

I2 and they are given by

I0 =
1

κ

∫ +∞

−∞

dτe

cosh2j+2( τe
κ

)
=

22j+1 (j!)2

(2j + 1)!

I1 =
1

κ

∫ +∞

−∞

dτe

cosh2j( τe
κ

)
= I0

2j + 1

2j

I2 =
1

κ3

∫ +∞

−∞

τ 2
e dτe

cosh2j+2( τe
κ

)
= I0

1

4
Ψ(1, 1 + j)

(2.166)

where Ψ(1, x) = d2

dx2 log Γ(x). Using this, our final result is

c123 =
J

N

j!

2j
√

(2j − 1)!

∫ 2π

0

dσ

2π
(e−iϕ cos θ)j

[
1− (2j + 1)

4j

(
λ′

2
(~n′)2 − λ′2

16
(~n′)4

)

+
λ′2

4
Ψ(1, 1 + j)(K1 +K2) +O(λ′3)

]
(2.167)

where we used κ2 = λ′.

2.4.3 Comparison

Having the result (2.167), we are ready to make the comparison with the gauge

theory result (2.143). To this end, it is convenient to compute (2.156) in terms

of a different set of coordinates. We do this in this section where we limit our-

selves to consider only up to and including the one loop correction. We write the

parametrization of the 3-sphere using the unitary vector U(σ, τ) = eiτ/κu(σ, τ),
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where u(σ, τ) = (u1(σ, τ), u2(σ, τ), u3(σ, τ)). The limit (2.159) then is

κ→ 0 ,
1

κ
∂τu fixed, ∂σu fixed. (2.168)

In this limit the EOMs and Virasoro constraints reduce to 2 i
κ
∂τu = ∂2

σu+2u (∂σū · ∂σu)

and ū ·∂σu = 0. The holographic three point function coefficient can thus be com-

puted from

c123 = cj

√
λ

N

∫ +∞

−∞
dτe

∫ 2π

0

dσ

2π

(ū1u2)
j

cosh2j( τe
κ

)

[
1

κ2 cosh2( τe
κ

)
− ∂σū · ∂σu +O(κ2)

]
.

(2.169)

Note that this is the same expression used in [21] if one replaces κ with 1/κ .

Evaluating the integral over τe as before we obtain

c123 =
J

N

j!√
(2j − 1)!

∫ 2π

0

dσ

2π

(
ū1u2

)j [
1− λ′2j + 1

2j
∂σū · ∂σu +O(λ′2)

]
.

(2.170)

Comparing this result with the one for the dual gauge theory (2.144), it is evident

that the leading terms in both sides perfectly match as already pointed out in [21]

but there is a mismatch in the one loop correction. Actually it is not clear that one

should have expected the gauge theory result (2.144) and the string theory result

(2.170) to match8. This is true even for the leading order part corresponding to

tree-level on the gauge theory side. However, the fact that the tree-level part does

match the string side, certainly raises the hope that also the one-loop part should

match. While our analysis seems to conclude that this is not the case, we should

point out that there are a number of subtleties in the computations that may

not be sufficiently well understood at present in the literature and could therefore

possibly affect our results. First of all the possibility of a further contribution

to the result (2.144) coming from the so-called spin-flipped coherent state [97],

as discussed in Section 2.4.1. Moreover, among the other possible subtleties is

the approximation O1 ' Ō2. Indeed, in our computation we have assumed that

(2.134) holds also at two-loop order. Moreover the gauge theory side of the com-

putation, which is based on the prescription of [49, 50, 116], might still require

some explicit tests on the line of the ones performed in [142]. Finally, with our

current understanding of the AdS/CFT correspondence, it is not clear whether

8Note that it was conjectured in [31] that both the tree-level and one-loop contributions on
the gauge theory side matches the zeroth and first order contributions in the Frolov-Tseytlin
limit on the string theory side for three point function of this kind.



Chapter 2. Semiclassical methods 107

or not one should expect a matching of the two quantites. Nevertheless it has

pointed out in [143] that in the limit when the number of imputities j in the small

operator goes to infinity the matching in the Frolov-Tseytlin limit still holds. This

comparison has been made using Integrability inspired techinques on the gauge

theory, in this way one incorporates in the same structure the contributions com-

ing from the mixing of the operators at two loop order and the ones coming from

the one loop diagrams [57]. We will introduce these Integrability based techniques

in the next chapter to compute tree level structure constants in the gauge theory

side for non-BPS operators.

2.5 Two heavy and one light operators in the

SU(2)× SU(2) sector of ABJM

In this section we want to extend the procedure of [21] in a further direction,

namely we will compute the leading order contribution for the planar three point

correlation function of two heavy operators and one light operator belonging to

the SU(2) × SU(2) sector of ABJM theory [39]. The light operator is chosen

to be a chiral primary and we work in the the Frolov-Tseytlin limit [37, 38].

Again we compare the results obtained in the gauge theory side using a coherent

state approach for the heavy operators with the holographic counterpart using

the prescription of [10]. In order to compare these results we are interested in

computing the following quantity 9

r =
c••◦

c◦◦◦
. (2.171)

We have used in (2.171) the same notation of [21], each circle in the superscript

represents an operator appearing in the correlators and filled circles correspond

to non-BPS operators while empty circles correspond to BPS ones. Note also

that we put the subscripts λ � 1 and λ � 1 to distinguish the gauge theory

computations from their holographic counterpart respectively. Considering the

ratio (2.171) removes any dependence on normalization conventions [21] making

possible the comparison.

Correlation functions in ABJM Unlike what is the case for the AdS5 × S5

9Note that since we are only discussing the tree level contribution we remove the superscript
(0) in denoting the tree level part of the three point function.
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correspondence not much is known about three-point functions of its AdS4×CP 3

cousin. Planar three-point functions of scalar chiral primaries were calculated

at strong coupling more than 10 years ago using M-theory on AdS4 × S7 [144].

More recently, strong coupling results were obtained for the case of two giant

gravitons and one tiny graviton, all BPS [145]. These three-point functions all

show an explicit dependence on the ’t Hooft coupling constant and hence are

not protected like their AdS5 × S5 counterparts [34, 106]. In [15] [146] certain

three-point functions involving two (non-BPS) semi-classical string states and the

dilaton field were presented. Perhaps for this reason, little effort has been put into

studying the corresponding three-point functions at weak coupling. Weak coupling

three-point functions only make sense for operators with well-defined conformal

dimensions i.e. for operators which are eigenstates of the dilatation operator of

the field theory. Scalar chiral primary operators belong to this category. Their

two-point functions are protected. One can hence immediately proceed with the

calculation of three-point functions of such operators. A number of tree-level

results for three-point functions of scalar chiral primaries, including operators

dual to giant gravitons, can be found in the references [145, 147]. Furthermore,

it has been shown that the one-loop correction to any n-point function of scalar

chiral primaries vanishes due to colour combinatorics [148] but apart from that

there are no results on higher loop corrections to correlation functions neither of

chiral primaries nor of more general operators.10

2.5.1 Gauge theory side

Operators We choose the operators O1 and O2 to be of the same length. This

will also allow to avoid ambiguities arising from multiplying O1 and/or O2 by a

phase [40]. All 3 operators are single trace operators and each of them belongs to

an SU(2) × SU(2) sector of ABJM theory. We will consider non-extremal three

point functions. Note that the coherent state functions that we use to describe the

heavy operators are solutions of the Landau-Lifshits model up to two-loops (which

is the first non trivial order in ABJM theory) [151, 152], see appendix C. In this

section we wish to calculate a three point function of the type considered above in

the limit where the two operators, O1 and O2, are much longer than the operator

10It is expected that n-point correlation functions of BPS operators involving space-time points
with light like separation are related to n-sided light like polygonal Wilson loops and to scattering
amplitudes [148] as it is the case in N = 4 SYM [149]. Similar relations are argued to hold for
more general classes of operators and for theories in general dimensions [150].
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O3. In order to simplify the presentation we now restrict ourselves to the case

described in Tab. 2.3, which is not the most general one. The most general case

Operator field type field type field type field type
O1 (J − J1) Z1 (J1) Z2 (J − J1) W1 (J1) W2

O2 (J1 + j) Z̄2 J − J1 − j Z̄1 (J1 + j) W̄2 (J − J1 − j) W̄1

O3 j W2 j Z̄1 j Z2 j W̄1

Table 2.3: Operators in the SU(2) × SU(2) sector of ABJM. The notation
(J−J1) Z1 means that the number of Z1 fields is (J−J1) and so on. We consider
the case where 1 � j � J1, J . Note that we do not specify which fields are

vacua and which are excitations because it is irrelevant in this description.

is not conceptually more difficult, only the notation become cumbersome. From

table 2.3 we see that the total length of O1 and O2 is 2J and that total length of

O3 is 4j and its dimension is 2j. We already took into account the momentum

constraints. We take J � j � 1 and the operators O1(x1) and O2(x2) are semi-

classical operators that we represent by coherent states as

O1 = . . . (u(2k−1)
o · Z)(u(2k)

e ·W)(u(2k+1)
o · Z)(u(2k+2)

e ·W) . . . (2.172)

O2 = . . . (v̄(2k−1)
o · Z̄)(v̄(2k)

e · W̄)(v̄(2k+1)
o · Z̄)(v̄(2k+2)

e · W̄) . . . (2.173)

where the notation is explained in Fig.2.4. The functions u(a)(σ) and v(a)(σ),

where the subscript “a” is equal to “o” (for odd sites) and “e” (for even sites),

correspond for each site of the single trace operators to coherent states in the spin

1/2 representation of SU(2). They are periodic in σ with period 2π and satisfy

the condition ū(a) · u(a) = 1. Moreover they obey the Landau-Lifshitz EOM, see

appendix C. The operators O1 and O2 are semiclassical therefore the functions

u(a)(σ) and v(a)(σ) are slowly varying in σ. The operator O3(x3) is given by

O3(x3) = N3 : Tr(sym((Z1W1)j(W̄2Z̄1)j)) : (x3) (2.174)

where “sym” denotes all possible symmetrized states. Note that among all pos-

sible states in O3, the only one that contributes at the planar level to the Wick

contractions in Fig. 2.4 for this type of three point function is

O3 = N3tr
(
(Z1W1)j(W̄2Z̄1)j

)
(2.175)
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...

...

2k − 1 + 2j

2k − 1 + 2j

2k − 1 + 2J

2k − 1 + 2J

O2

O1

O3

Figure 2.4: Tree level contractions between O1, O2 and O3. Note that the
contractions among O1 and O2 involve fields at site number from 2k− 1 + 2j to
2k − 1 + 2J while the rest are among O1 and O3, O2 and O3. To consider all

the contractions we have to sum over all possible k from 1 to J .

and the norm is N3 = (j!)2√
(2j)!(2j−1)!

, meaning that the respective two point function

is unit normalized.

c••◦We can now compute the planar tree level contribution to 〈O1(x1)O2(x2)O3(x3)〉
at tree-level. In full analogy with what we have described in Sec. 2.4.1 we define

B ≡
J∏

m=1

(u(2m−1)
o · v̄(2m−1)

o ) (u(2m)
e · v̄(2m)

e )(
p

l
) (2.176)

The quantity B takes into account the overlap between the large operators O1

and O2. In writing (2.176) we took into account that the field in the odd (even)

sites of the operator O1 will contract with the fields in the odd (even) sites of the

operator O2. Note that in (2.176) l = J/2π and that B does not depend on the

choice of the site k. Our convention for the tree-level three point diagram is that

we contract the first 2j letters of O1 with O3 and the rest is then contracted with

O2. Also, we contract the first 2j letters of O2 with O3 and the rest with O1 (see



Chapter 2. Semiclassical methods 111

Fig. 2.4). The tree-level contractions give

A(k) = B

k+j−1∏
m=k

u1
o

(
(2m− 1)π

J

)
u1
e

(
2mπ

J

)
v̄2
o

(
(2m− 1)π

J

)
v̄2
e

(
2mπ

J

)
(2.177)

Summing over k, we have

J∑
k=1

A(k) =
J∑
k=1

k+j−1∏
m=k

u1
o

(
(2m−1)π

J

)
u1
e

(
2mπ
J

)
v̄2
o

(
(2m−1)π

J

)
v̄2
e

(
2mπ
J

)
(u

(2m−1)
o · v̄(2m−1)

o ) (u
(2m)
e · v̄(2m)

e )
. (2.178)

The meaning of this notation is the same of section 2.4 and it becomes clear from

Fig. 2.4. Since u(a) varies slowly and j � J , the difference for u(a) at two different

values of σ can be estimated using a Taylor expansion. Similarly can be done for

v(a). We find

∑J
k=1A(k) ' B

∑J
k=1

(
u1
o(

(2k−1)π
J )u1

e( 2kπ
J )v̄2

o(
(2k−1)π

J )v̄2
e( 2kπ

J )
(u

(2k−1)
o ·v̄(2k−1)

o ) (u
(2k)
e ·v̄(2k)

e )

)j
−→ N3BJ

∫ 2π

0
dσ
2π

(
u1
o(σ)u1

e(σ)v̄2
o(σ)v̄2

e(σ)
(uo(σ)·v̄o(σ)) (ue(σ)·v̄e(σ))

)j
. (2.179)

We now use the approximation v(a)(σ) = u(a)(σ) in (2.179) more precisely that

v(a)(σ) = u(a)(σ) + δu(a)(σ) (2.180)

where δu(a) is of order j/J Using this relation we can easily see that B = 1 to

leading order in j/J and hence

c••◦λ�1 =
N3

N

∑
k

A(k) =
1

N
N3 J

∫ 2π

0

dσ

2π

(
u1
o(σ)u1

e(σ)ū2
o(σ)ū2

e(σ)
)j

(2.181)

up to finite size corrections in 1/J .

c◦◦◦ Now we want to compute c◦◦◦ which is the three-point correlation function

coefficient for three chiral primaries with the same charges of the operators that

we have considered above, see table 2.3. There are two ways for computing this

quantity. The first one is described in [145]. From [145] we obtain to leading order

and in our notation where O1 and O2 have the same dimension (length) J (2J)

and O3 has dimension (length) 2j (4j), that

c◦◦◦λ�1 =
J
√

2j

N

(J − J1 + j)!J1!((J − j)!)2j!2

(J !)2(J − J1)!(J1 − j)!(2j)!
. (2.182)



Chapter 2. Semiclassical methods 112

To get to this result we used that the quantity < C1C2C3 >planar that appears

in [145] gives in this case

< C1C2C3 >planar=
(J − J1 + j)!J1!((J − j)!)2j!2

(J !)2(J − J1)!(J1 − j)!(2j)!
. (2.183)

Taking the limit J, J1 →∞ keeping J − J1 large, we have

c◦◦◦ ∼ N3

N
Jsj, (2.184)

where we have defined the quantity s = J1(J−J1)
J2 . The second way of computing

(2.184) can be obtained using another result of [39] that we will describe in the

next chapter. Using the result (2.181), we then compute

rλ�1 =
1

sj

∫ 2π

0

dσ

2π
(u1

o(σ)u1
e(σ)ū2

o(σ)ū2
e(σ))j. (2.185)

We will show in the following that for the ratio rλ�1 at strong coupling we obtain

the same result.

2.5.2 String theory side

Here we compute the holographic three-point function dual to the correlator of

two heavy and one light operator considered in 2.5.1 using the prescription of [10].

The procedure outlined in [21, 27, 40] for type IIB string theory on AdS5×S5 can

be easily generalized to type IIA string theory on AdS4×CP 3 using the results of

[144, 145, 153]. Our convention and notation for the AdS4 ×CP 3 background for

type IIA string theory are explained in appendix C.

In order to compute the holographic three point correlation function to leading

order, we need to use the wave functions which are solution of the Landau-Lifshitz

EOMs. This is because at each order in the expansion parameter, the wave func-

tion receives corrections coming from the next order contribution to the effective

sigma model description. The wave functions that we will use in the next section

to describe the heavy operators that appear in the three-point correlation function

dual to the one computed on the gauge theory side, are solution of the EOMs that

one derives from (C.15).

c••◦ Here we compute the holographic three point function dual to the operators

considered table 2.3 using the prescription of [10]. We start with the metric (C.1)
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and parametrize the AdS4 part as

ds2

AdS4
=
dz2 + dx2

µ

z2
, xµ = (x1, x2, x3) (2.186)

and we parametrize the two two-spheres associated to the two SU(2) sectors con-

tained in CP 3 we use two complex vectors Ue(τ, σ) = (U1
e , U

2
e ) and Uo(τ, σ) =

(U1
o , U

2
o ). 11 With this parametrization the results of this section will be directly

comparable with the ones of 2.5.1. We consider supergravity modes of dimension

∆ represented by the following fluctuations [144, 145, 153]

hµν =
4

∆ + 2

(
∇µ∇ν +

∆ (1−∆)

6
gµν

)
s (2.187)

hαβ =
∆

3
gαβs. (2.188)

where µ, ν refer to coordinate of AdS4 and α, β to coordinate of CP 3. The bulk

to boundary propagator sA is given by

s =
N∆Y∆z

∆
2

Ñ3x∆
B

(2.189)

where Y∆ are the spherical harmonics on S7, xB defines the position of the chiral

primary operator, Ñ3 =
( ∆

4
)!2

( ∆
2

)!
and

N∆ =
λ1/4

N 21/4
√
π

2∆/2 (∆ + 2)
√

∆ + 1

∆
. (2.190)

In the expression (2.189) there is a factor of Ñ3 of difference between the usual

expression for the bulk to boundary propagator which relies on our choice for the

chiral primary operator. Moreover we compute

hzz =
4

∆ + 2

[(
∂z∂z − Γλzz∂λ

)
s+

∆ (1−∆)

6z2
s

]
=
N∆Y∆

x∆
B

4

∆ + 2

∆ (∆ + 2)

12
=
N∆Y∆

x∆
B

∆

3
(2.191)

11Note that in App. C we use a different parametrization for the two two-spheres. The two
parametrizations are related by a coordinate transformation.
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hxx =
4

∆ + 2

[
−Γλxx∂λs+

∆ (1−∆)

6z2
s

]
= −N∆Y∆

x∆
B

4

∆ + 2

∆ (∆ + 2)

6
= −N∆Y∆

x∆
B

2∆

.
3 (2.192)

With this ingredients we get that (2.25) gives in our case

c••◦ = ajλ
3
4

∫ ∞
−∞

dτe

∫ 2π

0

dσ

2π

Y

cosh2j τe
κ

[
3

κ2 cosh2 τe
κ

− 1

κ2
−
(
∂aŪe · ∂aUe + ∂aŪo · ∂aUo

)
2

]
,

(2.193)

where we already implemented the gauge choice (C.12), we introduced the Eu-

clidean time τe and we defined

aj =

√
π(4j + 1)

N

2
1
4
−2j(2j + 1)!

j!2
, Y =

(
U1
e Ū

2
eU

1
o Ū

2
o

)j
. (2.194)

Note that we dropped the factor x
∆/2
B and we used an explicit representation for

the spherical harmonics. To compare with the gauge theory results we take the

Frolov-Tseytlin limit [37, 38] which in our notation reads [40, 95, 151]

κ→ 0 ,
1

κ
∂τUe,o fixed , ∂σUe,o fixed. (2.195)

A subclass of solutions that can be mapped to coherent spin chain states at weak

coupling is given by considering the parametrization Ue,o(σ, τ) = eiτ/κue,o(σ, τ)

with the condition ūe · ue = 1 and similarly for uo. The limit (2.195) becomes

κ→ 0 ,
1

κ
∂τue,o fixed , ∂σue,o fixed. (2.196)

The functions ue,o are solutions of the Landau Lifshitz equations of motion derived

from the action (C.15) and satisfy the Virasoro condition ūe ·∂σue + ūo ·∂σuo = 0.

Note that in our notation, the energy that one computes using the action (C.15)

goes as E−J ∼ O(λ/J2). This is due to the rescaling of t in (C.7). This rescaling

has the effect that the gauge constant κ ∼
√
λ
J

. This implies that the expansion in

powers of κ on the string side parallels the expansion in powers of λ/J2 that one

has on the gauge theory side. In the limit (2.196), (2.193), to leading order, gives

c••◦ =
λ

3
4

√
π(4j + 1)

N

2
1
4
−2j(2j + 1)!

j!2

∫ ∞
−∞

dτe

∫ 2π

0

dσ

2π

(
u1
eū

2
eu

1
oū

2
o

)j 1

κ2 cosh2+2j τe
κ

.

(2.197)
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For κ → 0, the integrand peaks around τe = 0 and the τ -integral can thus be

evaluated. The result reads∫ +∞

−∞

dτe

κ2 cosh2j+2( τe
κ

)
=

22j+1 (j!)2

κ (2j + 1)!
. (2.198)

Using that κ =
√
λ

Jπ
√

2
(see App. C) we obtain

c••◦ = J
λ

1
4 2

3
4

√
πN

√
4j + 1

∫ 2π

0

dσ

2π
(u1

eū
2
eu

1
oū

2
o)
j. (2.199)

c◦◦◦ The expression for the holographic three point for the chiral primaries with

the same charges as the operators considered in Table2.3 can be computed using

[145] where in our case p = J − j. We have that n6 = j, n1 = n2 = p = J − j,
n3 = j. Note also that in our notation γ1 = γ2 = 2j, γ3 = 2J−2j and γ = 2J+2j

where we used that the relation between our notation and J1, J2 and J3 in [145]

is that (J1/2)there = (J2/2)there = Jour and (J3/2)there = 2jour. We get

C◦◦◦λ�1 =
λ

1
4 2−

1
4

N
√
π

(2J + 1)J !2

(J + j)!(J − j)!

√
4j + 1(2j)!

j!2
< C1C2C3 > . (2.200)

Using (2.183) to express < C1C2C3 > we obtain

C◦◦◦λ�1 =
λ

1
4 2−

1
4

N
√
π

√
4j + 1

(2J + 1)(J − j)!
(J + j)!

(J − J1 + j)!

(J − J1)!

J1!

(J1 − j)!
. (2.201)

Note that this expression differs from (2.182) which is valid at weak coupling. In

particular the dependence on the coupling is very different, meaning that the three

point function for 3 chiral primaries in ABJM theory is not a protected quantity.

In the limit J, J1 →∞ with J − J1 large we have

c◦◦◦ =
λ

1
4 2

3
4

N
√
π
Jsj
√

4j + 1. (2.202)

We can now compute the ratio between (2.199) and(2.202) and compare it with

the corresponding quantity (2.185) at weak coupling. We find

rλ�1 =
c••◦

c◦◦◦

∣∣∣∣
λ�1

=
1

sj

∫ 2π

0

dσ

2π
(u1

eū
2
eu

1
oū

2
o)
j. (2.203)
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It is easy to see that to leading order (2.185) and (2.203) give the same result

rλ�1 = rλ�1. (2.204)

Note that we have that rλ�1 = rλ�1 only in the limit J, J1 → ∞ which is the

regime for which also the matching of [21] was observed. In the next chapter we

consider another computation in the context of the AdS4/CFT3 correspondence to

compute three point functions of non BPS operators from the gauge theory side.
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3.1 Introduction

The problem of computing three point functions on the gauge theory side amount

of solving a combinatorial problem, which even at tree level is very hard to solve es-

pecially for long operators. We have already pointed out in Sec. 2.1 that using spin

chain approaches one can identify an operator with a closed spin chain and split

this closed spin chain into two parts ending up with two open spin chain states

as the two segments of one closed spin chain [49] and use the Algebraic Bethe

ansatz techniques, reviewed in Sec. 1.2, to diagonalize the spin chain Hamilto-

nian [50]. Recent developments in this stream have been achieved in a series of

papers [52, 54] and subsequently [39, 55, 56, 58, 59, 154, 155] for tree level compu-

tations and [57] for one loop corrections. Let us review how to compute tree level

structure constants in N = 4 SYM. In this section we will mostly review [52] [54]

where the authors have found an expression for the planar tree level, non extremal

117
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three point functions of operators belonging to the SU(2) sector of N = 4 SYM

in terms of the three sets of rapidities. In [52] the result is given as a specific sum

over the possible ways of partitioning the rapidities of one operator in two subsets,

while in [54] using six vertex model techniques, reviewed in Sec. 1.2.4the structure

constants are given in a determinant form. The main advantage of these methods

is that they depend only on the sets of rapidities of the three operators, meaning

that they can in principle be applied to any operators belonging to the sector that

we are considering. Then we discuss the generalization of these procedures in two

directions, firstly [59] we peruse how to define a recursive relation for the scalar

products of operators in the SO(6) sector and secondly [39] we examine the case

of three point functions of operators in the SU(2)× SU(2) sector of ABJM using

the method proposed in [54].

3.1.1 From contractions to scalar products

Let us consider three operators O1, O2 and O3 belonging to the SU(2) sector of

N = 4 SYM, thus made only of combinations of two complex scalars Z and X.

In general there are is a huge degeneracy, many operators share the same scaling

dimension. To avoid this problem we choose operators with well defined anomalous

dimension, thus these operators are eigenstates of a XXX 1
2

spin chain Hamiltonian

and the anomalous dimensions are the respective eigevalues. The most general

operators which admit a non trivial non extremal and planar three point functions

are of the form reported in table 3.1, their lengths are L1, L2 and L3 and the

number of impurities are N1, N2 and N3 respectively. The planar contractions

Operator Vacuum Excitation
O1 (L1 −N1) Z N1 X
O2 (L2 −N2) Z̄ N2 X̄
O3 (L3 −N3) Z N3 X̄

Table 3.1: The three operators in the SU(2) sector. We can consider a vacuum
field as a spin up while an excitation as spin down.

between the operators are depicted in figure 3.4. Note that the contractions are

among a scalar field and its complex conjugate and the number of contractions is
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fully determined by the length of the three operators namely

lij =
1

2
(Li + Lj − Lk) (3.1)

where lij denotes the number of contractions between Oi and Oj and i 6= j 6= k =

1, 2, 3. The main steps to obtain the three point function are

O3RO3LO2L O2R

O1L O1R

Figure 3.1: Tree level contractions between O1, O2 and O3. Solid lines repre-
sent vacua and dashed lines represent excitations.

• Map the operators to spin chain states:

O1 → |O1〉 (3.2)

O2 → |O2〉 (3.3)

O3 → |O3〉; (3.4)

• cutting: split each closed spin chain into two sub-spin chains. |Oi〉L denotes

the left sub-spin chain and |Oi〉R denotes the right sub-spin chain. In this

way the original state can be written as |Oi〉 =
∑
HLR|Oi〉L ⊗ |Oi〉R. HLR

is computed in [52]. The specific expression comes from the so called gen-

eralized two site model in which one can take two independent partitions of

the Bethe roots and build a monodromy matrix. This matrix is given by the

product of two commuting monodromy matrices. To obtain the precise form

of HLR we need to exploit that the vacuum is the tensor product of the two

independent vacua and that the two partitions are completely independent.

• flipping: when we cut the operators we obtain two kets each operator. In or-

der to translate in this formalism the Wick contraction operation it is needed
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to convert a ket into a bra. This is possible with the flipping operation. This

amounts of changing the order of the fields into the state but not the charge,

the latter property distinguishes this operation with the usual conjugation.

Note a flipped Bethe state is still a Bethe state.

• sewing: finally the spin chain equivalent of the Wick contraction is to com-

pute the scalar products, that we introduced in Sec.1.2.4. Remember that

the scalar product simplifies when considering Bethe states.

Schematically we can write the three point function as

c̃123 =

√
L1L2L3

N1N2N3

∑
a,b,c

R〈O3c |O1a〉LR〈O1a|O2b〉LR〈O2b|O3c〉L (3.5)

where Ni are the Gaudin norms and the sum runs over all the possible way of

partitioning the sets of roots corresponding to each operators, namely all the

possible way that we have to cut each operator and c̃123 = Nc123 is the planar part

of the structure constant.

Let us look back to the form of the operators reported in table (3.1). Since we

are interested in non extremal three point functions we can notice that O3 can

contract with O2 only by contracting all its vacua, in fact in order to have a non

trivial three point function we need

N1 = N2 +N3. (3.6)

This constraint has effect on (3.5) in two ways:

1. the contractions among O2 and O3 are only via vacua, thus the respective

scalar product gives 1, while the contractions among O1 and O3 are only via

excitations.

2. there is only one way to split each state into a left part and a right part.

Then in (3.5) it remains only one sum to evaluate and, following the notation of

[54], we have that

c̃123 =

√
L1L2L3

N1N2N3

F1

∑
α∪ᾱ={u}βN1

F2 R〈O3|O1〉L R〈O1|O2〉L (3.7)
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where the factors F1 and F2 are given explicitly in [52] and the sum runs over all

the possible ways of partitioning the Bethe roots belonging to O1 and effectively

the subscript β denotes the fact that O1 is meant to be a Bethe eigenstate. Note

that these simplifications rely on the fact that our operators belong to the SU(2)

sector.

3.1.2 Scalar products and six vertex model

It is possible to rewrite the problem of computing the scalar products in (3.7)

using six vertex model techniques. If we do not split O1 then we no longer have

to sum over the possible way of partitioning its Bethe roots and thus we have

c̃123 =

√
L1L2L3

N1N2N3

( R〈O3| ⊗ L〈O2|) |O1〉. (3.8)

The notation in (3.8) means that we have two different scalar products involving

• the full initial state |O1〉 with the right final sub state R〈O3|

• the full initial state |O1〉 with the left final sub state L〈O2|.

This can be described by a [L,N1, N2] configuration but, if we look at figure 3.2,

we note that a final reference state has to be taken into account, namely 3.2

the final reference state on the right in figure 3.2. In fact the whole expression

(3.8) is represented by a [L,N1, N2] configuration and an N3 × N3 domain wall

configuration, see figure 3.3. This allows to write the expression for the three

point function in terms of the scalar product and a domain wall partition function

c̃123 =

√
L1L2L3

N1N2N3

Zh
N3

({w}N3)Sh[L,N1, N2]({uβ}N1 , {v}N2) (3.9)

in the homogenous limit. Note that we label with the subscript β the set of

rapidities satisfying Bethe equations. The main advantage of this formulation

is that either the scalar product and the domain wall partition function can be

written in a determinant form. In this approach only one of the three states is a

Bethe state, namely O1 in our convention, while in the approach that we reviewed

in Sec. 3.1.1 all the three states are meant to be Bethe states.
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◦ C(w1) . . . C(w4)◦ C(v1)C(v2)

reference state

B(u1) ◦

B(u2) . . . B(u6) ◦

Figure 3.2: Operators as spin chain states. The operators O1, O2, O3 are
described by their three sets of rapidities that we denote as {u1, . . . , uN1},
{v1, . . . , vN2} and {w1, . . . , wN3} respectively. We consider O1 as an initial state,
thus it is obtained by acting to an initial reference state N1 times with B op-
erators, while O2 and O3 are final states which are generated acting with N2

and N3 C operators respectively. In this case N1 = 6, N2 = 2 and N3 = 4, the
constraint (3.6) is trivially fulfilled.

3.2 SO(6) scalar product

The results that we present in the last section rely heavily on the fact that we are

considering operators belonging to the SU(2) sector ofN = 4 SYM. An interesting

problem to be addressed is the extension of these techniques to bigger sectors. In

the following we present a conjecture for the generalisation of the scalar products

to operators in the SO(6) sector [59], thus generalizing the formulation of the three

point function of [52]. We then calculate the three-point correlation function for

three states which cannot be embedded into smaller sectors (SU(2) or SU(3)) and

show that this structure constant is identical to the one previously found from

string field theory and perturbation theory independently[41]. Again we restrict

ourselves to planar and non extremal three point functions.

In this section we will use a basis, the so called coordinate basis, which is different

from the algebraic basis that we discuss so far. The coordinate basis arises nat-

urally from the Coordinate Bethe ansatz which we did not review in this thesis,
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z1 z2

u1

u2

w4

w3

v2

v1

Figure 3.3: Six vertex model realisation of figure 3.2. Note that at the black
dashed line there are six spin up and two down, which is identical to the fi-
nal states in figure 3.2. The green part of the figure represent a domain wall

configuration while the orange is a restricted [8, 6, 2] configuration.

see for instance [156] for a recent review. However the two basis are related, we

refer to section 2.3 of [52] for the precise transformation. We have to go through

the three operation that we sketch before, namely the cutting, flipping and sewing

procedures, which can be schematically written as

c123 =
∑

Root partitions

Cut × Flip× Norm× Scalar products . (3.10)

The structure of the SO(6) formula is conjectured by us to be analogous to (3.10)

and directly generalizable from it apart from two subtle issues: the norms and the

scalar products. We review how the Bethe ansatz techniques work in the SO(6)

sector and we introduce the notation that

ui = {ui, ai} (3.11)
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with which we represent the magnon ui by a vector containing its rapidity ui and

its level index ai, meaning that for each of the Bethe roots uj we specify which of

the simple roots is excited by aj. aj is the number of simple roots and runs from 1

to 3 for the SO(6) sector. We show some of the commutation relations among the

entries of the monodromy matrix, see (1.78). To be consistent with the notation

of [52] we can introduce two functions f and g defined as

f(u) = 1 +
i

u
(3.12)

g(u) =
i

u
(3.13)

in such a way that all the commutation relations can be written in terms of these

two functions. It has been shown in [52] that the final expression of the three

point function is expressed in terms of these functions, and combinations of them.

Let us consider that the generalisation to the SO(6) sector is

f(ui, uj) = 1 +
iMaiaj

2(ui − uj)
,

g(ui, uj) =
iMaiaj

2(ui − uj)
.

(3.14)

The indices ai, aj are exactly the level indices of the ith magnon just defined above.

The S-matrix everywhere remains defined as

S(u, v) =
f(u, v)

f(v, u)
. (3.15)

The holonomy factors a(u), d(u) retain their standard definitions for higher levels

a(uj) = uj + iVaj/2,

d(uj) = uj − iVaj/2,

e(u) =
a(u)

d(u)

(3.16)

so that the Bethe equations have the form (1.85). Following [52] we introduce

useful shorthand notation for products of functions: for an arbitrary function

F (u, v) of two variables and for arbitrary sets α, ᾱ of lengths K, K̄, α = {αi}K ,

ᾱ = {ᾱi}K̄
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Fα,ᾱ =
∏
i,j

F (αi, ᾱj),

Fα,α
< =

∏
i<j

F (αi, αj),

Fα,α
> =

∏
i>j

F (αi, αj).

(3.17)

For functions G(u) of a single variable let us define

Gα =
∏

j F (αj),

Gα±i/2 =
∏

j F (αj ± i/2).
(3.18)

We represent the operators O1,O2,O3 by three three Bethe vectors u, v, w of

lengths L1, L2, L3. Then we cut our operators in two gouts which we denote

by α and ᾱ, β and β̄, γ and γ̄ such that

α ∪ ᾱ = u (3.19)

β ∪ β̄ = v (3.20)

γ ∪ γ̄ = w (3.21)

The lengths Lᾱ, Lα, Lβ̄, Lβ, Lγ̄, Lγ of these pieces are uniquely defined by the

lengths of the three operators

Lα = Lβ̄ = L1 + L2 − L3,

Lβ = Lγ̄ = L2 + L3 − L1,

Lγ = Lᾱ = L3 + L1 − L2.

(3.22)

Thus we write (3.10) in terms of the sum over all possible partitions of the relative

Bethe roots as

c123 =
∑

α ∪ ᾱ = u

β ∪ β̄ = v

γ ∪ γ̄ = w

√
L1L2L3 Cut(α, ᾱ)Cut(β, β̄)Cut(γ, γ̄)×

× Flip(ᾱ)Flip(β̄)Flip(γ̄)×

× 1√
Norm(u)Norm(v)Norm(w)

× 〈αβ̄〉〈βγ̄〉〈γᾱ〉 .

(3.23)

The way of implementing these operations is summarised by
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• Cut(α, ᾱ):

Cut(α, ᾱ) =

(
aᾱ

dᾱ

)L1 fαᾱf ᾱᾱ< fαα<
fuu<

, (3.24)

and analogously Cut(β, β̄) and Cut(γ, γ̄);

• Flip(ᾱ):

Flip(ᾱ) = (eᾱ)Lᾱ
gᾱ−i/2

gᾱ+i/2

f ᾱᾱ>
f ᾱᾱ<

, (3.25)

• Norm(u):

Norm(u) = duaufuu> fuu<
1

gu+i/2gu−i/2
det(∂jφk) , (3.26)

here ∂j = ∂
∂uj

and the phases are the ratio of the left and right sides of the

Bethe equations

eiφj = e(uj)
Lu
∏
k 6=j

S−1(uj, uk), (3.27)

with a, d, S satisfying the multi-level definitions above.

The generalisation of the scalar product is not trivial, in the sense that it cannot be

obtained by just replacing the SU(2) expressions with their SO(6) counterpart, for

more details see [59]. Note that we do not have the simplifications in the sums and

any constraints on the number of Bethe roots as in the SU(2) sector. However to

circumvent this problem we formulate the SO(6) norm conjecture via the recursive

relation proposed in[52], eq.(A.5). This expression is completely regular and is

formulated in terms of physically meaningful objects f, g, a, d, S, thus it makes

full sense to conjecture that its validity extends towards a broader sector. The

meaning of this formula goes beyond the original SU(2) and is supposed to cover

the full SO(6)

〈v1 . . . vN |u1 . . . uN〉N =
∑
n

bn〈v1 . . . v̂n . . . vN |û1 . . . uN〉N−1−

−
∑
n<m

cn,m〈u− 1v1 . . . v̂n . . . v̂m . . . vN |û1 . . . uN〉N−1,

(3.28)

where

bn =
g(u1, vn)

(∏N
j 6=n f(u1, vj)

∏N
j<n S(vj, vn)− e(u1)

e(vn)

∏
j 6=n f(vj, u1)

∏
j>n S(vn, vj)

)
g(u1 + i/2)g(vn − i/2)

∏
j 6=1 f(u1, uj)

,

(3.29)
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and

cn,m =
e(u1)g(u1 − i/2)g(u1, vn)g(u1, vm)

∏
j 6=n,m f(vj, u1)

g(u1 + i/2)g(vn − i/2)g(vm − i/2)
∏

j 6=1 f(u1, uj)
×

×

(
S(vm, vn)

e(vn)

∏
j>n

S(vn, vj)
∏
j<m

S(vj, vm) +
d(vm)

a(vn)

∏
j>m

S(vm, vj)
∏
j<n

S(vj, vn)

)
.

(3.30)

The whole derivation of this recursive relation can be found in [52] and even if it

does not give a closed expression as in the SU(2) case it is much more efficient

than brute force computation and especially it is an attempt to go beyond the

SU(2) sector and to increase the examples of explicit computations of three point

functions. We check this proposal with an explicit example, which has been already

analysed both from the string theory and from the gauge theory side in [41] at

tree level, and in [42] at one loop order. In [41] the authors computed the three

point function of three two-impurity BMN operators with all non-zero momenta

in field theory by using the perturbative expansion and in string theory by using

the Dobashi-Yoneya 3-string vertex in the leading order of the Penrose expansion

and they found an agreement, which holds also at one loop order [42], between

these results. In order to reproduce this setting we introduce our states as Bethe

states. We shall denote an N -root state as

〈u| = {{u1, l1}, ...{uN , lN}} (3.31)

where ui denotes the value of the rapidity and li the level of Bethe Ansatz it

belongs to. The states corresponding to those studied in[41, 42] are

O1 ∼ 〈u| = {{0, 1}, {1
2

cot πn1

J1+2
, 2}, {−1

2
cot πn1

J1+2
, 2}},

O2 ∼ 〈v| = {{0, 3}, {1
2

cot πn2

J2+2
, 2}, {−1

2
cot πn2

J2+2
, 2}},

O3 ∼ 〈w| = {{1
2

cot πn3

J+1
, 2}, {−1

2
cot πn3

J+1
, 2}}.

(3.32)

The lengths of the states are L1 = J1 + 2, L2 = J2 + 2, L3 = J + 2. The lengths

of substates (or, alternatively, the number of contractions between each ith and

jth states) are L12 = 1, L23 = J2 + 1, L31 = J1 + 1. To make contact with the

notation of [41, 42] we introduce the parameter r: J1 = rJ, J2 = (1− r)J .

Using the definitions of the SO(6) a, d, f, g, S given above we find all the necessary
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factors. Expansion in 1/J is presumed everywhere below. We use one of the

possible four choices of the partitions contributing at the leading order in 1/J

α = {{0, 1}, {1
2

cot πn1

J1+2
, 2}}, ᾱ = {{−1

2
cot πn1

J1+2
, 2}},

β = {{−1
2

cot πn2

J2+2
, 2}}, β̄ = {{0, 3}, {1

2
cot πn2

J2+2
, 2}},

γ = {{−1
2

cot πn3

J+1
, 2}}, γ̄ = {{1

2
cot πn3

J+1
, 2}},

(3.33)

The flip and cut factors together are

Cut(α, ᾱ)Cut(β, β̄)Cut(γ, γ̄)× Flip(ᾱ)Flip(β̄)Flip(γ̄) = −1 (3.34)

the norms yield

Norm(u)Norm(v)Norm(w) = 4J2n2
1n

2
2π

4 (3.35)

and the scalar products read

〈αβ̄〉〈βγ̄〉〈γᾱ〉 =
n1n2 sin2(πn3r)

2(n1 − rn3)(n2 + (1− r)n3)
(3.36)

The other contributing partitions in the leading order are realized by simple trans-

formations n1 → −n1, n2 → −n2. There are also partitions that contribute at

higher orders in 1/J , which we do not list here.

Taking all the pieces together we get

c123 = − n2
3J

1/2(r(1− r))3/2 sin2(πn3r)

(n2
2 − n2

3(1− r)2)(n2
1 − n2

3(1− r)2)
, (3.37)

which corresponds exactly to the results of [41]. This test reinforces the conjecture

we made but in principle much more test have to be performed especially with

more general operators.

A very interesting question is how to use the six vertex model techniques for

this problem. Recently in [60, 157, 158] scalar products for states in the SU(3)

sector of N = 4 SYM have been studied and also form factors [159], which in

same special cases are related to three point functions. Quite remarkably three

point functions of local single-trace operators in the scalar sector of N = 4 SYM

involving operators belonging to the SU(3) sector have been studied in [58], for

some cases they can be written in a determinant form. It would be good to
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check and validate this SO(6) conjecture against these results. When reducing to

the SU(3) case indeed the results of [59] should agree with the ones obtained in

[58, 60, 157, 158].

3.3 Three point functions in the SU(2) × SU(2)

sector

Another direction to generalize these procedures is to analyse three point functions

in the SU(2) × SU(2) sector of ABJM. We already discussed the case when two

operators are heavy and one is light in 2.5 In the following we consider a more

general case, where the operators can have any lengths and number of impurities,

see table 3.2. With this choice of operators belonging to the SU(2) × SU(2)

sector of ABJM we obtain a non trivial non extremal and planar three point

function, it also exists another class of such three point functions which have

trivial factorization properties [160].

Operator Vacuum odd Excitation odd Vacuum even Excitation even
O1 (J − J1) Z1 J1 Z2 (J − J2) W1 J2 W2

O2 (J1 + j2) Z̄2 (J − J1 − j1) Z̄1 (J2 + j2) W̄2 (J − J2 − j1) W̄1

O3 j2 W2 j1 Z̄1 j2 Z2 j1 W̄1

Table 3.2: The field content of our operators O1, O2, O3 of SU(2) × SU(2)
type having a non-vanishing planar, non-extremal three-point function. The
notation J1 Z2 means that the number of Z2-fields is J1. It is understood that

the number of fields of any type can not be negative.

Here we have indicated which fields are to be considered vacua and which are

to be considered excitations in the interpretation of each operator as a state of

two coupled XXX1/2 spin chains. We have in mind the situation depicted in

figure 3.4 with site number one being at the left end of each operator. When

we contract the three operators at the planar level all vacuum fields from O3 are

contracted with vacuum fields in O2 and all excitations of O3 are contracted with

O1. This means that only a term in O3 for which all vacuum fields are to the left

of all excitations can contribute to the three-point function. Notice also that for

contractions involving O1 we connect even sites to even sites and odd sites to odd

sites. For the contractions between O2 and O3, however, odd sites get connected

to even sites and vice versa. We have illustrated the possible contractions in
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figure 3.4. Dashed lines are fields corresponding to excitations and solid lines are

fields corresponding to vacua. We want to generalise the method proposed in [54].

In this picture the structure constant corresponding to the three-point function

appearing in figure 3.4 can be written as the following inner product between

Bethe states as in (3.9)

c̃123 = N123 ( R〈O3| ⊗ L〈O2|) |O1〉, (3.38)

where the subscripts l and r refer to the left and right part respectively and where

N123 is a normalization constant which we will see that it turns out to be different

from the one present in (3.9) . In order to arrive at (3.38) we have exploited the

fact that the inner product between two vacuum states is equal to one. Now |O1〉
is a Bethe eigenstate but r〈O3| ⊗ l〈O2| is not.

O3RO3LO2L O2R

O1

Figure 3.4: The possible contractions between O1, O2 and O3. The full lines
represent vacua and the dashed lines represent excitations. The two different

colours illustrate fields in the two different spin chains.

We want to generalize the construction of [54] to the case that we introduced,

namely for operators in the SU(2) × SU(2) sector of ABJM theory. We already

reviewed how the Algebraic Bethe ansatz works for the SU(2) × SU(2) sector of

ABJM theory, the ingredients that we have to keep in mind are the following

• we start from the four R- matrices that we have in the SU(4) spin chain [99]

and form two monodromy matrices, one pertaining to the even sites of the

spin chain and the other one to the odd sites of the spin chain. Thus one gets

two sets of lowering operators Be and Bo. In the six vertex model language

this means that we have 20 different vertices, 6+6 coming from the non zero

entries of two R-matrices and 4+4 form the remaining two R-matrices.
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• When restricting to the SU(2)×SU(2) sub-sector, two of the four R-matrices

trivialize and the remaining two become the R-matrices of two independent

SU(2) spin chains, one living on odd sites and one living on even sites. This

is equivalent of saying that 8 vertices, the ones coming from the entries of the

trivial R-matrices, have the weight equal to 1 and the remaining 12 vertices

can be grouped in two and have separately the same weights as two copies

of the usual 6 vertices in the SU(2) case.

• The two monodromy matrices simply become the monodromy matrices of

two independent SU(2) spin chains and the corresponding lowering operators

Be and Bo become the usual SU(2) spin flipping operators for even and

odd sites respectively. Besides {uo} and {ue} independently satisfy SU(2)

Bethe equations. The fact that the two sets of Be and Bo commute among

themselves and also that Be/o commute for different values of the rapidities

allow to write the partition function of a domain wall configuration as the

product of two SU(2) partition functions. The same can also be done for

the scalar product, see figure 3.5.

It seems that in this way we have a full decoupled problem but actually this is not

the case. There is a connection between the two sets of rapidities {uo} and {ue},
they are related via the momentum constraint which says that the total momentum

of all excitations should vanish and reflects the fact that the corresponding single

trace operator of ABJM theory should be invariant when one or more pairs of

fields are cyclically displaced. Thus, in full analogy with (3.9) we write the three

point function as (see Fig. 3.5)

c̃123 = N123 Zj1 ({wo})S[J, J1, J − J1 − j1]({uo}, {vo})×

Zj1 ({we}) S[J, J2, J − J2 − j1]({ue}, {ve}). (3.39)

Here the Z’s are domain wall partition functions and the S’s are Slavnov inner

products. Both types of quantities can be expressed as determinants. The nor-

malization constant NABJM
123 takes the form

N123 =

√
J(j1 + j2)(J + j2 − j1)√
N1oN1eN2oN2eN3oN3e

. (3.40)

Each term is equal to the partition function which one encounters when calculat-

ing three point functions of N = 4 SYM and which was already determined by
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Foda who found that it could be written as a product of a Slavnov inner prod-

uct and a domain wall partition function both evaluated in the homogeneous limit

zio , zie → i/2. The domain wall partition function comes from the lower left corner

of the lattice while the remaining part constitutes a Slavnov scalar product. For

simplicity we have depicted a case where we have the same number of excitations

on the odd and the even lattice but the result holds in the general case as well.

Again, it is a simple consequence of the decoupling of the two lattices. In order

that the Bethe eigenstates which enter the three-point functions be normalized

to unity we must divide the result by the Gaudin norm for each operator. In

addition we must multiply by a factor which cures the fact that the presentation

of our three-point function as in figure 3.5 fails to take into account the cyclicity

of the ABJM operators. For this final factor one does not have a similar complete

decoupling into a product of two factors. This is due to the alternating nature of

the ABJM operators which implies that we only have cyclicity (in the horizontal

direction) for the combined red-blue model and not for the red and blue model

alone.

Let us make two comments:

• we mentioned in 2.5 that there is a method to express the structure constants

of three chiral primaries as a limit of a more general formula. In [161] it was

shown how to perform this limit for operators in N=4 SYM theory, starting

from the expression (3.9). This is the limit where all the rapidities of the

three operators go to infinity and the nice insight of [161] has been to rewrite

the Slavnov scalar product and the domain wall partition function using the

so called functional formalism. Using the properties of the functionals, taking

the BPS limit becomes treatable, as well as the classical limit. Thus we

compute the three point functions of three chiral primaries by considering a

limit of (3.39) where all the rapidities go to infinity. Adapting the procedure

of [161] to our operators in the SU(2)× SU(2) of ABJM theory we find

C◦◦◦ = J
√

2j
(J − J1 + j)!J1!((J − j)!)2j!2

(J !)2(J − J1)!(J1 − j)!(2j)!
. (3.41)

Note that, a part from a different normalization, this is precisely the square

of the result of [161] for operators in the SU(2) sector of N=4 SYM theory.

Note also that, as it should be, (3.41) and (2.182) are identical.
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zo1
zoN3

ze1 zeN3
zeLzoL

uo1

ue1

uN1o

uN1e

wN3o

wN3e

vN2o

vN2e

=

ze1 zeN3
zeL

ue1

uN1e

wN3e
vN2e

x

zo1
zoN3

zoL

uo1

uN1o

wN3o
vN2o

Figure 3.5: The decoupling of the three-point function into two parts.

• In 2.5 we compute the structure constants for an intermediate case, when

two operators are non-BPS and the other one is a 1
2
-BPS. Our result, namely

(2.185), does not show the almost complete factorzation that we notice in

(3.39). This is due to the fact that the cyclicty properties enter in the two

models in a complete different way. Actually in the six vertex model formal-

ism the cyclity is not present explicitly. One of the most interesting future

directions would be to find a procedure to obtain from (3.9) or equivalently

(3.39) the gauge theory results in the intermediate case when two operators

are much longer than the other one. This seems to be a difficult problem be-

cause in general one should be able to take a limit in which two of the three

sets of rapidities are sent to zero while the remaining set goes to infinity.



Conclusions

In this thesis we have faced with the problem of computing three point correla-

tion functions in the context of the AdS/CFT correspondence. We discussed in

particular five different computations. Within the AdS5/CFT4 correspondence we

compute

• tree level three point functions of two giant gravitons (wrapping an S3 ⊂ S5

and S3 ⊂ AdS5 ) and a point like graviton and its dual counterpart, namely

two Schur polynomials (in the antisymmetric and symmetric representation)

and a single trace chiral primary, section 2.3;

• one loop correction to planar, non extremal three point functions of two

heavy and one light operators, both from the gauge and string side in the

Frolov-Tseytlin regime, section 2.4;

• generalisation of the scalar product of two states belonging to the SO(6)

sector of N = 4 SYM with implications on the construction of three point

functions of 3 non-BPS operators from the gauge theory side, section 3.2 .

In the context of the AdS4/CFT3 we describe

• planar, non extremal three point functions of two heavy and one light oper-

ators, belonging to the SU(2) × SU(2) sector of ABJM, both in the gauge

and string theory side, in the Frolov-Tseytlin limit, section 2.5;

• three point functions of operators belonging to the SU(2)× SU(2) sector of

ABJM from the gauge theory side, obtaining a determinant representation,

section 3.3.

We would like to conclude this thesis outlining some interesting open problems

and future directions

134
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• find a limit of the integrability inspired techniques on the gauge theory to

reproduce the results of heavy-heavy-light correlators;

• extend the procedures discussed in chapter 3 to higher loops, and eventually

all loops, and broader sectors. It would be extremely interesting to analyse

for instance the SL(2) sector to compare with string theory results exploiting

the findings of [45];

• make concrete connections among correlation functions and scattering am-

plitudes, on the line of [162] [163] [149].



Appendix A

Scalar products in the

SU(2)× SU(2) sector of ABJM

In this appendix we want to show that a scalar product defined as in section 1.4.5

satisfies the properties of the Slavnov scalar product and it is uniquely defined by

them.

Lemma A.1. 1. S[N1, N2, L] is symmetric in the variables {zoN3+1
, . . . , zoL}

and {zeN3+1
, . . . , zeL}

2. S[N1, N2, L] is a fraction in which the numerator is a product of trigonomet-

ric polynomials of degree L− 1 each in voN2
and veN2

, with zeros occurring

at the points voN2
= zoi − η and veN2

= zei − η for all 1 ≤ i ≤ N3 ,and the

denominator is a polynomial of degree L:
∏L

i=1(voN2
− zoi)(veN2

− zei) , with

zeros occurring at the points voN2
= zoi and veN2

= zei for all 1 ≤ i ≤ L

3. Setting voN2
= zoN3+1

and veN2
= zeN3+1

, S[N1, N2, L] satisfies the recursion

relation

S[N1, N2, L]

∣∣∣∣voN2
=zoN3+1

veN2
=zeN3+1

=
L∏
i=1

zoN3+1
− zoi + η

zoN3+1
− zoi

L∏
j=1

zeN3+1
− zej + η

zeN3+1
− zej

S[N1, N2−1, L]

(A.1)

4. S[N1, N2 = 0, L] is precisely the domain wall partition function

S[N1, 0, L] = ZN1({uo, ue}N1 , {zo, ze}N1) = ZN1({uo}N1 , {zo}N1)ZN1({ue}N1 , {ze}N1)

(A.2)
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Proof

1. If we rotate the diagram of the scalar product by 90 degrees counterclockwise

we can write it in terms of D lines like

L∏
j=N3+1

Do(zoj{uo, ue}N1 ∪ {vo, ve}N2)De(zej , {uo, ue}N1 ∪ {vo, ve}N2) (A.3)

which are sandwiched together with 2N3 C lines between the initial and final state,

from which it follows that S[N1, N2, L] is symmetric in the variables {zoN3+1
, . . . , zoL}

and {zeN3+1
, . . . , zeL}, since all Do and De commute among themselves and among

each other.

De

Do

CeN3

CoN3

uo1 ue1 uoN1
ueN1

vo1 ve1 voN2
veN2

Figure A.1: Rotated grid.

2. Inserting the set of states

∑
m>N3

σ−m| ↓zN3/L
〉〈↓zN3/L

|σ+
m (A.4)

after Ce(veN2
) and

∑
m′m>N3

σ−mσ
−
m′ | ↓zN3/L

〉〈↓zN3/L
|σ+
mσ

+
m′
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after Co(voN2
) we will have that

S[N1, N2, L] =

=
∑

m′m>N3

〈↓zN3/L
|Ce(veN2

)σ−m| ↓zN3/L
〉〈↓zN3/L

|σ+
mCo(voN2

)σ−mσ
−
m′| ↓zN3/L

〉

〈↓zN3/L
|σ+
mσ

+
m′

N2−1∏
i=1

Ce(vei)Co(voi)

N1∏
j=1

Be(uej)Bo(uoj)| ↑zL〉 =

=
∑

m′m>N3

N3∏
i=1

voN2
− zoi + η

voN2
− zoi

(
m′−1∏
i=N3+1

1

)
η

voN2
− zom′

L∏
i=m′+1

voN2
− zoi + η

voN2
− zoi

N3∏
i=1

veN2
− zei + η

veN2
− zei

(
m−1∏

i=N3+1

1

)
η

veN2
− zem

L∏
i=m+1

veN2
− zei + η

veN2
− zei

〈↓zN3/L
|σ+
mσ

+
m′

N2−1∏
i=1

Ce(vei)Co(voi)

N1∏
j=1

Be(uej)Bo(uoj)| ↑zL〉 (A.5)

Co
(
voN2

)

Ce
(
veN2

)
N3 m m′ L

Figure A.2: C lines.

If we take out the factor
∏L

i=1(voN2
−zoi)(veN2

−zei) from the denominator of (A.5)

we will end up with a trigonometric polynomials of degree L− 1 in voN2
and veN2

and, for each one, N3 of the zeros of these polynomials in numerators are contained

in the factors
∏N3

i=1(voN2
− zoi + η) and

∏N3

i=1(veN2
− zei + η).

3. Setting voN2
= zoN3+1

and veN2
= zeN3+1

in the sum of (A.5), all terms in the

sum can be neglected comparing the terms corresponding to m′ = (N3 + 1)o and

m = (N3 + 1)e for which we have infinities and we obtain

S[N1, N2, L]

∣∣∣∣voN2
=zoN3+1

veN2
=zeN3+1

=
L∏
i=1

zoN3+1
− zoi + η

zoN3+1
− zoi

L∏
j=1

zeN3+1
− zej + η

zeN3+1
− zej

S[N1, N2 − 1, L]

(A.6)
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where we took into account the fact that

〈↓zN3/L
|σ+

(N3+1)e
σ+

(N3+1)o
= 〈↓zN3+1/L

|. (A.7)

4 In the case N2 = 0 we have N3 = N1 and in S[N1, 0, L] all the vertices from row

1 to N1 and from column N1 + 1 to L are fixed to be of type b , d and d′, which

have all weight 1. What is left is precisely the domain wall partition function, see

Fig.A.3.

uo1

ue1

uoN1

ueN1

N o
1 N e

1

Figure A.3: Special case when the scalar product reduces to the partition
function.

Lemma A.2. The four conditions of A.1 determine the scalar product S[N1, N2, L]

uniquely.

From condition 4. of A.1 on S ′[N1, 0, L] and S[N1, 0, L] we know that S ′[N1, 0, L] =

S[N1, 0, L] = ZN1({uo, ue}N1 , {zo, ze}N1). Now let us assume that S ′[N1, N2 −
1, L] = S[N1, N2 − 1, L] for some N2 ≥ 1. Using this assumption together with
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condition 3. of A.1 on S ′[N1, N2, L] and S[N1, N2, L] yields to

S ′[N1, N2, L]

∣∣∣∣voN2
=zoN3+1

veN2
=zeN3+1

=
L∏
i=1

zoN3+1
− zoi + η

zoN3+1
− zoi

L∏
j=1

zeN3+1
− zej + η

zeN3+1
− zej

S ′[N1, N2 − 1, L] =

=
L∏
i=1

zoN3+1
− zoi + η

zoN3+1
− zoi

L∏
j=1

zeN3+1
− zej + η

zeN3+1
− zej

S[N1, N2 − 1, L] =

= S[N1, N2, L]

∣∣∣∣voN2
=zoN3+1

veN2
=zeN3+1

(A.8)

Condition 1. of of A.1 on S and S ′ states that both are symmetric in the variables

{zoN3+1
, . . . , zoL} and {zeN3+1

, . . . , zeL}. Using this fact in (A.8), we find that

S ′[N1, N2, L]

∣∣∣∣voN2
=zoi

veN2
=zei

= S[N1, N2, L]

∣∣∣∣voN2
=zoi

veN2
=zei

(A.9)

for all N3 + 1 ≤ i ≤ L. Because of condition 2. of A.1 , S and S ′ are polynomials

both in voN2
and veN2

of degree L − 1 in the numerator and also S and S ′ have

the same N3 zeros occurring at the points voN2
= zoi − η and veN2

= zei − η for

all 1 ≤ i ≤ N3. Apart from the common zeros and the common expression in the

denominator, the rest of the polynomial in the numerator is of degree L−N3− 1,

but we have equality between S and S ′ in L − N3 points,hence the equality is

implied everywhere.

Now we define the following functions

f oi (zoj) =
η

(uoi − zoj)(uoi − zoj + η)

N1∏
k=1

(uok − zoj + η) (A.10)

f ei (zej) =
η

(uei − zej)(uei − zej + η)

N1∏
k=1

(uek − zej + η) (A.11)

goi (voj) =

(
η

uoi − voj

)(( N1∏
k 6=i

(uok − voj + η)
L∏
k=1

(voj − zok + η)

(voj − zok)

)
−

N1∏
k 6=i

(uok − voj − η)

)
(A.12)

gei (vej) =

(
η

uei − vej

)(( N1∏
k 6=i

(uek − vej + η)
L∏
k=1

(vej − zek + η)

(vej − zek)

)
−

N1∏
k 6=i

(uek − vej − η)

)
(A.13)
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Using this definitions, we construct the N1 ×N1 matrix

M [{uo, ue}N1 , {vo, ve}N2 , {zo, ze}L] =

=


f o1 (zo1) · · · f o1 (zoN3

) go1(vo1) · · · go1(voN2
)

...
...

...
...

f oN1
(zo1) · · · f oN1

(zoN3
) goN1

(vo1) · · · goN1
(voN2

)

×

×


f e1 (ze1) · · · f e1 (zeN3

) ge1(ve1) · · · ge1(veN2
)

...
...

...
...

f eN1
(ze1) · · · f eN1

(zeN3
) geN1

(ve1) · · · geN1
(veN2

)

 (A.14)

We also define

Do
S =

N2∏
i=1

N3∏
j=1

(voi − zoj)
∏

1≤i<j≤N2

(voi − voj)
∏

1≤i<j≤N1

(uoi − uoj)
∏

1≤i<j≤N3

(zoj − zoi)

(A.15)

De
S =

N2∏
i=1

N3∏
j=1

(vei − zej)
∏

1≤i<j≤N2

(vei − vej)
∏

1≤i<j≤N1

(uei − uej)
∏

1≤i<j≤N3

(zej − zei)

(A.16)

Lemma A.3. If the sets of rapidities {uo}N1 and {ue}N1 satisfy the Bethe equa-

tions, then

S[N1, N2, L] =
detM

Do
SD

e
S

(A.17)

Proof One can show that the formula above satisfies all the conditions of A.1

1. All dependence on {zoN3+1
, . . . , zoL} and {zeN3+1

, . . . , zeL} of S defined above

occurs in the functions goi (voj) and gei (vej) and apparently they are invariant under

permutations zoi ↔ zoj and zei ↔ zej for all i 6= j

2. The dependence on voN2
and veN2

in the determinant occurs only in goi (voN2
)

and gei (veN2
), from which we can easily take out

∏L
i=1(voN2

− zoi)(veN2
− zei) as a

denominator and since {uo}N1 and {ue}N1 satisfy the Bethe equations the numer-

ators of goi (voN2
) and gei (veN2

) vanish in the limit voN2
→ uoi and veN2

→ uei . Then

it follows that the pole in g is removable and therefore they are trigonometric

polynomials of degree L+N1 − 2 in voN2
and veN2

in the numerator. While Do
S is

a polynomial of degree N1 − 1 in voN2
and De

S is a polynomial of degree N1 − 1

in veN2
and they all are canceled by the zeros of the numerator. N2 − 1 zeros

voN2
= voj and veN2

= vej for 1 ≤ j ≤ N2 − 1 of Do
S and De

S are canceled with the

same zeros of the determinant. Since when we set voN2
= voj and veN2

= vej for
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1 ≤ j ≤ N2 − 1 ,it causes to columns of the determinant to become equal. The

left N3 zeros voN2
= zoj and veN2

= zej for 1 ≤ j ≤ N3 of Do
S and De

S are also

canceled with the same zeros of det, since when we put voN2
= zoj and veN2

= zej

for 1 ≤ j ≤ N3 two columns of the determinants again become equal up to multi-

plicative factor

goi (zoj) =

(
η

uoi − zoj

)( N1∏
k 6=i

(uok − zoj + η)
L∏
k=1

(zoj − zok + η)

(zoj − zok)

)
=

L∏
k=1

(zoj − zok + η)

(zoj − zok)
f oi (zoj)

(A.18)

the second term in g is negligible comparing to the infinity of the first one.The

same expression holds for gei (zej). So we see that the determinant expression is

a polynomial of degree L − 1 divided by
∏L

i=1(voN2
− zoi)(veN2

− zei). And at

last to get the N3 zeros in order to satisfy the condition 2 of Lemma 1 and 2 we

demonstrate

goi (zoj − η) =

(
−η

uoi − zoj + η

) N1∏
k 6=i

(uok − zoj) = −
N1∏
k=1

uok − zoj
uok − zoj + η

f oi (zoj) (A.19)

And again same kind of expression holds for gei (zej − η) where two columns of

determinants are equal up to a multiplicative factor hence producing the N3 zeros

3. Using equation (A.18) and the definition of the matrix (A.14), it is clear that

detM [{uo, ue}N1 , {vo, ve}N2 , {zo, ze}L]

∣∣∣∣voN2
=zoN3+1

veN2
=zeN3+1

=

=
L∏
k=1

(zoN3+1
− zok + η)

(zoN3+1
− zok)

L∏
l=1

(zeN3+1
− zel + η)

(zeN3+1
− zel)

M [{uo, ue}N1 , {vo, ve}N2−1, {zo, ze}L]

(A.20)
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Furthermore we notice that for Do
S and De

S(
N2∏
i=1

N3∏
j=1

(voi − zoj)
∏

1≤i<j≤N2

(voi − voj)
∏

1≤i<j≤N1

(uoi − uoj)
∏

1≤i<j≤N3

(zoj − zoi)

)∣∣∣∣
voN2

=zoN3+1

=

=

N2−1∏
i=1

N3+1∏
j=1

(voi − zoj)
∏

1≤i<j≤N2−1

(voi − voj)
∏

1≤i<j≤N1

(uoi − uoj)
∏

1≤i<j≤N3+1

(zoj − zoi)


(A.21)

De
S[N2, N3]

∣∣∣∣
veN2

=zeN3+1

= De
S[N2 − 1, N3 + 1] (A.22)

So we find that (A.17) satisfies the recursion relation of condition 3. of A.1 and

A.2. 4. Taking N2 = 0 yields to

S[N1, N2 = 0, L] =
detM [{uo, ue}N1 , {zo, ze}L]∏

1≤i<j≤N1
(uoi − uoj)(zoj − zoi)(uei − uej)(zej − zei)

(A.23)

which is precisely the domain wall partition function.



Appendix B

Jack functions

Definitions

• A partition 1 is any (finite or infinite) sequence

λ = (λ1, λ2, . . . , λr, . . .) (B.1)

of non negative integers in decreasing order λ1 ≥ λ2 ≥ λ3 . . . ≥ λr and

containing only finitely many non-zero terms.

• The diagram of a partition λ may be formally defined as the set of points

(i, j) such that 1 ≤ j ≤ λi. In drawing such diagrams, as with matrices, the

first coordinate i (row index) increases as goes downwards and the column

index j increases as one goes from left to right. Usually one defines s = (i, j).

For example the diagram of the partition (5 4 4 1) is

• The conjugate of a partition λ is the partition λ
′

whose diagram is the

transpose of the diagram λ (diagram obtained by reflection in the main

diagonal).

1All the definitions and conventions are from [164]
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For example the conjugate of (5 4 4 1) is

• One could specify the coordinates of the boxes in this way

1,1 1,2 1,3 1,4 1,5

2,1 2,2 2,3 2,4

3,1 3,2 3,3 3,4

4,1

• For a partition λ the arm length is

a(s) = λi − j (B.2)

and the leg length is

l(s) = λ
′

j − i (B.3)

where λi is the number of boxes for a given i and λ
′
j is the number of boxes

in the conjugate partition for a given j
′
.

Basically a(s) counts the number of boxes to the right of s and l(s) the

number of boxes below s.

For example, consider the partition (5 4 4 1) [164]

s

In this case a(s) = 3, l(s) = 1.

The ring of symmetric function Consider the ring Z[x1, . . . , xn] of polynomials

in n independent variables x1, . . . , xn with rational integer coefficients. The sym-

metric group Sn acts on this ring by permuting the variables, and a polynomial is

symmetric if it is invariant under this action. The symmetric polynomials form a

subring Λn = Z[x1, . . . , xn]Sn . If f ∈ Λn, we may write

f =
∑
r≥0

f (r) (B.4)
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where f (r) is the homogeneous component of f of degree r. Each f (r) is itself

symmetric and so Λn is a graded ring. This is important because we could now

adjoin another indeterminate xn+1 forming Λn+1 = Z[x1, . . . , xn+1]Sn+1 . Therefore

we have a surjective homomorphism Λn+1 → Λn defined by setting xn+1=0.

Monomial symmetric function Let λ be a partition. It determines a monomial

xλ = xλ1
1 x

λ2
2 . . . The monomial symmetric function mλ is the sum of all distinct

monomials that can be obtained from xλ by permutations of the x’s. For example,

m(43) =
∑
x4
ix

3
j summed over all pairs such that i 6= j. The monomial symmetric

functions form a basis of Λn.

Another basis for the symmetric functions is formed by the Schur functions. In

general if one has two basis uλ and vλ of Λn it is possible to construct a non

singular matrix of rational numbers called the transition matrix and denoted by

M(u, v). This matrix correlates the two basis in such a way that

uλ =
∑
µ

Mλµvµ (B.5)

summed over all µ ≤ λ. It is possible to show that the transition matrix relating

two Q-basis of Λn is strictly upper triangular. This formalism could be applied to

relate the Schur basis to the monomial one in such a way that

sλ = mλ +
∑
µ≤λ

Kλµmµ (B.6)

where Kλµ are suitable non negative coefficients called Kostka numbers.

Incidentally the relation (B.6) and the orthonormality condition (〈sλsµ〉 = δλµ for

all partition λ and µ) provide a definition for the Schur functions.

Jack functions Jack symmetric function Jαλ is a generalization of the Schur func-

tion and depends on a real parameter α. One of the many equivalent definitions

of this function is the following [164].

Definition 1. The Jack symmetric function Jαλ are orthogonal with respect to the

inner product on power-sum functions namely

〈pλpµ〉α = δλµα
l(s)zλ

2 (B.7)

2We define pλ = pλ1
pλ2

. . . where pλj =
∑
i x

λj
i .
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where zλ =
∏l(λ)

i=1 ai!i
ai , ai being the number of occurrences of i in λ. In addition

Jαλ = mλ +
∑
µ≤λ

vαλµmµ (B.8)

This definition is an extension of (B.6) and it is very useful because allows to write

a recursion relation in order to deduce the explicit form (at least in principle) of

Jack functions.

For a partition λ we define the upper hook length

h∗λ(s) = l(s) + α(1 + a(s)) (B.9)

and the lower hook length

hλ∗(s) = l(s) + 1 + α a(s). (B.10)

Then Jack polynomials could be written as [165]

Jαλ (x1, x2 . . . , xn) =
∑
µ≤λ

Jαµ (x1, x2, . . . , xn−1)xλ/µn βλµ (B.11)

where the sum is over all µ ≤ λ such that λ/µ is an horizontal strip and

βλµ =

∏
s∈λB

λ
λµ(s)∏

s∈µB
µ
λµ(s)

where Bν
λµ(s) =

h∗ν(s) if λ
′
j = µ

′
j

hν∗(s) otherwise.
(B.12)

2 boxes symmetric It is possible to find the explicit expression of some simple

Jack polynomials using eq. (B.11).

The simplest case is the partition λ whose diagram is

The only possibilities for the partition µ are

and

We are interested in Jα2 (x1, x2) and this is given by

Jαλ (x1, x2) =
∑
µ≤λ

Jαµ (x1)x
λ/µ
2 βλµ = Jα(1)(x1)x2β21 + Jα(2)(x1)β22. (B.13)
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Using the relation (B.11), for a partition λ = (κ) it is possible to see that Jα(κ)(x1) =

xκ1(1 + α)(1 + 2α) . . . (1 + (κ− 1))α). The task now is to compute the βλµ:

β21 = hλ∗(1, 2) = 1 (B.14)

while β22 is trivially 1 because λ=β and so we have the same factors on numerator

and denominator. In conclusion we get

Jαλ (x1, x2) = x1x2 + (1 + α)x2
1. (B.15)

It is not so clear how to get the complete Jack polynomial but it seems reasonable

to symmetrize this expression obtaining

Jαλ (x1, x2) = (1 + α)x2
2 + 2x1x2 + (1 + α)x2

1. (B.16)

Following a more common and useful notation we could write Jack polynomials in

terms of monomial function, namely

Jαλ (x1, x2) = (1 + α)m[2] + 2m[11]. (B.17)

The Jack function reduces to the Schur polynomial for α = 1.

3 boxes symmetric We compute now J3
λ(x1, x2, x3) and using (B.11) it could be

written as

J3
λ(x1, x2, x3) =

∑
µ≤λ

Jαµ (x1x2)x
λ/µ
3 βλµ = Jα(1)(x1x2)x2

3β31+Jα(2)(x1x2)x3β32+Jα(3)(x1x2)β33.

(B.18)

Using the usual recursion relation we are able to determine all the Jack polynomials

in this expression

Jα(1)(x1x2) = x1 (B.19)

Jα(3)(x1x2) = x3
1(1 + α)(1 + 2α) + x2

1(1 + α)x2β32 + x2
2(1 + α)x1β31 (B.20)

It is not so difficult to obtain the β’s from the definition and we get β32 = 1 and

β31 = (1 + α). Putting all the information we have into (B.18) we finally get

Jα3 (x1, x2, x3) = x1 x
2
3(1 + α) + x2 x

2
1(1 + α) + x1 x2 x3

+ x3
1(1 + α)(1 + 2α) + x2 x

2
1(1 + α) + x1 x

2
2(1 + α) (B.21)
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After symmetrizing we write Jαλ (x1, x2, x3) in terms of monomial functions as

Jα3 (x1, x2, x3) = (1 + α)(1 + 2α)m[3] + 3(1 + α)m[21] + 6m[111] (B.22)

4 boxes symmetric It is not so difficult to compute also Jαλ (x1, x2, x3, x4). Using

again (B.11) we could write

Jα4 (x1, x2, x3, x4) =
∑
µ≤λ

Jαµ (x1x2x3)x
λ/µ
4 βλµ (B.23)

= Jα(1)(x1x2x3)x3
4β41 + Jα(2)(x1x2x3)x2

4β42

+Jα(3)(x1x2x3)x4β43 + Jα(4)(x1x2x3)β44.

Let’s list all the objects we need

J1(x1, x2, x3) = 1

J2(x1, x2, x3) = (1 + α)x2
1 + x1x2 + x1x3

J4(x1, x2, x3) = (1 + α)(1 + 2α)(1 + 3α)x4
1 + x3

1x2(1 + α)(1 + 2α)β43

+x3
1x3(1 + α)(1 + 2α)β43 + (1 + α)x2

1x
2
3β42 + x1x2x

2
3β41(B.24)

β41 = 1 + 2α

β42 = 1 + α

β43 = 1

Putting everything together and symmetrizing (the coefficients are taken from

MOPS [166], the Maple package) we have that

Jα4 (x1, x2, x3, x4) = (1 + α)(1 + 2α)(1 + 3α)m[4] + 4(1 + α)(1 + 2α)m[31]+

+ 6(1 + α)2m[22] + 12(1 + α)m[211] + 24m[1111] (B.25)

From now on we change slightly the normalization to be consistent with the out-

comes of MOPS, namely we divide for (1 + α)(1 + 2α) . . . (1 + (n − 1)α) which

allows us to have 1 as a coefficient of m[n] instead of having it as the coefficient of

m[11...1].

This makes also more clear that there is a chance to reduce Jack functions to the

form of chiral primaries by setting α to be infinite. This fact holds for sure up to

12 boxes.

Antisymmetric case The simplest antisymmetric case is the partition λ whose
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diagram is

Eq. (B.11) allows us to have a partition µ composed only by

because it is the only part such that λ/µ is an horizontal strip. So Jα2 (x1, x2) =

Jα(1)(x1)x2β21 = 2x1 x2. Note that the partition µ is this only one allowed re-

gardless of the number of boxes present in the partition λ (in the complete an-

tisymmetric representation). This means that we could guess the structure of

Jαn (x1, x2, . . . , xn) = n!x1 x2 . . . xn, this is reasonable because β
(1)
λµ = hλ∗ (1,1)...hλ∗ (n,1)

1
=

n!.



Appendix C

Type IIA string theory on

AdS4 × CP 3 and its SU(2)× SU(2)
sigma model limit

In this appendix it is described how to derive the sigma model lagrangian for the

SU(2)×SU(2) sector of ABJM. This appendix is taken from [39]. The holographic

dual of ABJM theory is given by type IIA string theory on AdS4 × CP 3 [4] with

metric

ds2 =
R2

4

(
− cosh2 ρdt2 + dρ2 + sinh2 ρdΩ̂2

2

)
+R2ds2

CP 3 , (C.1)

where for the moment we leave the CP 3 part of the metric unspecified and where

R2

l2s
=
√

25π2λ, (C.2)

with λ = N/k and with string coupling constant and Ramond-Ramond four-form

field strength given by

gs =
(25π2N

k5

) 1
4
, F(4) =

3R3

8
εAdS4

. (C.3)

In the regime λ � 1 and N � k5, this is a valid background for type IIA string

theory [4].

We are interested in zooming in to the SU(2) × SU(2) sector of type IIA string

theory on AdS4 ×CP 3. This can be achieved by taking a limit of small momenta

which was first found in [38] (see also [40, 95, 97, 151]). How to do this for type

151
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IIA string theory on AdS4 × CP 3 is explained in detail in [151] and the relevant

part of the metric becomes

ds2 = −R
2

4
dt2 +R2

[1

8
dΩ2

2 +
1

8
dΩ′2

2
+ (dδ + ω)2

]
, (C.4)

with R given in (C.2) and where

dΩ2
2 = dθ2

1 + cos2 θ1dϕ
2
1 , dΩ′2

2 = dθ2
2 + cos2 θ2dϕ

2
2

ω = 1
4
(sin θ1dϕ1 + sin θ2dϕ2) , δ = 1

4
(φ1 + φ2 − φ3 − φ4)

ϕ1 = φ1 − φ2 , ϕ2 = φ4 − φ3

(C.5)

We see that the coordinates (θi, ϕi), i = 1, 2, parametrize two two-spheres corre-

sponding to the two SU(2) sectors. For later convenience, the two two-spheres

can also be written in terms of two unit vectors fields ~n1,2 given by

~ni = (cos θi cosϕi, cos θi sinϕi, sin θi) . (C.6)

We now introduce the angular momenta L1 and L2 in one SU(2) and L3 and L4 in

the other SU(2) with the condition L1 +L2 +L3 +L4 = 0 . As explained in [151]

the SU(2)×SU(2) sector is obtained by considering states for which ∆−L1−L2

is small, where ∆ is the energy. This can be implemented as a sigma-model limit

with the following coordinate transformation

t̃ = λ′t , χ = δ − 1

2
t, (C.7)

where λ′ = λ/J2, J ≡ L1 + L2 and so that

H̃ ≡ i∂t̃ =
(∆− J)

λ′
, 2J = −i∂χ, (C.8)

We see that sending λ′ → 0, one has that ∆ − J → 0 which means that we keep

the modes of the SU(2)×SU(2) sector dynamical, while the other modes become

non-dynamical and decouple in this limit.

Using (C.7), the type IIA metric becomes

ds2 = R2

[
(

1

λ′
dt̃+ dχ+ ω)(dχ+ ω) +

1

8
dΩ2

2 +
1

8
dΩ′2

2

]
. (C.9)
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The bosonic sigma-model Lagrangian and Virasoro constraints are

L = −1

2
Gµνh

αβ∂αx
µ∂βx

ν , (C.10)

Gµν(∂αx
µ∂βx

ν − 1

2
hαβh

γδ∂γx
µ∂δx

ν) = 0, (C.11)

with Gµν being the metric (C.9). hαβ =
√
− det γγαβ with γαβ being the world-

sheet metric.

Our gauge choice is

t̃ = κτ, (C.12)

2πp− =
∂L

∂∂τx−
= const. ,

∂L
∂∂σx−

= 0. (C.13)

Moreover, the constant κ can also be determined from

2J = Pχ =

∫ 2π

0

dσpχ =
R2κ

2λ′
=

2π
√

2λκ

λ′
. (C.14)

We see that κ =
√
λ′

π
√

2
. Thus κ→ 0 for λ′ → 0. Moreover, from (C.8) we have that

the right energy scale is given by τ̃ = κτ . This means that the quantity that we

keep fixed in the limit κ→ 0 is ẋµ = ∂τ̃x
µ.

Proceeding as in [151], we can then solve the Virasoro constraints and the gauge

conditions order by order in κ. This actually corresponds, on the gauge theory

side, to an expansion in powers of λ′. Here we skip the various steps and report

the final result for the action to leading order

I =
J

4π

2∑
i=1

∫
dt̃

∫ 2π

0

dσ
[

sin θiϕ̇i − π2(~ni)
2
]
, (C.15)

2∑
i=1

∫ 2π

0

dσ sin θiϕ
′
i = 0, (C.16)

where the last expression gives the momentum constraint.

We see that, up to the perturbative order we are interested in, by taking the

SU(2) × SU(2) sigma-model limit we obtain two Landau-Lifshitz models added

together (C.15), one for each SU(2), which are related only through the momentum

constraint (C.16) [151]. This is moreover consistent with results on the gauge

theory side.
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