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What I am going to tell you about is what we teach our physics students
in the third or fourth year of graduate school [ . . . ]
It is my task to convince you not to turn away because you don’t understand it.
You see, my physics students don’t underunderstand it either.
That is because I don’t understand it.
Nobody does.

– from QED: The Strange Theory of Light and Matter
by Richard Feynman, whose Six easy pieces ignited my interest in physics

And above all, watch with glittering eyes the whole world around you
because the greatest secrets are always hidden in the most unlikely places.
Those who don’t believe in magic will never find it.

– Roald Dahl

The universe will express itself as long as somebody will be able to say,
“I read, therefore it writes.”

– Italo Calvino, in If on a Winter’s Night a Traveller





Preface

Each piece, or part, of the whole of nature, is always merely an approximation to the complete
truth, or the complete truth so far as we know it. [ . . . ] The test of all knowledge is experiment.1

Our current best understanding of the particles and interactions observed in nature is en-
capsulated in the Standard Model of particle physics [1–7]. A multitude of theoretical and
experimental contributions over many years, jointly led to its development in the 1960s and 70s,
and many more have seen to its validation ever since. The SM includes fermions, half-integer spin
particles which constitute all matter, and gauge bosons, integer spin particles which mediate the
interactions. It unifies three of the four known forces: electromagnetism, the weak interaction
and the strong interaction, but excludes gravity. As a quantum gauge theory, the SM reflects
the symmetries observed in nature in its formulation. A consequence thereof is that in its barest
form, the SM requires all particles to be massless. To explain the existence of massive particles,
it incorporates the Brout-Englert-Higgs (BEH) mechanism [8–11].

The BEH mechanism was proposed independently by several theoretical physicists in 1964, and
describes how particles, seemingly required to be massless, can become massive. It postulates
a scalar field – the BEH field – and an associated scalar boson – the Higgs boson. This field
induces spontaneous symmetry breaking, and the coupling of particles to the field allows them
to acquire mass. The Higgs boson mass itself however, is an important parameter in the SM,
and cannot be predicted by theory. Instead it has to be determined experimentally.

For decades, ever since its postulation, scientists have actively searched for the Higgs boson.
Searches were conducted at the Large Electron-Positron collider at CERN2 (1989–2000), at
the Tevatron at Fermilab (1987–2011), and most recently at the Large Hadron Collider (LHC)
at CERN (2009– ). The LHC is the current largest and most-powerful particle accelerator,
developed and built between 1984 and 2009, with the discovery of the Higgs boson as one of its
main physics goals. It is designed to collide protons at a centre-of-mass energy of 14 TeV. Since
2009, the LHC has been recording data at centre-of-mass energies of 7, 8 and 13 TeV. The
Higgs boson remained elusive until 2012, when on the 4th of July both the ATLAS and CMS
collaborations presented their results announcing the discovery of a scalar particle matching the
properties of the SM Higgs boson. Experiments have since continued to verify the properties of
the discovered particle, which so far remains fully compatible with the SM Higgs scalar.

1R. Feynman, in Six easy pieces.
2European Organisation for Nuclear Research
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Higgs bosons can be produced and observed at collider experiments in a variety of ways. In
this thesis, I present a search for the SM Higgs boson, studying its production via vector boson
fusion (VBF) and subsequent decay to bottom quarks (H→ bb̄). The data used for this search
was recorded with the CMS detector at the LHC, in 2012.

This thesis is structured as follows:

The first part provides an introduction to the concepts required to understand the analysis which
lends its title to this thesis. The analysis itself is discussed in the second part.

Chapter 1 provides an introduction to the SM of particle physics, including the electromagnetic,
the weak, and the strong force, and the fermions and the gauge bosons. The origin of particle
masses is explained by the BEH mechanism, introducing the BEH field, the Higgs boson, and
the principle of electroweak symmetry breaking.

Chapter 2 focuses on the Higgs boson. We study how the particle can be produced and observed
at collider experiments. Also in chapter 2 we review the many theoretical and experimental
studies performed since the postulation of the BEH mechanism. Finally we discuss the Higgs
boson discovery in 2012.

Chapter 3 concerns the experimental setup relevant for this analysis: the LHC and the CMS
detector. In the first part we study the LHC properties and the various detectors active around
the LHC. In the second part we focus on the design of the CMS detector, the detector used to
record the data for this analysis.

Chapter 4 describes the simulation methods available to obtain theoretical predictions for
collider experiments. We examine the workings of event generators, and also discuss detector
simulation.

Chapter 5 returns to the characteristics of the CMS detector, and discusses object reconstruc-
tion. From the raw data recorded by the detector, physical quantities need to be reconstructed
to allow the data to be used in analyses.

The second part of this thesis discusses the VBF H→ bb̄ analysis, which can be logically divided
into three major steps.

Chapter 6 is a general introduction to the studied process. We look at the characteristics of
the VBF H→ bb̄ signal, and identify background processes presenting a similar signature in the
detector. We then discuss the analysis strategy, and the data used to perform the analysis.

Chapter 7 covers the event selection, both online during the experiment, and offline afterwards.
We discuss the design and optimisation of a dedicated online selection method in 2011, and
study how it performed during data taking in 2012. Subsequently, efficiency corrections can be
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derived, and the knowledge about the performance of the online selection method can be used
to define an optimal offline selection method.

Chapter 8 studies the maximisation of the signal versus background discrimination, using
multivariate methods. Before defining the discriminant, three signal properties that can aid in
the discrimination are analysed in detail. Afterwards, we perform data validation.

Chapter 9 involves the fit of the bottom quark pair invariant mass spectrum, aiming to detect
a possible Higgs boson signal on top of the background contributions. The fit procedure is first
validated by performing a fit for of the known Z boson resonance in the same mass spectrum,
and then used to search for a Higgs boson resonance.

Chapter 10 presents the results of the VBF H→bb̄ analysis. We study the signal strength
obtained in the fit and the statistical significance of the results. We also derive upper limits on
the cross section of the process. Finally we perform a combination of the VBF H→bb̄ result
with other H→ bb̄ results, leading to an increased significance.

Chapter 11 provides a summary and brief outlook.

The physics analysis results presented in this thesis have been published in the following paper,
public CMS note, and conference contributions:

• CMS collaboration, Search for the Standard Model Higgs boson produced through vector
boson fusion and decaying to bb̄, Phys.Rev.D92 (2015) 032008, doi:10.1103/PhysRevD.92.
032008, arXiv:1506.01010.

• CMS collaboration, Higgs to bb̄ in the vector boson fusion channel, CMS-PAS-HIG-13-011
(2013), http://cds.cern.ch/record/1547579.

• S. Alderweireldt, Study of Higgs bosons decaying to bottom quarks at CMS, talk at
SUSY 2015, 24th August 2015, Lake Tahoe (US).

• S. Alderweireldt, Search for the Standard Model Higgs boson produced by vector boson
fusion decaying to bottom quarks, poster at Lepton-Photon 2015, 17-22nd August 2015,
Ljubljana (SI).

• S. Alderweireldt, Search for the Standard Model Higgs boson produced by vector boson
fusion decaying to bottom quarks, poster at EPS-HEP 2015, 22-29th July 2015, Vienna
(AT).

• S. Alderweireldt, Vector Boson Fusion leading to Higgs production and subsequent decay in
bottom quarks, PoS EPS-HEP2013 (2013) 128, poster and proceedings for EPS-HEP 2013,
18-24th July 2013, Stockholm (SE).

http://dx.doi.org/10.1103/PhysRevD.92.032008
http://arxiv.org/abs/arXiv:1506.01010
http://cds.cern.ch/record/1547579
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Chapter 1

The Standard Model

The Standard Model (SM) of particle physics [1–7] was first developed almost 50 years ago and is
still the most successful and generally accepted theory describing the properties and interactions
of the fundamental components of matter. It uses a quantum field theory (QFT)1 approach,
describing particles as excitations of underlying physical quantum fields and identifying (local)
gauge symmetries which leave the Lagrangian invariant. It unifies the electromagnetic, weak and
strong interactions and incorporates the Brout-Englert-Higgs (BEH)2 mechanism [8–11] which
gives rise to massive particles. The fourth known interaction, gravity, is not included in the
SM, as there is no fitting QFT description of it available and it cannot be added to the model
trivially.

This chapter discusses the different components of the theory3. Section 1.1 starts with a very
brief introduction to gauge symmetry. Section 1.2 describes the particle content of the SM.
The electroweak part of the theory is covered by the Glashow-Weinberg-Salam (GWS) model
(section 1.3) and the BEH mechanism (section 1.4), while the strong part of the theory is covered
by quantum chromodynamics (QCD) (section 1.5). Details about the properties of the Higgs
boson will follow in chapter 2. Further discussions on these topics can be found in [12,13].

1.1 Gauge symmetry

In a QFT, each particle is defined as the excitation of a field ψ(x), in four-dimensional space-time.
The dynamics of the particles are described by a Lagrangian density (in the same way as is
done in classical mechanics), adhering to certain symmetries. Imposing a symmetry means
requiring invariance of the Lagrangian under a symmetry transformation; for a global symmetry,
a transformation that is the same in all points of space-time, and for a local symmetry, a
transformation that is dependent on the point in space-time. Mathematically, a symmetry is
characterised by a symmetry group.

In a gauge theory, the Lagrangian is invariant under local gauge transformations. The Lagrangian
contains redundant degrees of freedom, i.e. degrees of freedom not corresponding to changes
in the physical state. There are different possible gauges (i.e. configurations of the degrees of

1An introduction to QFT and gauge theory is available in [12].
2 The Brout-Englert-Higgs denomination will be used when referring to the BEH mechanism and the therein
postulated field; when referring the particle(s) accompanying the field, the short name Higgs boson will be
adopted, sometimes abbreviated as H.

3Note that throughout this entire thesis, natural units will be used (~ = c = 1), unless specified differently.

3



4 The Standard Model

freedom), and transformations can be made between them. The invariance of the Lagrangian
under such gauge transformations, is guaranteed by the inclusion of gauge terms (matching the
gauge group or symmetry group) in this Lagrangian. The gauge terms are vector fields, which
correspond to the fundamental forces or interactions between the particles in the theory. The
strength of the forces is given by the gauge coupling constants. The excitations of the gauge
fields, the gauge particles, act as force carriers.

The SM is a gauge QFT, with a Lagrangian defined according to the fundamental local gauge
symmetries observed in nature.

1.2 Elementary particles

Fermions, elementary spin-1
2 particles, are the building blocks of matter. At present we know

twelve different fermions which can be classified into two groups, six quarks and six leptons,
and each group can then again be subdivided into three generations of increasing mass. The
leptons interact only through electromagnetic and weak forces, while the quarks will also interact
strongly. Furthermore, the leptons are observed as free particles, while the strong force confines
the quarks within hadrons, bound states of two or three quarks. Note also that the second and
third generations of fermions are not stable, they decay into lighter particles, which implies that
ordinary matter will consist of first generation particles only. The fermion classification is given
in Table 1.1.

Table 1.1: Classification of the fermions.

generations
Q interact through

1st 2nd 3rd

leptons e µ τ -1 electroweak forces
νe νµ ντ 0

quarks u c t +2
3 all forces

d s b −1
3

The gauge bosons then, are spin-1 particles serving as force carriers for the interactions. The
electromagnetic gauge boson, the photon, is massless and the interaction it represents is long-
ranged. The weak bosons however, turn out to be massive, and the weak interaction works at
very small scale. In a simple gauge theory these masses would not appear, and it is through
the BEH mechanism that they can be explained. The strong interaction finally is short-ranged,
and its force carrier, the gluon, is again massless. The gauge boson classification is given in
Table 1.2.
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Table 1.2: Classification of the gauge bosons.

force mass (GeV) range (fm) coupling constant†

photon (γ) electromagnetic mγ = 0 ∞ e =
√

4πα ∼ 0.3

W+,W− weak, charged mW = 80.4 0.001 g =
8m2

WGF√
2
∼ 0.4

Z0 weak, neutral mZ = 91.2 0.001 g′ = g tan θW ∼ 0.2

gluons (g) strong mg = 0 1 gs =
√

4παs ∼ 1

† with electromagnetic finestructure constant α, Fermi constant GF , Weinberg mixing angle θW ,
and the analogue of the electromagnetic finestructure constant for the strong force αS .

1.3 Electroweak theory

As an introduction we discuss quantum electrodynamics (QED), the gauge theory describing
the electromagnetic interaction. The gauge group for the electromagnetic interaction is U(1)EM,
with electric charge Q as the generator. The free fermion Lagrangian is given by:

L = ψ̄
(
i/∂µ −m

)
ψ, (1.1)

with spinor field ψ representing the fermion (mass m, charge Q), adjoint spinor field ψ̄ = ψ†γ0,
and index µ running over the four space-time coordinates 0-3. Derivative /∂µ is written in the
Feynman slash notation: /∂µ = γµ∂µ, with γµ the Dirac gamma matrices.

To make this Lagrangian work for QED, requirements for local U(1)EM gauge invariance should
be satisfied. Using the regular derivative, the invariance fails. Take for example the following
local gauge transformation:

ψ(x)→ eiα(x)ψ(x), (1.2)

then:

L′ = ψ̄ iγµ (∂µ + i (∂µα))ψ −mψ̄ψ 6= L. (1.3)

To restore the invariance, a modified derivative is introduced (covariant derivative Dµ), including
a vector field Aµ with specific transformation properties, matching U(1)EM:

Dµ = ∂µ − ieAµ

Aµ → Aµ +
1

e
∂µα. (1.4)

Applying this to the Lagrangian (Eq. 1.1) leads to:

L = ψ̄
(
i /Dµ −m

)
ψ

= ψ̄ iγµ (∂µ − ieAµ)ψ −mψ̄ψ
= ψ̄

(
i/∂µ −m

)
ψ + eψ̄γµAµψ, (1.5)

which is invariant under transformation 1.2.
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For completeness, also a kinetic term for vector field Aµ needs to be added:

−1

4
FµνF

µν with field strength tensor Fµν = ∂µAν − ∂νAµ. (1.6)

Field Aµ can be interpreted as the photon field, the photon being the gauge boson of U(1)EM.
It couples to particles represented by spin-1

2 field ψ (cf. eψ̄γµψAµ), and the strength of the
coupling is given in terms of the coupling constant, electron charge e. Again due to gauge
invariance, the presence of a mass term is prohibited, and the mediating vector boson has to be
massless. In other words, the electromagnetic interaction of two particles is governed by the
exchange of a massless vector boson, the photon.

The full QED Lagrangian is given in Eq. 1.7.

LEM = ψ̄
(
i/∂µ −m

)
ψ + eψ̄γµAµψ −

1

4
FµνF

µν . (1.7)

Moving on to electroweak theory, unifying the electromagnetic and weak interactions, one can
follow the same method as used for QED in the introduction. The relevant gauge group as
used in the SM is now SU(2)L ⊗U(1)Y. The components of the weak isospin, T1, T2 & T3, are
the generators of SU(2)L, while the weak hypercharge, Y , is the generator of U(1)Y. Note that
U(1)EM and U(1)Y are not the same, they are different copies of U(1). The electromagnetic
charge can however be related to the isospin and the hypercharge as Q = T3 + Y

2 , linking both
groups. Imposing local gauge invariance leads to the introduction of four vector fields, W 1,2,3

µ &
Bµ with four matching massless gauge bosons. Through the process of spontaneous symmetry
breaking (SSB) and the BEH mechanism, discussed in section 1.4, they will mix into three
massive and one massless boson: the W+ and W−, the Z0, and the γ. Coupling strengths are
given in terms of coupling constants g and g′. The covariant derivative for this case is:

Dµ = ∂µ − igTaW a
µ − ig′

Y

2
Bµ. (1.8)

The fermion classification can now be revisited in terms of symmetry group SU(2)L ⊗ U(1)Y.
Groups are made based on how particles transform when subjected to weak interactions. Since
electroweak theory is chiral, it is necessary to distinguish between left-handed (opposite spin
& direction of motion) and right-handed (parallel spin & direction of motion) particles. Only
left-handed fermions will interact weakly, they exist in doublets of opposite T3, the third
component of the isospin. Right-handed ones don’t interact and exist in singlets of zero isospin.
There are two types of doublets: (ν eL) and (uL dL), and three types of singlets: (uR), (dR)

and (eR). The right-handed neutrinos, which would form the fourth singlet, do not exist within
the framework of the SM. Hypercharges can be determined through the relation Q = T3 + Y

2 .
This leads to Table 1.3.
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Fully parallel to the QED Lagrangian given in Eq. 1.7, the kinetic part of the electroweak
Lagrangian is given by:

LEW = χ̄jL i /Dµ χ
j
L + ξ̄jR iγ

µ

(
∂µ − ig′

Y

2
Bµ

)
ξjR −

1

4
W a

µνW
a µν − 1

4
BµνB

µν , (1.9)

differentiating between doublets (χL) and singlets (ξR) for the fermion fields, using vector fields
W a
µ and Bµ, and the covariant derivative of Eq. 1.8. Interaction terms for fermions and gauge

bosons are included, as well as the self-interaction terms for the gauge fields. No mass terms are
present however, neither for the fermions, nor for the gauge bosons. A solution for this will be
introduced in section 1.4, in the form of the BEH mechanism.

1.4 The Brout-Englert-Higgs mechanism

As stated in section 1.3, without an extensions of the Lagrangian as given in Eq. 1.9, the gauge
bosons of the electroweak interactions would be massless. To make them massive, symmetry
needs to be broken. This is where the BEH field comes in. It is described by an SU(2)L doublet
of complex fields, with hypercharge Y = 1:

φ =


 φ+

φ0


 =

1√
2


 φ1 + iφ2

φ3 + iφ4


 . (1.10)

A kinetic and a potential term for the BEH field can be added to the Lagrangian, aiming at
electroweak symmetry breaking:

LHiggs = |Dµφ|2 − V
(
φ†φ
)
. (1.11)

Table 1.3: Classification of the fermions, revisited.

multiplet
generations

Q T T3 Y
1st 2nd 3rd

left-handed leptons doublet νe νµ ντ 0 1
2 +1

2 −1

eL µL τL -1 1
2 −1

2 −1

quarks doublet uL cL tL +2
3

1
2 +1

2 +1
3

dL sL bL −1
3

1
2 −1

2 +1
3

right-handed leptons singlet eR µR τR -1 0 0 −2

quarks singlet uR cL tR +2
3 0 0 +4

3

singlet dR sR bR −1
3 0 0 −2

3
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This does however not break the local gauge invariance under SU(2)L ⊗U(1)Y yet, since on one
hand a covariant derivative is used which transforms correctly under symmetry operations, and
on the other hand the potential term is only dependent on |φ|. It is through SSB, the hiding of
a symmetry, that massive gauge bosons and fermions are acquired in the SM.

The potential term in Eq. 1.11 can be expanded as:

V
(
φ†φ
)

= µ2φ†φ+ λ
(
φ†φ
)2
. (1.12)

The different options for the µ2 parameter are what makes this interesting. With λ > 0, the
case where it is positive would simply describe a massive scalar boson with mass term µ2φ†φ,
and not fix any of the previously mentioned problems. If it were negative however, it initially
appears as though the mass term has the wrong sign, and the potential has an infinite number
of minima:

∂V

∂|φ| =
(
µ2 + 2λφ†φ

)
· ∂φ

†φ
∂|φ| = 0

⇔ φ†φ =
1

2

(
φ2

1 + φ2
2 + φ2

3 + φ2
4

)
= −µ

2

2λ
=
v2

2
(1.13)

⇔ φ =
v√
2
eiθ,

with v the vacuum expectation value.

This is the typical Mexican hat potential as shown in Fig. 1.1. Now, without losing generality,
the minimum can be fixed at a given point, and the field can be expanded around this point
(which will have vacuum expectation value v). For example:

φ2
1 = φ2

2 = φ2
4 = 0 , φ2

3 = v2 (1.14)

and

φ(x) =
1√
2


 0

v + h(x)


 . (1.15)

It is now possible to have a closer look at LHiggs, given in Eq. 1.11. Substituting φ(x), it is
obvious that there will be three sets of terms: related to the scalar Higgs boson only, related to
the coupling between the Higgs boson and the electroweak vector bosons, and related to the
electroweak bosons only. It can be expected to find the sought for vector boson mass terms in
this last set.
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Figure 1.1: Graphical representation of the V (φ†φ) potential of Eq. 1.12, typically called a Mexican
hat potential.

Taking only the relevant terms of the Lagrangian4:

LmV =
1

2

∣∣∣∣∣∣

(
g
ta
2
W a

µ +
1

2
g′Bµ

)
 0

v



∣∣∣∣∣∣

2

(1.16)

=
1

2

(
0 v

)



1
2

(
gW 3

µ + g′Bµ
) g

2

(
W 1
µ − iW 2

µ

)

g
2

(
W 1
µ + iW 2

µ

)
1
2 −

(
gW 3

µ − g′Bµ
)


 ·




1
2

(
gW 3

µ + g′Bµ
) g

2

(
W 1
µ − iW 2

µ

)

g
2

(
W 1
µ + iW 2

µ

)
−1

2

(
gW 3

µ − g′Bµ
)




 0

v




=
1

8

(
g
(
W 1
µ + iW 2

µ

)
v −

(
gW 3

µ − g′Bµ
)
v
)

 g

(
W 1
µ − iW 2

µ

)
v

−
(
gW 3

µ − g′Bµ
)
v




=
v2

8

(
g2
(
W 1
µ + iW 2

µ

) (
W 1
µ − iW 2

µ

)
+
(
gW 3

µ − g′Bµ
) (
gW 3

µ − g′Bµ
) )

=
g2v2

4
W+
µ W

−µ +
(g2 + g′2) v2

8
Z0
µZ

0µ (1.17)

= m2
W W+W− +

1

2
m2
Z Z

2 +
1

2
m2
A A

2. (1.18)

4 taW
a
µ has been expanded using SU(2)L generating matrices t1, t2 and t3:

t1 =

(
0 1

1 0

)
, t2 =

(
0 −i
i 0

)
, t3 =

(
1 0

0 −1

)
.
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Equation 1.17 is written in terms of new physical fieldsW+,W−, Z0 and A0, linear combinations
of W 1,2,3 and B:

W−µ =
1√
2

(
W 1
µ − iW 2

µ

)

W+
µ =

1√
2

(
W 1
µ + iW 2

µ

)

Z0
µ =

1√
g2 + g′ 2

(
gW 3

µ − g′Bµ
)

A0
µ =

1√
g2 + g′ 2

(
g′W 3

µ + gBµ
)
. (1.19)

The vector boson masses finally follow from comparing Eqs. 1.17 and 1.18. The lack of a term
for the photon, A, is expected since the U(1)EM symmetry remains intact after SSB, and thus
the associated boson has to be massless. One finds:

mW =
1

2
vg , mZ =

1

2
v
√
g2 + g′ 2 , mA = 0. (1.20)

Expanding further the potential term of LHiggs, as given in Eq. 1.12, taking only the term of
O(h2), one can identify the Higgs boson mass:

1

2
m2
h h̄h = −µ2 h̄h = λ v2 h̄h

⇒ mh =
√
−2µ2 =

√
2λ v2. (1.21)

Note that due to free parameter λ the Higgs boson mass cannot be calculated from theory only,
it needs to be assessed experimentally.

Next the covariant derivative in Eq. 1.8 can be rewritten in terms of the physical fields:

Dµ = ∂µ − ig
1√
2

(
W+
µ T

+ +W−µ T
−)− i

Z0
µ√

g2 + g′ 2
(
g2T 3 − g′ 2Y

)

−i
A0
µgg
′

√
g2 + g′ 2

(
T 3 + Y

)
.

(1.22)

Since the coupling strength for the photon was defined earlier as e, it is possible to identify:

e =
gg′√
g2 + g′ 2

. (1.23)

Additionally, the mixing from
(
W 3
µ , Bµ

)
to
(
Z0
µ, A

0
µ

)
, described in Eq. 1.19, can also be defined

in terms of the Weinberg weak mixing angle, θW :

 Z0

µ

A0
µ


 =


 cos θW − sin θW

sin θW cos θW




 W 3

µ

Bµ


 . (1.24)
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Using again Eq. 1.19 this entails:

cos θW =
g√

g2 + g′ 2

sin θW =
g′√

g2 + g′ 2
, (1.25)

and

e = g sin θW = g′ cos θW

mW = mZ cos θW . (1.26)

This concludes the initial aim of this section: having a unified description for the electroweak
interaction, and in particular, explaining the masses of its vector bosons.

There are however a few remaining terms in the electroweak part of the SM Lagrangian which
have not yet been discussed here. Next to the masses of the vector bosons, also the cubic and
quartic couplings of the Higgs boson to vector bosons can be derived from the LHiggs. Making
the expansion parallel to Eq. 1.16, looking at the terms of order O(vh) and O(h2), one finds:

LhV V =
g2v

2
hW+W− +

(g2 + g′2) v

4
hZ0

µZ
0µ = ghWW hW+W− + ghZZ hZ

0
µZ

0µ (1.27)

LhhV V =
g2

4
h2W+W− +

(g2 + g′2)

8
h2 Z0

µZ
0µ = ghhWW h2W+W− + ghhZZ h

2 Z0
µZ

0µ.

The potential term of LHiggs (Eq. 1.12) additionally includes the cubic and quartic Higgs boson
self-coupling terms:

Lhhh = λvh3

Lhhhh =
λ

4
h4, (1.28)

while the Higgs boson self-energy is again part of the kinetic term of LHiggs:

L∂µh =
1

2
(∂µh) (∂µh) . (1.29)

The last set of terms to be added describes the fermion masses and the Higgs boson to fermion
couplings. Consider the following Lagrangian:

Lmf ,hff = −Gf (χ̄L φ ξR + χ̄R φc ξL)) , (1.30)

with Gf the arbitrary strength of the Yukawa coupling to fermions, and (χL) the left-handed
doublets and (ξR) the right-handed singlets for the fermion fields. Expanding once more as in
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Eq. 1.16, first for the leptons, one finds:

Lml,hll = −Ge√
2

(ēLeR + ēReL) v − Ge√
2

(ēLeR + ēReL)h

= −me ēe− ghee ēe h. (1.31)

The electron mass can be identified as me = Gev/
√

2 (with Ge the Yukawa coupling for the
electron), and the coupling strength as ghee = Ge/

√
2. Since both are dependent on the arbitrary

Yukawa coupling, they cannot be predicted. Note also that while the coupling strength of the
Higgs boson to gauge bosons ghV V (cf. Eq. 1.27) is proportional to the square of the gauge
boson masses, the coupling strength of the Higgs boson to fermions is directly proportional to
the fermion masses.

The same logic can be followed for the quarks, which leads to:

Lmq ,hqq = −Gd
(
(ū d̄′)L φdR + h.c.

)
−Gu

(
(ū d̄′)L φc uR + h.c.

)

= −md d̄d

(
1 +

h

v

)
−mu ūu

(
1 +

h

v

)
, (1.32)

where (ū d̄′)L takes into account quark mixing (i.e. mass eigenstates being linear combinations
of the flavour eigenstates), and conjugate φc of the BEH field is used to allow up-type quark
masses in a gauge invariant manner. Gd and Gu are the Yukawa couplings for down-type and
up-type quarks.

As a final result for the Lagrangian for the electroweak sector of the SM one can then write:

LEWSB = χ̄jL i /Dµ χ
j
L + ξ̄jR iγ

µ

(
∂µ − ig′

Y

2
Bµ

)
ξjR −

1

4
W a

µνW
a µν − 1

4
BµνB

µν

+ iγµ
∣∣∣∣
(
∂µ − igTaW a

µ − ig′
Y

2
Bµ

)
φ

∣∣∣∣
2

− V
(
φ†φ
)

−Gf
(
χ̄L φ ξR + ξ̄L φc ξR

)
. (1.33)

1.5 Quantum chromodynamics

Quantum chromodynamics (QCD) is the part of the SM that outlines the strong interactions of
partons, i.e. quarks and gluons. As mentioned before, when approaching from a gauge theoretical
point of view, it is essential to consider which symmetries are in play. From experimental studies
of bound quark states it became apparent that an additional quantum number needed to be
allocated to quarks, if one wanted to explain bound states with three “identical” quarks, qqq,
while still respecting Fermi-Dirac statistics. In this new picture, quarks carry one of three
colours: red, green or blue; they are colour charged under gauge group SU(3)c. Gluons are
assigned combinations of a colour and an anti-colour.
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The QCD Lagrangian is hence required to be invariant under:

ψ(x)→ eiαs(x)λa
2 ψ(x), (1.34)

where ψ represents the partons, αs is the coupling constant of the strong interaction and λa/2
are the generators of SU(3)c. This invariance can be achieved by writing a covariant derivative:

Dµ = ∂µ − igs
λa
2
Gaµ, (1.35)

which introduces eight gauge fields, Gaµ. The vector bosons of the strong interaction are eight
massless gluons, independent through eight different non-zero colour charges. Mathematically,
it would be equally possible to use a U(3) gauge group and have nine gluons, including a colour
neutral one, but this is experimentally discouraged.

So far, this description develops in a very similar way to QED. The first difference is that the
gluons are not colour neutral5, allowing for gluon self-interaction. In the Lagrangian, this is
represented by the presence of a third term in the field-strength tensor:

Gaµν = ∂µG
a
ν − ∂νGaµ + ifabcGbµG

c
ν , (1.36)

compared to the form known from QED (Eq. 1.6). Factors fabc denote the structure constants
of SU(3)c.

Combining the above elements one finds:

LQCD = −1

4
GaµνG

µν
a +

∑

flav

ψ̄
(
i /Dµ −m

)
ψ, (1.37)

with gluon colours a and quarks fields ψ, and summing over all quark flavours. Combination of
Eqs. 1.33 and 1.37 gives the full definition of the SM Lagrangian.

Due to the presence of gluon self-interaction terms, QCD obtains a few more properties which
warrant discussion. Continuing the comparison to QED, there is a profound difference at the
level of the coupling constant. Due to renormalisation6, a measurement of a coupling constant,
α, depends on the energy or distance scale, µ, at which it is measured. This can be expressed as:

1

α(µ)
=

1

α(µref )
+ b log

(
µ2
ref

µ2

)
, (1.38)

with b related to the number of fermions, with mass below scale µ, transforming according to
the gauge group of the interaction under consideration [14].

5as the photon is electromagnetically neutral in QED
6 In renormalisation, infinities in the theoretical expressions are absorbed into redefinitions of elementary
charges, which appear “dressed” in real life experiments [12].
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At an energy scale of the order of the Z-boson mass, mZ, both the electromagnetic and the
strong coupling strength are small:

αem(mZ) =
e2(m2

Z)

4π
= 0.0078

αs(mZ) =
g2
s(m

2
Z)

4π
= 0.12, (1.39)

which allows perturbative methods to be used in calculations.

When changing the energy scale however, both forces behave in opposite ways. For the
electromagnetic force, factor b in Eq. 1.38 is positive. As scale µ increases, also the coupling
strength increases. For the strong force on the other hand, this factor is negative, and the
coupling strength decreases as the scale increases. QCD exhibits asymptotic freedom: at very
high energies – or very short distance – the strong force is effectively weak. A consequence
hereof is that perturbative calculations in QCD are invalidated at low energy.

The second typical QCD property is the concept of confinement: the only eigenstates of the QCD
Hamiltonian7 which have finite energy are colour neutral. In other words: quarks must always
appear in colour neutral combinations, the most obvious ones being mesons (qq̄, colour/anti-
colour) and baryons (qqq, fully antisymmetric in colour). It also explains why quarks, carrying
colour charge, may not be observed as free particles. Confinement has, albeit very much
experimentally supported, not yet been analytically derived from the Lagrangian, and remains,
in principle, a hypothesis.

Finally there is the concept of hadronisation, which can be intuitively understood keeping
in mind both asymptotic freedom and confinement. As for example the constituents of a
quark/anti-quark pair travel apart, the force between them increases. At some point, it will
become energetically favourable for a new qq̄ pair to be created from the vacuum, and for
the constituents to form new colour neutral bound states, satisfying the confinement principle.
Hadronisation also has an experimental consequence. Partons scattered or radiated in a collision
cannot continue to exist as free particles and will hadronise. Each parton emerging from an
interaction will result in a collimated flow of hadrons to be produced, following the direction of
motion of this parton; such a collection of particles is called a jet. The dynamic properties of
the hadrons will resemble those of the parton, a feature called local parton-hadron duality. In
detector experiments, specific jet-algorithms are used to identify jets, and to trace back as well
as possible the properties of the originating parton.

This chapter introduced the Standard Model of particle physics, which describes the properties and
interactions of fundamental particles. It includes electroweak theory and QCD, and explains the
masses of particles using spontaneous symmetry breaking and the BEH mechanism. The following
chapter 2 will focus on the Higgs boson, more specifically on how it is produced experimentally
and how it can be observed. In addition, an overview is given of past searches for this particle.

7Mathematical description of a system, cf. Lagrangian.



15



16



Chapter 2

The Higgs boson

To study fundamental particles and interactions and test models such as the SM (cf. chapter 1),
scientists perform collider experiments at accelerator facilities. The largest and most powerful
particle accelerator today is the Large Hadron Collider (LHC) at CERN1 in Geneva, Switzerland;
it will be discussed in chapter 3.

This chapter focuses on the study of one particle in particular, the Higgs boson. Section 2.1
explains how it can be produced and observed in experiments. In the second part of the chapter,
an overview is given of indirect and direct searches performed for the Higgs boson in the past
(section 2.2), ultimately leading to its discovery in 2012 (section 2.3).

2.1 Higgs boson production mechanisms and decay modes

The SM Higgs boson can be produced at collider experiments in various ways, depending on
the energy scale of the collisions2, as well as on the properties of the colliding particles. At a
proton-proton collider such as the LHC (cf. chapter 3), it will happen only very rarely: about
once every ten billion collisions (1 in 1010). Four main mechanisms can be identified that provide
a significant contribution to the total Higgs boson production cross section, i.e. the rate at
which Higgs bosons are generated.

Due to the abundance of gluons in proton–proton collisions, gluon-gluon fusion (GF) is the
dominant Higgs boson production mechanism throughout the entire mass range studied at the
LHC, mH = 100− 600 GeV. Figure 2.1a shows the Leading Order (LO) Feynman diagram for
the process: the Higgs boson is produced from two gluons through a loop, most commonly a
top-quark loop.

Second most important is vector boson fusion (VBF) production, where two quarks each radiate
a vector boson, either a W or a Z boson, and the vector bosons merge to form the Higgs boson.
This is illustrated in Fig. 2.1b. Typical for this mode are the two remaining forward quarks in
the final state, in addition to the Higgs boson decay products.

Production in association with a vector boson (VH), either a W or a Z boson, is shown in Fig. 2.1c.
A quark and an anti-quark annihilate to a vector boson, which subsequently decays into another
vector boson of the same type, and a Higgs boson. Note that at a proton–anti-proton collider,

1 Conseil Européen pour la Recherche Nucléaire or European Organization for Nuclear Research.
2 Usually expressed in terms of the centre-of-mass energy

√
s of the collisions.
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this production mode would be more important, as the quark and anti-quark could both be
valence quarks, whereas at LHC the anti-quark has to be a sea quark.

Finally the Higgs boson can be produced in association with a heavy quark pair (t̄tH), as in
Fig. 2.1d. The decay of the top quarks, next to the decay of the Higgs boson, will typically lead
to final states with many jets.

The relative importance of each production mechanism can also be seen in Fig. 2.2, which shows
the Higgs boson production cross section as a function of its mass, at three centre-of-mass
energies, for each of the mechanisms. At mH = 125 GeV, there is roughly an order of magnitude
difference between the GF production cross section and that of VBF or VH production, and the
contribution of tt̄H production is again an order of magnitude smaller.

Data has been observed experimentally at the LHC for all four production mechanisms, but
only the GF process has been shown to exist with sufficient statistical significance.

g
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t
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H

(a) gluon-gluon fusion

q′

q

V
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(b) vector boson fusion
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(c) vector boson associated production
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t̄
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p

t̄
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(d) tt̄ associated production

Figure 2.1: LO Feynman diagrams for the four most important Higgs boson production mechanisms
at the LHC. In order of importance they are (a) gluon-gluon fusion, (b) vector boson fusion, (c) vector
boson associated production, and (d) heavy quark associated production.
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Figure 2.2: Higgs boson production cross sections at (a)
√
s = 7 TeV, (b)

√
s = 8 TeV, and (c)√

s = 14 TeV. The different production mechanisms are shown in blue (GF), red (VBF), green/gray
(VH), and purple (tt̄h). [15].

The decay width of the SM Higgs boson is predicted to be around ΓSM = 4 MeV (for
mH =125 GeV) [14]. As the width of a mass peak is inversely proportional to the lifetime of a
particle, t = ~/Γ = 1.6 · 10−22 s, this indicates that the Higgs boson is unstable and will decay
very shortly after it has been produced. As a result, direct searches at colliders will always
observe the decay products of the Higgs boson, rather than the particle itself.

In the Higgs boson search at LHC, the considered mass range can be divided into three broad
regions: low mass (mH = 110 − 150 GeV), medium mass (150 − 200 GeV) and high mass
(200 − 1000 GeV). Different decay channels are relevant in different regions. The branching
fractions of the Higgs boson into various products, in function of mass mH, are shown in Fig. 2.3.
Of the channels in this figure, five were used in the analyses that ultimately led to the discovery
of the Higgs boson: H → γγ, H → ZZ, H →W+W−, H → τ+τ− and H → bb̄.

In the low mass region, decays to two fermions, for example the decays to bb̄ or τ+τ−, represent
the largest fraction of the width. However, these fermions decay further, in many cases leading
to multijet final states, and at hadron colliders any search in channels containing many jets is
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rendered difficult by the presence of a large QCD multijet background. Next to the poor S/B,
also the mass resolution in these channels is rather low.

More important, at much smaller branching fractions, are the decays to γγ and ZZ. While they
contribute only a small fraction of the rate, it is possible to obtain a S/B ratio in these channels
that is much better than that of most two-fermion decays. Their final states are very clean, and
γ and lepton identification guarantee very good mass resolution.

In the medium and high mass ranges, decays to a vector boson pair are dominant. The W+W−

channel is the leading one, but doesn’t provide good mass resolution. In the high mass region,
it is again the decay to ZZ, with further decay to four leptons, that is most promising.

After the discovery, two fermion channels such as the bb̄ and τ+τ− ones, become more important
again. They depend on the coupling of the Higgs boson to fermions, and the strength of this
coupling is an important parameter to test the SM hypothesis.

Initially, the VH and tt̄H production modes were used to study the bb̄ channel. This thesis
presents the complementary analysis of the H → bb̄ decay in the VBF production mode. This
analysis is especially relevant, since it provides novel information on two fronts. First, it concerns
the coupling of the Higgs boson to down-type fermions, which is currently only badly known.
Furthermore, it contributes to the measurement of the VBF mechanism, which has not yet been
established with sufficient statistical significance. A more detailed study of this channel will
follow in chapter 6.
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Figure 2.3: Higgs boson branching fractions in function of the Higgs boson mass. Decays to two
fermions have the largest branching fractions in the low mass region, while those to two vector bosons
are more important in the high mass region. The γγ and ZZ decays have a smaller branching fraction
overall, but they provide better mass resolution than the other channels. [15].
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2.2 Higgs boson searches

As a possible cornerstone of the SM, the Higgs boson has been extensively studied and sought
after experimentally ever since the 1970s. Before the discovery at the LHC in 2012, various
limits on its mass were set, both from theoretical considerations as well as from experimental
results. A few key ones are summarised below.

2.2.1 Limits from theory

A first upper limit for mH follows from the contribution of Higgs diagrams to the charged vector
boson scattering amplitude [16]. While this amplitude does not diverge even when mH becomes
large, there is a problem with perturbative unitarity. If mH exceeds a certain upper limit,
perturbative methods would no longer be valid to describe this interaction. The limit derived
for this case is:

mH <

√
8π
√

2

3GF
≈ 1 TeV. (2.1)

Another set of limits can be obtained by looking at the renormalisation of parameter λ(µR) in
the Higgs potential (Eq. 1.12). Important terms in the 1-loop expansion involve the Higgs boson
self-coupling (λ) on one hand, and the couplings between the Higgs boson and the top quark
(gt), the W boson (g) and the Z-boson (g, g′) on the other hand [16]:

dλ
d lnµ

=
3

4π2

(
λ2 + λ

g2
t

2
− g4

t

4
+

1

64

[
2g4 + (g2 + g′2)2

]
+ . . .

)
. (2.2)

If the self-coupling parameter is dominant, one can take just the first term of Eq. 2.2 and
integrate to find a solution for λ(µR):

λ(µR) =
λ(v)

1− 3λ(v)
4π2 · ln

(µR
v

) , (2.3)

with the reference scale chosen to be vacuum expectation value v, and µR the renormalisation
scale. If the self-coupling is too large, this results in a singularity. To avoid this singularity up
to a certain physics scale µR = Λ, λ(v) needs to be contained and as a result also mH ∼ λ2 has
an upper limit. For Λ = ΛPlanck

3 the limit on mH reads:

mH <

√
4π2v2

3

1

ln 1018

v

≈ 150 GeV. (2.4)

3ΛPlanck = 1018 GeV is the Planck scale, the scale at which quantum gravitational effects become relevant.
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Alternatively, if the self-coupling parameter is small, the equation becomes [17]:

λ(µR) = λ(v) +
3

16π2

1

v4

(
2m4

W +m4
Z − 4m4

t

)
· ln

(µR
v

)
, (2.5)

using the O
(
λ0
)
terms in Eq. 2.2 and gi = 2mi/v. To ensure the stability of the vacuum up to

Λ, the requirement is λ (Λ) > 0. Evaluating again at the Planck scale and transforming to a
limit on mH:

mH >

√
3

16π2

1

v2

(
2m4

W +m4
Z − 4m4

t

)
· ln

(
1018

v

)
≈ 95 GeV. (2.6)

These upper and lower bounds are often referred to as the triviality and vacuum stability bounds.
A higher order calculation can be found in [18] and the results are shown in Fig. 2.4. If mH

were to exceed either bound at scale Λ, this would indicate that at that scale SM predictions
cease to be valid and New Physics sets in. If no Higgs boson would have been found in the
range mH = 95-150 GeV, this would have meant that New Physics was required at a scale
Λ < ΛPlanck. As will be discussed in the next subsection, over the years experimental searches
have narrowed down the possible values of mH. Taking into account only pre-LHC results, the
possibility remains for the SM to be valid all the way up to the Planck scale. With the discovery
of the Higgs boson at LHC and the determination of its mass at 125 GeV [19,20], it appears we
sit right at the edge of stability/metastability and more precise measurements will be required
to decide the fate of the SM and possible extensions.

LHC combined Higgs boson mass

Figure 2.4: Various Higgs boson mass bounds in function of scale Λ. The triviality bound is shown
in blue, while the green band indicates the vacuum stability bound. Less strict metastability bounds
are shown by the light blue (finite temperature) and red (zero temperature) bands. The latest LHC
combined Higgs boson mass result has been added on top in orange. [18,21].
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2.2.2 Limits from experimental searches

The experimental searches for the Higgs boson can be divided into two categories: direct
and indirect searches. Three colliders performed dedicated Higgs boson searches: the Large
Electron–Positron collider (LEP) at CERN, the Tevatron collider at Fermilab and the current
LHC at CERN. A fourth one was proposed, the Superconducting Super Collider, but the project
was cancelled in 1993.

A Direct searches

LEP The first contributor to the experimental Higgs boson searches was LEP [22–24]. This
electron–positron (e+e−) collider was active between 1989 and 2000, and was conceived to
perform precision measurements of the Z and W bosons discovered in the 1980s. It initially
operated at centre-of-mass energies,

√
s, of around 90 and 161 GeV, the energies required for

the production of one Z and two W bosons respectively. From 1998 on however, the beam
energies were increased first to 95 GeV and finally to 103 GeV, with the aim of pushing closer
towards a possible discovery of the Higgs boson.

The leading Higgs boson production mode at LEP was associated production with a neutral
vector boson , while towards the end of the accessible energy range, also contributions from
VBF production were expected . With energies below 115 GeV, the dominant decay mode was
H → bb̄, with the Z boson decaying either hadronically or leptonically.

In the final dataset consisting of around 2.46 fb−1, no statistically significant excess of events
consistent with a Higgs boson signal could be observed on top of the known SM background.
As a result a 95% Confidence Level (CL) lower limit for the Higgs boson mass was set at
mH > 114.4 GeV [24].

Tevatron Also the Tevatron proton–anti-proton (pp̄) collider [22, 25, 26], active between 1983
and 2011, included Higgs boson searches in its research programme. The collider operated at
a centre-of-mass energy of up to

√
s = 1.96 TeV, and is best known for its discovery of the

top quark in 1995. During its Run II (2001-2011), it conducted searches in the mass range of
100-200 GeV, having the highest chance of discovery for Higgs boson masses between roughly
145 and 190 GeV.

The dominant production mechanism was associated production with a vector boson, followed
by GF production and VBF production. The most important decay channels were H → bb̄ for
Higgs boson masses below 125 GeV, and H →W+W− for those above 125 GeV.

The final dataset of around 10 fb−1 allowed to exclude at 95% CL the presence of a SM
Higgs boson in two mass ranges, at the very start and the higher end of the search window:
mH = 100− 103 and 147− 180 GeV. In the intermediate mass range of mH = 110− 140 GeV an
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excess of events consistent with the presence of a SM Higgs boson was observed, with a
significance of about 2.5 standard deviations [26].

LHC Most recently, the search for the Higgs boson was continued at the LHC, using the
ATLAS4 and CMS5 detectors. A more detailed description of the LHC and the CMS detector
is provided in chapter 3. In 2011, with the LHC operating at a centre-of-mass energy of√
s = 7 TeV, both ATLAS and CMS focussed on the range mH = 110− 600 GeV. As discussed

in section 2.1, four production mechanisms are in play at the LHC: GF, VBF, VH and tt̄H
production.

The ATLAS collaboration [27] considered Higgs boson decays to γγ, ZZ and W+W−. With
datasets comprising up to 4.9 fb−1, they excluded three mass ranges at 95% CL: mH =

112.9− 115.5 GeV, 131− 238 GeV and 251− 466 GeV. In the intermediate mass range of mH

= 114− 146 GeV, they observed an excess of events consistent with the presence of a SM Higgs
boson, with a significance of 2.5 standard deviations.

At the same time, the CMS collaboration [28] studied Higgs boson decays to γγ, bb̄, τ+τ−,
W+W− and ZZ. Based on a 4.8 fb−1 dataset, they published one large 95% CL exclusion range:
mH = 127− 600 GeV, and reported the presence of an excess in the mH = 110− 145 GeV mass
range, consistent with the presence of a SM Higgs boson with a significance of 2.1 standard
deviations.

The results of direct searches up until just before the Higgs boson discovery in June 2012 are
summarised in Fig. 2.5. In the low mass range the LEP and Tevatron exclusion is confirmed and
extended by ATLAS, almost all the way up to mH = 122 GeV, except for a small sliver around
118 GeV. The higher mass Tevatron exclusion range is also confirmed by ATLAS and CMS, as
well as extended down to 127 GeV and up to 600 GeV. The unexcluded region between 122
and 127 GeV becomes the most interesting one, with clear 2.5 sigma excesses reported in that
vicinity by both ATLAS, CMS and Tevatron.

B Indirect searches

In the SM, quantum loop effects ensure that fundamental parameters, e.g. the mass of the
W boson, are dependent on other fundamental parameters, e.g. the top mass or the Higgs
boson mass. If a parameter can be measured with high enough precision, the measurement
becomes sensitive to the loop effects, and the influencing parameters can be constrained. Using
multidimensional fits, it is possible to test the SM and to use precision measurements of well-
known parameters to derive information about lesser known ones or even unmeasured ones.
Even before the discovery of the top quark at Tevatron, electroweak precision measurements

4A Toroidal LHC ApparatuS
5Compact Muon Solenoid
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Figure 2.5: Summary of the direct searches up until just before the Higgs boson discovery in July 2012.
The observed and expected Tevatron results are shown, with 1σ and 2σ SM expected bands in green
and yellow. Exclusion ranges from different experiments are overlaid as vertical bands. [26].

from LEP and other experiments allowed to constrain its mass. In the same way, indirect limits
were set on the mass of the Higgs boson before its discovery at LHC.

One example of such a multidimensional fit is the global electroweak fit [29–34], which implements
two different approaches: the standard fit and the complete fit. The standard fit includes all
available electroweak precision data, but no direct experimental constraints on the Higgs boson
mass. The complete fit also includes the latter information. Figure 2.6 shows the evolution of
the constraint on the Higgs boson mass as more data is added to the fit. Figure 2.7 shows the
standard fit just before the Higgs boson discovery. Note that the uncertainty on the fitted value
of mH in the standard fit remains quite large, even in the later results. This is natural as the
dependency on mH is only logarithmic, and thus the constraint from the fit is reasonably weak.
An additional factor is the fact that the precision of several important input parameters, for
example the top mass (quadratic dependence), is not yet optimal.

The best fitted value of mH from the standard (complete) fit, excluding data from the LHC, is
84+30
−23 (120+17

−5 ) GeV. The latest result from the standard fit, including LHC data, is 93+25
−21 GeV,

which is compatible with the latest direct Higgs boson mass measurement to approximately 1.5
standard deviations. It constitutes as such a weak test of the SM.
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2.3 Higgs boson discovery

The search for the SM Higgs boson culminated in the summer of 2012. Having analysed about
10 fb−1 of data, taken at centre-of-mass energies of

√
s = 7 and 8 TeV in 2011 and early 2012,

both the ATLAS and CMS collaborations independently confirmed the observation of a new
particle with a mass near 125 GeV, compatible with the properties of the SM Higgs boson.

Five decay channels were used in the analyses: H → γγ, H → ZZ, H →W+W−, H → τ+τ−

andH → bb̄. In the case of CMS, 7 and 8 TeV data was analysed for all of these channels; ATLAS
however, included 7 TeV results only for the τ+τ− and bb̄ channels, and 7 and 8 TeV results
for γγ, ZZ and W+W− channels. As noted in section 2.1, the γγ and ZZ channels provide high
mass resolution, while the other three contribute to the sensitivity of the search, but not so
much to the determination of the mass.

Figure 2.8 shows the observed and expected local probabilities for the background to appear
as signal-like as the observation, for the different channels as well as for the combination, for
both the ATLAS and CMS experiments. An observation of a previously unknown state is
generally declared a discovery once it reaches a significance of 5σ or over. The largest observed
local significances were 5.9σ (ATLAS) and 5.0σ (CMS), for expected values of 4.9σ and 5.8σ

respectively.
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Figure 2.8: Local probability (as of July 2012) for the observation to be explained by background-
only fluctuations, shown for the different channels as well as for the combination, (a) for the ATLAS
experiment and (b) for the CMS experiment. Solid lines show the observed local p-values. Dashed lines
show the median expected values under the hypothesis of a Higgs boson at mass mH. Horizontal lines
indicate the p-values corresponding to significances of 0-7σ. [19, 20].

The mass of the newly observed particle was measured by both experiments using the γγ and
ZZ high resolution channels:

mH = 126.0± 0.4 (stat.) ± 0.4 (syst.)GeV (ATLAS, July 2012)

mH = 125.3± 0.4 (stat.) ± 0.5 (syst.)GeV (CMS, July 2012)
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Figure 2.9: Best-fit values (as of July 2012) of µ = σ/σSM, the production cross section times the
relevant branching fractions, relative to the expected SM value, (a) for the ATLAS experiment and (b)
for the CMS experiment. In (b) the vertical line and band indicate the combined result. [19, 20].

For each channel and the combination, also the best-fit signal strength with respect to the
SM expectation µ = σ/σSM was determined. The results are shown in Fig. 2.9.

Since the initial observation, various Higgs boson search results and property measurements
have been published, including both individual channels and combinations, and covering the
entire LHC Run I dataset of about 25 fb−1. Three major updates recently came in the form of
a new ATLAS-CMS combination [21], and the ATLAS [36] and CMS [37] Run I legacy results.
Figure 2.10 shows the results of the LHC combined Run I mass measurement, based on the
high precision γγ and ZZ decay channels of both ATLAS and CMS. The mass derived from the
full combination is mH = 125.09± 0.21 (stat.) ± 0.11 (syst.)GeV.

The Higgs boson was studied in six individual channels by both experiments: γγ, ZZ, W+W−,
τ+τ−, bb̄ and µ+µ−. As can be seen in Table 2.1, the observation is confirmed in each of the
first three channels with a significance of over 5σ; in the remaining channels the significance is
lower. Figure 2.11 additionally reports the best-fit signal strength for each of the channels and
the combination.

Complementary to the mass and signal strength measurements, also spin-parity studies have
been performed for the observed particle, and limits have been set on the width of the resonance.
The observed limit on the width is ΓH < 46 MeV, for an expected limit of γH < 73 MeV [38].
The SM theory expectation is ΓSM = 4 MeV [14], which is, for now, far beyond the obtainable
instrumental precision. The spin-parity studies [39, 40], mostly in the ZZ, W+W− and γγ

channels, exclude a wide range of spin-1 and spin-2 states at 99% CL or higher. Figure 2.12
shows the outcome of testing various spin-parity models against the SM hypothesis. Assuming
that the Higgs boson has quantum numbers JP = 0++, the first steps have been taken in testing
the SM compatibility of various coupling strengths.
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Figure 2.10: Summary of mass measurements (as of March 2015) in the γγ and ZZ decay channels of
the ATLAS and CMS experiments, and their combinations. The horizontal bars indicate the individual
measurements and their ±1σ uncertainties, split up into statistical (yellow) and systematic (pink). The
vertical red line and grey band repeat the result of the full combination in the bottom line. [21]

Table 2.1: Observed and expected local significances per channel (as of March 2015), assuming mH

= 125.3 GeV (ATLAS) and mH = 125.0 GeV (CMS). [36,37]

Channel Significance (σ)
ATLAS CMS

Observed Expected Observed Expected

H → γγ 5.2 4.6 5.6 5.3
H → ZZ 8.1 6.2 6.5 6.3
H →W+W− 6.5 5.9 4.7 5.4
H → τ+τ− 4.5 3.4 3.8 3.9
H → bb̄ 1.4 2.6 2.0 2.6
H → µ+µ− µ < 7.0 µ < 7.2 < 0.1 0.4

So far, all observations indicate full compatibility with the expectations for a SM Higgs boson.
More data will be required to improve the precision of various property measurements, and to
either further support the SM nature of the boson, or to disprove it. The newly started Run II
at
√
s = 13− 14 TeV, which is expected to deliver about four times the luminosity of Run I

over the next few years, will guarantee the continuity of this research.
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Figure 2.11: Best-fit signal strength µ = σ/σSM for various decay channels and their combination, for
(a) ATLAS and (b) CMS. In (a) the vertical black lines indicate the values and the green bands give the
overall uncertainties. In (b) the results in the individual channels are given by the square markers and
horizontal bars, while the combination is illustrated by the vertical line and band. [36, 37].
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This chapter started with an overview of the possible production modes and decay channels of
the SM Higgs boson at collider experiments. It furthermore discussed the indirect and direct
searches performed for this particle in the past, starting shortly after its postulation in the 1970s
and culminating with its discovery in 2012. Data taking is still ongoing at the LHC, the world’s
current most powerful particle accelerator, where scientists continue to study the properties of
the observed particle and its interactions. In chapter 3, we go into some more detail about the
LHC, and introduce the CMS detector, one of the main detectors operating at the LHC.

This chapter also first mentioned the VBF H→ bb̄ process, the analysis of which is the main
topic of my PhD. All elements of the analysis are discussed in full detail in chapters 6 to 10,
contained in part two of this thesis.
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Chapter 3

Experimental setup

The VBF H→ bb̄ search described in this thesis is based on proton–proton collision data recorded
in 2012 at the LHC using the CMS detector, at a centre-of-mass energy

√
s = 8 TeV. The first

section of this chapter is dedicated to the LHC, today’s leading particle accelerator. Section 3.2
focuses on the CMS detector, one of the four main detectors at the LHC.

3.1 The Large Hadron Collider

The LHC at CERN, located underground at the French-Swiss border near Geneva, is a particle
accelerator designed to collide protons or heavy nuclei, at centre-of-mass energies of up to√
s = 14 TeV. Conceived in the 1980s, the project went through an extensive R&D stage, was

approved in 1994, and finally completed in 2007. First beams were circulated in September
2008, and first physics collisions were recorded in 2009.

3.1.1 Accelerator complex

The circular accelerator [41–43], built in the old tunnel of the dismantled LEP collider, uses
radiofrequency cavities to accelerate two proton beams, and superconducting dipoles, quadrupoles
and higher order magnets to curve and focus them as they travel in opposite directions through
the LHC ring. Due to space constraints, the choice was made to use a two-in-one magnet design:
both beams run through the same magnets, each in their own separate, contained beam pipe.
Several thousand of these magnets are set up along eight straight and eight curved segments of
the LHC, altogether forming a rough circle with a circumference of about 27 km. The entire
system is cooled to a temperature less than 2 K using superfluid helium-4.

Protons enter the LHC ring after a series of pre-acceleration steps. The sequence starts at
linear accelerator Linac 2, where protons are obtained from hydrogen gas and accelerated to
50 MeV before being injected into the Proton Synchrotron Booster. This first circular accelerator
in the sequence steps up the energy of the protons to 1.4 GeV. The particles then enter the
Proton Synchrotron (PS), which brings them to an energy of 25 GeV and separates them into
bunches of about 1.15 · 1011 protons. The next-to-last step is the Super Proton Synchrotron
(SPS), accelerating the proton bunches to 450 GeV, about 1/15th of the intended LHC beam
energy. From the SPS, they are injected into the LHC, where they are accelerated to the chosen
nominal energy. Maximally about 2800 bunches with 25 ns spacing can be circulated in the
LHC. The full system is illustrated in Fig. 3.1.
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Figure 3.1: Schematic overview of the CERN LHC accelerator complex, showing the journey of the
protons through Linac 2 (green), the Booster (red), the Proton Synchrotron (blue) and the Super Proton
Synchrotron (purple), into the LHC (orange). On the LHC ring, the four interaction points are indicated:
CMS, LHCb, ATLAS and ALICE, clockwise starting from the top. [44].

The flux of particles in an accelerator can be expressed in terms of (instantaneous) luminosity,
which is proportional to several key accelerator parameters: the number of bunches in the beam,
the number of protons in the bunches, the revolution frequency, and the focus of the beam. At
the same time, interactions have a certain likelihood to occur, expressed by their cross section.
The product of the luminosity and the cross section gives the collision rate: L ·σ = dN/dt.
Integrated luminosity L, the integral of the luminosity over time, can then be used to indicate
the amount of produced or recorded events in a given period; it is commonly expressed in inverse
femtobarns, fb−1.

The LHC has a design luminosity of 1034 cm−2 s−1. As the total inelastic proton-proton cross
section is about 70 mb [45] at a centre-of-mass energy

√
s = 8 TeV, this results in an inelastic

event rate of about 700 MHz. At 25 ns spacing, the maximum crossing rate in the 27 km ring
is 40 MHz. With around 2800 proton bunches however, some larger gaps are allowed and the
crossing rate comes to about 31.6 MHz. Comparing this to the 700 MHz inelastic event rate
shows that multiple interactions will happen in each bunch crossing.

The primary, most energetic (hardest) interaction in a high luminosity bunch crossing (which is
usually the interaction scientists try to select for study) will be clouded by additional, softer
interactions, all of which can leave signals in the detectors. In addition, due to the small bunch
spacing, also interactions from previous or subsequent bunch crossings may contribute to the
event. The total of all extra activity in an event – on top of the primary interaction – is
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called the pile-up. It can be split into In-time pile-up (itPU), originating from the same bunch
crossing as the primary interaction, and out-of-time pile-up (ootPU), originating from previous
or subsequent bunch crossings. During event reconstruction in a detector, it will be important
to try and separate contributions of the primary and pile-up interactions, and to correct for the
latter when reconstructing observables for the former.

As the instantaneous luminosity was increased over the course of three years of data taking,
also the average number of pile-up interactions increased, from just a few in 2010 to roughly
20-25 in 2012. Fig. 3.2 shows the peak number of interactions versus time.
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Figure 3.2: Peak number of interactions at the LHC versus time, from 2010 to 2012. [46].

3.1.2 Detector experiments

Protons can be brought to collision at four interaction points along the accelerator. Four
large LHC detector experiments are housed in large caverns around these interaction points:
ATLAS [47], CMS [48], LHCb [49] and ALICE [50]1. Three smaller experiments, LHCf [51],
TOTEM [52] and MoEDAL [53], share respectively the ATLAS, CMS and LHCb caverns. The
locations of the four interaction points are indicated on Fig. 3.1.

The two large general purpose high luminosity detector experiments, ATLAS and CMS, were
designed to achieve the same goals, independently, and via two different approaches. Their
physics programme includes the search for the Higgs boson, precision testing of the SM, and
probing for New Physics at increased collision energies. The other two large detector experiments
are ALICE, devised primarily to study ion collisions and to learn about the strong force at
large energy densities, including the formation of quark-gluon plasma; and LHCb, studying
B-physics and the matter–anti-matter imbalance. The smaller TOTEM and LHCf experiments
study forward physics, while MoEDAL looks for magnetic monopoles.

1Abbr. LHCb (Large Hadron Collider beauty), ALICE (A Large Ion Collider Experiment), LHCf (Large
Hadron Collider forward), TOTEM (TOTal Elastic and diffractive cross section Measurement) and MoEDAL
(Monopole and Exotics Detector At the LHC).
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In order to tackle these research objectives efficiently, various indispensable core properties have
been identified and implemented in the detector designs. As the collision rate at the LHC is
very large, the detectors first of all need to have a very fast response, to identify and record
the necessary data. Secondly, they need to be as hermetic as possible and must have a fine
granularity; this to be able to measure all particles going out in all directions, such that for
example energy balances can be made. Thirdly, they need to be able to withstand high levels of
radiation over large periods of time, in order to avoid requiring frequent expensive maintenance.

Lastly, both ATLAS and CMS made it a priority goal to be able to measure charged particle
momenta with high resolution; the resolution can be expressed as (∆p)/p ≈ 1/(BL2), with p
the momentum, B the magnetic field strength, and L the size. In the case of ATLAS, fraction
1/(BL2) is made small through the size parameter: the ATLAS detector is very large. CMS on
the other hand, chose to design their detector using a very large magnetic field B, and is more
compact.

In the following section 3.2, the CMS detector will be discussed in more detail, as the analysis
covered in this thesis makes use of CMS data.

3.1.3 Operation

Run I The LHC operation timeline allocates alternating periods of running and upgrades /
maintenance. After obligatory maintenance in 2008 and commissioning in 2009, actual data
taking finally took off in 2010-2011. This was the start of Run I. Late in 2010, the LHC was
operated at

√
s = 7 TeV and a dataset of a little under 50 pb−1 was recorded by the experiments.

This milestone was easily surpassed by over a factor of hundred in 2011, still running at the
same collider energy. In 2012, the centre-of-mass energy was increased to

√
s = 8 TeV, and the

LHC produced roughly 25 fb−1 of collision data. Run I was finally concluded early in 2013, with
just under 30 fb−1 on tape. The progress of data recording at LHC is illustrated in Fig. 3.3.
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Long Shutdown I Between early 2013 and mid 2015, the LHC had its first long shutdown
period. During these two years, various parts of the accelerator were repaired, upgraded and
optimised for use in Run II. The main priority was a serious refurbishment of the LHC magnets,
but also the PS and the SPS pre-accelerators underwent upgrades. At the same time, also the
experiments serviced their detectors and put new elements in place, in some cases looking as far
forward as upgrades planned after Long Shutdown II. The CMS experiment for example replaced
its beampipe (in anticipation of a future tracker upgrade), made changes which allow to operate
the tracker at a colder temperature, performed repairs on the electromagnetic calorimeter, and
made improvements to the muon detector. The work was completed in carefully planned stages,
allowing the entire complex to be tested and restarted by May 2015.

Run II The second run of the LHC is planned to extend from mid 2015 to late 2018. The
nominal beam energy will be increased first to 6.5 TeV, and finally to the design 7 TeV. The
peak luminosity will exceed its design value by about a factor of two. Intending to run with
about 2500 bunches at 25 ns spacing, the integrated luminosity should be almost 150 fb−1 over
the course of the entire run period. Given this increased luminosity as well as the higher collision
energy, also the average pile-up will be higher than in Run I, around 40.

The physics programme for Run II includes continued precision studies of the SM and the Higgs
boson discovered in 2012, and further search for New Physics at higher energies.
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3.2 The Compact Muon Solenoid

The CMS detector [48,54] is a compact and dense, cylindrical, modular, general purpose detector.
It is composed of a barrel and two closing end-caps, and features a layered structure, designed
to realise optimal detection and measurement of different types of particles. In addition, the
detector is as hermetic as possible, covering the volume around the beam pipe with as little gaps
as possible, and maximising the acceptance for particles created in the collisions and travelling
outward from the interaction point. Figure 3.4 shows a schematic view of CMS detector.

A powerful superconducting solenoid and an iron return yoke act as the basis and frame of the
experiment. Three subdetectors are located inside the solenoid: the tracker, the Electromagnetic
CALorimeter (ECAL) and the Hadron CALorimeter (HCAL). The muon chambers, on the
other hand, are integrated in the iron return yoke, outside the solenoid.

The subdetectors each serve specific purposes, and jointly provide an optimised understanding
of collision events. Immediately around the beam pipe, the tracker measures the trajectories
of charged particles. This happens in a non destructive manner, the particles travel onward
through the rest of the detector. Next to the trajectories, also the locations where particles
originate – the vertices – are derived. In the second and third layer, the ECAL and HCAL

C ompac t Muon S olenoid

Pixel Detector

Silicon Tracker

Very-forward
Calorimeter

Electromagnetic�
Calorimeter

Hadron
Calorimeter

Preshower

Muon�
Detectors

Superconducting Solenoid

Figure 3.4: Schematic view of the CMS detector, showing the layered structure and the various
submodules. [48].
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Figure 3.5: Illustration of the CMS coordinate system (left) and transverse slice of the detector (right),
with example particle trajectories. Charged particles (solid lines) have curved trajectories which are
measured in the silicon tracker. The energy of electromagnetically interacting particles (e.g. electrons
(red line) or photons (dashed blue line)) is measured in the electromagnetic calorimeter. Hadronically
interacting particles (e.g. pions (green line) or neutrons (dashed green line)) are not stopped there and
have their energies measured in the hadron calorimeter. Finally the momentum of muons (light blue
line) is measured in the muon chambers. [55].

calorimeters determine the energy of electromagnetically (e.g. electrons and photons) and
hadronically (e.g. protons and pions) interacting particles. This involves interactions of the
particles with detector material, steadily reducing their energy and effectively stopping most
of them. The final fourth layer, outside the solenoid, consists of the muon detectors. These
measure the momenta of the muons, minimum ionising particles which lose only little energy
in the calorimeters and as such are not stopped there. The path of different types of particles
through the detector is illustrated in Fig. 3.5.

There is also a category of particles not stopped or even seen by the detector: those that interact
only through the weak force or through new physics processes, and hence don’t leave signals in
any of the modules. An example of a known undetected particle is the neutrino. It is however
possible to infer the presence of neutrinos in a event, indirectly, through the use of conservation
laws. As the CMS detector is not fully hermetic in the longitudinal direction (particles can
escape through the beam pipe), one cannot use a 3-momentum balance. In the transverse plane
though, this is not an issue, and a transverse energy balance can be made. The energy of all
undetected particles is then covered in the missing transverse energy Emiss

T .

Finally all collision events will be consistently described in the CMS coordinate system (cf.
Fig. 3.5), a right-handed system with the origin at the nominal interaction point. The x-axis
points to the centre of the LHC ring, the y-axis points vertically upward, and the z-axis points
along the beam in counter-clockwise direction (as seen from the top). Azimuthal angle φ is
defined from the x-axis in the x-y plane, with r as the radial component. Polar angle θ is defined
similarly from the z-axis in the r-z plane. Instead of θ often pseudorapidity η is used, defined
as η = − ln (tan θ

2). Small values of η indicate elements transverse with respect to the beam
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direction (central elements, |η| < 2.5), while large values of η indicate elements more parallel to
the beam direction (forward elements, |η| > 2.5).

The following subsections give more information about the various subdetectors of CMS.

3.2.1 Superconducting solenoid

For CMS, one of the key elements in performing high precision measurements of charged particle
trajectories, i.e. in achieving good particle momentum resolution, is the large bending power of
the magnet, curving the trajectories of all charged particles. A superconducting solenoid was
specifically designed to meet this task, and was at the time of constructing the largest magnet
ever built. It measures 6.3 m in diameter and is 12.5 m long, and generates a 3.8 T magnetic
field. This field is guided and closed by a 10 000 tonne iron yoke, which has the additional
property of stopping almost all particles (except muons and neutrinos). The yoke extends to
about 14.6 m in diameter and 21.6 m in length, and encloses all subdetectors.

3.2.2 Tracker

The CMS tracker [56,57], used mainly to measure charged tracks (particle trajectories) and to
reconstruct vertices (particle origins)2 of particles created in LHC collisions, is setup centrally
inside the solenoid. Track and vertex information is crucial for particle identification, especially
when dealing with high pile-up level (many tracks and vertices) and long-lived particles (secondary
vertices). A schematic view of the tracker is provided in Fig. 3.6. One of its main properties
is that it is entirely silicon based. It consists of two parts: the silicon pixel tracker and the
silicon strip tracker. In both cases, the design features a cylindrical barrel region and two
end-cap regions closing the barrel, typical for the entire CMS detector. The tracker covers
pseudorapidities up to |η| < 2.5.

In addition to being very precise, the CMS tracker is required to be very fast. Particle
interactions occur at very high rates, and being able to measure all tracks in time is essential
in the experiment. The tracker is designed to achieve efficiencies above 95% for tracks with
transverse momentum pT > 1 GeV. At the centre of the detector, where the number of hits
per area is largest, pixel detectors are used. The pixel tracker extends outward from near the
interaction point to a radius of 10.2 cm. Further out from there, the strip tracker is built with
larger and more rectangular detector cells. The increased length limits the required number of
readout channels.

2 The vertex of the primary interaction is called the primary vertex (PV). Other types of vertices include
secondary vertices (SV), vertices displaced from the PV, indicating long-lived particles; and pile-up vertices,
vertices of additional pile-up interactions.
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Figure 3.6: Schematic cross section through the CMS tracker. Each line represents a detector module.
Double lines indicate back-to-back modules which deliver stereo hits. [48].

The pixel tracker has a triple barrel structure (layers at r = 4.4, 7.3 and 10.2 cm) and double
layered end-caps. Each layer is meant to provide a measurement for each charged particle coming
through. Around the pixel tracker sits the strip tracker, extending outward to approximately
r = 1.15 m. The inner half of it features the tracker inner barrel (TIB, 4 layers) and two tracker
inner disks (TID, 3 layers). Up to four further hits are expected to be registered as particles
pass through these layers. The outer half and final tracker layer then has the tracker outer
barrel (TOB, 6 layers) and two tracker end-caps (TEC, 9 layers). Finally, some of the layers are
doubled, with back-to-back silicon cells, in order to provide a measurement of the second (r,z)
coordinate as well. The tracker layout is summarised in Table 3.1.

In order to reconstruct tracks from the signals in tracker, as well as to derive particle momenta,
various algorithms were developed. These algorithms, as well as the tracker performance, will
be discussed in section 5.1.

Table 3.1: Summary of the tracker layout and dimensions.

subsystem number of layers pitch (µm) location (cm)

pixel barrel 3 cylinders 100 x 150 4.4 < r < 10.2

TIB 4 cylinders 80-120 20 < r < 55

TOB 6 cylinders 122-183 55 < r < 116

pixel end-cap 2 disks 100 x 150 34.5 < |z| < 46.5

TID 3 disks 100-141 58 < |z| < 124

TEC 9 disks 97-184 124 < |z| < 282
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3.2.3 Calorimeters

Around the tracker, two calorimeter layers take care of particle energy measurements and provide
complementary track information. Calorimeters exist of mainly absorber material in which
incidenting particles initiate secondary showers that can be measured. As the original particles
are absorbed in the process, this is a destructive technique. Given the inherent differences
between electromagnetic and hadronic interactions, two distinct subdetector designs are usually
required to achieve optimal measurement of both electrons and photons, and strongly interacting
particles.

Showers in electromagnetic calorimeters are formed either through pair-production initiated
by a photon (γ → e+e−), or through bremsstrahlung off of an electron (e± → γe±). A shower
grows until the energy of the particles is sufficiently low for them to be captured and absorbed
by the surrounding detector material. The amount of energy a particle looses when crossing
through a certain amount of material can be expressed in terms of radiation length X0, the
average distance covered by an electron before its energy is reduced through bremsstrahlung
by a factor 1/e. One radiation length is also equivalent to 7/9th of the mean free path of the
photon, the average distance covered before pair production occurs. In the transverse direction,
the extent of a shower is characterised by Molière radius RM ; a cylinder of r = RM contains on
average 90% of the shower energy. Both X0 and RM are naturally material dependent.

In a hadron calorimeter, hadrons shower through inelastic interactions, including multi-particle
production (e.g. pion pair production) and nuclear decays. As hadron showers include neutral
pions, which decay electromagnetically, they will include a component which can be registered
in an electromagnetic calorimeter. The characteristic length used in relation to hadronic showers
is the nuclear interaction length λI , the average distance crossed before undergoing an inelastic
nuclear interaction. Also λI is material dependent, and generally larger than X0.

Considering the larger characteristic length of hadronic showers as well as their inclusion of an
electromagnetic component, it makes sense for electromagnetic calorimeters to precede hadronic
calorimeters in the detector layout.

Technology-wise, two broad categories of calorimeters exist: homogeneous calorimeters, consisting
entirely of active materials; and sampling calorimeters, alternating active and passive materials.
Homogeneous calorimeters can provide excellent energy resolution, but are less suited for particle
identification (lower position accuracy) or the measurement of hadron showers (large interaction
length makes for large thickness requirements). Sampling calorimeters on the other hand, have
lower energy resolution, but provide better spatial resolution (easier to segment) and thanks to
absorber layers manage to contain hadron showers with smaller material thickness. The lower
thickness requirement, which makes the detector cheaper, is often the main argument for the
use of sampling calorimeters. The different CMS calorimeters are discussed in more detail in
the following paragraphs, and illustrated in Fig. 3.7. More information can be found in [48,58].
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Figure 3.7: Overview in the y-z plan of (a) the CMS electromagnetic calorimeter and (b) the CMS
hadron calorimeter. [48, 59].

Electromagnetic calorimeter

The CMS ECAL [59, 60] is a hermetic, homogeneous scintillating crystal calorimeter. The
active material is lead tungstenate (PbWO4). It features a barrel shape with two end-caps, and
includes two preshower detectors in front of the end-caps. The barrel extends from r = 1.3 m to
r = 1.8 m and the end-cap section extends from z = 3 m to z = 3.8 m. One of the main design
goals of the ECAL was to be able to resolve the photons of e.g. a H→ γγ decay with high
precision. A homogeneous crystal calorimeter allows this, and in addition meets the criteria of
being fast, having fine granularity and being radiation resistant.
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Particles entering the calorimeter instigate scintillation, which is registered using photodetectors.
With 80% light emission withing 25 ns, the PbWO4 scintillators are well suited to the LHC design
bunch crossing time. The scintillation light is collected using silicon avalanche photodiodes
and vacuum phototriodes. Shape, polishing and positioning of the crystals is optimised to
maximise light collection; in both the barrel and the end-caps the crystals are oriented towards
the interaction point, with a small tilt to optimise the coverage.

The ECAL barrel (EB) covers a pseudorapidity range of |η| < 1.479. It has a fine η-φ granularity,
with a square cross section of 0.0174 × 0.0174 (1◦) at the front of the crystal. The calorimeter
is not segmented in the longitudinal direction, the crystals are 2.3 m long (25.8 X0) and
cover the entire thickness of the detector. The crystals are further grouped in submodules (10
crystals), modules (40-50 submodules) and supermodules (4 modules). Each supermodule then
corresponds to 20◦ in φ.

The end-caps (EE) extend the pseudorapidity range from |η| = 1.479 to 3. Similar to the barrel,
the end-cap is segmented in η-φ, and not in the longitudinal direction. The crystals have a front
face of 28.6 × 28.6 mm2 and are 22 cm long (24.7 X0). They are grouped per 5 × 5 crystals in
supermodules.

Photodiodes and -triodes take care of measuring the scintillation light. The diodes used in the
barrel are more efficient than the triodes used in the end-caps, but the triodes have a larger
active area, compensating for the lower efficiency. The main reason for the use of triodes, is the
higher level of radiation in the end-cap regions; the use of diodes in such conditions would lead
to too much electronics noise.

Finally preshower detectors (ES), consisting of two active silicon strip layers and passive lead
absorber layers, are placed in front of the ECAL end-caps. They cover pseudorapidity range
1.653 < |η| < 2.6. The first layer is about 2 X0 thick, the second about 1 X0, with the strips
oriented orthogonal to the ones in the first layer.

The ECAL energy resolution was measured with test beams [48], resulting in:

σ(E)

E
=

2.8%√
E
⊕ 12%

E
⊕ 0.3%,

including stochastic (shower fluctuations), noise (electrical noise) and constant terms (instru-
mental effects). The resolution is illustrated in Fig. 3.8.

Hadron calorimeter

The CMS HCAL [61, 62] is a sampling calorimeter extending to |η| = 3, located between
r = 1.8 m and the coil at r = 3.0 m, and between z = 3.8 m and z = 5.6 m. Measuring hadronic
showers, the HCAL is particularly relevant in the study of jets and Emiss

T . It also has a barrel
plus end-caps structure.
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In general the structure alternates passive brass absorber plate layers with active plastic
scintillator layers. The HCAL barrel (HB, |η| < 1.3) is segmented in wedges azimuthally; 18
wedges each cover 20◦, in four sectors. Longitudinally the barrel is split in two (HB+ and HB−

on each side of the IP), segmented further in 16 η sectors of 0.087 (5◦).

The full barrel contains 16 passive layers (∼50 mm thick) and 17 active layers (∼5 mm thick).
The amount of material corresponds to 6-11 λI , depending on θ, in addition to the 1.1 λI of the
ECAL. The active layers consist of scintillator tiles, connected by wavelength shifting fibres to
hybrid photodiodes, and grouped in φ sectors.

The HCAL end-caps (HE) cover the η region 1.3 < |η| < 3.0. The final η sector of the barrel
overlaps with the end-cap, making the HCAL as hermetic as possible. The HE layers are slightly
thicker than the HB layers, at ∼80 mm (passive) and ∼9 mm (active). In total there is about
10 λI of material, including EE and ES. η-φ segmentation is 0.087 × 0.087 (5◦) for |η| < 1.6

and 0.17 × 0.17 (10◦) for |η| ≥ 1.6. Each HE has 18 layers.

As the size of the HCAL is limited by its location inside the solenoid, and its 6-11 λI are not
sufficient to contain all hadronic showers and avoid leakage into the muon layers, the inner
HCAL is complemented by an outer HCAL layer, immediately around the solenoid, embedded
in the iron return yoke. The solenoid itself adds 1.4/sin(θ) λI to the material budget.

The iron yoke is segmented in z, forming five wheels. In the middle one, closest to the IP,
two additional layers of scintillator are added. In the other wheels one is sufficient. The total
material budget then comes to 11.8 λI . The wheels have 12 φ sectors, separated by 75 mm
thick beams that hold the iron yoke. The η-φ granularity is again 0.087 × 0.087.

Forward calorimeters

The HCAL system is further expanded in the forward direction, on both sides of the interaction
point, by the forward calorimeter (HF, 11.1 < |z| < 14 m, 3.0 < |η| < 5.2). The largest challenge
for such a detector is being able to cope with the very large particle flux observed in the forward
direction.

HF is a sampling quartz-fibre Cerenkov calorimeter. The quartz fibres are sufficiently radiation
hard and act as the active material. Charged particles passing through the detector with
an energy above the Cerenkov threshold will generate Cerenkov light, of which a fraction is
captured by photodetectors. The passive absorber material is provided by 5 mm thick steel
plates. The full depth of the detector is about 10 λI (165 cm). A fiber layout with fibres of
two lengths (one type runs over the full depth of the detector while the other is shorter and
only starts after 22 cm), allows to distinguish electromagnetic (e/γ) and hadronic showers,
as the former will deposit most of their energy in the first part, while for the latter energy
will be equally distributed. The fibres are embedded in grooves in the absorber plates, in a
square grid with 5 cm separation. The full structure is doubled and cylindrical. The modules
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Figure 3.8: Energy resolution of the CMS electromagnetic (left) and hadron (right) calorimeters. [48].

are subdivided in 18 20◦ wedges. The η-φ segmentation is 0.175 × 0.175. In order to protect
sensitive detector readout components from radiation, the entire subdetector is embedded in a
40/40/5 cm steel/concrete/polyethylene shield.

The energy resolution of the HCAL and HF calorimeters was measured using test beams [48]:

σ(E)

E
=

84.7%√
E
⊕ 7.4% (for HCAL)

σ(E)

E
=

198%√
E
⊕ 9% (for HF).

The resolution is illustrated in Fig. 3.8.

A final contribution to the calorimeter system is the CASTOR very forward quartz-tungsten
Cerenkov sampling calorimeter, active in the −6.6 < η < −5.2 pseudorapidity region. It includes
both an electromagnetic and a hadronic section. Build from alternating tungsten (passive) and
quartz (active) plates, the EM section has a sampling depth of 20.1 X0 (0.77 λI), while the
hadronic section has a sampling depth of 9.24 λI ; the total then comes to 10 λI .

3.2.4 Muon detection

The CMS muon system [63,64] serves a twofold purpose. On one hand it performs a measurement
of the muon momentum and charge, independent of the inner tracker measurement. On the
other hand, the muon system plays a large role in triggering single- and multi-muon events.

Composed of three types of gaseous detectors, interspersed in the open space inside the iron
return yoke of the magnet, the muon spectrometer forms the outer layer of the CMS detector.
It sits in the regions 3.8 < r < 7.3 m and 5.6 < z < 10.6 m. As mostly all electrons, protons
and hadrons are stopped in the calorimeter layers, charged particles detected in the outer layer
are highly likely to be muons, and muon identification efficiency is high.
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Figure 3.9: Overview of the CMS muon system in the y-z plane. [64]

Similar to the inner layers of the detector, also the muon system features a barrel plus end-caps
design. The layout is illustrated in Fig. 3.9. In the barrel region (|η| < 1.2), where the muon
flux, the residual magnetic field and the neutron background are small, drift tubes (DTs) are
used. The barrel is subdivided in four stations in radial direction and five wheels in z direction.
Each chamber provides two measurements for (r,φ) and one for (r,z).

In the end-cap region, where the muon flux, the residual magnetic field and the neutron
background are instead high, cathode strip chambers (CSCs) are used. Covering pseudorapidity
range 0.9 < |η| < 2.4, the end-caps have four stations in z direction, each with two or three
rings in radial direction. Each ring is in turn divided in 18 or 36 segments in φ. The chambers
have six layers, and provide (r,φ) measurements.

The DTs and the CSCs have good spatial resolution and provide measurements of particle
properties as well as trigger decisions. They are complemented in both the barrel and end-cap
regions (|η| < 1.6) by resistive plate chambers (RPCs) which have poorer spatial resolution
but excellent timing resolution. The RPCs allow for independent prompt trigger decisions and
efficient association of tracks to a specific bunch crossing.

The track measurements made by the muon system are complementary to those made by the
inner tracker. Making a combination of both leads to improved resolution, as is shown in
Fig. 3.10. In the low pT region (< 100 GeV) the gain achieved by including the muon track
information is small, but in the region above pT = 100 GeV the combination visibly improves
the result.
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3.2.5 Trigger and data acquisition

The LHC is designed to bring protons to collision with a bunch crossing rate of 40 MHz. At
design luminosity, each crossing includes on average about 20 interactions. Even when taking
into account occasional wider bunch spacing and counting a reduced rate of 32 MHz, the
resulting amount of data is still far too large to be processed and stored for analysis in its
entirety.

The average size of an event is around 1 MB. With a storage capacity of the order of 100 MB/s,
this means the event rate needs to be reduced by a factor 107, from 1 GHz to 100 Hz approxi-
mately. To achieve the required reduction, experiments employ triggers: selection algorithms
deciding on events’ suitability for analysis. This is the first “online” step of the event selection;
further “offline” selection will be applied when analyses are performed. The goal of the trigger
system is to reject less interesting events, while accepting with as high an efficiency as possible
the ones relevant for physics search and analyses. In most cases, decisions are made in several
consecutive steps, using different kinds of hardware and accessing progressively more detailed
event data. At CMS a two-step trigger system is implemented, with a level-1 (L1) trigger step
(using electronics hardware), followed by a software high-level trigger (HLT) step.

Two important criteria for a trigger system are flexibility and efficiency. Flexibility is required
to be able to cater to changes in the experiment, and the efficiency needs to be high as well as
well understood, in order to guarantee a high yield and good purity for physics analyses.
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The L1 trigger system uses custom hardware (e.g. application-specific integrated circuits
(BASIC’s), field-programmable gate array (FPGAs) and discrete logic) and provides real time
decisions for all events. To do so, L1 triggers use information from calorimeter and muon
systems. Due to the large size of tracker information and the way in which this is stored, it
is not possible to use it at L1. The L1 triggers search for key signatures of interesting events:
leptons, photons, jets and Emiss

T . All trigger objects are saved together with (η,φ) information,
which means it becomes possible to trigger on objects near or opposite one another, as well as
to vary selection thresholds based on object location. The L1 trigger achieves a reduction factor
of about 104, sending around 100 kHz of data to be considered by the HLT.

The HLT system is implemented using commercial hardware; events are processed on a large
computer farm. Given the already reduced data rate, it is possible for the HLT triggers to
access more and higher resolution data than the L1 triggers. Ultimately the HLT system will
use the full event data. Internally, three levels exist: L2, L2.5 and L3 decisions. At L2, still only
calorimeter and muon data are used; L2.5 then concerns an intermediate step including partial
tracks, and L3 uses full track reconstruction. The HLT reduces the rate with another factor 103,
bringing the final amount of events processed and written to disk down to the order of 100 Hz.

An L1 decision can take up to 3.2 µs, during which time event data are stored in pipeline
memories. Accepted events are stored in random-access memory and send for HLT processing,
which takes around 1 s. Once a final decision has been made, all channels are read out and the
event is reconstructed and stored on disk by the data acquisition (DAQ) system. The CMS
trigger and DAQ system is illustrated in Fig. 3.11, and for more information the interested
reader is referred to [65,66].
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and (b) illustrates the layout of the DAQ system [66].
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3.2.6 Detector control and monitoring

To ensure correct operation of the CMS experiment and the quality of the recorded data, it is
important to monitor the state of the experiment continuously. This task is taken on by the run
control and monitor system (RCMS) and the underlying detector control system (DCS). The
RCMS is designed to at all times be able to monitor, configure and control the entire detector.
As part of the monitoring infrastructure, the DCS provides information about power supplies,
cooling, communication, etc. of all subdetector systems.

Another essential task is the monitoring of the beam conditions. As operation under adverse
beam conditions or loss of control over them could lead to serious damaging of the detector,
safety systems are in place that can trigger aborts. The LHC then deflects the beam at a specific
location and the beam is dumped in a controlled manner.

Finally, the quality of recorded data is ensured by data quality monitoring (DQM) procedures.
Both online during data taking (from the CMS control room) and offline at later dates (from
remote locations), data is monitored using histograms and graphs specifically designed to quickly
signal problems. Data sets can then be flagged in databases as good or bad, and potential issues
can be communicated to detector experts. At the end of the DQM chain, a list of data sets
certified for physics analysis is produced.

3.2.7 Software framework

The data of the CMS experiment – events accepted by the trigger system and read out through
the DAQ system – need to be processed in real-time, moved to permanent storage, and analysed.
The CMS software (CMSSW) framework bundles all code developed for these purposes. It
imposes a flexible, modular software structure, implementing a large collection of C++ classes
(related to various detector subsystems, processing steps and analysis elements), and allowing
all of these to be configured and executed using python scripts. The framework structure also
allows the release and tracking of different versions, which can be distributed for use in different
environments on all kinds of computer systems. To take care of statistical analysis of data and
graphical representation of results, CMSSW is interfaced with ROOT [67].

The computing power and storage capacity required by an experiment such as CMS are so large
that they cannot feasibly all be made available in one location. Instead, the LHC experiments
make use of grid computing: all tasks and data storage are distributed over many computing
centres, linked through the worldwide LHC computing grid (WLCG) project. Three categories
of computing centres (Tier-0, Tier-1 and Tier-2) deal with three types of CMS data (RAW,
RECO and AOD).
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The data coming directly from the experiment needs to be processed and stored permanently.
Processing includes applying pattern recognition and reconstructing physics objects out of
detector hits, applying event filtering, and taking care of data reduction and compression.

RAW format data contains the information as recorded by the detector, as well as the decisions
taken by the trigger system; it will be classified automatically into distinct primary datasets
based the applicable triggers. RECO format data is obtained after further object reconstruction
and data reduction, and contains high-level physics objects as well as the collection of detector
hits used to compute them. AOD format data stands for analysis object data and is the smallest
format, meant to be used for physics analyses and containing only the high-level physics and
some additional parameters.

The only Tier-0 centre, located at CERN, takes care of the very CPU intensive initial recon-
struction of RAW detector data into RECO data, and manages the storage of the data in at
least two Tier-1 locations (CERN + another one). The next level of the grid is made up of
O(10) Tier-1 centres, located all over the world. They provide more storage and computing
power, and take care of data reprocessing (about once a year, introducing important calibration
or software updates). Each Tier-1 centre is also responsible for distributing data to a subset
of Tier-2 centres. There are O(100) Tier-2 centres, responsible for most of the production of
simulated data, as well as for making available computing and storage resources to CERN users
from around the world.

This chapter provided an overview of the experimental setup. We discussed the LHC and the
properties of the collisions produced by it, as well as the detectors recording these collisions,
and the operational timeline of the accelerator. We then went into more detail about the CMS
detector, since the VBF H→ bb̄ search presented in this thesis uses CMS data. We covered the
various CMS subdetectors, its trigger and data acquisition systems, and its software framework.

The following two chapters will focus on event simulation (chapter 4) and event reconstruction
(chapter 5).
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Chapter 4

Event simulation

Theoretical predictions are crucial to experimental research, and inversely experiments are
crucial to theory development. For collider experiments, the required theoretical predictions exist
in the form of simulated events, produced by event generators implementing the theory models.
Experimental searches and measurements often require inputs from simulation, for example for
the estimation of background components of signal-enriched data, or for the computation of
efficiencies. In addition, simulations may assist in the validation of new experimental analysis
techniques, or the development of future experimental setups. Taking the opposite point of
view, simulations allow to test new theory models in an experimental context.

Event generators have the task of simulating complete events, taking into account all incoming,
intermediate and outgoing particles, including all relevant subprocesses, and retaining various
kinds of information about both real and virtual particles at different stages of the process.
Fig. 4.1 illustrates the anatomy of an event, including the primary hard process, QCD radiation
of coloured particles in both the initial and final states, secondary interactions, hadronisation
of partons to colour neutral hadrons, and decays of particles unstable at the time-scale of a
collider event; details will be given in the following section, and a review may be found in [68].
Full analytical treatment of these matters is not possible. The simulation cannot be approached
as one single large computation, but needs to be broken up into manageable subprocesses, which
require different treatments. Fortunately, QCD factorisation allows the simulation process to
be split up into contributions involving different momentum scales. Some steps – the ones
involving high momentum transfers – may be calculated perturbatively, while others – the
ones at lower momentum scales – require non-perturbative approaches. The simulation of each
one of these steps can be addressed using Monte Carlo (MC) methods. A key element of MC
is the generation of pseudo-random numbers, exhibiting the same statistical fluctuations as
true random numbers, but generated in a deterministic way. The pseudo-random numbers are
then used to simulate physics processes according to probabilistic distributions, as well as for
the computation of integrals. Following a review of the general simulation methodology in
section 4.1, a few specific MC generators will be discussed in section 4.2.

When generating events, one is usually interested in a specific hard process. Often, the occurrence
of that process is not very frequent, and simply generating random events and selecting the
ones of interest would be very inefficient. The factorisation of the simulation process however,
means that one is not obliged to go through the full simulation process in a time-ordered
manner. Instead, MC generators approach event simulation starting from the hard process, and
then work backwards from there to the incoming particles as well as forwards to the outgoing
particles. Another important element in MC event generation, is the possibility to simulate
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Figure 4.1: Anatomy of a simulated event, including incoming protons (black), hard process (dark red),
secondary interactions (purple), final state radiation (red), initial state radiation (blue), hadronisation
(light green), and hadron decays (green). Adapted from [69].

full events as they would be observed in a detector. This involves study of instrument response
using detector simulation, which is discussed in section 4.3. Comparisons of simulated and
experimental data may then happen at two levels: either at detector level, with the generated
events passed through detector simulation, or at generator level, with the experimental data
corrected for detector effects.

4.1 Methodology

As mentioned above, event generation may be split up in various stages, all of which can be
simulated using MC techniques. This section discusses the key concepts of each stage, and how
the stages are related.
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4.1.1 Hard processes

The core part of event generation is the simulation of the hard process. As it takes place at
large momentum scales (or short distances), it can be calculated perturbatively, using Feynman
calculus. For hadron-hadron collisions, the inclusive scattering cross section can be written as:

σab→n =
∑

a,b

∫
dxadxb

∫
dφn fa(xa, µ

2
F )fb(xb, µ

2
F )

1

2ŝ
|Mab→n|2

(
φn;µ2

F , µ
2
R

)
, (4.1)

describing the production of final state n, with initial partons a and b. Parton distribution
functions (PDFs) fi(xi, µF ) describe the probability of finding a parton i, with longitudinal
momentum fraction xi of the total proton momentum, at energy or resolution scale µF . As the
description of partons in the proton is non-perturbative, these functions cannot be computed
entirely from theory. Instead, the distributions at fixed energy scales are modelled and fitted
to experimental data, and their scale evolution is described using evolution equations [16].
Factorisation and renormalisation scales µF and µR can be considered as resolution scales
separating long and short distances, or non-perturbative and perturbative regions. Finally the
differential cross section of the hard process is written as |M|2dφ; the matrix element (scattering
amplitude) squared, integrated over phase space φ. Both the generation of the matrix element
and the phase space integration are well suited to the use of MC methods.

Matrix elements are computed to fixed-order in QCD. First or leading order (LO) calculations
are well-established and can be done for processes with a reasonably high number of outgoing
particles (high multiplicity). Calculations at higher orders – next-to-leading order (NLO)
and next-to-next-to-leading order (NNLO) – are feasible only for lower multiplicity processes.
General purpose generators will commonly have a set of matrix element calculations and phase
space parametrisations built-in for a set of standard processes at leading order (i.e. 2→ 1, 2→ 2
and to a certain extent 2→ 3). For computations of processes at higher order or including
higher multiplicities, they defer to dedicated programs for matrix element generation and phase
space integration. Such programs compute just the hard process, and are interfaced to a general
purpose generator which will take care of the further steps in the event generation.

Parton distribution functions have been measured over decades, and the results have been made
available in a dedicated toolkit, LHAPDF [70]. The user can indicate as part of the configuration
which PDF to use. A subtlety to be taken into account is that the choice of the PDF will
influence the optimal settings for parameters of non-perturbative (phenomenological) models
used at various generator stages. A set of model parameters optimised to describe a data set
well, is often called a tune. When configuring an event generator, it is therefore important to
choose a PDF and tune in concordance with one another and the data set.

Also scales µF and µR need to be configured. There is never just a single correct value for them,
but neither should they be varied entirely at random. Often the scales are set to µF = µR = Q2.
The energy scale, Q2, is usually taken equal to the resonance mass squared of the process, or
the transverse momentum squared in case of a massless particle (Q2 = M2 or pT 2). While
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fixed-order calculations depend on µF and µR, the cross section calculated to all orders does
not. The dependence is largest at the lowest order. As such, variations of the scale parameters
can be used as an indication of the accuracy of a calculation. If the observed variation of a
result with µ is large, it is likely that higher-order corrections would still change the result
significantly; if the variation is small, it is safe to disregard further corrections.

A property of LO QCD computations is that they manage to describe only the shape of
distributions and not their normalisation. When comparing generated and experimental data,
the normalisation of the generated distribution may be corrected using a multiplicative k-factor,
the ratio between the NLO and LO total cross section for the process. Alternatively, one can
attempt to move to higher-order calculations, in which case also the normalisations would follow
from the computation. Note also that in some cases the NLO corrections are small, and an LO
computation can be sufficient.

At NLO accuracy, a cross section can be described as the LO cross section (B) plus two
corrections: a virtual (V) and a real one (R).

dσNLO = dφn (B(φn) + αsV(φn)) + dφn+1αsR(φn+1). (4.2)

The complication here lies in the treatment of some divergences, involving contributions from
different phase spaces, which must cancel between the different terms. Details of higher order
ME generation will not be discussed in this thesis; more information and further references can
be found in [68].

4.1.2 Parton showers

For the description of a complete event, simulations should include the production of hadrons,
as they are observed by detectors. Hadronisation of partons into hadrons as well as the decay of
unstable hadrons to stable ones, take place at low momentum scales and have to be approached
using non-perturbative models. These will be described in the next subsections. Prior to
that, a discussion of the step connecting the hard process (at high momentum scales) to the
hadronisation (at low momentum scales) is required [69,71].

The partons involved in the hard scattering are colour charged. Much like Bremsstrahlung
happens for electrically charged particles, the coloured partons will radiate gluons as they change
momentum. The emitted gluons, unlike the photon which is electrically neutral, are again colour
charged and may emit more gluons. The result is a cascade of parton branchings, also called a
parton shower.

This shower is the continuation of the hard process discussed before: it incorporates the higher
order corrections to the fixed-order hard process calculation. In a hypothetical fixed-order
calculation of a shower, each subsequent branching taken into account would increase the order
in perturbation theory. As the order to which fixed-order perturbative calculations can be



Event simulation 57

executed is severely limited, it appears that it is impossible to describe a parton shower in this
way. An alternative way of viewing this would be to say that, if fixed-order calculations up to
high orders were not an issue, the computation of a parton shower could simply be absorbed
in the computation of the hard process, and a separate step would not be needed. They are
however an issue, so a different approach is required.

There are ways to describe a parton shower in an approximate manner, considering it as a
succession of parton branchings, step-by-step going through a scale evolution. The branchings
are governed by scale dependent probability functions, and the evolution between scales is taken
care of using evolution equations. Different equivalent variables can be used to keep an idea of
‘scale’ throughout the shower evolution. Said scale variable then allows to order the branchings,
and to ‘resum’ or integrate the shower from an initial value (the hard process level) to a cutoff
value (the hadronisation level). The result is an approximate, finite calculation of the shower,
to all orders in perturbation theory. Examples of scale variables are the parton virtual mass q,
the parton transverse momentum pT, or the angle between the partons θ.

Depending on the kinematic region, different types of QCD factorisation and matching evolution
equations need to be adopted. The most common description uses collinear factorisation and
DGLAP equations [16]. In this scenario, collinear splittings (higher energy, small angle) and
soft gluon emissions (low energy, larger angle) are the dominant contributions in a parton
shower. While collinear branchings can be considered independently, a description of soft gluon
emissions needs to take into account interference1 or colour coherence effects. Here the scale
variable chosen matters. For some scale variables (angular ordering), the interference effects
are automatically well described. In other cases (virtual mass or momentum ordering), manual
fixes need to be implemented to ensure correct description.

Other than just using different scale variables, it is possible to describe a shower in another,
more distinct manner. Instead of looking at branchings of individual particles, one can consider
dipoles of colour connected particles and study gluon radiation off of these dipoles. This leads
to a pT ordered dipole shower picture, which is equivalent to the regular angular ordered shower
picture, and also includes interference effects by construction. Note that event generators usually
implement only one possible parton shower definition. Which one they adopt is and important
part of what makes the different existing generators distinct.

Showering as discussed above, is immediately applicable to the parton shower between the hard
process and the outgoing particles at hadronisation level, also called final state radiation (FSR).
To connect the initial state to the hard process, any time ordered description of a shower would
need to give the evolution from low scale incoming particles, to those participating in the hard
process plus accompanying radiation. Since the hard processes of interest require very specific
kinematic conditions, it would as mention before be inefficient to implement the simulation this
way. Instead, event generators start with the hard process and simulate backwards from there
to the incoming particles to generate what is called initial state radiation (ISR).

1The gluon emission probability contains contributions from different gluon emission sources and the interfer-
ence between them.
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Finally, one needs to note the delicacy of connecting hard process calculations (at higher energy
scales), to shower calculations (at lower energy scales). This is usually done using techniques
called matching [72] or merging [73]. The boundary between the end of the hard process and the
beginning of the shower is not strictly defined. In connecting the two, some freedom is allowed,
but there is a real danger of double-counting or under-counting contributions, or ending up with
scale mismatches and non-smooth distributions. Striving to move to increasingly higher order
calculations, this matter is highly relevant. For details we refer to the referenced documents.

4.1.3 Hadronisation

At the end of the final state parton shower, a low energy scale Q2
0 is reached and we enter the

non-perturbative regime. Confinement becomes relevant, and partons cluster into colour-neutral
hadrons. As stated above, the hadronisation step needs to be described using a model. An
exact non-perturbative calculation, e.g. in the framework of lattice QCD, would run into
trouble with time-evolution [68]. Two options exist for hadronisation in event generators: the
string model [74] and the cluster model [75]. Both have been extensively tested at low-energy
hadron–hadron, hadron–lepton, and lepton–lepton colliders.

In the string model one uses the property that QCD confinement is a large distance effect.
Consider a qq̄ pair, moving apart, connected by a colour flux tube with potential V (r) = κr.
The connection can also be seen as a relativistic string with mass density κ. As the string is
stretched, the potential energy grows and the kinetic energy drops. It may become energetically
favourable for the string to break into two, leading to the creation of an additional qq̄ pair.
This process continues until the remaining energy is insufficient for more qq̄ pairs to be created.
The remaining partons can be identified with hadrons. Gluons complicate the picture: they
are colour connected to two partons instead of one, and create “kinks” in the strings. Hadron
production will be enhanced in the angular regions between quarks and gluons, as was shown
experimentally in [76,77]. The string model is illustrated in Fig. 4.2a.

In the alternative cluster model (Fig. 4.2b), partons are clustered towards the end of the parton
shower, into colour-singlet groups or proto-hadrons. The formed clusters can then decay into
hadrons following quasi two-body decay processes to less excited states.

4.1.4 Particle decays

Most hadron production occurs via short-lived resonances, unstable at the time-scales of a
collider experiment. Their decays will determine the actual final state of the event. When
generating these decays, just using particle properties doesn’t always suffice. Choices concerning
decay modes have to be made, especially in the case involving heavy quarks.



Event simulation 59

(a) String model (b) Cluster model

Figure 4.2: Schematic view of hadronisation according to the string model and the cluster model.

For a decay generation, the first task is to select which hadrons to use in decays. Subsequently
choices have to be made concerning decay modes (one might want to study just one particular
one) and how to simulate them, taking into account spin and parity effects. Some methods may
be built-in in generators, while for others, generators will be interfaced with dedicated decay
simulators.

Given the long list of possible decays and their correlations needing to be considered, the particle
decay step is a laborious but essential part of the event generation. Also, it is not limited to the
decay of hadrons after hadronisation: various heavy resonances may decay at various stages of
the event generation (e.g. top quarks or tau leptons).

4.1.5 Secondary interactions

A bunch crossing at a proton-proton collider such as the LHC includes more activity than
just the primary hard process, the particles leading into it, and the particles following from it.
Secondary interactions need to be considered. To begin with, looking just at the main proton-
proton collision in the bunch crossing, three types of additional activity can be listed:

• the beam remnant may include partons not involved in the hard process that are still
colour-connected to the system and need to be dealt with accordingly

• there will be additional interactions between partons from the incoming hadrons, often
called multiple parton interactions (MPI).

• ISR and FSR components not connected to the primary hard process will still add to the
total activity
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The whole of all activity in a proton-proton collision, minus the hard process and particles
connected to it, is referred to as the underlying event (UE). The simulation of the underlying
event activity typically involves phenomenological models, including various free parameters
which need to be tuned to experimental data.

Also in the same bunch crossing will be pile-up interactions, additional softer proton-proton
collisions of low interest, obscuring the main collision. In simulation, pile-up is introduced to
a sample by superposing a chosen amount of minimum bias (MB) events. Such events are
generated at random, with as only restriction that some small activity is present in them, thus
effectively sampling the total proton-proton cross section, without biasing towards a specific
type of events.

4.2 Event generators

To simulate a complete collision event, all stages described in section 4.1 need to be implemented.
Some general purpose generators, e.g. Pythia, Herwig++ and Sherpa, can be used to simulate
any or all of the stages, while other generators are dedicated to specific generator stages,
e.g. MadGraph and Powheg (matrix elements), and Tauola (particle decays). Dedicated
generators can be interfaced with a general purpose generator in order to obtain a complete
event simulation. Below we briefly review three general purpose generators and three dedicated
generators. They will be referred to in section 6.4, where the simulated data used in the VBF
H→ bb̄ analysis are discussed.

Pythia is a general purpose event generator implemented using FORTRAN (Pythia 6 [78]),
and later C++ (Pythia 8 [79]). It includes LO 2→ 2 matrix element generation, virtual mass
ordered parton showers and pT ordered dipole showers in versions 6 and 8, respectively, and
string model hadronisation. The underlying event model parameters are tuned to experimental
data.

Herwig++ [80,81] is also a general purpose C++ event generator with built-in LO 2→ 2
matrix element generation. The Herwig++ parton shower uses angular ordering, and hadro-
nisation follows the cluster model. Underlying event model parameters are again tuned to
experimental data.

Sherpa [82] is the newest of these three general purpose event generators, implemented using
C++ and Python. It includes slightly more elaborate LO 2→ n (n< 6) matrix element generation
(like MadGraph), uses pT ordered dipole showering, and has cluster model hadronisation.
Underlying event model parameters are again tuned to experimental data. For connecting the
matrix element to the parton shower, Sherpa relies by default on the CKKW method [73].
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Table 4.1: Summary of generator properties concerning matrix element generation, parton showering
and hadronisation.

generator matrix element parton shower ordering hadronisation model

Pythia 6 LO 2→ 2 virtual mass string
Pythia 8 LO 2→ 2 dipole pT string
Herwig++ LO 2→ 2 angular cluster
Sherpa LO 2→ n dipole pT cluster

MadGraph LO 2→ n - -
Powheg NLO 2→ 2 - -

MadGraph [83, 84] is a dedicated LO 2→n (n<8) matrix element generator. For the
computation of the parton shower, hadronisation and underlying event components, it needs to
be interfaced with a general purpose generated; by default Pythia 6 is used. The connection
between the matrix element and the parton shower is usually made using the MLM method [72].
An advantage of MadGraph is that it automates process generation and is not restricted to
a list of specific processes implemented by the authors. The MadGraph family also includes
aMC@NLO, which extends the automated process generation to NLO.

Powheg [85] is a dedicated NLO 2→ 2 matrix element generator, also requiring interfacing
with a general purpose generator for parton shower, hadronisation and underlying event compu-
tations. The connection between the matrix element and the parton shower is usually made
using the Powheg method [86].

Tauola [87] is a toolkit dedicated to the decay of tau leptons, often used with Pythia.

The properties of the above generators are summarised in Table 4.1.

4.3 Detector simulation

In a collision experiment, the particles as produced in the collision will be affected by possible
interactions with detector material. Considering the simulation chain as described in previous
sections, one additional step is required in order to be able to compare simulated collisions to
observations: detector simulation.

For this purpose, the CMS collaboration uses Geant 4 [88], a toolkit capable of simulating the
interaction of particles with matter. It allows to define a full geometry of active and passive
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detector components, and to simulate the passage of particles and their interactions via their
energy loss and creation of secondary radiation. To do so accurately, inputs from dedicated test
beam experiments, conducted prior to the construction of the experiment, as well as inputs
from dedicated calibration runs and physics control processes are used. After simulation of the
electronics response, the simulated data has exactly the same structure as the experimental
data, and it can be subjected to the same reconstruction algorithms required for analysis and
interpretation of results. Data reconstruction will be discussed in chapter 5.

Detector simulation allows for experimental and simulated data to be compared at detector level.
Alternatively, it is possible to correct experimental data for detector effects. Interpreting the
data as being a fold (convolution) of the true particle four-momentum and the detector response,
this technique is often referred to as unfolding (deconvolution). After unfolding, experimental
data can be compared to simulated data at particle level, as produced by event generators
directly, or to analytical predictions based on for example the SM. Note that both detector
simulation and unfolding are computationally intensive tasks.

When comparing theoretical models with data from a single experiment, it is often easiest to use
detector simulation and compare at detector level. This option is however not always available,
as detector parameters and simulation programs are usually private to collaboration. As a
result, it is often considered better for the experimentalists to provide unfolded results, making
confrontation with a wider set of theory predictions or competing results possible at particle
level. In practice, detector results are often obtained and published first, with particle level
results following later.

In this chapter we discussed how theory predictions for collider experiments are obtained,
introducing event generators and how they simulate the various components of a collision process.
In addition to event generation, we considered detector simulation, required to be able to compare
experimental data and theoretical predictions at the same level.

The experimental and simulated data as we considered it in this chapter, is still raw data. To
allow physics analyses to use it efficiently, it needs to be reconstructed. Event reconstruction
with the CMS detector is the topic of chapter 5.



63



64



Chapter 5

Event reconstruction

Before experimental or simulated data can be analysed and interpreted, it needs to be reconstructed.
Signals as measured by the detector are transformed into physical “objects” that can be used for
study: charged particle tracks, jets, electrons, etc. The following sections describe the algorithms
used by the CMS collaboration for the reconstruction of different objects.

5.1 Track and primary vertex reconstruction

The first step in event reconstruction is often the reconstruction of charged particle trajectories
and their origin, and the determination of particle momenta. The following sections discuss
track reconstruction (section 5.1.1) and primary vertex reconstruction (section 5.1.3), as well as
their performance (section 5.1.2 and 5.1.4).

5.1.1 Track reconstruction

The combinatorial track finder (CTF) [57, 89, 90], an adaptation of a combinatorial Kalman
filter [91] that uses reconstructed pixel and strip hits as inputs, is used to reconstruct tracks.
The full track reconstruction procedure can be split up into a few logical steps:

• hit reconstruction
• seed generation
• track finding / pattern recognition
• track fitting
• track selection

Track reconstruction is performed iteratively, running the CTF algorithm multiple times. After
each iteration, The hit reconstruction step clusters signals recorded in adjacent tracker pixels
or strips, and uses thresholds to filter noise. Such a cluster is called a hit. The collection of all
hits, each with position and position uncertainty parameters, is passed on to the track finder.

Hits corresponding to tracks reconstructed in that iteration are removed, making it easier to
reconstruct more tracks in the next iteration. The idea is to first find the easily reconstructable
tracks (ones with large pT, originating near the interaction point) and then to move on to more
challenging ones (lower pT, displaced from the interaction point).

In order to describe the expected helical path of a charged particle in the tracker, five parameters
are required. At CMS d0, z0, φ, cot θ and pT are used. To determine these parameters, the input
of ideally three hits, or alternatively two hits and an extra beam spot constraint, is required.

65
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These inputs are the seeds to the track finding step. Possible seeds are identified in the seed
generation step, by scanning through the hits and matching them into pairs or triplets. To
improve the algorithm performance, some weak criteria on pT and origin are set for the seeds. As
the hit density is lowest in the pixel tracker, the choice was made to start seeding tracks from the
inside out; an additional benefit is that the pixel detector provides 3D measurements. Finally,
also low pT tracks that are deflected away from the outer tracker, may be reconstructed this way.

In the track finding step, tracks are built starting from a given seed, extrapolating outwards
and matching hits in subsequent detector layers. After each addition of a hit, the track candidates
are updated. The procedure is continued until the outer layer is reached. In some cases with
a minimal amount of matched hits for a track candidate, an additional inward search may be
executed to find more hits. At the end, the track candidate collection is filtered to remove
suspected duplicates.

Candidate trajectories are refitted using a Kalman filter and smoothed in the track fitting step.
The filter again starts from the innermost hit. For each hit in the list, the position uncertainty
is updated using the current track parameters. A second filter, using the output of the first
and working backwards, acts as a smoothing step. Final track parameters can be obtained as a
weighted average of both filters.

The above procedure produces some fake tracks. The track selection step reduces this number
by setting thresholds on various parameters: the number of layers with (3D) hits, the number
of layers lacking a hit where one was expected, the quality of the track fit, and the d and z
uncertainty and resolution.

5.1.2 Performance of track reconstruction

The performance of the track reconstruction software was tested using simulated single muon
data [89]. The resolution of the track parameters is studied in function of η and pT; the results
are shown in Fig. 5.1. At large |η|, the resolution deteriorates as the particles have traversed
more material (and are subject to energy losses). Also at low pT the resolution is worse, due to
multiple scattering. The improvements in the dz resolution at small |η| can be explained by the
fact that those particles create signals in multiple pixel cells, due to their travel direction, which
leads to an improved measurement.

The performance of the tracker and the track reconstruction is especially important for the
momentum measurement of (isolated) muons, leptons and photons up to very high energies,
as well as for the tagging of b jets through the identification of secondary vertices. The pT

resolution is better than δpT/pT = (20 · pT ⊕ 0.5)% for small |η| values (with pT in TeV), and
better than δpT/pT = (70 · pT ⊕ 0.5)% for more forward η. This shows that the design criteria
are met and charged particle tracking with good pT resolution is possible up to high energies.
The spatial resolution in the transverse direction is better than δ(d0) = 25 µm, over the whole η
range, for particles with pT > 10 GeV, while the spatial resolution in the longitudinal direction is
better than δ(z0) = 75 µm in the same range. This ensures good b-tagging efficiencies of at least
50% in the central η region, and at least 40% in the forward region, with mistag probabilities of
O(1%), for b jets with pT = 50-200 GeV.
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Figure 14. Resolution, as a function of pseudorapidity, in the five track parameters for single, isolated muons
with pT = 1, 10, and 100GeV. From top to bottom and left to right: transverse and longitudinal impact
parameters, φ , cotθ and transverse momentum. For each bin in η , the solid (open) symbols correspond to
the half-width for 68% (90%) intervals centered on the mode of the distribution in residuals, as described in
the text.
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Figure 15. Resolution, as a function of pT , in the five track parameters for single, isolated muons in the
barrel, transition, and endcap regions, defined by η intervals of 0–0.9, 0.9–1.4 and 1.4–2.5, respectively.
From top to bottom and left to right: transverse and longitudinal impact parameters, φ , cotθ and pT. For
each bin in pT, the solid (open) symbols correspond to the half-width for 68% (90%) intervals centered on
the mode of the distribution in residuals, as described in the text.
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Figure 5.1: Spatial resolution and transverse momentum resolution of the tracker, as a function of
pseudorapidity (left) and transverse momentum (right), measured using simulated data [57]. The solid
(open) symbols correspond to the half-width of the 68% (90%) intervals, centred around the most
probable value, for the residuals distribution (defined as reconstructed - simulated values).
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5.1.3 Primary vertex reconstruction

Vertex reconstruction uses all tracks as input and attempts to reconstruct as many true vertices
as possible, including the primary vertex (PV)1, secondary vertices (SV), and pile-up vertices.
Tracks are selected and clustered for originating from the same vertex. The vertex position
is then fitted. For track clustering, a deterministic annealing algorithm [92] is used to find
a global minimum, using z coordinates at closest approach to the beam line as a parameter.
After clustering, an adaptive vertex fit (weighted tracks) [93] is performed to get the vertex
parameters. The fit is iterative: repeat until convergence. From the fitted vertices, usually the
one with the highest transverse momentum squared sum

∑
tracks

pT
2 is selected as the leading PV.

5.1.4 Performance of vertex fitting

The vertex fitting performance was measured using minimum bias (MB)2 data as well as jet
enriched data. Tracks are ordered by pT, and alternatingly allocated to one of two sets (odd/even
in order). Vertex reconstruction is then performed on each set separately. On average both sets
should have the same properties. The resolution of the fitted parameters follows from the width
of the obtained distributions. Results are derived in function of the number of tracks involved.
As can be seen in Fig. 5.2, the resolution improves with the number of tracks. Additionally, the
result is better for jet enriched data: jets on average have higher pT, leading to better track
parameter resolution and consequently better vertex resolution.
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Figure 5.2: Primary vertex resolution in x,y and z, in function of the number of tracks, for MB data
(red squares) and jet enriched data (black circles). [57].

1 Cf. section 3.2.2.
2 A minimum bias sample is a sample of collisions recorded using a very general trigger, usually requiring just
some activity in the event and nothing more restrictive. In this way, the total proton-proton cross section
is sampled without biasing the selection towards a specific type of events. Similarly, a zero bias sample is
recorded without any restrictions at all.
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5.2 Jets

As briefly discussed in the introduction, due to QCD confinement and hadronisation, partons
created in a collision will not be observed as individual particles. Instead, they present in the
detector as collimated bundles of hadrons, called jets. In section 5.2.1, the algorithms used
to obtain a consistent reconstruction of such jets are outlined. Following that, section 5.2.2
discusses the different possible input objects used for jet reconstruction with the CMS detector,
and section 5.2.3 handles the corrections to the energy of the jets. Last, jet tagging methods
are treated in sections 5.2.4 and 5.2.5.

5.2.1 Jet algorithms

The step from input objects to jets is handled by jet algorithms. Good jet algorithms need to
fulfil a few requirements. First of all, they need to be applicable to both experimental data and
simulations, and give consistent results in both cases; jet energy corrections needed to match
theory and experiment should be small. Furthermore, additional collinear or soft emissions
should not affect the outcome of the algorithm. If these requirements are fulfilled, the algorithm
is labelled ultraviolet and infrared safe. Finally, the algorithm should be efficient; the computing
time required to run it should be reasonable.

Many jet algorithms exist, not all of which adhere to all of the above requirements. Two broad
groups can be defined: cone algorithms (iteratively looking for stable cones around a list of input
directions) and sequential recombination algorithms (recombining objects based on distance
parameters). Algorithms from the first group can be either seeded (starting from a narrowed
down list of inputs) or seedless (using all possible inputs). Two clear problems arise: when
seeded, usually ultraviolet and infrared safety are an issue, while when seedless, computing
requirements become problematic. One seedless cone algorithm that manages to circumvent
most problems is the SiSCone algorithm [94]. The second group of algorithms is ultraviolet
and infrared safe by construction, as well as computationally efficient. During Run I, the CMS
experiment made use of the anti-kt algorithm [95], an example of a sequential recombination
algorithm.

The anti-kt algorithm uses distance parameters which are inversely proportional to the input
momenta, effectively recombining objects in reversed order compared to most other algorithms.
Two distance parameters are defined: between two objects (dij), and between an object and the
beam (diB):

dij = min

(
1

p2
Ti

,
1

p2
Tj

)
∆2
ij

R
and diB =

1

p2
Ti

, (5.1)
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with pT i the input object transverse momenta, ∆ij =
√

(yi − yj)2 + (φi − φj)2 the distance
in the (y,φ)-plane, and R a chosen cone radius (R = 0.5 in the case of CMS). The iterative
procedure is straightforward:

• The set of all input objects, with transverse momenta pTi, serves as a list of jet candidates
or protojets.

• The distances defined in Eq. 5.1 are calculated.

– If there is a dij < diB, protojets i and j are merged using pTi-weighted sums for the
properties. The new combination replaces i and j in the list of protojets.

– If instead diB is the smallest, i is moved from the list of protojets to the list of jets.

• The process is repeated until all protojets are merged into jets.

Given the specific distance definition, soft protojets are combined with hard protojets and
collinear protojets are merged, before a hard protojet is identified as a jet. This guarantees the
ultraviolet and infrared safety of the algorithm.

5.2.2 Jet reconstruction

At CMS, four types of jets are commonly reconstructed [96, 97]: calorimeter (Calo) jets, jet-
plus-tracks (JPT) jets, particle flow (PF) jets and track jets. The difference between them lies
in the choice of input objects fed to the jet algorithm. In all cases the anti-kt algorithm is used.

Calojets are clustered starting from energy deposits in calorimeter towers, a calorimeter tower
being a combination of HCAL and ECAL cells. The geometrical configuration of the cells in the
combinations depends on the position in the detector (barrel, end-cap). Additionally, minimum
energy thresholds are added to deal with readout noise and pile-up.

JPT jets include information from the tracker, and achieve improved transverse momentum
response and resolution with respect to Calojets. Standard Calojets are reconstructed first,
and then charged particle tracks are associated to each jet using a ∆R criterion. Based on the
properties of the associated tracks, the energy and direction of the Calojet are then corrected.

Trackjets are independent from the other jet types, as they do not use calorimeter information,
only tracker information [98]. They are efficient down to very low pT, due to the higher energy
over pT ratio of the tracker, with respect to the calorimeters. A downside is that they only
include charged particles, and are only useable up to |η| < 2.5.

PF jets are the most used jet type for Run I [99,100]. The PF algorithm aims at reconstructing
and identifying as many final state particles as possible, down to very low energies. To achieve
this, information from all subdetectors of CMS is used. The following gives a summary of the
PF algorithm.
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In the first step tracker information is taken, allowing for a detailed determination of track
pT and track direction at the production vertex, for charged hadrons. An iterative tracking
algorithm is used:

• A search for tracks is done using very tight criteria, obtaining moderate efficiency and low
fake track rate.

• Tracker hits associated to tracks are removed and the criteria are relaxed.

• The previous steps are repeated multiple times to reach very high efficiency, finding tracks
with as little as three hits and as far down in momentum as pT = 150 MeV.

The second step adds calorimeter data and thus includes the clustering of neutral particles,
making the identification of photons possible. An added benefit is that low quality tracks or
high-pT tracks from the previous step can be improved. The algorithm again has three steps:

• Calorimeter energy maxima (above a certain threshold) serve as “cluster seeds”.

• “Topological clusters” are then grown by aggregating the neighbouring cells to existing
clusters, as long as the cells have sufficient energy.

• “PF clusters” are created from topological clusters; one PF cluster per cluster seed.

A particle travelling through the detector is expected to create some or all of the following: a
charged particle track, some calorimeter clusters, and a muon track. In the third step – the
linking algorithm – all these elements are linked to avoid double counting, with link quality
depending on distance. After linking, blocks of on average just 1-3 elements become inputs to the
final PF reconstruction and identification algorithm, which reconstructs and identifies
the sets of particles in each block, providing the final description of the event.

For each block, the algorithm proceeds iteratively, working its way through the various particle
types and identifying the particles of each type. As the iterative process continues, the tracks of
each reconstructed object are removed from the input list.

1. PF muons are reconstructed by matching tracks to information from the muon chambers;
the momentum of the tracks is required to be compatible with the measurements from the
muon chambers.

2. Electrons are pre-identified in the tracker, and traced to the ECAL, where the final
identification is done. A PF electron is then reconstructed.

3. Tighter criteria are applied to the remaining tracks. Some are rejected, most of which
are fakes. The small amount of energy that is dropped due to the rejection of non-fakes,
is recovered from the calorimeter information. From the remaining elements, charged
hadrons, photons, neutral hadrons or extra muons may be reconstructed.
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4. The remaining charged particle tracks immediately give rise to PF charged hadrons, with
properties taken from the track and possibly improved with calorimeter data.

5. If subsequently calorimeter clusters are found with energies exceeding those of associated
tracks or not associated to any tracks, this leads to the reconstruction of PF photons
(ECAL+HCAL excess) and PF neutral hadrons (HCAL excess only).

6. Using the full list of obtained particles, finally the PF missing transverse energy can be
reconstructed by the algorithm.

The performance of the PF algorithm was tested using simulated multijet events [99]. First of
all, jets are clustered at generator level from all stable particles except neutrinos (“genjets”).
Secondly both PF and Calojets are reconstructed (“recojets”), and matched to the genjets
using ∆R = 0.1. Fig. 5.3 shows the distribution of (preco

T − pgen
T )/pgen

T , the difference between
reconstructed and generated pT, weighted with the generated pT. The result is shown for two
pgen

T slices.

The jet response and resolution are derived from a Gaussian distribution fitted to the results in
Fig. 5.3. It is clear that the PF algorithm, using information from all subdetectors, manages to
reconstruct more of the particles and has a better response. Also the resolution is improved
with respect to the Calojet result, mainly due to the inclusion of tracker data.

T
/p

T
 p∆

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8

N
u

m
b

er
 o

f 
je

ts

0

50

100

150

200

250

300

350

400

450

500

CMS Preliminary

Calo-Jets

Particle-Flow Jets

 = 40 - 60 GeV/c
T

p

| < 1.5η0 < |

CMS Preliminary

(a) 40 < pgen
T < 60 GeV

T
/p

T
 p∆

-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8

N
u

m
b

er
 o

f 
Je

ts

0

50

100

150

200

250

300

350

400

450

500

CMS Preliminary

Calo-Jets

Particle-Flow Jets

 = 300 - 400 GeV/c
T

p

| < 1.5η0 < |

CMS Preliminary

(b) 300 < pgen
T < 400 GeV

Figure 5.3: Distribution of (preco
T − pgen

T )/pgen
T for two slices of pgen

T ((a),(b)), for Calojets (blue) and
PF jets (red). Results are shown for the barrel region of the detector (|η| < 1.5). [99].



Event reconstruction 73

5.2.3 Jet energy calibration

The need for jet energy calibration (JEC) stems from the presence of pile-up, and non-uniform
and non-linear detector response. The goal is to calibrate such that, on average, the energy
measured matches the energy of the corresponding true particle. This is done using a factorised
calibration [96,101]:

1. an offset correction to deal with the excess energy from pile-up

2. a response correction derived from simulation to deal with detector response

3. a residual response correction derived from data

In the following, the calibration is discussed in function of PF jets. Calibration for the other
jet types follows the same methods. A graphical illustration of the calibration steps is given in
Fig. 5.4. Figure 5.5 shows the jet response before calibration, after pile-up correction, and fully
calibrated.4 1 Introduction

Reconstructed
Jets

MC + RC

MC

Pileup

MC

Response (pT , η)

dijets

Residuals(η)

γ/Z+jet, MJB

Residuals(pT )

MC

Flavor

Calibrated
Jets

Applied on MC

Applied on data

Figure 2: Consecutive stages of jet energy corrections, for data and simulation. All corrections
marked with MC are derived from simulation studies, RC stands for Random Cone and MJB
refers to the analysis of multijet events.

scale at hadron colliders.117

In Sec. 10 we describe additional studies made by looking at the composition of reconstructed118

PF jets. These support the overall conclusions drawn from the determination of residual jet119

energy corrections for data.120

Figure 5.4: Graphical illustration of the calibration steps, applicable for simulated samples and
data. [101]. 3
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Figure 1: Ratio of measured jet pT to particle-level jet pT in simulation at various stages of jet
energy corrections: before any corrections (left), after pileup offset corrections (middle), after
all jet energy corrections (right). µ is the average number of pileup interactions per bunch
crossing.

using the Random Cone method in Zero Bias events. The pileup offset corrections are deter-86

mined both before and after CHS, which removes tracks identified as originating from pileup87

vertices.88

The simulated jet response corrections are determined with a CMS detector simulation based89

on GEANT4 combined with Pythia 6 tune Z2*, as discussed in Sec. 5. The corrections are90

determined for various jet algorithms and cone sizes. The default corrections are provided for91

the QCD dijet mixture as a function of pT and η. Uncertainties arising from jet fragmentation92

are evaluated with Herwig++ 2.3 tune EE3C, and uncertainties from the detector simulation93

are evaluated with CMS fast simulation (FastSim).94

The residual corrections for data are discussed in Sec. 6. The η-dependent corrections are de-95

termined with dijet events, relative to a jet in the reference region |η| < 1.3. These corrections96

include pT-dependence relative to the barrel for pT > 62 GeV and up to the limit of available97

dijet data. The absolute scale with its pT dependence within |η| < 1.3 at 30 < pT < 600 GeV,98

is measured combining photon+jet, Z(→ µµ)+jet and Z(→ ee)+jet events. The pT dependence99

at pT > 600 GeV is constrained with multijet events. Detailed studies are performed to cor-100

rect for biases in the data-based methods due to differences in initial and final state radiation101

(ISR+FSR) as well as in jet pT resolution between data and simulation.102

The optional jet flavor corrections derived from simulation are discussed in Sec. 7 together with103

the JEC flavor uncertainty estimates based on comparing Pythia 6 and Herwig++ predictions.104

These uncertainties are applicable to data/simulation comparisons regardless of whether or105

not the jet flavor corrections are applied. The flavor corrections and their uncertainties for b-106

jets are checked in data with Z+b events. The subsequent steps of the jet energy corrections are107

illustrated in Fig. 2.108

The jet pT resolutions are determined with both dijet and photon+jet events, as discussed in109

Sec. 8. The reference simulated resolutions are parameterized as a function of particle jet pptcl
T110

and average number of pileup interactions µ in bins of jet η. The differences between data and111

simulation are parameterized as η-binned scale factors.112

The jet energy scale uncertainties, discussed in Sec. 9, are provided in the form of a limited set113

of sources that allow detailed statistical analysis of uncertainty correlations to be performed at114

the analysis level. The final uncertainties are below 1% across much of the phase space covered115

by these corrections at pT > 10 GeV and |η| < 5.2. This sets a new benchmark for jet energy116

Figure 5.5: Jet response (preco
T /pgen

T ) before calibration (left), after pile-up correction (centre) and after
full calibration (right). The response is given for PF jets with CHS applied, for the central region of
the detector (|η| < 1.3), as a function of the genjet transverse momentum, and for different amounts of
average pile-up. [101].
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Pile-up offset correction Three variables are commonly used to describe pile-up: the number
of primary vertices NPV, the average number of pile-up events per bunch crossing µ, and the
diffuse offset energy density ρ [102]. As mentioned in chapter 3, pile-up can be divided into
out-of-time pile-up and in-time pile-up.

Out-of-time pile-up is affected by the time integration window for the signal, as well as by the
separation between bunches. Careful signal handling based on detector timing information
allows reasonable control of out-of-time pile-up. In-time pile-up from charged particles in turn
can be reduced through charged hadron subtraction (CHS). This optional step is inserted into
the PF clustering algorithm. The method considers all PF object candidates and traces them
back to their primary vertex. If they originate from a pile-up vertex, they are dropped from the
event; if they originate from the leading primary vertex, or can’t be associated with a primary
vertex, they are kept. After the CHS removal of PF candidates, the PF clustering continues
normally. For the new Run II data taking period, various techniques have been developed or
optimised in order to improve even further the reduction of in-time pile-up [103–105].

The remaining effect of pile-up, including residual out-of-time pile-up and pile-up from neutral
particles, is corrected using the hybrid jet area method [101]. The energy offset is determined
as the product of the effective jet area and the median energy density, in function of the jet η
and the jet pT. The offset is first calculated for simulated events, by comparing samples with
and without pile-up. Subsequently, the offset calculation is amended with a data/simulation
scale factor, also as a function of η, derived from zero bias data.

Note that pile-up can also be responsible for the appearance of fake hard jets, due to overlapping
soft jets. These fake jets are generally still softer than real jets, and can be distinguished from
them using multivariate techniques. One implementation is the pile-up jet identification method
(PUjetId) [106]. While fake hard jets are important in analysis interpretations, they only play a
minor role in jet calibration.

The total pile-up offset correction factor is shown in Fig. 5.6a as a function of pT and η. Pile-up
adds energy of the order of 10 GeV to jets; the effect thereof is larger for low pT jets than for
higher pT jets. With respect to η the effect is more uniform. The fluctuations for 2.0 < |η| < 3.5

can be attributed to varying out-of-time pile-up conditions during 2011 data-taking.

Response correction from simulation The second component of the JEC is a response
correction taken from simulation. The study uses a high-statistics QCD dijet sample, including
pile-up simulation and corrections for it. The response is defined as:

R (〈preco
T 〉, η) =

〈preco
T 〉
〈pgen

T 〉
(pgen

T , η) , (5.2)

with pgen
T the generator level pT and preco

T the reconstructed pT. Correction factors are derived
in bins of 〈preco

T 〉 and η; the result is shown in Fig. 5.6b. The correction required at low pT is
due to small energy deposits not recorded in the calorimeters because they fall below certain
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Figure 9: Pileup offset correction Chybrid, with systematic uncertainty band, for the average
2012 conditions of 〈µ〉 = 20 for PF jets without CHS and R = 0.5 at |η| = 0 versus pT (top left)
and at pT,corr = 30 GeV versus |η| (top right), compared to corrections for 2010 [10] and 2011 [40]
data at 7 TeV after extrapolation to similar pileup conditions. The same results are also shown
for PF jets with CHS and R = 0.5 at |η| = 0 versus pT (bottom left) and at pT,corr = 30 GeV
versus |η| (bottom right), compared to corrections for 2011 data at 7 TeV [40].
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Figure 13: Response correction with its systematic uncertainty band from simulation for aver-
age 2012 conditions for PF jets with CHS and R = 0.5, compared to corrections for 2010 [10]
and 2011 [40] data at 7 TeV. The comparison is shown at |η| = 0 versus pT,corr (top left), and at
pT,corr = 30 GeV (top right), pT,corr = 100 GeV (bottom left) and pT,corr = 1000 GeV (bottom
right) versus |η|.
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Figure 13: Response correction with its systematic uncertainty band from simulation for aver-
age 2012 conditions for PF jets with CHS and R = 0.5, compared to corrections for 2010 [10]
and 2011 [40] data at 7 TeV. The comparison is shown at |η| = 0 versus pT,corr (top left), and at
pT,corr = 30 GeV (top right), pT,corr = 100 GeV (bottom left) and pT,corr = 1000 GeV (bottom
right) versus |η|.
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Figure 13: Response correction with its systematic uncertainty band from simulation for aver-
age 2012 conditions for PF jets with CHS and R = 0.5, compared to corrections for 2010 [10]
and 2011 [40] data at 7 TeV. The comparison is shown at |η| = 0 versus pT,corr (top left), and at
pT,corr = 30 GeV (top right), pT,corr = 100 GeV (bottom left) and pT,corr = 1000 GeV (bottom
right) versus |η|.
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Figure 25: Residual data/simulation response corrections for average 2012 conditions for PF
jets with CHS and R = 0.5, compared to corrections for 2010 [10] and 2011 [40] data at 7 TeV.
The comparison is shown at |η| = 0 versus pT,corr (top left), at pT,corr = 30 GeV (top right),
pT,corr = 100 GeV (bottom left) and pT,corr = 1000 GeV (bottom right) versus |η|. The plots are
limited to a jet energy E = pT cosh η = 3500 GeV/c2 to only show the physically allowed phase
space.
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jets with CHS and R = 0.5, compared to corrections for 2010 [10] and 2011 [40] data at 7 TeV.
The comparison is shown at |η| = 0 versus pT,corr (top left), at pT,corr = 30 GeV (top right),
pT,corr = 100 GeV (bottom left) and pT,corr = 1000 GeV (bottom right) versus |η|. The plots are
limited to a jet energy E = pT cosh η = 3500 GeV/c2 to only show the physically allowed phase
space.
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Figure 25: Residual data/simulation response corrections for average 2012 conditions for PF
jets with CHS and R = 0.5, compared to corrections for 2010 [10] and 2011 [40] data at 7 TeV.
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(c) Residual response correction from data

Figure 5.6: Summary of contributions to the jet energy calibration, as a function of jet pT (for central
η) and jet η (for different pT values). [101].
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thresholds. With respect to η, larger corrections are required in the subdetector transition
regions at |η| = 1.3 and |η| = 3.0, where the particles need to cross more detector material and
are subject to more interactions.

Residual response correction from data The response correction is further refined with
factors derived from data. First a relative correction dependent on η is calculated using a tag
and probe technique in a dijet sample. One jet is required to lie in the central region (|η| < 1.3),
while the other is left free. The correction is derived relative to the central region:

RpTrel =
1− 〈∆pT〉
1 + 〈∆pT〉

with ∆pT =
pprobe

T − ptag
T

2 pave
T

. (5.3)

A small dependence of the correction factor on pT is observed, so it is again binned in pT.

Secondly an absolute correction dependent on pT is added. To derive this component, Z+jet
and γ+jet samples are used. A momentum balance is made between the resonance (Z or γ) and
the recoiling jet:

RpTabs =
pjetT

pγ,ZT

. (5.4)

The correction factor, shown in Fig. 5.6c, is again function of pT and η.

The residual correction as a function of pT is small. The correction as a function of η is small in
the central region and increases slightly towards higher η values.

Jet energy resolution Finally the energy resolution for jets (JER) is determined from
simulation (for varying amounts of pile-up), and data vs. simulation scale factors are derived
using dijet and γ+jet events [101]. Both are given in Fig. 5.7.
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Figure 34: JER versus pT in barrel for varying levels of pileup µ. The results are shown sepa-
rately for PF+CHS with R = 0.7 (left), and for PF+CHS with R = 0.5 (right).

mately linearly with µ × A so the noise from pileup is proportional to
√

µ × A. In contrast, the1227

stochastic and constant terms are stable with respect to pileup, as shown in Fig. 35.1228
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Figure 35: JER parameters fitted in bins of µ for various Rcone, then averaged over bins of
µ × A. The results are compared between PF and PF+CHS.

The JER also depends to some extent on the jet flavor. Gluon jets are wider than quark jets,1229

and therefore less sensitive to local η-φ intercalibration of the detector. This is manifested as a1230

smaller constant term and better JER at high pT, as seen in Fig. 36 (left). The intrinsic JER of1231
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Figure 43: Jet pT resolution data/MC scale factor determined from γ+jet events, from 2012 and
2011 (left) and from 2012, compared to the dijet results (right).

8.4 The γ+jet balance1402

Complementary measurements of the jet pT resolution in data are done with the γ+jet balancing1403

versus pT,γ:1404

B =
pT,jet

pT,γ
. (39)

The width of the balance distribution can be written as a convolution of the jet pT resolution1405

with additional smearing effects, as in Eq. (34) for the case of dijets:1406

σB = σ ⊕ σISR+FSR ⊕ σPLI. (40)

The JER is extracted from data and MC simulation that are binned in exclusive bins of α.1407

In the procedure, σPLI is fixed to the value obtained from a fit to the particle-level imbalance.1408

The results from the photon+jet analysis are shown in Fig. 43, compared to the 2011 and 20121409

dijet results.1410

The following systematic uncertainties have been considered for γ+jet balancing:1411

• QCD dijet background: The uncertainty from QCD dijet contamination in the γ+jet1412

sample is estimated by measuring JER with and without the dijet simulated sample1413

added to the γ+jet sample.1414

• Flavor uncertainty: The poor resolution for c and b jets when including neutrinos1415

at particle level, as shown in Fig. 38, can bias the JER measurement if the flavor1416

fractions in data and simulation differ. To estimate this uncertainty, the quark and1417

gluon fractions are varied by ±10%.1418

• Out-of-cone showering: Out-of-cone showering is an important contribution to the1419

PLI correction. To evaluate the systematic variation, the analysis was repeated for1420

jet reconstruction with distance parameter R = 0.7 and the difference to the nominal1421

R = 0.5 is taken as a systematic uncertainty.1422

Figure 5.7: Jet energy resolution in the central region (|η| < 1.3), measured from simulation, for
varying amounts of average pile-up. [101].
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5.2.4 Jet tagging: identification of b jets

In the study of decays which have one or more b jets in their final states, the identification of
these jets is crucial in reducing various backgrounds with jets of different origin (light quarks,
gluons or c quarks). For this purpose, detectors implement b-tagging algorithms. Several types
exists, making use of different b-quark properties. One can compare the algorithms based on
tagging efficiency (real b jets) and mistag rate (light flavour or gluon jets).

All b-tagging algorithms considered here [107] provide a single discriminant value for each jet.
Working points are globally defined on the mistag probability vs. discriminant value curve, at
probabilities of 10% (loose), 1% (medium) and 0.1% (tight). (These probabilities are valid for
average pT ∼ 80 GeV). Most algorithms are intended for use with PF jets, but some can be
used with any reconstructed jet.

Primary vertex candidate are identified by applying a vertex fit, and the one with the highest∑
pT

2 is selected. For finding secondary vertices, a reduced set of tracks is used (limited to a
cone ∆R = 0.3 around a jet, and of high purity). Again a vertex fit is applied. All tracks get a
weight between 0 and 1, and tracks with weight > 0.5 are assigned to the vertex and removed
from the collection. This is repeated until no more vertices can be identified.

Two distinct types of tagging algorithms are discussed. The first type uses impact parameter
information (IP between track and primary vertex). Added to this value is the impact parameter
significance SIP = IP/∆IP , with ∆IP the impact parameter uncertainty.

The track counting (TC) algorithm has all tracks sorted by SIP in decreasing order. The first
track is at risk for a positive bias, so the final high efficiency (TCHE) and high purity (TCHP)
algorithms use the SIP of the 2nd and 3rd track respectively. Multitrack extensions of the TC
algorithm are the jet probability (JP) and jet b-quark probability (JBP) algorithms, which
calculate the probability that all tracks associated to a jet originate from the primary vertex,
without and with SIP weight respectively.

The second type uses secondary vertex (SV) information and variables related to this SV. Before
use, the SV candidates are filtered to enhance purity. In the simplest form, the simple secondary
vertex (SSV) algorithm, flight distance significance SFD is the discriminating variable. Again
there are high efficiency (HE) and high purity (HP) alternatives of the algorithm (depending on
the number of vertices associated with a track).

Up from SSV, there is the combined secondary vertex (CSV) algorithm, which adds track-based
lifetime information. An extra quality of the CSV algorithm is that also in the event of no SV
match, a discriminant value can be obtained. The final CSV discriminant is computed as the
combination of a b vs. light quark and a b vs c quark likelihood, weighted with a factor 0.75
and 0.25 respectively.

Fig. 5.8 shows the discriminant value of the TCHE and CSV algorithms for a multijet sample.
The efficiency of the different methods is given in Fig. 5.9.
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The agreement between data and simulation in Fig. 5.8 is good. The distributions for light
quarks and gluons peak at low values, while the distribution for b-quarks peaks at high values.
In Fig. 5.9 one can see that the CSV algorithm has a higher b-jet efficiency than most other
algorithms, for the same light quark and gluon rejection efficiency. The same is true for the
b-jet efficiency versus c-quark rejection efficiency.
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Figure 5.8: Discriminant distributions for the THCE and CSV discriminants, derived from data.
Expected contributions of different components are taken from QCD multijet simulation and plotted on
top. [107].
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5.2.5 Jet tagging: discrimination of quark and gluon jets

In addition to b-jet identification, also identification of the jet origin (quark or gluon) may help
reduce backgrounds in analyses with light quark jets in the final state. Three obvious properties
can be exploited to build a quark-gluon likelihood (QGL) that allows to filter events:

• Jets originating from gluons tend to have more constituents3

• Constituents of jets originating from gluons tend to carry a smaller fraction of the jet
transverse momentum

• Jets originating from gluons tend to be less collimated

In the CMS experiment, a quark-gluon discriminant is implemented [109,110] that does allows
such filtering. It makes use of PF jets and aims to be complementary to b-tagging and pile-up
identification. As such, b jets and pile-up jets were filtered out from the samples using loose
rejection criteria, before construction of the likelihood. Furthermore, to deal with dependencies,
the likelihood is binned in η, pT and ρ.

Either three or five variables are used (depending on the likelihood version):

• (i) The total multiplicity (larger for gluons)
• (ii) Shape variables: major and minor axes describing the jet cone (larger for gluons)
• (iii) pD

T and R (larger for gluons)
• (iv) pull: asymmetry (smaller for gluons)

The final likelihood is a product of the variables, with underlying PDFs computed in bins
of η, pT and ρ. The output can be considered as a quark probability, as shown in Fig. 5.10.
The likelihood peaks at one for quark originating jets, and at zero for gluon originating jets.
Alternatively, a gluon probability could be defined, with the peak positions swapped. The
performance of the likelihood is best at central rapidities, in the higher pT region, decreasing
slightly for the lower pT region and the more forward rapidities.
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Figure 5.10: QGL discriminant distribution (a) for simulated events, in the 40 < pT < 50 GeV bin,
and for |η| < 2, and discriminant performance (b).

3The probability of gluon emission by a quark (q → qg) or a gluon (g → gg) is proportional to colour factors
CF = 4/3 and CA = 3, respectively. As a result, the ratio of the multiplicity of a quark and gluon jet is
proportional to the ratio of the colour factors: <N>q

<N>g
= CF

CA
= 4

9
[108].
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The performance of the quark-gluon likelihood discriminant was also evaluated in data, using
Z+jets (containing mostly quark originating jets) as well as dijet (containing more gluon
originating jets) samples [110,111]. Figure 5.11 shows the QGL discriminant distribution for
data and simulation, for both samples.
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Figure 5.11: QGL discriminant distribution for data and simulation, for jets with 80 < pT < 100 GeV
and central pseudorapidity, in Z+jets (a) and dijet events (b). [110].

5.3 Other objects

Next to jets, also electrons, muons and missing transverse energy are reconstructed with the
CMS detector. The VBF H→bb̄ analysis discussed in this thesis however, studies a hadronic
final state, and does not require these objects explicitly. Hence, only a brief description of their
reconstruction is given here.

5.3.1 Electron reconstruction

Electrons are reconstructed [112] combining information from the tracker and the electromagnetic
calorimeter. Energy losses in the tracker are modelled using a specific filter, before moving on to
clustering and electron energy determination in the calorimeter. This method achieves a better
resolution than the PF reconstruction algorithm. Additional quality tags can be attributed to
reconstructed electrons. Electrons are expected to be somewhat isolated from other activity in
the collision. In cases where other objects are mistakenly reconstructed as electrons (e.g. jets),
the opposite is true, meaning that isolation criteria can be used to improve the purity of the
reconstructed electron collection. The quality of electron candidates can be further refined using
multivariate identification methods, matching the candidate properties with the expectations
for electrons. Several electron isolation and identification criteria have been implemented by
CMS [113].
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5.3.2 Muon reconstruction

Two approaches are used for muon reconstruction [114]: tracker muon reconstruction and global
muon reconstruction. In the first method, tracks from the centre of the detector are extrapolated
outwards and matched with muon system signals. The latter method makes a global track fit of
track segments in the muon system and track segments in the tracker. For (very) low momentum
muons, only few hits will be observed in the muon system, and tracker muon reconstruction will
be more efficient. At higher momenta, several tracks segment will be identifiable in the muon
system, and global muon reconstruction will perform best. Entirely similar to the electron case,
several muon isolation and identification criteria are available, allowing for reconstructed muon
collection quality improvement.

5.3.3 Missing transverse energy reconstruction

Missing transverse energy Emiss
T [115], originating from particles not leaving signals in the

detector, can be traced using a momentum balance. It is defined as the negative of the vector
sum of the transverse momenta of all reconstructed particles. This can be done for different
reconstruction algorithms, e.g. using Calo or PF reconstruction. With the PF algorithm being
able to reconstruct more particles, also PF Emiss

T is usually more accurate than Calo Emiss
T .

This concludes the review of object reconstruction for the CMS detector. Having studied in
previous chapters the relevant physics theory aspects, the experimental setup, and the simulation
and reconstruction software, we now have all building blocks available to discuss the search for
the SM Higgs boson produced by vector boson fusion and decaying to bottom quarks. This analysis
will be covered in part two of this thesis.
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Chapter 6

Introduction

This chapter introduces the search for the SM Higgs boson produced by vector boson fusion
(VBF) and decaying to a bottom quark pair (bb̄) [116], the main topic of this thesis.

At the LHC, the dominant Higgs boson production mechanism is gluon-gluon fusion (GF, cf.
section 2.1), followed by vector boson fusion, associated production with a vector boson (VH)
and associated production with a top quark pair (t̄tH). For low to moderate Higgs boson masses
(mH . 135 GeV), the most prominent decay mode is to two bottom quarks; at mH =125 GeV,
the branching fraction for H→ bb̄ is approximately 58%. Even though the GF H→ bb̄ channel
as such has the largest cross section times branching fraction, the very large irreducible QCD
multijet background to this signal means that it is not a viable search channel.

The first observations of the SM Higgs boson by CMS were made in the ZZ, γγ and WW decay
channels [117–119]. While these channels have lower branching fractions than H→bb̄, they
present much cleaner, more identifiable and fully reconstructable leptonic final states, resulting
in a higher search sensitivity. Since the dominant GF Higgs boson production happens through
a top quark loop, these measurements mostly shed light on the coupling of the Higgs boson to
up-type quarks.

The study of the bb̄ decay channels is hence important, as it offers an opportunity to probe also
the coupling to down-type quarks. At CMS, a search was first performed in the VH production
mode (with the vector boson decaying leptonically), the most sensitive bb̄ channel [120]. In
addition searches were executed in the tt̄H production mode [121, 122]; its cross section is much
smaller, but again the semileptonic final states allow for a reasonable sensitivity. Combined
with a search in the ττ decay channel [123], these results provide evidence for the direct decay
to fermions [124].

In the following we will discuss in more detail the most recent H→bb̄ search: the one in the
VBF production mode. While this channel has a larger cross section times branching fraction
than the previously studied bb̄ channels, it has a lower sensitivity: the fully hadronic final state
provides less of a handle for triggering than (semi)leptonic final states, and the large QCD
multijet background can only be partially suppressed. The result of this search is very important
in the continued testing of the properties of the Higgs boson, allowing to probe the strength of
the VBF mechanism, as well as to help establish (in combination with the other bb̄ results) the
coupling of the Higgs boson to down-type quarks.
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6.1 Signal properties

The VBF H→bb̄ process starts with two quarks (one from each of the two colliding protons)
radiating a vector boson. The quarks thereby exchange energy and momentum with the vector
boson, and are slightly scattered away from the beam direction. The radiated vector bosons
subsequently fuse to form a Higgs boson, which finally decays to a pair of bottom quarks. As
the longitudinal momentum of the produced Higgs boson is expected to be low, the bottom
quarks will be produced centrally. This all results in a hadronic four-jet final state with the two
energetic light quark jets (from the VBF process initiating quarks) travelling in forward and
backward direction close to the beam pipe, and two central b jets from the Higgs boson decay.

Since the VBF process is purely electroweak, specific expectations hold for the average QCD
colour evolution in the events, and further signal versus background discrimination is possible.
Most commonly, the light-quark jets will colour-connect to the proton remnants along the
beam direction, while the b-quark jets originating from the colour neutral Higgs boson will
reconnect among themselves. Hence, there should be only very little hadronic activity in the
pseudorapidity region between the two light-quark jets, with the exception of the b-quark jets.

In Fig. 6.1 the transverse momentum and pseudorapidity distributions of the four final state
partons are shown, taken from a Powheg+Pythia 6 simulation of the VBF H→ bb̄ signal, for
mH =125 GeV. All distributions are normalised to unity. It can be noted that the transverse
momentum of the b quarks is slightly harder, but the overall difference is small. At the same
time, it is clear that the b quarks are more central, mostly contained within the |η| < 2.5

tracker acceptance. The light quarks, with an average |η| = 2.1 and the tail of the distribution
extending to |η| ∼ 5, fall mostly within the |η| < 5 calorimeter acceptance.

Fig. 6.2 again shows the transverse momentum and pseudorapidity distributions of the four final
state partons, this time ordered by parton transverse momentum and parton pseudorapidity
respectively. The average transverse momentum of the quarks lies between 〈pT (0)〉 ≈ 104 GeV
for the hardest one, and 〈pT (3)〉 ≈ 37 GeV for the softest one; there is no strong correlation
between the transverse momentum ordering and parton ID. In the pseudorapidity distributions
one can observe the natural symmetry around zero between the first and the fourth, and the
second and the third quark, when ordered in pseudorapidity. Furthermore, while not perfect,
there is a strong correlation between the pseudorapidity ordering and the parton ID.

For the analysis of experimental data, our understanding of the signal has to extend to recon-
structed jet level. In simulated data, reconstructed jets can be matched to partons using a
matching algorithm. For each parton/jet combination, the distance ∆R =

√
(∆η)2 + (∆φ)2 is

computed, and jets are matched to the parton with the smallest ∆R; if no parton with a ∆R

below a certain cutoff (often 0.2-0.3) is found for a jet, no match is made. Fig. 6.3 shows the
same distributions as Fig. 6.2, for jets instead of partons. Overlaid on the VBF H→bb̄ signal
distributions are the same distributions for QCD multijet background, taken from a Pythia 6
simulated sample with the requirement of having four jets. The QCD multijet background is the
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largest one by far, or the order of O(104) larger than the signal. All distributions are normalised
to unity. The same trends remain visible. The pT is slightly softer for QCD multijets than for
signal. Fluctuations around |η| = 3 can be attributed to the transition between the barrel and
endcap of the detector. Note also that the most forward and most backward quark (η(0) and
η(3)) show a slightly larger |η| for signal than for background.

Given the fact that no definitive identification of the partons is possible for experimental data,
it is necessary to choose an ordering according to which to identify the final state particles.
Especially when considering composite variables such as the invariant mass of the light-quark
pair, the pseudorapidity separation between the two light quarks, the radial separation between
the two light quarks, etc., this can be important. Fig. 6.4 diagrams the particle identification
efficiency for different orderings (CSV b-tag value, pseudorapidity and transverse momentum).
The top row shows the fraction for which a specific quark is attributed to the b-quark pair, the
second row shows the fraction for which the quark is attributed to the light-quark pair. The
columns show the specific quarks, ordered either by parton ID (b1, b2, q1 & q2), CSV b-tag
value (decreasing), pseudorapidity (decreasing) or transverse momentum (decreasing). In the
b-tag ordered case, the two most b-tagged quarks (the two quark with the highest b-tag value)
are expected to form the b-quark pair. For the most b-tagged quark, the identification efficiency
is good, for the second most b-tagged one, there is a larger amount of misidentification. In the
pseudorapidity ordered case, the quarks with the lowest and the highest value are expected to
form the light-quark pair, the middle ones are the b-quark pair. The identification efficiency
is symmetric by construction, and is reasonably good. In the transverse momentum ordered
case, the ordering is less clear. In Fig. 6.1 the light-quark pair was shown to be fractionally
softer, but the difference is too small for the transverse momentum ordering to be useful for
identification purposes.

    1     1 0.052  0.28  0.77   0.9  0.91 0.094 0.094  0.91  0.37  0.51   0.5  0.62

    1     1  0.95  0.72  0.23 0.097 0.094  0.91  0.91 0.094  0.63  0.49   0.5  0.38

1id b 2id b
1

id q
2

id q (0)
b-tag

(1)
b-tag

(2)
b-tag

(3)
b-tag

(0)η (1)η (2)η (3)η (0)

T
p (1)

T
p (2)

T
p (3)

T
p

qq'

bb

0.0

0.2

0.4

0.6

0.8

1.0

more
b-tagged

less
b-tagged ηlower ηhigher 

T
harder p

T
softer p

parton id ordered b-tag ordered  orderedη  ordered
T

p

 = 125 GeV)
H

 (mb b→VBF H 

Figure 6.4: Particle identification efficiency for the CSV b-tag value, pseudorapidity and transverse
momentum ordering or the partons. Values are taken from Powheg+Pythia 6 VBF H→bb̄ signal
simulation.

Fig. 6.5 shows the light-quark jet pair invariant mass, pseudorapidity separation and radial
separation, for both the signal and the QCD background. The invariant mass spectrum is steeply
falling for QCD multijet background, while it has a large tail towards higher values for signal.
The pseudorapidity separation1 again is larger for signal than for QCD multijet background.
The radial separation peaks at π for QCD multijet background (indicating back-to-back jets),
while for signal it is mostly uniform between 0 and π.

1The hard cutoff at η = 2 is a manual truncation implemented to limit file size and not a physics feature.



Introduction 91

 (GeV)qq'm
0 200 400 600 800 1000 1200 1400 1600 1800 2000

E
ve

nt
s 

/ (
20

.0
 G

eV
)

0

0.02

0.04

0.06

0.08

0.1
 = 125 GeV)

H
 (mb b→VBF H 

Mean: 613.77 GeV
RMS: 399.27 GeV

QCD multijets
Mean: 274.23 GeV
RMS: 224.92 GeV

qq'm  orderedηjet 

(a) mqq′

qq'
η∆

0 1 2 3 4 5 6

E
ve

nt
s 

/ (
0.

20
)

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08
 = 125 GeV)

H
 (mb b→VBF H 

Mean: 4.08 GeV
RMS: 1.02 GeV

QCD multijets
Mean: 3.17 GeV
RMS: 1.22 GeV

qq'
η∆  orderedηjet 

(b) ∆ηqq′

qq'
φ∆

0 1 2 3 4 5 6

E
ve

nt
s 

/ (
0.

20
 r

ad
)

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08  = 125 GeV)
H

 (mb b→VBF H 
Mean: 2.25 GeV
RMS: 1.41 GeV

QCD multijets
Mean: 2.47 GeV
RMS: 1.28 GeV

qq'
φ∆  orderedηjet 

(c) ∆φqq′

Figure 6.5: Distributions of the light-quark jet pair (a) invariant mass, (b) pseudorapidity separation
and (c) radial separation, using pseudorapidity ordered parton identification. Distributions are taken from
Powheg+Pythia 6 VBF H→ bb̄ signal simulation (purple) and Pythia 6 QCD multijet background
simulation (green filled), and normalised to unity.

6.2 Background contributions

As briefly mentioned above, the largest background to the VBF H→bb̄ signal arises from
mostly irreducible QCD multijet production, with either true or misidentified b jets. Most QCD
jet production is induced by gluons. As a result, a quark-gluon discriminant as discussed in
chapter 5 can be used to increase the signal versus background discrimination. As can be noted
in Figs. 6.3 and 6.5, most QCD multijet spectra are steeply falling, a property which can also
be used in event selection.

Further backgrounds arise from hadronic decays of vector bosons produced in association
with additional jets (Z+jets/W+jets), hadronic decays of top-quark pairs in association with
additional jets (tt+jets), and hadronic decays of singly produced top quarks (single top).

Data versus simulation comparison plots including all background contributions will be shown
after trigger and offline selection in section 8.3.
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6.3 Analysis strategy

With QCD multijet production being the largest background to the VBF H→bb̄ signal, the
trigger and selection criteria will be aimed at exploiting the differences between both types of
events. To select a subsample of events and improve the signal over background ratio, selection
criteria are imposed on the data samples: i.e. lower or upper boundaries are defined for several
variables, which the selected events need to satisfy.

The first step is to select four jets to match the expected final state. Jets are considered in
decreasing order of transverse momentum; the leading four are selected, if they additionally pass
four progressive transverse momentum thresholds. Next, one or two requirements can be added
with respect to the b-tagging value of the jets. Finally, the light-quark jet pair is identified
according to a chosen ordering (b-tag value or η), and selection criteria are imposed on the
light-quark jet pair invariant mass and pseudorapidity separation.

These requirements are implemented in both the trigger and the offline selection for this analysis
(cf. chapter 7, sections 7.2 and 7.5). The thresholds for the offline selection will generally
lie slightly above the thresholds at trigger level, and are optimised to obtain good trigger
efficiency while minimising signal rejection. In addition, for the offline selection, events will be
reinterpreted using a multivariate discriminant combining both b-tagging and pseudorapidity
information, in order to optimise the light-quark pair and b-quark pair identification efficiency
(cf. section 7.4).

After preselection, events are again filtered using a multivariate discriminant to further improve
the signal versus background separation. On top of the kinematic properties and b-tagging
information used for the trigger and selection algorithms, the discriminant also takes into account
variables representing the hadronic activity, and quark/gluon-tagging values (cf. section 8.1).
The discriminant is however constructed without using b-quark jet pair kinematic properties.
This ensures that the shape of the b-quark jet pair invariant mass distribution remains as
unbiased as possible, allowing it to be fit in the last step of the analysis.

One more improvement is made using a multivariate regression targeting the b-quark jet
transverse momentum. Jet-by-jet correction factors lead to an improved jet transverse momentum
as well as an improved b-quark pair invariant mass resolution. Finally a search for a resonance
in the mbb̄ distribution is performed on top of the smooth QCD multijet background. Upper
limits at 95% confidence level are derived for the production cross section times branching
fraction, and compared to SM expectations, in the mass range mH =115-135 GeV.
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6.4 Data and simulation samples

6.4.1 Data samples

The data used in this analysis corresponds to the full 2012 dataset, recorded at a centre-of-mass
energy

√
s = 8 TeV. CMS recorded data is organised into primary datasets based on the High

Level Trigger it was selected by. Since the VBF H→bb̄ signal contains b quarks, the VBF
H→ bb̄ triggered data falls under the BJetPlusX primary dataset, except for a small part from
the beginning of 2012, which is organised in the MultiJet primary dataset. In addition to the
nominal data recorded with dedicated VBF H→bb̄ triggers, this analysis also uses data from
a parked dataset, i.e. data which was recorded during 2012, but only processed and made
available for analysis later. For this second dataset, only a general purpose VBF trigger was
available, and no dedicated VBF H→ bb̄ one. Note that in the following chapters, the nominal
dataset will be referred to as SetA, while the parked dataset will be referred to as SetB. Lastly,
data from the Jet(Mon) data streams was used for trigger studies.

The reconstruction of raw data for these datasets, as well as the data quality certification is
handled centrally by CMS. In total, the integrated luminosity of the data used in the VBF
H→ bb̄ analysis corresponds to 19.8 fb−1 for SetA, and 18.3 fb−1 for SetB. A summary of the
data samples is given in Table 6.1.

Table 6.1: Summary of data samples.

Tags Samples Integrated
lumi (fb−1)

SetA

/MultiJet/Run2012A-22Jan2013-v1/AOD

19.784
/BJetPlusX/Run2012B-22Jan2013-v1/AOD

/BJetPlusX/Run2012C-22Jan2013-v1/AOD

/BJetPlusX/Run2012D-22Jan2013-v1/AOD

SetB
/VBF1Parked/Run2012B-22Jan2013-v1/AOD

18.281/VBF1Parked/Run2012C-22Jan2013-v1/AOD

/VBF1Parked/Run2012D-22Jan2013-v1/AOD

Trigger
control

/Jet/Run2012A-22Jan2013-v1/AOD

-
/JetMon/Run2012B-22Jan2013-v1/AOD

/JetMon/Run2012C-22Jan2013-v1/AOD

/JetMon/Run2012D-22Jan2013-v1/AOD
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6.4.2 Simulation samples

Next to the experimental data, the analysis makes use of simulated signal and background
samples for comparisons and event yield estimations. The samples are produced using various
MC event generators: MadGraph (v5.1.3.2) [84], Pythia 6 (v6.4.26) [78], Powheg (v1.0) [86]
and Tauola (v2.7) [87]. All simulations were performed within the CMSSW software framework
(v5_3_X). For all simulated samples, pile-up interactions were added to the main interactions,
in order to match the vertex multiplicity distributions in data.

The largest background, QCD multijets, was simulated in four HT (
∑

pT) slices (100-250,
250-500, 500-1000 and 1000-Inf GeV). As the occurrence of events with higher HT decreases
exponentially for QCD multijets, it would very inefficient to generate one sample with the full
HT spectrum in one go; the total number of generated events required to still get reasonable
statistics in the tail would then be extremely high. Instead the simulation was performed in slices,
which can be combined with appropriate scaling. The simulation used MadGraph for matrix
element generation and Pythia 6 for the parton shower and underlying event components. The
generator tune was set to Z2∗2 , which uses the CTEQ6L PDFset [126] and was the CMS default
at the time.

Also the Z+jets, W+jets and tt̄ background samples were simulated using MadGraph+Pythia 6.
For the single top samples, Powheg was used, interfaced with Pythia 6 and Tauola. The
PDFset used in the case of MadGraph was CTEC6L1 [126], while for the Powheg simulations
CT10 [127] was used. The cross sections of these samples were rescaled to NNLO using the
FEWZ [128–132].

VBF H→ bb̄ (and GF H→ bb̄) signal samples were simulated for five mass hypotheses (mH =
115, 120, 125, 130 and 135 GeV), using Powheg interfaced with Pythia 6 and Tauola. A few
variations of these signal samples were produced in order to study the systematic uncertainties
due to energy scale (µF , µR variations using Powheg) and the underlying event and parton
showers (Pythia 8 instead of Pythia 6).

6.5 Event reconstruction

The reconstruction of physics objects from raw detector signals was discussed in chapter 5.
The VBF H→bb̄ analysis studies a fully hadronic final state, and as such uses mainly jets;
other objects however (e.g. leptons and missing transverse energy) are used for selection vetoes.
The same reconstruction is applied for data and simulated events. For simulated events, an
additional event weight is derived to deal with the different pile-up conditions present in data
and simulation (cf. section 6.5.1).

2Pythia 6 tune Z2∗ is an adaption of tune Z1 [125].
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Table 6.2: Summary of simulated samples; backgrounds samples (green) and signal samples (purple).

Tags Generator mH (GeV) σ (pb) N Eff. lumi
Samples (fb−1)

QCD MadGraph+Pythia 6

/QCD_HT-100To250_TuneZ2Star_8TeV-madgraph-pythia6 1 036 000 50 117 340 4.84e-3
/QCD_HT-250To500_TuneZ2Star_8TeV-madgraph-pythia6 276 000 27 062 076 9.81e-2
/QCD_HT-500To1000_TuneZ2Star_8TeV-madgraph-pythia6 8 426 30 599 286 3.63
/QCD_HT-1000ToInf_TuneZ2Star_8TeV-madgraph-pythia6 204 13 843 863 67.9

Z+jets MadGraph+Pythia 6

/ZJetsFullyHadronic_Ht100_Pt50_Pt30_deta22_Mqq200_8TeV-madgraph 650 8 141 421 12.5

W+jets MadGraph+Pythia 6

/WJetsFullyHadronic_Ht100_Pt50_Pt30_deta22_Mqq200_8TeV-madgraph 1446 4 951 861 3.42

TT+jets MadGraph+Pythia 6+Tauola

/TTJets_MassiveBinDECAY_TuneZ2star_8TeV-madgraph-tauola 245.8 6 923 652 28.2

Single top Powheg+Pythia 6+Tauola

/T_t-channel TuneZ2star_8TeV-powheg-tauola 56.4 3 753 227 66.5
/T_tW-channel TuneZ2star_8TeV-powheg-tauola 11.1 497 658 44.8
/T_s-channel TuneZ2star_8TeV-powheg-tauola 3.79 259 961 68.6
/Tbar_t-channel TuneZ2star_8TeV-powheg-tauola 30.7 1 935 072 63.0
/Tbar_tW-channel TuneZ2star_8TeV-powheg-tauola 11.1 493 460 44.5
/Tbar_s-channel TuneZ2star_8TeV-powheg-tauola 1.76 139 974 79.5

VBF H→ bb̄ Powheg+Pythia 6+Tauola

/VBF_HToBB_M-115_8TeV-powheg-pythia6_ext 115 1.215 4 733 000 3.90e+3
/VBF_HToBB_M-120_8TeV-powheg-pythia6_ext 110 1.069 4 790 650 4.48e+3
/VBF_HToBB_M-125_8TeV-powheg-pythia6_ext 125 0.911 4 794 398 5.26e+3
/VBF_HToBB_M-130_8TeV-powheg-pythia6_ext 130 0.746 998 890 1.34e+3
/VBF_HToBB_M-135_8TeV-powheg-pythia6_ext 135 0.585 2 486 405 4.25e+3

GF H→ bb̄ Powheg+Pythia 6+Tauola

/GluGluToHToBB_M-115_8TeV-powheg-pythia6 115 15.93 4 987 881 3.13e+2
/GluGluToHToBB_M-120_8TeV-powheg-pythia6 120 13.52 4 999 559 3.70e+2
/GluGluToHToBB_M-125_8TeV-powheg-pythia6 125 11.12 4 496 923 4.04e+2
/GluGluToHToBB_M-130_8TeV-powheg-pythia6 130 8.82 4 799 551 5.44e+2
/GluGluToHToBB_M-135_8TeV-powheg-pythia6 135 6.69 4 188 257 6.26e+2

VBF H→ bb̄ Powheg+Pythia 8

/VBF_HToBB_M-125_8TeV-powheg-pythia8 125 0.911 1 000 000 1.10e+3

GF H→ bb̄ Powheg+Pythia 8

/GluGluToHToBB_M-125_8TeV-powheg-pythia8 125 11.12 250 000 2.25e+1
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The analysis uses:

• Jets: The main analysis is built on PF jets. Loose jet identification criteria are set to
reject noise jets, and at least a loose pile-up ID tag is requested to suppress pile-up jets.
To calibrate the jets the official CMS prescriptions [101] are implemented. Finally, jets are
only considered for the analysis if they satisfy pT > 30 and |η| < 4.7. In the trigger, also
calojets are used, and a few reconstructed variables are based on trackjets.

• b-Tagging: Jets are tagged as b jets using the CSV b-tagging algorithm. Working points
are set at 0.244 (loose, 10% mistag probability), 0.679 (medium, 1% mistag probability)
and 0.898 (tight, 0.1% mistag probability). Different thresholds are enforced depending on
the application in the analysis. In the trigger, also the TCHE b-tagging algorithm is used
(cf. section 5.2.4).

• Leptons: Muons are reconstructed combining tracker and muon system information,
and electron are reconstructed combining tracker and ECAL information. All leptons
are required to pass tight identification criteria, and have a relative isolation below 0.15.
Leptons are only considered if they satisfy pT > 20 and |η| < 2.5.

• Missing transverse energy: The Emiss
T is reconstructed using the PF algorithm; no

further corrections are considered.

6.5.1 Pile-up reweighting

When simulation samples are generated, preset amounts of pile-up are superimposed in order to
emulate the conditions in experimental data. As the simulations are often made before the final
data conditions are known, there will be differences between the pile-up distributions in data
and simulation. To optimise the match between both, the pile-up distribution in simulation is
reweighted to that found in data. As mentioned before, several variables can be used to describe
pile-up: the number of reconstructed primary vertices NPV, the diffuse offset energy ρ, and the
average amount of pile-up 〈µ〉. In simulation the exact number of generated pile-up interactions
is given by variable NPU. The pile-up reweighting scale factors (weights) are extracted from
the ratio of the pile-up distribution taken from data and the NPU distribution from simulation;
different weights can be obtained for different data samples. The simulation samples are then
reweighted on an event-by-event basis. Fig. 6.6 shows the effect of the reweighting procedure for
the NPV distribution, for two data selections SetA and SetB, which are defined in section 7.2.
The slope visible in the ratio curves is corrected reasonably well by the pile-up reweighting.
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Figure 6.6: NPV distributions for QCD simulation, before (red) and after (green) pile-up reweighting,
compared to data (black). The result is shown for both the SetA and SetB selections.

After this summary of the key properties of the VBF H→ bb̄ channel, the introduction of the
analysis strategy, and the overview of the data samples used in the analysis, we can move on
a more detailed review of the analysis. The first step, the data selection for the analysis, is
covered in Chapter 7. Chapter 8 then focuses on the second step, the multivariate signal versus
background discrimination. Chapter 9 discusses the last step of the analysis, the fit of the b-quark
pair invariant mass spectrum. The final results are presented in chapter 10.
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Chapter 7

Trigger and event selection

This chapter deals with the selection of the data used in the VBF H→ bb̄ search, the first step of
the analysis. Sections 7.1 to 7.3 cover the online selection, at trigger level. The development
of a dedicated VBF H→ bb̄ is outlined, and the trigger configuration as well as performance of
all triggers used in the analysis is presented. Section 7.5 covers the offline selection, applied
after event reconstruction and interpretation (chapter 5 and section 7.4 respectively). The CMS
trigger hardware was discussed in section 3.2.

7.1 Trigger development

When a VBF H→ bb̄ analysis was being considered in 2011, just before the start of Run I data
taking in 2012, several existing multijet L1 and HLT triggers were considered for use. Due to
poor signal efficiency1 for the VBF H→bb̄ signal (in the order of 0.5% at best) and the fact
that the triggers would fire at quite high rates2 and require prescaling3 at higher luminosity
data taking in the future, none of the options were quite viable. Instead it was decided to
develop dedicated VBF H→bb̄ triggers, based on the signal vs. background discriminating
properties discussed in chapter 6.

A triplejet L1 trigger, setting three progressive transverse momentum thresholds as well as
pseudorapidity requirements, was used in combination with quadjet HLT triggers, setting four
progressive transverse momentum thresholds, b-tag requirements and requirements on the
kinematics of the light-quark jet pair. A schematic view of the trigger chain is given in Fig. 7.1.
To determine the optimal configuration of the triggers, the trigger rate and signal efficiency were
computed for large sets of variations (of thresholds as well as additional variables) using trigger
simulation as well as early recorded data. The aim when developing a trigger is to maximise the
signal efficiency, while keeping the rate at an acceptable level with respect to the experiment’s
bandwidth; also the trigger’s processing time needs to be sufficiently low. For the VBF H→ bb̄
analysis, the allocated bandwidth was 2.5-5 kHz at L1, and 5-10 Hz at HLT level. In order to
be able to predict trigger performance under the various luminosity conditions expected for the
Run I data taking period, all triggers were tested for at least two luminosity configurations.

As mentioned in chapter 6, two distinct sets of triggers were used to record data for the VBF
H→ bb̄ analysis. The data selected with the dedicated VBF H→ bb̄ triggers forms the nominal
dataset, SetA. The additional parked dataset, Set B, contains data selected with general purpose

1The signal efficiency indicates the amount of signal events passing the trigger criteria.
2The frequency at which a trigger selects events for recording is called the trigger rate.
3When trigger rates exceed handleable values, it can be decided to randomly drop a certain percentage of
triggered events, thus reducing the amount of data effectively recorded; this is called prescaling.
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VBF triggers, not optimised for the VBF H→bb̄ signal. In the following subsections, the
outcome of the optimisation of the dedicated SetA triggers is briefly discussed. Subsequently,
section 7.2 covers the configuration of the final set of triggers (both SetA and SetB), and
section 7.3 details their performance.

Total sample

rate ~ 40 MHz

VBF L1 paths

All L1 paths
Total L1

trigger selection

rate ~ 100 kHz

 Total L1 rate⊂VBF L1 rate 

All HLT paths

 Total HLT rate⊂VBF HLT rate 

Total HLT
trigger selection

rate ~ 100 Hz

VBF multijet
trigger selection

rate ~ 2-5 kHz

VBF HLT paths

topological
+ b-tag criteria

multijet
 criteriaη+ 

b b→VBF H 
trigger selection

rate ~ 5-10 Hz

Figure 7.1: Schematic overview of the trigger chain, starting with a collision rate of 40 MHz and
showing progressive rate reductions at L1 and HLT level. The VBF triggers are part of a much larger
set of triggers, used by many different analyses, and as such can only use part of the experiment’s
bandwidth.

7.1.1 Dedicated level-1 triggers

The L1 trigger infrastructure allows to look for jets and to set transverse energy thresholds, as
well as to select specific event topologies (thanks to the stored (η, φ) information). This means
that in addition to focusing on jets with a standard multijet trigger path (n jets with transverse
energy above certain thresholds), it is possible to further target the VBF signal properties and
to set requirements on the pseudorapidity of the jets. To begin with, standard multijet paths were
found to result in very poor signal efficiency and were dropped. For the multijet plus topological
requirement paths, both dijet and triplejet paths were studied further. While showing reasonable
rate and efficiency outcomes, the dijet paths were identified as suboptimal when used together
with the quadjet paths planned for the HLT trigger. With a dijet L1 seed, the thresholds set at
HLT level are required to be higher to sufficiently reduce the rate, resulting in a significantly
reduced efficiency. This lead to the choice of developing an optimised triplejet plus topological
requirement path of the form L1_TripleJet_X_Y_Z_VBF. First, the trigger asks for three jets
with transverse energies above thresholds X, Y and Z GeV. For technical reasons, the thresholds
implemented in the trigger system always change with 4 GeV increments; this needs to be
taken into account when optimising the values for X, Y and Z. Secondly, the pseudorapidity
of the jets passing the thresholds is considered, and the trigger asks for either three central
jets (|η| < 2.6), or two central and one forward jet (2.6 < |η| < 5.2); in the latter case the
more forward jet is required to pass at least the second highest transverse energy threshold Y.
Finally, a |∆ηqq′ | > 1.5 cut was investigated, which significantly reduces the trigger rate but
also strongly affects the signal efficiency. This last cut is too tight for general data taking (low
signal efficiency), but would allow the trigger to still be used during high luminosity runs of the
experiment.
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7.1.2 Dedicated high-level triggers

At HLT trigger level, selections on many more reconstructed variables are possible. The VBF
H→ bb̄ has a four jet event topology, suggesting the use of a quadjet trigger path (four transverse
momentum thresholds), complemented with b-tagging and kinematic restrictions matching
the signal properties (∆ηqq′ and mqq′). In order to reconstruct these kinematic variables, the
light-quark jet pair needs to be identified. As mentioned earlier, this is done using either the
b-tag value (qq′ pair = two jets with lowest b-tag values), or the η value of the jets (qq′ pair =
two jets with largest η separation). For the HLT paths, it is especially important to study the
processing time requirements of the various elements of the trigger. Naturally more thorough
reconstructions allow higher efficiency, but the time window in which a trigger decision needs to
be provided is limited (about 1s). A common workaround is to apply matching cuts at different
levels of reconstruction: setting looser thresholds for rough reconstructed variables (Level 2.5)
to reduce the amount of events requiring to be processed, and then setting tighter thresholds
for the remaining events, after more detailed reconstruction (Level 3). This is applicable to
b-tagging, but also to the transverse momentum requirements. Initially the trigger paths were
developed using calojets. It is however possible to improve the efficiency of the trigger while
keeping the same rate, by setting slightly lower thresholds for calojets, and then enforcing the
original higher cuts on particle-flow jets, which are more accurate but require more processing.
In addition to using two types of jets, also two types of b-tagging algorithms are used: TCHE
b-tagging in the case of calojets, and CSV b-tagging in the case of PF jets.

Two types of paths were fully developed, optimised and commissioned for use: HLT_QuadJet-
_W_X_Y_Z_BTagIP_VBF and HLT_QuadPFJet_W_X_Y_Z_BTagCSV_VBF, using
respectively calojets, and calojets as well as PF jets. Figure 7.2 (left) shows the evolution of
the rate and efficiency with the application of each additional cut, for an example of a calojet
quadjet path. The rate is reduced from about 2.5 kHz, to about 3 Hz, and the total signal
efficiency is 8%. In the right-hand figure the rate and efficiency change is shown each time with
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Figure 7.2: Illustration of rate and efficiency reduction with progressive cuts, for a quadjet path using
calorimeter jets with cuts pT > 80, 58, 45 and 20 GeV, η ordered ∆ηqq′ > 2.5 and mqq′ > 200 GeV,
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(left) Reduction with each progressive cut. (right) relative change with respect to the previous step in
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respect to the previous step in the sequence. The PF jet quadjet paths follow the same idea:
first the selection is applied on calojets with reduced thresholds, subsequently on PF jets with
the original thresholds.

Next to the transverse momentum thresholds, b-tagging and ∆ηqq′ and mqq′ requirements
mentioned before, a few other variables were tested during the development of the trigger:
e.g. ∆R =

√
(∆η)2 + (∆φ)2, sign(ηq1 · ηq2), or

∑
pT, but none of the options shows a real

improvement in rate reduction over the standard set of variables. As a result, using them would
needlessly complicate the trigger (which is relevant in the study of the trigger performance, cf.
section 7.3), and they are not used. Finally, variables related to the kinematics of the b-quark
jet pair, e.g. mbb̄, ∆φbb̄, are avoided on purpose, to avoid introducing a possible bias in the
search for the H→ bb̄ signal.

7.2 Trigger configuration

7.2.1 Level-1 triggers

SetA Three versions of the dedicated L1_TripleJet_X_Y_Z_VBF trigger path were used for
the VBF H→ bb̄ analysis during Run I data taking (L1 A1, A2 and A3), to seed the dedicated
HLT trigger paths recording data for the nominal dataset, Set A. Instantaneous luminosity
conditions increased throughout run periods A, B, C and D, requiring the thresholds in the
trigger path to be tightened to maintain manageable trigger rates. Table 7.1 lists the used
threshold values and the corresponding efficiencies and trigger rates.

Most data was gathered using the second path, L1 A2, which was active and largely unprescaled
throughout the entire data taking period. L1 A1 was important at lower luminosity conditions,
during run period A, but was prescaled afterwards. L1 A3 acted as a backup path with a
reduced rate, which was required for peak luminosity data taking in run period D, when also L1
A2 had to be prescaled.

SetB From about the middle of run period B onward, additional trigger paths were activated
to record data which would be stored and processed at a later date. While no dedicated VBF
H→ bb̄ trigger paths were available in this parked data campaign, the analysis could make use
of general purpose VBF trigger paths. The logical OR of four L1 paths of the form L1_ETMX
and L1_HTTY was used as a seed (L1 B1, B2, B3 and B4). Paths of the first type require
missing transverse energy Emiss

T above threshold X, while paths of the second type require a
transverse energy sum HT above threshold Y. Table 7.2 lists the used threshold values and the
corresponding efficiencies and trigger rates.

During run period B, with instantaneous luminosity conditions of the order of 5 · 1033 cm−2 s−1,
combination (B1 or B2) was prevalent. At higher luminosity, during run periods B-D, combina-
tion (B1 or B3) took over; this setup provided the bulk of the SetB dataset. Finally backup
combination (B1 or B4) could be used at peak luminosity during run period D.
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Table 7.1: Configuration, efficiency and rates for the dedicated VBF H→ bb̄ L1 trigger paths used for
the nominal dataset, Set A. (Renormalised to 5 · 1033 cm−2 s−1).

pT thresholds (GeV) Efficiency Rate Luminosity
Path no.

X Y Z (%) (kHz) (cm−2 s−1)
L1 A1 64 44 24 62 5.0 5 · 1033

L1 A2 64 48 28 56 3.5 5 · 1033

L1 A3 68 48 32 50 2.5 5 · 1033

Table 7.2: Configuration, efficiency and rates for the general purpose L1 trigger paths used for the
parked dataset, Set B. (Renormalised to 5 and 7 · 1033 cm−2 s−1).

Emiss
T HT Efficiency Rate Luminosity

Path no.
X (GeV) Y (GeV) (%) (kHz) (cm−2 s−1)

L1 B1 40 - 20.6 3.0 - 5.5 5 - 7 · 1033

L1 B2 - 150 27.9 1.2 - 2.2 5 - 7 · 1033

L1 B3 - 175 - 0.8 - 1.2 5 - 7 · 1033

L1 B4 - 200 - 0.5 - 0.8 5 - 7 · 1033

L1 B1 or B2 40 150 38.5 - -

7.2.2 High-level triggers

SetA The dedicated L1 triplejet paths seed dedicated HLT quadjet paths. As mentioned there
are two types of paths: HLT_QuadJet_W_X_Y_Z_BTagIP_VBF (HLT A1 and A2) and
HLT_QuadPFJet_W_X_Y_Z_BTagCSV_VBF (HLT A3, A4, A5 and A6), using respectively
calojets, and calojets as well as PF jets. Again, due to changing luminosity conditions, the
various thresholds were updated throughout the different run periods. The thresholds used are
shown in Table 7.3, together with the resulting efficiencies and trigger rates.

The paths are always deployed in pairs: HLT A1+A2, A3+A4 and A5+A6. Since the second
path in each pair uses slightly tighter cuts, events triggered by the second path will also be
triggered by the first path; as the luminosity increases however, the first path could be prescaled,
while the second path would stay active up to higher values without prescaling. The bulk of the
SetA dataset was recorded with paths HLT A4 and A6.

SetB The parked dataset is recorded using three general purpose dijet VBF trigger paths
of the form HLT_DiJetX_MJJY_AllJets_DEtaZ_VBF (HLT B1, B2 and B3). Transverse
momentum threshold pT > X is enforced for the two leading jets, mjj is required to be above
Y, and ∆ηjj has to be greater than Z. The jj quark jet pair here is identified as the one with
the largest invariant mass. The used variations of the thresholds are given in Table 7.4, together
with the resulting efficiencies and rates.
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The bulk of the SetB dataset was recorded with HLT B2, but the overlap between the three
path is very large. Note also that the high mjj and ∆ηjj thresholds, as well as the lack of
b-tagging, are suboptimal when using these triggers in the search for the VBF H→ bb̄ signal.

Table 7.3: Configuration, efficiency and rates for the dedicated VBF H→bb̄ HLT trigger paths used
for the nominal dataset, Set A. (Renormalised to 5 · 1033 cm−2 s−1).

pT thresholds (GeV) η ordered b-tagging4 b-tag ordered Effi. Rate Lumi.
Path No.

W X Y Z ∆ηqq′ mqq′ L2.5 L3 ∆ηqq′ mqq′ (%) (Hz) (cm−2 s−1)

HLT A1 Calo 75 55 35 20 2.5 200 2.5 6.8 2.5 200 9.2 8.0 5 · 1033

HLT A2 Calo 75 55 38 20 2.5 200 2.5 7.9 2.5 200 8.0 6.0 5 · 1033

HLT A3 Calo 64 44 24 18 2.5 180 - - 2.5 200
11.0 12.0 5 · 1033

+ PF 75 55 35 20 2.5 200 0.6 0.8 2.5 -

HLT A4 Calo 64 44 24 18 2.5 180 - - 2.5 200
9.6 9.0 5 · 1033

+ PF 78 55 38 20 2.5 200 0.6 0.9 2.5 -

HLT A5 Calo 64 44 24 18 2.5 180 - - 2.5 200
8.3 3.5 5 · 1033

+ PF 78 61 44 31 2.5 220 0.6 0.8 2.5 -

HLT A6 Calo 66 50 30 22 2.5 200 - - 2.5 200
6.5 3.5 5 · 1033

+ PF 82 65 48 35 2.5 240 0.6 0.8 2.5 -

Table 7.4: Configuration, efficiency and rates for the general purpose HLT trigger paths used for the
parked dataset, Set B. (Renormalised to 5 and 7 · 1033 cm−2 s−1).

pT thresholds (GeV) mjj ∆ηjj Effi. Rate Lumi.
Path no.

X1 X2 Y (GeV) Z (%) (Hz) (cm−2 s−1)

HLT B1 Calo 35 35 650 3.5 12.4 150 5 · 1033

HLT B2 Calo 35 35 700 3.5 10.6 120 - 160 5− 7 · 1033

HLT B3 Calo 35 35 750 3.5 9.8 100 - 130 5− 7 · 1033

7.2.3 Reference triggers

For the evaluation of trigger efficiencies, data vs. simulation scale factors and systematic
uncertainties, an unbiased reference trigger path is required. The reference trigger should be
100% efficient for the selected events; when comparing the trigger efficiency in simulation with
and without the reference trigger applied, there should not be a significant difference. Both
for SetA and SetB, HLT_DiPFJetAve80 is a viable choice. This trigger path requires two PF
jets with an average transverse momentum above 80 GeV. It is available in all datasets, but
was heavily prescaled throughout the entire data taking period; this will affect the statistical
uncertainty of trigger performance measurements.

4Note that for the calojet paths, the TCHE b-tagging algorithm is used, while for the Calo + PF jet paths,
the CSV b-tagging algorithm is used.
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7.3 Trigger efficiency

The main element in studying the performance of the triggers is to study their efficiency. This
is done using data from the JetMon data streams, for each set of trigger separately (SetA and
SetB), within the phase space defined by the preselection criteria matching the dataset (cf.
section 7.5). These preselection criteria are defined to constrict the pool of selected events to the
regions in phase space where the triggers perform in a well-defined and controlled manner. When
studying the efficiency of a trigger as a function of a parameter, one will find a typical shape,
starting at zero, picking up quickly from a certain value onward, and then reaching a plateau;
this is often referred to as a 1D turn-on curve. The preselection criteria are then optimised to
reproduce the trigger requirements (e.g. four pT thresholds, mqq′ and ∆ηqq′ requirements, and
b-tagging for Set A), and to fall sufficiently in or close to the trigger turn-on plateau, without
reducing the signal acceptance. In order to avoid run dependency, the preselection criteria are
kept fixed for the entire 2012 data taking period.

The trigger efficiency can be estimated in two ways: either by using a trigger simulation in
combination with a large simulated sample of preselected multijet QCD events, or by using data
recorded with a reference trigger that is 100% efficient for our preselected events. The reference
trigger used is listed in section section 7.2.3. The minor fraction of background processes other
than QCD, present in the data after preselection, is small enough to allow the comparison of
efficiencies for just data and QCD to be sufficient. The trigger efficiency is computed as a
function of various parameters relevant to the trigger and preselection criteria, in the form of
one dimensional turn-on curves. If the variable with respect to which the efficiency is being
computed is part of the preselection criteria, the cut on this variable is left out in order to make
the turn-on effect visible ((N-1) cuts are applied); for other variables all N preselection cuts are
applied. It is demonstrated in this section that the simulated trigger efficiency agrees within
10% with the one that is directly extracted from data. In order to avoid having to apply many
different data driven trigger efficiencies for various luminosity conditions and run periods, the
analysis relies on trigger simulation, but correct the mismodelling (between data and simulation)
by applying scale factors.

The scale factors are computed separately for each dataset, as the ratio of the data driven
trigger efficiency and the simulated efficiency obtained from the most common HLT trigger
paths. For SetA this means using HLT A2 and A6, which together cover about 93% of all data
recorded with dedicated triggers; for SetB HLT B2 is used. The mismodelling observed between
data and simulation is not linear, and is also correlated between many different variables. For
the derivation of a correction method, a two dimensional approach was found to produce better
results than a one dimensional one; the trigger efficiency scale factors are hence computed in
function of two parameters. For SetA, in order to cope with the different heavy-quark content
in data and in the VBF signal events, the scale factors were determined in several bins of the
CSV b-tag discriminant of the most b-tagged jet in the event. Additionally, the scale factors
were binned in mqq′ , the invariant mass of the light quark pair. Both these parameters are part
of the original trigger requirements, so it makes sense to have a correction method dependent on
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them. The result is a two dimensional map of trigger efficiency scale factors that will be applied
as a weight to each event that is triggered by the trigger simulation. For SetB, the correction
was computed using bins in mqq′ and ∆ηqq′ , both parameters featuring in the original trigger
logic.

7.3.1 Trigger turn-on curves and efficiency scale factor maps

We demonstrate that the preselection requirements are generally within or very close to the trigger
turn-on plateaus, and that there is a reasonable agreement between the efficiencies obtained
from trigger simulation applied to QCD multijet simulation and those directly extracted from
data by means of a reference trigger. It was checked that the reference triggers applied here do
not introduce any bias, by comparing the efficiency obtained from simulation with and without
the reference trigger applied.

The trigger efficiencies are defined as the ratio of events triggered by the trigger and the reference
trigger as well as passing the preselection criteria, over the events triggered by the reference
trigger and passing the preselection criteria:

ε =
(TRG)+(REFTRG)+(PRESEL)

(REFTRG)+(PRESEL)
. (7.1)

The results of the reference trigger validation are shown for SetA and SetB in Fig. 7.3.
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Figure 7.3: Validation of HLT_DiPFJetAve80 reference trigger for both the SetA and SetB selection.
Trigger efficiency curves are shown for the QCD multijet sample excluding (orange) and including (blue)
the reference trigger; the efficiency in data is shown in black. The efficiency is calculated with respect to
the b-quark pair invariant mass mbb̄, with the full preselection applied.
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A complete set of trigger efficiency curves with and without correction is shown for SetA in Figs.
7.6a and 7.6b, and for SetB in Figs. 7.7a and 7.7b. The efficiencies are shown as a function of
the preselection variables.

SetA the four jet transverse momenta (jet p(0−3)
T ), the pseudorapidity difference between the

light-quark jets (following the b-likelihood interpretation, cf. section 7.4) (∆ηqq′) and their
invariant mass (mqq′), and the CSV b-tag value of the two most b-tagged jets (b-jet(0,1) CSV).
In addition to these eight variables from the preselection, three other important variables are
tested: the b-quark jet pair invariant mass (following the b-likelihood interpretation) (mbb̄), and
it’s φ separation (∆φbb̄), and the multivariant discriminant for SetA (cf. section 8.2).

SetB the average transverse momentum (pave(0,1)
T ) of the two leading jets, the transverse

momentum of the fourth jet, the pseudorapidity difference between the light-quark jets (following
the b-likelihood interpretation) (∆ηqq′) and their invariant mass (mqq′), the pseudorapidity
difference between the jj jet pair (following the trigger logic) (∆ηjj) and it’s invariant mass
(mjj), and the CSV b-tag of the two most b-tagged jets (b-jet(0,1) CSV). Also for SetB the
three extra variables are tested.

Several observations can be made from these figures:

• the trigger efficiencies in SetA are small, O(15%), because the heavy-quark content of the
preselected sample is low; in SetB the efficiencies are closer to O(50%)

• the preselection criteria lie within or very close to the efficiency plateaus (marked with a
red dashed line)

• the efficiencies extracted from data and obtained from simulation before correction agree
within 50% of their values

• the ratio between the efficiencies obtained from data and simulation are often largely
independent of the considered variables, in particular for the mbb̄ invariant mass spectrum

Choices for the binning of the correction factors are made based on the flatness of the trigger
efficiency ratio for each variable. For the SetA triggers the largest effects are visible in the
mqq′ and b-jet(0) CSV variables. For SetB, mqq′ and ∆ηqq′ are the most obvious choices. The
dependence of trigger efficiency on the chosen variables can be seen for data and simulation in
Fig. 7.6b (top left) and Fig. 7.6a (bottom right) for SetA and in Fig. 7.7a (middle row) for SetB.

The trigger efficiency scale factor maps derived as the ratio of the data and simulation trigger
efficiency maps are shown in Fig. 7.4 (SetA) and Fig. 7.5 (SetB). To appreciate the effect of the
calculated correction factors, one can compare the uncorrected (blue triangles) and corrected
(green diamonds) efficiency curves in Figs. 7.6 and 7.7.
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Figure 7.4: Two dimensional trigger efficiency scale factor map for the SetA selection (bottom), derived
as the ratio of the data (top left) and simulation (top right) trigger efficiency maps. The scale factors are
calculated with respect to the leading b-jet CSV b-tag value and the light-quark jet pair invariant mass.
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Figure 7.5: Two dimensional trigger efficiency scale factor map for the SetB selection (bottom), derived
as the ratio of the data (top left) and simulation (top right) trigger efficiency maps. The scale factors
are calculated with respect to the light-quark jet pair invariant mass and η separation.
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Figure 7.6a: Validation of trigger efficiency scale factors for the SetA selection. Trigger efficiency
curves are shown for the QCD multijet sample without (blue) and with (green) the correction; the
efficiency in data is shown in black. The efficiencies are calculated with respect to eleven different
variables relevant to the analysis, with the full preselection applied. If the variable relative to which the
efficiency is calculated is part of the preselection, the cut on this variable is removed ((N-1) cuts are
applied); the removed cut is indicated with a grey band. (1/2)
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Figure 7.6b: Validation of trigger efficiency scale factors for the SetA selection. Trigger efficiency
curves are shown for the QCD multijet sample without (blue) and with (green) the correction; the
efficiency in data is shown in black. The efficiencies are calculated with respect to eleven different
variables relevant to the analysis, with the full preselection applied. If the variable relative to which the
efficiency is calculated is part of the preselection, the cut on this variable is removed ((N-1) cuts are
applied); the removed cut is indicated with a grey band. (2/2)
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Figure 7.7a: Validation of trigger efficiency scale factors for the SetB selection. Trigger efficiency
curves are shown for the QCD multijet sample without (blue) and with (green) the correction; the
efficiency in data is shown in black. The efficiencies are calculated with respect to eleven different
variables relevant to the analysis, with the full preselection applied. If the variable relative to which the
efficiency is calculated is part of the preselection, the cut on this variable is removed ((N-1) cuts are
applied); the removed cut is indicated with a grey band. (1/2)
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Figure 7.7b: Validation of trigger efficiency scale factors for the SetB selection. Trigger efficiency
curves are shown for the QCD multijet sample without (blue) and with (green) the correction; the
efficiency in data is shown in black. The efficiencies are calculated with respect to eleven different
variables relevant to the analysis, with the full preselection applied. If the variable relative to which the
efficiency is calculated is part of the preselection, the cut on this variable is removed ((N-1) cuts are
applied); the removed cut is indicated with a grey band. (2/2)
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7.4 Event interpretation

The VBF H→ bb̄ analysis studies four jet final states. In addition to selecting the four jets with
the highest transverse momentum, the two light-quark jets and the two b-quark jets need to be
identified. The result of the analysis will depend on the quality of the interpretation. At trigger
level, events are interpreted following the most naive and straightforward way: according to
their CSV b-tag ordering. The identification efficiency for the most b-tagged jet is reasonably
good, but especially for the second most b-tagged jet, the misidentification probability is
not negligible. Hence offline, where one has the opportunity to perform further processing,
events are reinterpreted using a multivariate b-likelihood discriminant, aiming to maximise the
interpretation quality. The multivariate discriminant uses four input parameters:

• CSV b-tag value

• pseudorapidity value

• CSV b-tag rank

• pseudorapidity rank.

Together, these four parameters cover the properties of the VBF H→ bb̄ signal well: the b-quark
jets should have high b-tag values, the should have central pseudorapidity values, and they
should be situated inbetween the light-quark jets in pseudorapidity. To fully optimise the
performance, the discriminant is trained separately for the SetA and SetB datasets.

The multivariate discriminant is trained with the ROOT TMVA toolkit [133], using the VBF
H→bb̄ simulated signal sample with mH = 125 GeV. All reconstructed jets in the sample
are matched to partons using a matching criterion ∆R < 0.25. Those jets matching b-partons
(parton id=±5) form the signal sample for the discriminant training, while the others form the
background sample. The setup uses a boosted decision tree (600 trees, boost type=gradient,
shrinkage=0.2) [133] and the training is done using an equal amount of signal and background
entries (100k).

The input variables to the discriminant are shown for SetA and SetB in Figs. 7.8 and 7.9. The
b-quark matching efficiency is suboptimal especially for the second most b-tagged jet. The
linear correlation between the variables is given in Figs. 7.10 and 7.11.

Figures 7.12-7.15 illustrate the performance of the discriminant. Fig. 7.12 shows the background
rejection versus signal efficiency. The result is best for the b-likelihood interpretation. In
Figs. 7.13 and 7.14 the b-likelihood distributions are given, showing improved signal versus
background separation. Finally Fig. 7.15 shows the effect of the corresponding improvement
on the b-quark pair invariant mass mbb̄. The tail into higher mbb̄ values is much reduced in
the b-likelihood interpretations, compared to the b-tag ordered interpretation. Overall, the
improved event interpretation quality, reducing the amount of wrong quark pair combinations,
leads to an increase in signal acceptance of the order of 10%.
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Figure 7.8: Input variables for the event interpretation b-likelihood discrimininant, for SetA (after
trigger selection). Signal consists of jets matched to b-partons, background contains all other jets; using
the VBF H→ bb̄ signal sample for mH =125 GeV.
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Figure 7.9: Input variables for the event interpretation b-likelihood discrimininant, for SetB (after
trigger selection). Signal consists of jets matched to b-partons, background contains all other jets; using
the VBF H→ bb̄ signal sample for mH =125 GeV.
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Figure 7.10: Linear correlation coefficients for the input variables to the event interpretation b-likelihood
discriminant, for SetA (after trigger selection).
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Figure 7.11: Linear correlation coefficients for the input variables to the event interpretation b-likelihood
discriminant, for SetB (after trigger selection).
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Figure 7.13: Output of the event interpretation b-likelihood discriminant, for SetA (after trigger
selection).
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Figure 7.14: Output of the event interpretation b-likelihood discriminant, for SetB (after trigger
selection).
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7.5 Event selection

The event selection criteria are optimised to reproduce the trigger requirements and to fall
close to or in the trigger plateau regions, to select a phase space where the trigger efficiency
is well-defined, while reducing the signal acceptance as little as possible. Two selections are
defined: the SetA selection matching the SetA triggers, and the SetB selection matching the
SetB triggers.

For SetA, following the structure of the dedicated VBF H→ bb̄ trigger, the four leading jets
must have transverse momenta p(0,1,2,3)

T > 80, 70, 50 and 40 GeV. At least two jets must be loosely
b-tagged. Subsequently, the event is interpreted according to the SetA b-likelihood discriminant
values of the four leading jets. The kinematic properties of the VBF H→ bb̄ signal are enforced
by requiring pseudorapidity separation |∆ηqq′ | > 2.5 and invariant mass mqq′ > 250 GeV, for
the light-quark jet pair. An additional angular separation requirement ∆φbb̄ < 2.0 is set for
the b-quark jet pair, in order to suppress back-to-back b-jet QCD background. Finally, events
with identified and isolated leptons are explicitly rejected. This selection forms the SetA data
sample.

For SetB, events selected from the parked data streams using the general-purpose VBF
trigger are considered. Offline emulation of the online selection here requires the use of
additional variables, following the trigger logic. Jet pairs are constructed according to all
possible combinations of the four leading jets (in transverse momentum), with the additional
requirement that pT > 35 GeV for both jets in a pair. The pair with the largest invariant
mass mjj is selected, and for the same pair the pseudorapidity separation |∆ηjj | is derived.
In parallel, the invariant mass mqq′ and pseudorapidity separation |∆ηqq′ | for the light-quark
pair are computed following the SetB b-likelihood interpretation. The kinematic requirements
are set twice: once on the variables following the trigger logic and once on the variables
following the b-likelihood interpretation. The offline selection requires mqq′ ,mjj > 700 GeV and
|∆ηqq′ |, |∆ηjj | > 3.5. Furthermore, the average transverse momentum of the two leading jets has
to satisfy pave

T > 80 GeV. Given the general-purpose online VBF selection, no b-jet requirement
have yet been made. The offline selection ensures b-jet enrichment by requiring at least one
medium and one loosely identified b-jet. Again, an angular separation requirement ∆φbb̄ < 2.0

is set for the b-quark jet pair, in order to suppress back-to-back b-jet QCD background, and
events with identified and isolated leptons are explicitly rejected. This selection forms the SetB
data sample.

The SetA and SetB selections are not orthogonal, there is a significant overlap. Fig. 7.16
illustrates the relative size and overlap of the two selections, based on the VBF H→ bb̄ simulated
signal sample for mH = 125 GeV, after trigger and offline selection requirements. Since the
SetA data sample is built on the dedicated VBF H→bb̄ trigger, it is considered the primary
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data sample and is used inclusively (including the overlap). In order not to double-count events,
the SetB data sample is defined exclusively (excluding the overlap), namely events satisfying
the SetA trigger and selection criteria are vetoed. The exclusive SetB dataset contributes
approximately 35% of additional data.

Table 7.5 summarises the selection requirements for the two samples.

Table 7.5: Summary of selection requirements for SetA and SetB.
SetA SetB

trigger OR of SetA triggers SetB trigger

jet pT p(0,1,2,3)
T > 80, 70, 50, 40 GeV p(0,1,2,3)

T > 30 GeV and pave(0,1)
T > 80 GeV

b-tagging 2x CSVL (> 0.244) 1x CSVM (> 0.679) and 1x CSVL (> 0.244)
interpretation SetA b-likelihood SetB b-likelihood and trigger logic
VBF topology mqq′ > 250, |∆ηqq′ | > 2.5 mqq′ ,mjj > 700, |∆ηqq′ |, |∆ηjj | > 3.5

QCD suppression ∆φbb̄ < 2.0 ∆φbb̄ < 2.0

vetoes lepton veto lepton veto and SetA veto

Set A
Set B

Inclusive Set A: 2.3%
Exclusive Set B: 0.8%

Overlap: 0.9%

Figure 7.16: Selection efficiency for the SetA and SetB selections, based on the VBF H→ bb̄ simulated
signal sample for mH = 125 GeV. The relative size and overlap are illustrated.
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Chapter 8

Signal vs. background discrimination

The second major step in the VBF H→ bb̄ analysis, after trigger and offline selection, is the
development and use of a multivariate discriminant, optimising the signal vs. background dis-
crimination. Section 8.1 highlights three techniques that exploit final state properties and bring
significant improvement to the analysis sensitivity: jet transverse momentum regression, quark-
gluon discrimination, and measuring additional hadronic activity. These affect the sensitivity
either directly, by improving the b-quark jet pair invariant mass resolution, or indirectly, by pro-
viding variables that contribute to the performance of the multivariate discriminant. Section 8.2
then discusses the details and performance of the multivariate discriminant. Finally section 8.3
concerns data validation, in the form of a series of data vs. simulation comparisons, for both
the SetA and Set B selections.

8.1 Signal properties

8.1.1 Jet transverse momentum regression

The standard CMS jet calibration [101] is performed as a function of jet transverse momentum
and pseudorapidity, and is an average calibration by construction. When working with PF
jets, many more jet properties are accessible than are used in the standard calibration, and an
improved result can be obtained by using this information in a multidimensional recalibration.
A jet regression technique was developed in collaboration with the VH bb̄ analysis group, using
the additional jet composition properties and targeting the jet transverse momentum; it is
performed on b-jets only, after the standard calibration. One of the main problems addressed by
the recalibration is that of semileptonic b decays: due to energy losses via undetected neutrinos,
the response for this type of events is lower, and there is a significant mismeasurement of the
jet transverse momentum.

The regression is done at particle level (jets clustered from all stable particles), using the
VBF H→bb̄ simulated signal sample for mH =125 GeV. It is implemented using the TMVA
toolkit [133], as a regression boosted decision tree (BDT) with thirteen inputs:

• (i-iii) jet properties: the jet transverse momentum, pseudorapidity and mass

• (iv-v) energy fractions: the neutral hadron and photon energy fractions

• (vi-vii) secondary vertex properties (when present): the mass and uncertainty in the decay
length of the secondary vertex
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• (viii-ix) missing transverse energy: the missing transverse energy and its azimuthal
direction relative to the jet

• (x) multiplicity: the total number of jet constituents

• (xi-xii) soft-lepton candidates (when present): the transverse momentum of the candidate
and its component perpendicular to the jet axis

• (xiii) pile-up: the average transverse momentum density ρ.

The training of the BDT is done separately for the SetA and SetB selections. The recalibration
of the b-jets leads to an improvement in the jet transverse momentum, which in turn leads to
an improvement in the b-quark pair invariant mass resolution. Figure 8.1 shows the b-quark
pair invariant mass resolution before and after jet transverse momentum regression, for both the
SetA and SetB selections. The resolution improvement is around 17% for the SetA selection,
and around 18% for the SetB selection. In Fig. 8.2, the b-quark pair invariant mass distribution
is shown for data and simulation, for both selections.

The jet transverse momentum regression was validated in data, measuring the response in
Z + 1 b-jet and Z + 2 b-jets data, with the Z boson decaying to two leptons. The Z boson
is reconstructed from the leptons, and a balance is made between the Z boson transverse
momentum and that of the b-jet or b-jet system. The balance distribution is observed to be
narrower and centred nearer to zero after jet transverse momentum regression correction. The
scale and resolution uncertainties derived in this study are used in the final fit of the invariant
mass spectrum.

 (GeV)
bb

m
60 80 100 120 140 160

P
ro

b.
 d

en
si

ty
 / 

(2
 G

eV
)

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07  = 125 GeV)
H

 (mb b→VBF H 
Raw
Regressed

Set A selection  (8 TeV)-119.8 fb

PEAK: 123.5
FWHM: 32.8

PEAK: 126.0
FWHM: 27.3

 (GeV)
bb

m
60 80 100 120 140 160

P
ro

b.
 d

en
si

ty
 / 

(2
 G

eV
)

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07  = 125 GeV)
H

 (mb b→VBF H 
Raw
Regressed

Set B selection  (8 TeV)-118.3 fb

PEAK: 122.7
FWHM: 35.8

PEAK: 126.2
FWHM: 29.2
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in the figures.
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section is multiplied by a k-factor of 1.65 (1.80) such that the total number of background events matches
the number of events in data. The VBF and GF signal contributions are overlaid, their cross sections
scaled by a factor ten to improve visibility. All simulated events are corrected for pile-up and trigger
efficiency effects. The last bin is an overflow bin. The bottom plot shows the fractional difference
between data and background simulation, with the shaded band representing the statistical uncertainty
in the simulated samples.1

8.1.2 Quark-gluon likelihood discriminant

For the QCD multijet background, typically about 70% of the jets originate from gluons, about
25% originate from light quarks, and the remaining ones originate from heavy quarks. The
VBF H→bb̄ signal however, is a purely electroweak process, meaning all jets originate from
quarks only. Consequently, applying quark-gluon tagging (as discussed in section 5.2.5) allows
to improve the signal vs. background discrimination significantly. The discriminant uses jet
composition properties to distinguish between quark and gluon originating jets: gluon originating
jets tend to have higher constituent multiplicity, softer constituent pT and wider jet cones. For
this analysis, the gluon likelihood version of the discriminant is used, peaking at zero for quark
originating jets, and at one for gluon originating jets.

Figures 8.3 and 8.4 show the QGL discriminant distribution for each of the final state jets,
in data and simulation, for both the SetA and the SetB selections. Especially for the two
light-quark jets (lowest b-likelihood, b-jet2 and b-jet3), the signal distribution clearly peaks
towards lower values. For the b-quark jets (highest b-likelihood, b-jet0 and b-jet1), the signal
distribution is more uniform, with equal quark/gluon probability. The background distribution
shows increased gluon content especially in the b-quark jet cases.

The QGL distributions of all four jets are entered as inputs to the multivariate signal vs.
background discriminant (cf. section 8.2).

1All subsequent data vs. simulation comparison plots follow the conventions detailed here; the are only printed
once. A broader discussion of the comparisons follows in section 8.3.
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Figure 8.3: Distribution of the quark-gluon likelihood discriminant value of the jets, ordered by
b-likelihood value, for the SetA selection.
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Figure 8.4: Distribution of the quark-gluon likelihood discriminant value of the jets, ordered by
b-likelihood value, for the SetB selection.
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8.1.3 Additional hadronic activity

As mentioned in the introduction (cf. section 6.1), the QCD colour structure of the events is
quite specific for the VBF H→bb̄ signal. Since the signal is a purely electroweak process, no
colour exchange is expected other than the light-quark VBF-tagging jets colour reconnecting
with the beam remnant (along the z-axis), and the b-quark jets colour reconnecting between
themselves. Hence, in the η−φ region between the light-quark jets and the more central b-quark
jets, no hadronic activity is expected. The QCD multijet background however, concerns QCD
processes, and will include additional hadronic activity in this region.

To distinguish between signal and background, variables are constructed that measure the
additional hadronic activity in the region between the light-quark jets and the b-quark jets. For
this purpose, an additional set of tracks is assembled, after pile-up subtraction, using only high
purity tracks [90] that:

• (i) satisfy pT > 300 MeV,

• (ii) are not associated to any of the four leading jets,

• (iii) fall outside the elliptical η − φ cone formed by the b-quark jets,

• (iv) have a minimal longitudinal impact parameter |dz(PV )| with respect to the main
primary vertex,

• (v) satisfy |dz(PV )| < 2mm and |dz(PV )| < σdz (the uncertainty on |dz(PV )|).

The η − φ cone formed by the b-quark jets is defined with major axis length ∆R+ 1 (∆R =√
(∆ηbb̄)

2 + (∆φbb̄)
2) and minor axis length 1. Not counting the tracks in this cone makes a

significant difference in the activity level measured for the signal, while having less of an effect
on the QCD result.

The extra tracks are finally clustered into soft trackjets (cf. section 5.2.2) using the anti-kT

clustering algorithm with distance parameter 0.5. Trackjets are chosen for their good performance
down to very low energies. In this case all jets satisfying pT > 1 GeV are taken into account.
From this set of newly reconstructed trackjets, the scalar transverse momentum sum (Hsoft

T ) and
the soft multiplicity of all tracks with pT > 2 GeV (Nsoft

2 ) are constructed.

In Figs. 8.5 and 8.6, the Hsoft
T and Nsoft

2 distributions are shown in data and simulation, for both
the SetA and SetB selections. While the background distribution has a sizeable tail in Hsoft

T , the
signal distribution peaks at very small values. The same is true for the soft multiplicity, with
the signal distribution decreasing quickly, and the background distribution extending towards
higher values.

Both Hsoft
T and Nsoft

2 are entered as inputs to the multivariate signal vs. background discriminant
(cf. section 8.2).
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Figure 8.5: Soft track activity momentum sum and multiplicity distributions, for the SetA selection.
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Figure 8.6: Soft track activity momentum sum and multiplicity distributions, for the SetB selection.

8.2 Signal vs. background discrimination

In order to maximise the separation between the VBF H→bb̄ signal and the (mostly QCD)
background, it is important to use and combine all discriminating features in an optimal way.
A multivariate discriminant is a good solution for this case. The inputs to the discriminant are
chosen with two types of merit in mind: the discriminating power of the individual variables
should be good, but they should also be as minimally dependent on the b-quark pair invariant
mass as possible. In the third part of the analysis, the events will be classified into categories
based on the discriminant value, and in each category the mass distribution will be fitted
separately (cf. chapter 9). For this to work well, it is important that the distributions in
each of said categories are as unaffected as possible by the split into categories. If complete
independence between the discriminant and the mass could effectively be maintained, the shape
of the distribution would be identical in each category. As it stands, some interdependence
cannot be avoided, and a small residual correlation exists; this will be taken into account when
performing the fit.
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8.2.1 Input variables

The multivariate signal vs. background discriminant uses twelve input variables, all of which
have good discriminating power, are minimally correlated, and are minimally dependent on the
b-quark pair invariant mass. The variables are:

1. mqq′ – invariant mass of the light-quark pair,

2. |∆ηqq′| – pseudorapidity separation of the light-quark pair,

3. |∆φqq′| – azimuthal angle separation of the light-quark pair,

4. b-jet0 CSV – CSV b-tag value of the most b-tagged jet,

5. b-jet1 CSV – CSV b-tag value of the second most b-tagged jet,

6. b-jet0 QGL – QGL discriminant value of the jet with the highest b-likelihood score,

7. b-jet1 QGL – QGL discriminant value of the jet with the 2nd highest b-likelihood score,

8. b-jet2 QGL – QGL discriminant value of the jet with the 3rd highest b-likelihood score,

9. b-jet3 QGL – QGL discriminant value of the jet with the lowest b-likelihood score,

10. Hsoft
T – transverse momentum sum of the additional soft trackjet collection,

11. Nsoft
2 – multiplicity of the additional soft trackjet collection,

12. | cos θ(bb̄,qq′)| – angle between the (b1,b2) and (q1,q2) planes in the centre-of-mass
frame of the four leading jets.

The above variables can be divided into five groups: (1-3) cover the typical VBF properties of
the light-quark pair, (4-5) have information about b-tagging, (6-9) contain quark-gluon tagging
information, (10-11) are a measure of the additional hadronic activity, and (12) is connected to
the dynamics of the event production.

As a test during the development of the discriminant, several versions were trained using the
same configuration, first using just the first variable group, then progressively adding the other
groups, in order to get an idea of how much discriminating power each group adds to the
discriminant. A similar test was done for each variable separately, training the discriminant
with all variables but the one under study.

8.2.2 Training

The multivariate discriminant is configured with the TMVA toolkit as a BDT (600 trees,
boost type=gradient, shrinkage=0.2) [133], and is trained for the SetA and SetB phase spaces
separately. Other configurations, such as an artificial neural network, were found to be slower
and don’t improve the separation. For the signal, a combination of three VBF H→bb̄ signal
samples with mH =115, 125 and 135 GeV is used. For the background, the available amount of
simulated QCD events is too small to provide good statistics, so instead a small data sample
from the 2012 data taking period is used. The signal contamination in this small data sample is
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negligible, and the sample is not reused in the final signal search. The size of the signal samples
is 220k for SetA and 64k for SetB. The same amount of events is used for the background
samples. Both the signal and the background samples are then split into two equal parts, one
for training and one for testing the discriminant.

Figures 8.7 and 8.8 show the linear correlation coefficients between the twelve input variables to
the discriminant, for both selections. None of the variables are strongly correlated, except for
the (mqq′ , |∆ηqq′ |) and (b-jet0 CSV, b-jet1 CSV) pairs.
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Figure 8.7: Linear correlation coefficients for the input variables to the multivariate discriminant, for
SetA.
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Figure 8.8: Linear correlation coefficients for the input variables to the multivariate discriminant, for
SetB.
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8.2.3 Performance

The output distribution of the discriminant is shown for signal and background, for both
selections, in Fig. 8.9. The agreement between the training and test distributions is good,
and there are no indications of overtraining. Figure 8.10 then illustrates the performance of
the discriminant, in the form of the background rejection vs. signal efficiency curve2. The
different curves indicate the different versions of the discriminant, each time trained including
one additional group of variables. The final discriminant conforms to the red curve, including all
five variable groups. The discriminating power can be quantified by the area under the curves,
which is also indicated in Fig. 8.10. For the final discriminant the ROC area is approximately
0.85.
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Figure 8.9: Multivariate discriminant output distributions for signal and background, for SetA and
SetB.
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2A common name for this type of curve is receiver operating characteristic or ROC curve.
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8.3 Data vs. simulation comparisons

In the last section of this chapter, we show data vs. simulation comparisons for a selection of
variables relevant to the VBF H→ bb̄ analysis. On one hand this allows us to validate the data,
i.e. to confirm that there are no pathologies present in the data caused by for example noise
or pile-up. On the other hand, it allows us to check whether the simulated events manage to
adequately describe the properties measured in data.

First, the comparisons are made for the standard selections SetA and SetB, validating the data
at the level of the events selected for the VBF H→bb̄ search. In addition, comparisons are
made for a top control sample (in which QCD events are heavily suppressed), providing a more
detailed validation of the simulated events that will effectively be used to perform the analysis.

The QCD component is the largest background component by far. Since the QCD simulation
is only done at leading order, one can expect some discrepancies to be present in the data vs.
simulation comparisons for the standard selections, in cases where the QCD simulation does
not manage to describe the event dynamics well. The QCD simulation however, is not used
in the final fit of the b-quark pair invariant mass spectra (cf. chapter 9); the QCD shapes are
extracted from data. The validation of the other simulated samples, which are used to provide
inputs to the final fit, can be done in a much clearer manner in the top control phase space.

The standard set of comparisons is shown in sections 8.3.1 and 8.3.2, while the additional set
can be found in appendix B.

In the comparisons, data points are shown with black markers. Background contributions are
stacked, weighted with their respective cross sections, and scaled to the luminosity in data. The
LO QCD cross section is multiplied by a k-factor of 1.65 (SetA) or 1.80 (SetB), such that the
total number of background events matches the number of events in data. The VBF and GF
signal contributions for mH =125 GeV are overlaid (not stacked), also weighted with their cross
sections, and scaled to the luminosity in data. They are scaled with an additional factor ten
to improve the visibility. All simulated events have been corrected with pile-up and trigger
efficiency scale factors, in order to match the pile-up distribution and trigger efficiency in data.

8.3.1 Set A selection

Figures 8.11-8.19 show the comparisons for the SetA selection. The following groups of variables
are included:

• jet transverse momenta (Fig. 8.11)
• jet pseudorapidities (Figs. 8.12 and 8.13)
• qq′ system properties (Fig. 8.14)
• bb̄ system properties (Fig. 8.15)

• CSV b-tag values (Fig. 8.16)
• b-likelihood scores (Fig. 8.17)
• multivariate discriminants (Fig. 8.18)
• event properties (Fig. 8.19)
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For most comparisons, the agreement between data and background simulation is good. Only
the transverse momentum distributions in Fig. 8.11 show slightly larger mismodelling. For all
four jets, a residual slope can be observed in the ratio plots, in the turn-on of the distributions.
This is caused by the difference in trigger efficiency in data and simulation. Trigger efficiency
scale factors were applied to correct for this effect, but they were derived as a function of
the CSV b-tag value of the most b-tagged jet, and the light-quark pair invariant mass (cf.
section 7.3)3. This explains why the correction of the transverse momenta distributions is of
lower quality.
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Figure 8.11: Transverse momentum distributions of the jets, ordered by decreasing pT, for the SetA
selection.

3The jet transverse momenta are not used as inputs to the multivariate signal vs. background discriminant,
while the CSV b-tag value of the most b-tagged jet and the light-quark pair invariant mass are. Therefore,
the latter variables are considered more important and they were prioritised when deriving the correction
factors.
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Figure 8.12: Pseudorapidity distributions of the jets, ordered by decreasing pT, for the SetA selection.
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Figure 8.13: Pseudorapidity distributions of the jets, ordered by b-likelihood value, for the SetA
selection.
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Figure 8.14: Kinematic properties of the qq′ system (pseudorapidity separation, invariant mass, angular
separation, and angle with the bb̄ system, for the SetA selection.
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Figure 8.15: Kinematic properties of the bb̄ system (angular separation, invariant mass, pseudorapidity,
and transverse momentum), for the SetA selection.
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Figure 8.16: CSV b-tag value distributions of the two leading b-jets, ordered by CSV b-tag value, for
the SetA selection.
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Figure 8.17: Distributions of the b-likelihood discriminant values of the jets, ordered by b-likelihood
discriminant value, for the SetA selection.
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Figure 8.18: Multivariate discriminant output values (BDT and Fisher discriminant), for the SetA
selection.
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Figure 8.19: Number of reconstructed vertices, event pT density (ρ) and PF missing transverse energy
distributions, for the SetA selection.
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8.3.2 Set B selection

Figures 8.20-8.28 show the comparisons for the SetB selection. The following groups of variables
are included:

• jet transverse momenta (Fig. 8.20)
• jet pseudorapidities (Figs. 8.21 and 8.22)
• qq′ system properties (Fig. 8.23)
• bb̄ system properties (Fig. 8.24)

• CSV b-tag values (Fig. 8.25)
• b-likelihood scores (Fig. 8.26)
• multivariate discriminants (Fig. 8.27)
• event properties (Fig. 8.28)

The same conclusions are true for the SetB selection comparisons as for the SetA selection
ones. The overall agreement between data vs. background simulation is good, except in the jet
transverse momenta distributions.
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Figure 8.20: Transverse momentum distributions of the jets, ordered by decreasing pT, for the SetB
selection.
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Figure 8.21: Pseudorapidity distributions of the jets, ordered by decreasing pT, for the SetB selection.
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Figure 8.22: Pseudorapidity distributions of the jets, ordered by b-likelihood value, for the SetB
selection.
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Figure 8.23: Kinematic properties of the qq′ system (pseudorapidity separation, invariant mass, angular
separation, and angle with the bb̄ system, for the SetB selection.
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Figure 8.24: Kinematic properties of the bb̄ system (angular separation, invariant mass, pseudorapidity,
and transverse momentum), for the SetB selection.
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Figure 8.25: CSV b-tag value distributions of the two leading b-jets, ordered by CSV b-tag value, for
the SetB selection.
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Figure 8.26: Distributions of the b-likelihood discriminant values of the jets, ordered by b-likelihood
discriminant value, for the SetB selection.



140 Signal vs. background discrimination

E
ve

nt
s 

/ (
0.

1)

1

10

210

310

410

510

610

710
Data QCD (x1.80) ZJets

10x VBF H(125) T WJets

10x GF H(125) MC stat. unc.

 (8 TeV)-118.3 fbSet B selection

BDT output
1.0− 0.8− 0.6− 0.4− 0.2− 0.0 0.2 0.4 0.6 0.8 1.0

D
at

a/
M

C
 -

 1

0.5−
0.0
0.5

Figure 8.27: Multivariate discriminant output value (BDT), for the SetB selection.
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Figure 8.28: Number of reconstructed vertices, event pT density (ρ) and PF missing transverse energy
distributions, for the SetB selection.
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Chapter 9

Fit of the b-quark pair invariant mass
distribution

The third and final step in the VBF H→ bb̄ analysis consists of the fit of the b-quark pair
invariant mass distribution for the selected datasets, which I worked on extensively during the
second half of my PhD. Given the magnitude of the QCD multijet background, fitting a small
dijet resonance mass peak on top of it is highly nontrivial. The limited precision of the QCD
multijet background simulation, as well as the moderate invariant mass resolution (O(10%)),
further complicate the situation. A specific fit strategy is devised to tackle this challenge; it is
sketched in section 9.1. The statistical procedure followed in the fit is detailed in section 9.2.
Before applying this fit method to the selected datasets for the VBF H→ bb̄ analysis and searching
for the Higgs boson resonance, it is validated by performing a fit of a known resonance, namely
that of the Z boson. This validation is discussed in section 9.3. The discussion of the actual fit
of the Higgs boson resonance then follows in section 9.4, and section 9.5 covers the systematic
uncertainties taken into account in this fit. The final results are presented in chapter 10.

9.1 Fit strategy

The strategy used to fit the Z and Higgs boson resonance in the b-quark pair invariant mass
distribution can be split up into several steps:

Definition of event categories Based on the output of the multivariant signal vs. back-
ground discriminant, the events are divided into categories. The lower categories will be
background dominated, while the higher categories will be signal dominated. The boundaries of
the categories are defined such that the expected significance of the fit result is maximised, while
at the same time taking care that the amount of statistics in each category remains sufficient.
Templates for different signal and background components will be derived per category.

Template for the QCD multijet background The first challenge is to derive a template
for the large QCD multijet background. As the precision of the QCD simulation is too low,
the template cannot be taken from simulation. The solution is to derive QCD template from
data. Extracting different templates for each event category was found to be suboptimal: the
amount of statistics drops in the higher event categories, and the quality of the QCD templates
would deteriorate. Since the multivariate signal vs. background discriminant was constructed
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to be minimally correlated to the b-quark pair invariant mass, the variation in the shape of the
invariant mass distribution between the different event categories, is however expected to be
small. This allows us to use just one QCD template, taken from the lowest, most background-like
category, the reference category. The function used to describe the QCD shape is a Bernstein
polynomial [134]1. The residual shape difference between the categories is then taken into
account using linear or quadratic transfer functions between the reference category and any
given other category. A similar technique was used in the ATLAS Z→ bb̄ measurement [135].

Signal and background templates Templates are also derived, per category, for the top
background component, the Z/W+jets background component, and the H→bb̄ signal compo-
nents. The top component consists of the sum of all tt̄ and single-top background components,
and is described using a broad Gaussian. The Z/W+jets component is the combination of the
Z+jets and W+jets background components, and is described using a Crystal Ball function (a
Gaussian core plus a power law tail) [136] for the resonance peak, and a Bernstein polynomial
for the combinatorial background contribution (misidentification of the b-quark pair). For the
signal, the main component is the VBF H→bb̄ signal. It was found however that there is a
secondary contribution to the H→bb̄ signal: the GF H→bb̄ signal (cf. section 9.4.4). The
total H→ bb̄ signal is described using the same Crystal Ball plus polynomial shape as used for
the Z/W+jets component.

Simultaneous binned maximum likelihood fit of all event categories The final global
fit is made using the CMS combine toolkit [137], based on the ROOT RooFit and RooStats
packages [138]. It is set up as a binned maximum likelihood fit, fitting all event categories
simultaneously. The statistical procedures used to interpret the data, implemented in the
previously mentioned toolkit, are discussed in the next section.

1 Bernstein polynomials are a class of polynomials based on the Bernstein basis polynomials. The basis
polynomials are non-negative and don’t oscillate. The linear combinations are smooth and very adaptable,
and as such a good option to describe the smooth QCD background distribution.
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9.2 Statistical procedure

The statistical procedures used to interpret data in the context of Higgs boson searches and
combinations, are governed by the LHC Higgs combination group. They follow the methods
as described in [139–142], which have been implemented in the ROOT RooFit and RooStats
packages [138]. In this section we briefly cover the concepts used to obtain and present the
results of this analysis.

To interpret a dataset with measurements x, one considers models f(x|α), which define the
probability of measuring x under a hypothesis α. Hypothesis α = (µ,θ) includes theoretical
parameters µ, which one might like to measure, as well as nuisance parameters θ, which cover the
model parameters and the systematic uncertainties on the predictions for signal and background.
In the case of a search for new physics, such as a Higgs boson search, parameter of interest µ is
often taken as the ratio of the measured cross section over the predicted standard model cross
section: µ = σ/σSM. The nominal signal hypothesis then is µ = 1, while the null-hypothesis is
µ = 0. The nuisance parameters are usually taken to follow either a log-normal distribution
(for multiplicative uncertainties on parameters which are always positive, e.g. normalisations),
a log-uniform distribution (for parameters allowed to float between two boundaries), or a
Gaussian distribution. Examples from the VBF H→bb̄ analysis are the QCD background
component normalisation (log-uniform), the Z/W+jets and top normalisations (log-normal),
and the template parameters (Gaussian). The nuisance parameters for systematic uncertainties
are inserted as multiplicative factors (log-normal).

A likelihood for parameters µ and θ of hypothesis α can be constructed using the probability
density functions f(x|α). As analytical shapes for f are often not available, they are estimated
from simulation in the form of histograms, and a binned likelihood is used. Counts in histograms,
i.e. sums of contributions of all signal and background processes, are distributed according to
Poissonian distributions. For the likelihood one can therefore write:

L(x|µ,θ) = L(µ,θ) =

Nbins∏

i=1

Poissonian (ni|Ei(µ,θ)) , (9.1)

where ni are the measurements in each bin, Ei the expectations given hypothesis α, and the
product is taken over all histogram bins.

Estimates of parameters µ and θ are obtained by maximising the likelihood function, hence
the name binned maximum likelihood fit. In practice, this is usually done by minimising the
negative logarithm of the likelihood: − lnL(µ,θ). The parameter values that maximise the
likelihood are called maximum likelihood estimators, and are denoted as µ̂ and θ̂. Similarly,
conditional maximum likelihood estimators ˆ̂

θ(µ) are the parameter values that maximise the
likelihood given a fixed value of µ. Maximum likelihood estimators have the advantage of being
asymptotically unbiased, i.e. they converge to their true value. In addition, the parameter
variance can be obtained from the covariance matrix of the fit, which includes the effects of all
nuisance parameters in a correlated manner.
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Quantitative inferences about hypothesis α can subsequently be made using hypothesis testing.
First, the profile likelihood ratio λ(µ) is defined:

λ(µ) =
L(µ,

ˆ̂
θ(µ))

L(µ̂, θ̂)
, (9.2)

which is bounded between 0 and 1. Using the profile likelihood ratio, a test statistic tµ is
constructed:

tµ = −2 lnλ(µ). (9.3)

A value of λ = 1 corresponds to good agreement between the data and hypothesis α. A lower
value of λ (or a higher value of tµ), indicates an increased level of disagreement.

The level of disagreement between the data and hypothesis α is usually quantified by the
p-value:

pµ,obs =

∞∫

tµ,obs

f(tµ|µ, ˆ̂θ(µobs)) dtµ, (9.4)

where f is the sampling distribution of tµ 2. The p-value indicates the probability of making an
observation, under the same conditions, that is less likely than the observation made in data.
For a good hypothesis (small disagreement between the data and the hypothesis) the p-value
will be high, for a bad hypothesis (large disagreement) it will be low.

A matching median expected p-value can be computed, quantifying the median expected
probability to reject the hypothesis α if an alternative hypothesis α′ is true:

pµ,exp =

∞∫

tµ′,exp

f(tµ|µ′, ˆ̂θ(µ′obs)) dtµ. (9.5)

Any p-value can also be expressed as an equivalent significance, defined such that a Gaussian
distributed value found Z standard deviations above its mean value, has an upper tail probability
equal to the p-value:

Z = φ−1(1− p) =
√

2 erf−1(1− 2p), (9.6)

with φ−1 the quantile or inverse cumulative distribution of the Gaussian.

For a discovery in a signal search, the general rule in particle physics is to require a rejection
of the background hypothesis with a significance of at least five standard deviations, which
corresponds to a p-value of p ≤ 2.87 · 10−7, or at least 99.99994% confidence level. This is

2If this distribution needed to be computed using Monte Carlo simulation for many different scenarios, it could
become rather CPU intensive; luckily, it can be approximated [140].



Fit of the b-quark pair invariant mass distribution 147

equivalent to saying that the probability for the background to fluctuate up to the observed
excess is smaller than 2.87 · 10−7. Conversely, to rule out a signal hypothesis, 95% confidence
level is sufficient, which corresponds to a p-value of p ≤ 0.05, or a significance Z ≥ 1.64. In this
case there is a 5% probability that one would falsely exclude a real signal.

To cover different use cases, alternative test statistics can be derived by making small amendments
to the definition of λ, such that unphysical estimates of µ cannot contribute evidence for the
rejection of the hypothesis. For the study of a µ parameter which is bounded at zero, an
alternative t̃µ can be defined, by setting µ̂ = 0 for µ̂ < 0. To set upper limits on the value of µ
(indicating the largest value of µ which is not rejected), an alternative test statistic qµ can be
used, which sets µ̂ = µ for µ̂ > µ. An additional bound at zero can be included to define q̃µ.
The p-values and significances for the different test statistics are derived in the same manner as
they were for tµ.

In this Higgs boson signal search, upper limits on the signal strength are computed using the
modified Frequentist CLS method [142]. The limits are derived at 95% confidence level, CL =
1− pµ = 0.95. They are based on the q̃µ test statistic, and are defined as:

CLS =
pµ

1− pb
≤ 0.05, (9.7)

where pµ and pb are derived from q̃µ, as the p-values following the nominal and the null
hypothesis respectively (in a signal search, the null hypothesis is equal to the background-only
hypothesis). The ratio comes down to a reweighting of the signal plus background CL with the
background CL, and is more conservative and less susceptible to fluctuations. One and two
standard deviation uncertainty bands can be derived around the limit, following the distribution
of the test statistic, which for q̃µ is a χ2-distribution.

In section 9.3.9 and chapter 10, upper limits on the production cross section, p-values and
significances, as well as best-fit values will be presented for the Z and Higgs boson global fits.
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9.3 Fit of the Z boson resonance

9.3.1 Introduction

The Z+jets background component (Z→bb̄) can, in the same phase space as selected for the
Higgs boson search, be studied as though it were signal. A fit can be performed for the known
Z boson dijet resonance. The gain from performing this fit is twofold: the fit procedure is
validated, and a measurement is made of the b-quark invariant mass distribution scale and
resolution (peak position and width).

The event selection used for the Z boson fit is kept as close as possible to the SetA selection.
This is suboptimal for the measurement of the Z boson resonance, but required for the validation
of the fit procedure in the Higgs boson search phase space. The final selection criteria are
identical to the SetA selection, except for one tighter b-jet requirement: one CSV medium
and one CSV loose as opposed to two CSV loose in the SetA selection. The Z selection is
summarised in Table 9.1.

Table 9.1: Summary of Z selection requirements.
Z selection

trigger OR of SetA triggers

jet pT p(0,1,2,3)
T > 80, 70, 50, 40 GeV

b-tagging 1x CSVM (> 0.679) and 1x CSVL (> 0.244)
interpretation SetA b-likelihood
VBF topology mqq′ > 250, |∆ηqq′ | > 2.5

QCD suppression ∆φbb̄ < 2.0

vetoes lepton veto

9.3.2 Multivariate discriminant

A separate multivariate signal vs. background is trained for the Z selection. Again making sure
to minimise the correlation with the b-quark pair invariant mass, the following variables are
used:

• (i) the light quark pair pseudorapidity separation, |∆ηqq̄|
• (ii) the b-quark pair pseudorapidity, |ηbb̄|
• (iii) the CSV b-tag value of the most b-tagged jet, CSV0

• (iv-vi) the quark-gluon likelihood of all four jets.
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The discriminant is trained using the Z+jets sample for the signal, and a small data sample
for the background. The size of the Z+jets sample is insufficient to allow training a non-linear
multivariate discriminant. Instead a linear multivariate Fisher discriminant is trained [133].
Since however the correlation between the input variables is found to be small, and never larger
than O(10%), no significant gain would be obtained from the use of a non-linear discriminant.

The Fisher discriminant output distribution is shown for the Z selection background and signal
components in Fig. 9.1.
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Figure 9.1: Fisher discriminant output distribution for the Z selection, with definition of event
categories.

9.3.3 Categories

The selected events are divided into categories based on the multivariate discriminant output
distribution. Three categories are defined for the Z selection. The category boundaries were
optimised to maximise the expected significance of the fit result, while allowing for enough
statistics in each individual category to derive templates for the fit. The boundaries are given
in Table 9.2, and shown overlaid on the discriminant distribution in Fig. 9.1. Category 0 is the
reference category, which is background-dominated.

Table 9.2: Summary of Z selection category boundaries.

Category Discriminant range

0 FD ≤ −0.02

1 −0.02 < FD ≤ 0.02

2 0.02 < FD
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9.3.4 QCD template and transfer functions

In the development of the fit strategy, the presumption was that the correlation between the
b-quark pair invariant mass and the multivariate discriminant output would be small, such that
the QCD template could be derived once in the background-dominated reference category, for
use in all categories. Figure 9.2 shows the average b-quark pair invariant mass, in the Z fit
mass window [60,170] GeV, as a function of the discriminant output, for data and QCD multijet
background. The observed dependence is indeed small.
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Figure 9.2: Profile histogram of the b-quark pair invariant mass as a function of the BDT output
value, for the Z selection.

The QCD template is derived from data using an 8th order Bernstein polynomial3 in CAT0 and
used for all categories. The residual correlation, or the shape change from CAT0 to the other
categories, is accounted for by using linear, multiplicative transfer functions. Figure 9.3 shows
the shape of the b-quark pair invariant mass distribution for data, per event category, blinded
in the peak region. Transfer functions are derived as the ratio of the distribution for a given
category CATi to the distribution for reference category CAT0. The transfer function for CAT0
is 1 by construction. For each transfer function systematic uncertainties are assigned such that
all local variations are covered. The transfer functions are shown in Fig. 9.4.

9.3.5 Background templates

Next to the QCD templates, also templates for the top background are required. They are
derived from simulation, per event category, as broad Gaussians. The obtained templates shown
in Fig. 9.5 The event yields of the different samples are given per category in Table 9.3.

3The order of the Bernstein polynomial is determined by a bias study. This study considers various alternative
QCD models and evaluates which functions allow to fit the spectrum without introducing a bias in a possible
signal measurement.
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Figure 9.3: Shape comparison of the b-quark pair invariant mass distribution for the different categories
of the Z selection.
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Figure 9.4: Linear transfer functions for the b-quark pair invariant mass distribution between the
reference category (CAT0) and the other categories (CAT1-2) of the Z selection, derived from data.

Table 9.3: Sample yields for the various event categories of the Z selection, in the [60,170] GeV mass
window.

CAT0 CAT1 CAT2
FD ≤ -0.02 -0.02 < FD ≤ 0.02 0.02 < FD

Data 659873 374797 342931
Z+jets 1374 1467 2783

tt̄ 2124 1821 2327
Single top 657 569 812

9.3.6 Signal templates

The templates for the signal are also derived from simulation, using a combination of a Crystal
Ball function (Gaussian core plus power law tail) for the resonance peak and a Bernstein
polynomial for the combinatorial background. The obtained templates are shown in Fig. 9.6.
The event yields for the Z+jets signal sample are included in Table 9.3.
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Figure 9.5: Templates for the b-quark pair invariant mass distribution for the Z selection, for the top
(tt̄ + single-top) background component.
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Figure 9.6: Templates for the b-quark pair invariant mass distribution for the Z selection, for the Z→ bb
signal. The solid line shows the total signal shape, while the dashed line indicates the combinatorial
background component.

9.3.7 Fit of the b-quark pair invariant mass spectrum

With a QCD template for the reference category, the transfer functions for all categories, top
background templates and Z+jets signal templates, all components are available to form the
full fit model. The model is constructed as follows:

fi(mbb̄) = N qcd
i ·Ri(mbb̄) ·Q(mbb̄; ~p) +N top

i ·Ti(mbb̄) + µZ ·NZ
i ·Zi(mbb̄; kJES, kJER), (9.8)

with normalisations N qcd
i , N top

i and NZ
i , transfer functions Ri(mbb̄) and shapes Q(mbb̄; ~p), Ti(mbb̄)

and Zi(mbb̄; kJES, kJER). For the fit, the QCD normalisation is allowed to float freely, while the
top normalisation is allowed to float within 20% of its expectation; the Z normalisation is fixed
to its expectation and modified by signal strength parameter µZ = σ/σSM. The QCD shape is
an 8th order Bernstein polynomial (as decided by a bias study, cf. section 9.3.8), derived from
data, common for all categories, modified per category with linear transfer functions Ri(mbb̄).
The parameters of the transfer functions are left free, and the parameters of QCD shape, ~p,
are allowed to float according to their uncertainties. The Gaussian top shape is kept fixed as
derived from simulation. The Z+jets shape is also derived from simulation, but includes two
nuisance parameters kJES and kJER that modify the signal scale and resolution, or in other words



Fit of the b-quark pair invariant mass distribution 153

the peak position and width. The scale and resolution are allowed to vary within 4 and 10%
of their expected value, respectively, the uncertainties as derived from the Z+jets transverse
momentum regression validation study (cf. section 8.1.1).

A binned maximum likelihood fit with bin size 0.5 GeV is performed to data, in the [60,170] GeV
mass window, simultaneously in all event categories, taking into account the uncertainties as
listed above. The results are presented in section 9.3.9.

9.3.8 Bias study for the Bernstein polynomial order

In the context of validating the fit procedure, a bias study is performed, studying whether the
procedure allows to measure signal in an unbiased way.

The QCD multijet component accounts for a large fraction of the selected events, while
the signal is just a small resonance. Given the large size of the QCD component, changes
in its parametrisation can lead to unwanted differences in the measured amount of signal.
Unfortunately, the shape of the QCD multijet background cannot be definitely determined using
physics arguments; instead it is described using functions that cover the observed shapes well.
A good fit function would be one that manages to describe the QCD multijet shape adequately,
no matter which underlying model is responsible for its production, and when included in a full
fit model, allows to measure the correct amount of signal.

Polynomials are known to be good choices for QCD fit functions. In the VBF analysis, a
Bernstein polynomial is used. The order of the polynomial is decided according to the results of
this bias study. In the study, various parametrisations are considered for the QCD background
included in the full fit model as described in section 9.3.7. The QCD shape is taken from a fit to
data in the [65-165] GeV mass window and its normalisation is taken from simulation, while for
other components of the fit model both the shape and normalisation are taken from simulation
as described above. The pseudo-experiments are repeated for signal injections from zero to
four times the standard model expectation. For each parametrisation, 1000 pseudo-datasets are
generated. After generating the pseudo-datasets, each dataset is fitted using a simultaneous
binned maximum likelihood fit in all event categories, as would be performed in the actual
analysis. At this stage, the fit functions used for the QCD component in the full fit model are
Bernstein polynomials of varying orders.

For each fitted pseudo-dataset the bias on the signal strength is determined, defined as the
difference between the measured amount of signal and the injected amount of signal. This
bias is compared to the RMS of the measured signal distribution, the statistical uncertainty
on the measured signal for one fit. If the bias is smaller than 20% of the RMS value, the fit is
considered acceptable, if it is larger, the fit is considered biased. A full fit model using a specific
QCD parametrisation is considered acceptable if it manages to fit the pseudo-datasets for all
different generating parametrisations and for all considered amounts of injected signal, without
biases above 20% of the RMS value.
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For the fit of the Z boson resonance, it is found that the minimal order of the Bernstein
polynomial required to reduce all biases below 20% of the RMS value, is 8th order.

Table 9.4 lists the alternate QCD parametrisations used for generating the pseudo-experiments,
as well as the ones used to fit the pseudo-datasets. Figure 9.7 shows the signal bias as a
function of the injected signal, for fit models with a 7th or 8th order Bernstein polynomial QCD
component, and for various alternate generating models.

Table 9.4: List of alternate QCD parametrisations, included in the full fit model, used for pseudo-data
generation and fitting, for the Z boson fit Bernstein polynomial order bias study.

Generating functions

expPow(x) (x− 30)a · exp (−bxc)
modG(x) exp (−ax) · erfc(b− cx)

tanhPol2(x) tanh[a · (x− b)] · (cx2 + dx+ e)

erfPol2(x) erf[(x− a)/b] · (cx2 + dx+ e)

Fitting functions
B7(x)

7∑
ν=0

βνbν,7(x)

with bν,n(x) =

(
n

ν

)
xν(1− x)n−ν

B8(x)
8∑

ν=0
βνbν,8(x)
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Figure 9.7: Signal bias as a function of the injected signal with a 7th (top) and 8th (bottom) order
Bernstein polynomial as QCD component in the fit model for the Z boson fit. Different alternate QCD
models have been used for generating the pseudo-data. The yellow band indicates the RMS of the fitted
signal distribution and the dashed line corresponds to 20% of this value.
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9.3.9 Results of the Z boson fit

The global fit of the b-quark pair invariant mass spectrum, performed simultaneously in all
event categories of the Z selection, yields a signal strength µZ = 1.10+0.44

−0.33. This corresponds to
an observed significance of 3.6 standard deviations, for an expected significance of 3.3 standard
deviations. The results of the fit, including nuisance parameters kJES and kJER, are summarised
in Table 9.5. The fitted distributions are shown in Fig. 9.8, together with the background-
subtracted results. The measured (expected) mean and width of the Z shape are 97.7 (96.6) GeV
and 9.3 (9.1) GeV respectively, in the most signal-like category CAT2. The observed and
expected significance are illustrated in Fig. 9.9 (left), while the righthand panel of the same
figure shows the individual results of the different categories included in the simultaneous fit.

The shift of the Z peak with respect to the theoretical Z boson mass (91.2 GeV) is due to the
fact that the Z selection (chosen to allow validation of the fit method in a phase space similar to
the one in which the Higgs boson fit will be performed), is subideal for a Z boson measurement.
The chosen Z selection criteria lie very close or even still in the turn-on region of the trigger,
and the lower efficiency at the low end of the mass spectrum causes the measured peak position
to be pushed to higher mass values.

Table 9.5: Results of the Z boson fit.

Nuisance Fitted value

µZ 1.10+0.44
−0.33

kJES 1.01± 0.02

kJER 1.02± 0.10

This fit of the Z boson signal validates the fit model constructed for use in the VBF H→bb̄
signal search. At the same time it provides a data-driven measurement of the b-quark pair
invariant mass distribution scale and resolution, which will be used to constrain the matching
uncertainties in the VBF H→ bb̄ signal search. In the following sections the inputs to the Higgs
boson fit and the uncertainties considered in it are covered. The results are presented in the
next chapter.
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Figure 9.8: Simultaneous fit of the signal plus background models to the b-quark pair invariant mass
distributions in all categories of the Z selection. The top panels show the data (black markers), as well
as the fitted curves: total background (black dashed) and total signal plus background (blue solid). The
bottom panels show the background-subtracted result, with one and two standard deviation uncertainty
bands (yellow and green bands), and the fitted signal (red solid).
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compatibility check of the fitted signal in the three categories (right), for the Z boson fit.
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9.4 Fit of the Higgs boson resonance

The VBF H→bb̄ signal search uses the same fit procedure as described for the Z boson fit in
the previous section. In the following subsections the inputs to the Higgs boson fit are discussed,
including the QCD background template, the transfer functions, the top and Z+jets background
templates, and the VBF and GF H→bb̄ signal templates. The multivariate discriminant for
the SetA ad SetB selections was already covered in section 8.2.

9.4.1 Categories

The Higgs boson signal search is executed using seven event categories, four for the SetA
selection and three for the SetB selection. The categories are again based on the multivariate
discriminant output values, with boundaries optimised to maximise the expected significance of
the signal search, while making sure sufficient statistics are available in each category to derive
fit templates. The boundaries of the categories are given in Table 9.6 and overlaid on the BDT
output distributions for SetA and SetB in Fig. 9.10. Figure 9.11 shows the average b-quark
pair invariant mass as a function of the BDT output, in the Higgs boson fit mass window
[80,200] GeV, for both the SetA and SetB selections. The figure shows that the dependence of
the invariant mass distribution on the BDT output is somewhat larger at the lowest BDT output
values. As the fit strategy relies on having only a small dependence, CAT-1 and CAT-2 (the
lowest category of each selection), are not used in the signal search. Since the signal contribution
is negligible at the lowest BDT output values, leaving these categories out has no negative effect
the significance of the result. A QCD template will be derived separately for the SetA and
SetB selections, in background-dominated reference categories CAT0 and CAT4.
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Figure 9.10: Multivariate discriminant output distributions for the SetA and SetB selections, with
definition of event categories.
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Table 9.6: Summary of the SetA and SetB selection category boundaries.

Set A Set B

Category Discriminant range Category Discriminant range

-1 BDT ≤ −0.6 -2 BDT ≤ −0.1

0 −0.6 < BDT ≤ 0.0 4 −0.1 < BDT ≤ 0.4

1 0.0 < BDT ≤ 0.7 5 0.4 < BDT ≤ 0.8

2 0.7 < BDT ≤ 0.84 6 0.8 < BDT ≤ 1.0

3 0.84 < BDT ≤ 1.0
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Figure 9.11: Profile histogram of the b-quark pair invariant mass as a function of the BDT output
value, for the SetA and SetB selections. The dashed line corresponds to the boundary between the
unused and the used data categories.

9.4.2 QCD templates and transfer functions

The QCD templates are derived from data, separately for the SetA and SetB selections, each
time in the background-dominated reference category, CAT0 for SetA and CAT4 for SetB.
The chosen parametrisation for the QCD component is a Bernstein polynomial, 5th order for
SetA and 4th order for SetB. The residual shape differences between the categories, shown in
Fig. 9.12 (blinded in the peak region), are accounted for by multiplicative transfer functions,
derived as the ratio of the distribution for a given category CATi to the distribution for the
matching reference category, CAT0 or CAT4.

The transfer functions for SetA are derived with respect to CAT0, as linear functions, while
those for SetB are derived with respect to CAT4, as quadratic functions. For each transfer
function systematic uncertainties are assigned such that all local variations are covered. The
result is shown in Figs. 9.13 and 9.14. The order of both the Bernstein polynomial for the QCD
shape and the order of the transfer function polynomials, is decided according to the results of
bias studies as discussed in section 9.4.6.
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Figure 9.12: Shape comparison of the b-quark pair invariant mass distribution for the different
categories of the SetA (left) and SetB (right) selections.
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Figure 9.13: Linear transfer functions for the b-quark pair invariant mass distribution between the
reference category (CAT0) and the other categories (CAT1-3) of the SetA selection, derived from data.
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Figure 9.14: Quadratic transfer functions for the b-quark pair invariant mass distribution between the
reference category (CAT4) and the other categories (CAT5-6) of the SetB selection, derived from data.

As a cross check, the transfer functions derived from data for the Higgs boson signal search,
were compared to transfer functions derived from QCD simulation using the same selection
criteria. Due to low statistics in the QCD samples, only one coarse signal category could be
used for the comparison, CAT1-3 and CAT5-6 were merged and compared to CAT0 and CAT4
respectively. The result is shown in Fig. 9.15. Especially for SetB the statistical uncertainties
in the QCD result are large, but the overall agreement is acceptable.



160 Fit of the b-quark pair invariant mass distribution

 (GeV)bbm
80 100 120 140 160 180 200 220

C
A

T
0 

/ C
A

T
1+

2+
3

0.7

0.8

0.9

1.0

1.1

1.2

1.3

Set A selection  (8 TeV)-119.8 fb

Data
 > 500 GeV)

T
QCD (H

 (GeV)bbm
80 100 120 140 160 180 200 220

C
A

T
4 

/ C
A

T
5+

6

0.7

0.8

0.9

1.0

1.1

1.2

1.3

Set B selection  (8 TeV)-118.3 fb

Data
 > 500 GeV)

T
QCD (H

Figure 9.15: Comparison of transfer functions derived from data and QCD multijets, for the SetA
and SetB selections. As QCD multijet sample is small, only one coarse signal category is used to reduce
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9.4.3 Background templates

For the Higgs boson signal search, templates are required for the top and Z/W+jets background
components. They are derived from simulation, for each category separately, using a broad
Gaussian shape and a Crystal Ball plus polynomial shape, respectively. The obtained templates
are shown in Figs. 9.16 and 9.17 for the top component and in Figs. 9.18 and 9.19 for the
Z/W+jets component. The event yield per category for each of the samples is listed in Table 9.7.

Table 9.7: Sample yields for the various event categories of the SetA and SetB selections, in the
[80,200] GeV mass window. Category CAT-1 and CAT-2 are not used in the signal search.

SetA SetB
CAT-1 CAT0 CAT1 CAT2 CAT3 CAT-2 CAT4 CAT5 CAT6
< −0.6 [−0.6, 0.0] [0.0, 0.7] [0.7, 0.84] [0.84, 1.0] < −0.1 [−0.1, 0.4] [0.4, 0.8] [0.8, 1.0]

Data 651209 546121 321039 32740 10874 756231 203865 108279 15151
Z+jets 1661 2038 1584 198 71 918 435 280 45
W+jets 546 282 135 4 <1 966 225 92 17

tt̄ 4407 2818 839 45 14 1302 342 169 21
Single top 683 960 633 64 25 361 194 159 30
VBF 125 14 53 140 58 57 21 33 57 31
GF 125 36 53 51 8 5 10 9 10 2

VBF 115 17 65 171 71 69 27 41 73 39
GF 115 42 68 63 10 4 12 10 11 3
VBF 120 16 60 158 66 64 25 37 66 35
GF 120 38 57 54 9 6 11 9 10 3
VBF 130 12 46 121 50 48 18 27 47 26
GF 130 29 48 40 7 4 9 8 8 3
VBF 135 9 36 100 41 38 15 21 39 20
GF 135 24 38 34 6 3 8 6 7 2
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Figure 9.16: Templates for the b-quark pair invariant mass distribution for the SetA selection, for the
Z/W+jets background component.
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Figure 9.17: Templates for the b-quark pair invariant mass distribution for the SetB selection, for the
Z/W+jets background component.
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Figure 9.18: Templates for the b-quark pair invariant mass distribution for the SetA selection, for the
top (tt̄ + single-top) background component.
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Figure 9.19: Templates for the b-quark pair invariant mass distribution for the SetB selection, for the
top (tt̄ + single-top) background component.
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9.4.4 Signal templates

The main signal component in this Higgs boson signal search is the VBF H→ bb̄ signal. There
is however a non negligible, irreducible contribution in the same selection from the GF H→ bb̄
signal as well. Figure 9.20 illustrates the fractional GF H→ bb̄ contribution to the total signal
yield, per event category and per Higgs boson mass hypothesis (115-135 GeV). It is highest in
the more background-like categories, and smaller than 10% in the most signal-like categories.
The signal templates are derived using the total signal distributions, after adding together the
VBF and GF H→ bb̄ components4. As the fitting function, a Crystal Ball plus polynomial shape
is used. Templates are derived per event category, and per Higgs boson mass hypothesis. The
templates for the main mass hypothesis (mH =125 GeV) are given in Figs. 9.22 and 9.23; for
the other mass points we refer to appendix C. The properties of the fitted shapes are indicated
in the figures, and summarised in Fig. 9.21. The expected signal yields per category are included
in Table 9.7, and the expected signal vs. background ratios per category are listed in Table 9.8.

Table 9.8: Signal over background value per category, for the SetA and SetB selections.

Set A Set B
Category S / B S /

√
B Category S / B S /

√
B

0 0.0005026 0.193 4 0.0004532 0.116
1 0.0016245 0.469 5 0.0014861 0.264
2 0.0057116 0.523 6 0.0057749 0.375
3 0.0170886 0.876

0.1

0.2

0.3

0.4

0.5

0.51 0.27 0.13 0.062 0.2 0.14 0.08

0.49 0.26 0.13 0.082 0.21 0.14 0.081

0.5 0.27 0.13 0.073 0.24 0.15 0.072

0.51 0.26 0.13 0.072 0.24 0.16 0.099

0.51 0.26 0.13 0.076 0.24 0.15 0.086
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Figure 9.20: GF H→ bb̄ contribution to the total H→ bb̄ signal, per Higgs boson mass and per event
category, given as fraction (GF / (GF + VBF)).

4Both components are fit together, since the individual contributions in some event categories are too small
to obtain good quality individual templates.
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Figure 9.21: Summary of the Gaussian core parameters of the H→bb̄ signal templates, per event
category and per mass point.

9.4.5 Fit of the b-quark pair invariant mass spectrum

The full fit model for the Higgs boson fit is constructed in the same manner as the one for the
Z boson fit (a QCD template for the reference category, transfer functions for all categories,
top background templates and Z/W+jets templates), plus additional VBF + GF H→ bb̄ signal
templates. The complete functional form is:

fi(mbb̄) = N qcd
i ·Ri(mbb̄) ·Q(mbb̄; ~p) +N top

i ·Ti(mbb̄; kJES, kJER)

+ ·NZ
i ·Zi(mbb̄; kJES, kJER) + µH ·NH

i ·Hi(mbb̄; kJES, kJER), (9.9)

with normalisations N qcd
i , N top

i , NZ
i and NH

i , transfer functions Ri(mbb̄) and shapes Q(mbb̄; ~p),
Ti(mbb̄; kJES, kJER), Zi(mbb̄; kJES, kJER) and Hi(mbb̄; kJES, kJER). For the fit, the QCD normalisa-
tion is allowed to float freely, while the top and Z/W+jets normalisation is allowed to float within
30% of its expectation; the Higgs boson signal normalisation is fixed to its expectation and
modified by signal strength parameter µH = σ/σSM. The QCD shape is a 5th order Bernstein
polynomial for the SetA categories and a 4th order one for the SetB categories (as decided
by a bias study, cf. section 9.4.6), derived from data, common for all categories of a specific
set, modified per category with transfer functions Ri(mbb̄) (linear for SetA and quadratic for
SetB, cf. section 9.4.6). The parameters of the QCD shape, ~p, are allowed to float according to
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Figure 9.22: Templates for the b-quark pair invariant mass distribution for the SetA selection, for the
VBF and GF H→ bb̄ signal at mH =125 GeV. The VBF and GF contributions are weighted with their
respective cross sections and stacked. The total histogram is scaled to the expected number of events.
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their uncertainties. The Gaussian top shape, the Z/W+jets shape and the signal shape (both
a Crystal ball + polynomial shape) are derived from simulation, and all include two nuisance
parameters kJES and kJER that modify the signal scale and resolution. The scale and resolution
are allowed to vary within 2 and 10% of their expected value, respectively, the uncertainties
resulting from the Z boson fit.

A binned maximum likelihood fit with bin size 0.1 GeV is performed to data, in the [80,200] GeV
mass window, simultaneously in all event categories of SetA and SetB. The uncertainties taken
into account in the global fit will be discussed further in section 9.5.

9.4.6 Bias studies

A Bias study for the Bernstein polynomial order

The bias study as performed to determine the order of the Bernstein polynomial for the Z boson
fit is repeated for the Higgs boson fit. The study is done separately for the SetA and SetB
selections, i.e. one simultaneous fit is performed for all categories of the SetA selection, and
another simultaneous fit is performed for all categories of the SetB selection. For each fit, the
full fit model as described in section 9.4.5 is taken into account, including a QCD component
(which is varied), the top and Z/W+jets components, and the signal component.

As in the Z boson bias study, pseudo-experiments are generated using various QCD parametrisa-
tions, and are then refitted with a binned maximum likelihood fit, using Bernstein polynomials
of varying orders for the QCD component; each time this is done once for SetA and once for
SetB. The entire procedure is repeated for signal injections from zero to four times the standard
model expectation. The list of QCD parametrisations used in the generating and fitting stages
is given in Table 9.9.

For each fitted pseudo-dataset the bias on the signal strength is determined, defined as the
difference between the measured amount of signal and the injected amount of signal. It is found
that for the Higgs boson fit, for SetA, a 5th order Bernstein polynomial is required to constrain
the bias, while for SetB, a 4th order one is sufficient. Figure 9.24 shows the signal bias as
of function of the injected signal and as a function of the Higgs boson mass, for a fit model
with a 5th (SetA) or 4th (SetB) order Bernstein polynomial QCD component, and for various
alternate generating models.

During the bias study for the Bernstein polynomial order also the fit range was optimised to
[80,200] GeV, to guarantee minimal bias and good sensitivity.
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Table 9.9: List of alternate QCD parametrisations, included in the full fit model, used for pseudo-data
generation and fitting, for the Higgs boson fit Bernstein polynomial order bias study.

Generating functions

expPow(x) (x− 30)a · exp (−bxc)
modG(x) exp (−ax) · erfc(b− cx)

tanh(x) a− tanh(b ·x− c)
sine(x) 1 + a · sin(b ·x− c)

Fitting functions

B4(x)
4∑

ν=0
βνbν,4(x)

with bν,n(x) =

(
n

ν

)
xν(1− x)n−νB5(x)

5∑
ν=0

βνbν,5(x)

B6(x)
6∑

ν=0
βνbν,6(x)

B Bias study for the transfer functions

Another study of the robustness of the fitting procedure is performed, verifying that the use of
a transfer function (between a reference category and other categories) of a specific order does
not introduce a significant bias in the fitted signal strength. The study uses the full fit model as
described in section 9.4.5.

In the same manner that for the QCD distribution the underlying model cannot be determined
from physics arguments, also the definitive shape of the residual invariant mass distribution
shape differences between the event categories, described by the transfer functions, is not known.
It is necessary to make sure the final fit model uses a fit function that can describe the shapes
and fit signal without bias no matter what the true underlying model is. To do so, a bias
study is executed similar to the bias studies determining the required order of the Bernstein
polynomials used for the QCD component (cf. sections 9.3.8 and 9.4.6A).

Again pseudo-datasets are generated using alternate models, and are then refit using various
fit models. The study is performed separately for the SetA and SetB selections, since in the
data distributions for both selections indicate that there are differences in slope and possible
curvature of the transfer function. The SetB dataset shows larger variations than the SetA one,
so the SetB results will most likely be more affected by the choice of transfer function.

Three alternate models are used to generate pseudo-datasets. They are copies of the full fit
model, with changes in the way the transfer function is set up. The three options are: a linear or
quadratic polynomial with constrained parameters (FixPOL1 and FixPOL2), or an exponential
function (Expo). The parameters of the functions are allowed to vary within the error taken
from an independent fit of the transfer functions, performed before the global fit.
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Four different models are used to fit the generated pseudo-experiments. On one hand the linear
and quadratic polynomials with constrained parameters (FixPOL1 and FixPOL2) are again
tested as transfer functions in the full fit model, while on the other hand linear and quadratic
polynomials with free parameters (POL1 and POL2) are tested. In the latter case, the transfer
function parameters are left completely free, and fit at the same time as the full model, in the
global fit.

For each fitted pseudo-dataset the bias on the signal strength is determined, defined as the
difference between the measured amount of signal and the injected amount of signal. The use of
the different models and the outcome of the different combinations is illustrated schematically
in Table 9.10. Figures 9.25 and 9.26 show the fitted signal strength for each alternate generating
function, fitted using the different fit functions, for SetA and SetB.

Comparing the different outcomes, a few remarks can be made:

• The additional degree-of-freedom for quadratic polynomials worsens the RMS of the
measurements compared to the matching linear polynomial (compare left/right frames of
Fig. 9.25 or 9.26).

• For SetA, the choice of transfer function only matters very little: the bias falls well below
20% of the RMS value in all cases; it is however visibly smaller using free transfer functions
(cf. Fig. 9.25).

• For SetB, fit models with constrained parameters show bias between linear and quadratic
alternates (linear can’t fit quadratic and quadratic can’t fit linear). Also, linear transfer
functions turn out to be inadequate, no matter whether they are constrained or free. In
Fig. 9.26 only the bottom right option proves to be good.

Adding up these considerations, the best choice for the transfer functions is one with free
parameters, of the lowest order that doesn’t introduce any bias. For SetA this is a linear
polynomial with free parameters, while for SetB a quadratic polynomial is required.

Figure 9.27 shows a cross check fit, simultaneous in all categories (SetA plus SetB), using the
fit model with transfer functions as chosen from the study: linear for SetA and quadratic for
SetB. Also for the full fit, the bias is constrained with 20% of the RMS value.
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Table 9.10: List of functions, included in the full fit model, used for pseudo-data generation and fitting,
for the Higgs boson fit transfer function bias study.

Functions used for pseudo-data generation

FixPOL1 FixPOL2 Expo

p0 + p1x p0 + p1x + p2x
2 exp (p0 + p1x)

SetA SetB SetA SetB SetA SetB

Functions
used for
fitting

FixPOL1 p0 + p1x X X X × X X

FixPOL2 p0 + p1x + p2x
2 X × X X X ×

POL14 1 + p′1x XX X XX × XX X

POL24 1 + p′1x + p′2x
2 XX XX XX XX XX XX
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Figure 9.25: Fitted signal strength for the alternate pseudo-datasets, fitted with the different fit
models, for the SetA selection. Each figure shows the result for each alternate generating function. The
fits were done using a constrained linear transfer function (top left), a constrained quadratic one (top
right), a free linear one (bottom left), and a free quadratic one (bottom right). The yellow bands show
the RMS, with the dashed lines indicating 20% RMS.

4For technical reasons, when the function parameters are left free, functions have to be implemented in the
form (1 + p′1x + . . .), where the normalisation gets absorbed in the global normalisation. If not done like
that, the fits will fail because the normalisation cannot be determined.
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Figure 9.26: Fitted signal strength for the alternate pseudo-datasets, fitted with the different fit
models, for the SetB selection. Each figure shows the result for each alternate generating function. The
fits were done using a constrained linear transfer function (top left), a constrained quadratic one (top
right), a free linear one (bottom left), and a free quadratic one (bottom right). The yellow bands show
the RMS, with the dashed lines indicating 20% RMS.
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Figure 9.27: Fitted signal strength for the alternate pseudo-datasets for all categories together, using
a linear free polynomial for the SetA categories and a quadratic free polynomial for the SetB categories.
The yellow bands show the RMS, with the dashed lines indicating 20% RMS.
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9.5 Systematic uncertainties

The systematic uncertainties identified for the VBF H→ bb̄ analysis can be divided into three
groups: uncertainties affecting the background, uncertainties affecting the signal, and theory
uncertainties. For each uncertainty we briefly discuss what its impact is on the signal or
background processes, and where relevant how it was evaluated. The final values of each
uncertainty, as used in the global fit, are listed in Table 9.11.

9.5.1 Uncertainties affecting the background

The largest uncertainty by far follows from the QCD background description: both the shape and
normalisation parameters are free and left to be determined in the global fit; the uncertainties
follow from the post-fit covariance matrix. Additional uncertainties can be identified for the top
and Z/W+jets background components: their normalisation is left to float within 30% of the
expected values.

9.5.2 Uncertainties affecting the signal

The uncertainties affecting the signal are evaluated separately for the VBF H→bb̄ signal and
for the GF H→bb̄ signal, using the simulated samples with mH =125 GeV. They can affect
both the signal acceptance and the shape of the multivariate discriminant output, which may
lead to (anti)correlation between the event categories.

• Jet energy scale and resolution: To study this uncertainty the JES and JER are
varied according to their measured values [96], after which the events are reinterpreted.
The effect on the b-quark pair invariant mass distribution normalisation and shape are
evaluated separately. Figures 9.28 and 9.29 show the acceptance uncertainty due to the
jet energy scale and resolution variation respectively, per category, for both the SetA and
SetB selections, for the VBF H→bb̄ signal; the shape uncertainty due to the jet energy
scale variation is shown in Fig. 9.30. Figures 9.31, 9.32 and 9.33 show the same results for
the GF H→ bb̄ signal. The 10% for the shape uncertainty due to the jet energy resolution
variation was evaluated from Z+jets data in the jet transverse momentum regression
validation study (cf. section 8.1.1).

• Jet flavour tagging: The uncertainty due to b-tagging and quark/gluon tagging is studied
by performing a reshaping of the tagging discriminants (CSV and QGL discriminants, cf.
sections 5.2.4 and 5.2.5), covering any observed differences between data and simulation.
The result is shown in Figs. 9.34 to 9.37. The effect on the signal acceptance is largest for
the CSV discriminant reshaping, since b-tagging is used in both the event selection and as
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an input to the main analysis multivariant discriminant, while QGL tagging is only used
for the discriminant.

• Trigger: The trigger uncertainty affects the signal acceptance and is derived from the
uncertainty on the data vs. simulation trigger efficiency scale factors (cf. section 7.3). The
two dimensional scale factor distributions are convoluted with matching two dimensional
signal distribution maps, and the uncertainties are evaluated per event category. The
result is shown for both the SetA and SetB selections, in Fig. 9.38 for the VBF H→bb̄
signal, and in Fig. 9.39 for the GF H→ bb̄ signal.

• Luminosity: the integrated luminosity uncertainty is taken equal to the default CMS
value of 2.6%.

• Branching fraction (H→ bb̄): the uncertainty on the H→bb̄ branching fraction is
taken from the handbook of LHC Higgs cross sections [143].

Table 9.11: Sources of systematic uncertainty and their impact on the shape and normalisation of the
background and signal processes. All values are given in %.

Background uncertainties

QCD shape parameters determined by the fit

QCD bkg. normalisation determined by the fit

Top quark bkg. normalisation 30

Z/W+jets bkg. normalisation 30

Uncertainties affecting the signal VBF signal GF signal

JES (signal shape) 2

JER (signal shape) 10

Integrated luminosity 2.6

Branching fraction (H→ bb̄) 2.4–4.3

JES (acceptance) 6–10 4–12

JER (acceptance) 1–4 1–9

b-jet tagging 3–9 3–10

Quark/gluon-jet tagging 1–3 1–3

Trigger 1–6 5–20

Theory uncertainties VBF signal GF signal

UE & PS 2–7 10–45

PDF (global) 2.8 7.5

PDF (categories) 1.5–3 3.5–5

Scale variation (global) 0.2 7.7–8.1

Scale variation (categories) 1–5 1–5
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Figure 9.28: Jet energy scale uncertainty per category for the SetA (left) and SetB (right) selections,
for the VBF H→ bb̄ simulated sample with mH =125 GeV.
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Figure 9.29: Jet energy resolution uncertainty per category for the SetA (left) and SetB (right)
selections, for the VBF H→ bb̄ simulated sample with mH =125 GeV.
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Figure 9.30: Effect of the jet energy scale uncertainty on the shape of the b-quark pair invariant mass
for the SetA (left) and SetB (right) selections, for the VBF H→ bb̄ simulated sample with mH =125 GeV.
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Figure 9.31: Jet energy scale uncertainty per category for the SetA (left) and SetB (right) selections,
for the GF H→ bb̄ simulated sample with mH =125 GeV.
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Figure 9.32: Jet energy resolution uncertainty per category for the SetA (left) and SetB (right)
selections, for the GF H→ bb̄ simulated sample with mH =125 GeV.
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Figure 9.33: Effect of the jet energy scale uncertainty on the shape of the b-quark pair invariant mass
for the SetA (left) and SetB (right) selections, for the GF H→ bb̄ simulated sample with mH =125 GeV.
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Figure 9.34: Effect of the CSV discriminant reshaping on the BDT output, per event category, for the
SetA (left) and SetB (right) selections, for the VBF H→ bb̄ simulated sample with mH =125 GeV.
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Figure 9.35: Effect of the CSV discriminant reshaping on the BDT output, per event category, for the
SetA (left) and SetB (right) selections, for the GF H→ bb̄ simulated sample with mH =125 GeV.

E
ve

nt
s 

/ C
at

eg
or

y

0.0

0.1

0.2

0.3

0.4

0.5

0.6
Set A selection  (8 TeV)-119.8 fb

VBF sampleQGL shift
Nominal
Variation

BDT output
1.0− 0.5− 0.0 0.5 1.0

va
ria

tio
n 

/ n
om

in
al

0.9

1.0

1.1

E
ve

nt
s 

/ C
at

eg
or

y

0.0

0.1

0.2

0.3

0.4

0.5

0.6
QGL shift

Nominal
Variation

Set B selection  (8 TeV)-118.3 fb

VBF sample

BDT output
1.0− 0.5− 0.0 0.5 1.0

va
ria

tio
n 

/ n
om

in
al

0.9

1.0

1.1

Figure 9.36: Effect of the QGL discriminant reshaping on the BDT output, per event category, for the
SetA (left) and SetB (right) selections, for the VBF H→ bb̄ simulated sample with mH =125 GeV.
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Figure 9.37: Effect of the QGL discriminant reshaping on the BDT output, per event category, for the
SetA (left) and SetB (right) selections, for the GF H→ bb̄ simulated sample with mH =125 GeV.
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Figure 9.38: Trigger efficiency scale factor distributions convoluted with the signal distribution, per
category, for the VBF H→ bb̄ simulated sample with mH =125 GeV.
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Figure 9.39: Trigger efficiency scale factor distributions convoluted with the signal distribution, per
category, for the GF H→ bb̄ simulated sample with mH =125 GeV.
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9.5.3 Theory uncertainties

The theory uncertainties affect all simulated samples, including the signal samples. All uncer-
tainties are determined separately per event category of the SetA and SetB selections, and for
the VBF and GF H→ bb̄ signal.

• Cross section: the production cross section or global scale uncertainty is taken from the
handbook of LHC Higgs cross sections [143]. The values for mH =125 GeV are 2.8% for
VBF production, and 8% for GF production.

• Underlying event: the uncertainty due to the underlying event and parton shower
modelling is computed using an alternate showering model: the original hard processes
generated using the Powheg Monte Carlo generator, were reshowered using the Pythia 8
generator instead. The result is compared to the original Pythia 6 version, and is shown
in Figs. 9.40 and 9.41.

• PDFs and αS: the uncertainty due to PDFs and αS can be split into a global effect and
a residual effect specific to the phase space used. The global uncertainties are taken from
the handbook of LHC cross sections [143]. The residual effect is evaluated according to the
PDF4LHC recommendations [144,145]: uncertainties are computed covering the CT10,
MSTW2008 and NNPDF2.3 PDFs, and the total uncertainty is taken as the envelope
around all contributions, as shown in Figs. 9.42 and 9.43.

• Scale variation: the effect of the factorisation and renormalisation scale uncertainties on
the acceptance was evaluated by introducing 0.5-2 times variations to the scales, using the
Powheg Monte Carlo generator.

All these systematic uncertainties are considered in the global fit, the results of which are
presented in the following chapter 10.
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Figure 9.40: Effect of the underlying event variation on the BDT output, per event category for the
SetA (left) and SetB (right) selections, for the VBF H→ bb̄ simulated sample with mH =125 GeV.
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Figure 9.41: Effect of the underlying event variation on the BDT output, per event category for the
SetA (left) and SetB (right) selections, for the GF H→ bb̄ simulated sample with mH =125 GeV.
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Figure 9.42: Fractional PDF uncertainty per category for the SetA (left) and SetB (right) selections,
for the VBF H→ bb̄ simulated sample with mH =125 GeV.
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Figure 9.43: Fractional PDF uncertainty per category for the SetA (left) and SetB (right) selections,
for the GF H→ bb̄ simulated sample with mH =125 GeV.
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Chapter 10

Results

10.1 Results of the Higgs boson fit

A binned maximum likelihood fit is performed simultaneously in all event categories of the SetA
and SetB selections, testing both the background only and the background plus signal hypotheses.
The full dataset, recorded at a centre-of-mass energy

√
s = 8 TeV, corresponds to an integrated

luminosity of 19.8 fb−1. For the global fit, the full fit model is used as described in section 9.4.5,
including all systematic uncertainties discussed in section 9.5 as nuisance parameters. The
global fit is repeated for each of the five Higgs boson mass hypotheses (115-135 GeV). In this
chapter, the results are presented for the main mass point, mH =125 GeV; matching figures
for the remaining mass points are given in appendix C. The fitted distributions, including the
curves for the QCD background, the total background, and the total signal plus background,
are shown in Figs. 10.1a and 10.1b for SetA and SetB; also the background-subtracted results
are shown.

Limits on the signal strength are derived using the modified CLS method; the results are listed
in Table 10.1 and shown in Fig. 10.2. An excess is observed with respect to the expected values,
for all mass points. The observed limit ranges from 5.5 to 5.8 between the lowest and the highest
mass point, while the expected limit ranges between 2.2 and 3.7. The injected limit, i.e. the
expected limit in the presence of a standard model Higgs boson with mH =125 GeV, is also
given.

Table 10.1: Summary of the upper limits on the signal cross section times branching ratio, the
significance, the p-value, and the best fitted signal strength, in units of σSM, for the Higgs boson fit.

mH (GeV) Exp. limit Obs. limit Inj. limit Fitted µ

115 2.16 4.99 2.95 2.81+1.25
−1.10

120 2.26 5.26 3.04 2.88+1.36
−1.19

125 2.55 5.48 3.33 2.79+1.53
−1.35

130 2.82 5.04 3.59 2.17+1.61
−1.44

135 3.73 5.82 4.43 2.17+2.01
−1.83

mH (GeV) Exp. sign. Obs. sign. Exp. p-value Obs. p-value

115 1.00 2.67 0.159 0.0037
120 0.95 2.56 0.171 0.0052
125 0.83 2.18 0.203 0.0146
130 0.74 1.56 0.229 0.0558
135 0.56 1.23 0.286 0.111
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Figure 10.1a: Simultaneous fit of the signal plus background models to the b-quark pair invariant
mass distributions in all categories of the SetA and SetB selections, for a VBF H→bb̄ signal with
mH =125 GeV. The top panels show the data (black markers), as well as the fitted curves: QCD
background (green dash-dotted), total background (black dashed) and total signal plus background (blue
solid). The bottom panels show the background-subtracted result, with one and two standard deviation
uncertainty bands (yellow and green bands), and the fitted signal (red solid).

The result corresponds to an observed significance of 2.2 standard deviations, for an expected
significance of 0.8 standard deviations. The significance is illustrated in Fig. 10.3, which shows
the expected and observed likelihood profile of the signal strength for the mH =125 GeV Higgs
boson mass hypothesis. The significances and matching p-values for all mass hypotheses are
shown in Fig. 10.4.

The best fitted signal strength is µ = σ/σSM = 2.8+0.53
−0.35. This is compatible with the standard

model expectation of µ = 1 at the 8% level, as is illustrated in Fig. 10.5. To determine the
compatibility, pseudo-experiments are generated and fitted, and the integrated probability is
computed.

Figure 10.6 then shows the post-fit nuisance pulls and uncertainties for the global fit in all
categories, defined as (post-fit value - pre-fit value) / pre-fit value.
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Figure 10.1b: Continued from Fig. 10.1a
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Further tests are executed probing the contribution of all individual event categories. Figure
10.7 shows the signal strength for each category. The global fit result is largely constrained by
CAT2, CAT3 and CAT6, the most signal-like categories of both the SetA and SetB selections.
In addition, the limits on the signal strength were derived excluding one or more categories.
Figure 10.8 shows the upper limit per dataset, with either SetA or SetB excluded from the fit.
The same is done excluding one category at a time in Fig. 10.9; reference categories CAT0 and
CAT4 cannot be excluded, since they are required for the derivation of a QCD template.
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Figure 10.6: Post-fit nuisance pulls (top) and uncertainties (bottom) for the simultaneous fit of the
b-quark pair invariant mass distribution in all categories of the SetA and SetB selections, for Higgs
boson mass hypothesis mH =125 GeV.
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Figure 10.7: Fitted signal strength for each individual category and for all categories combined, in
units of the SM expected cross section, µ = σ/σSM, for Higgs boson mass hypothesis mH =125 GeV.
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Figure 10.8: Expected and observed 95% confidence level limits on the signal cross section times
branching ratio, in units of the SM expected cross section, as a function of the Higgs boson mass, using
only the categories of SetA (CAT0-3, left) or SetB (CAT4-6, right).
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Figure 10.9: Expected and observed 95% confidence level limits on the signal cross section times
branching ratio, in units of the SM expected cross section, as a function of the Higgs boson mass,
excluding one category at a time: CAT1 (top left), CAT2 (top right), CAT3 (centre), CAT5 (bottom
left) and CAT6 (bottom right). Reference categories CAT0 and CAT4 cannot be excluded.
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10.2 Combination with other H→ bb̄ results

Next to the VBF H→bb̄ analysis described in this thesis, searches have also been performed
by the CMS collaboration for the H→ bb̄ signal in the VH [120] and tt̄H [121,122] production
modes. The results of all three searches are combined by performing one global fit, which takes
into account the correlations between the systematic uncertainties of the individual analyses.
For the fit the data selections of each analysis were verified to be exclusive, such that no data is
double-counted.

Before performing the combined fit, the fits of each individual analysis are repeated as a cross
check. The results are listed in Table 10.2 for the mH =125 GeV mass point, and are fully
compatible with the original results. The expected significance indicates that the new VBF
H→bb̄ result is expected to be the second largest contribution to the combination, after the
VH result, and before the tt̄H result.

Table 10.2: Summary of the upper limits on the signal cross section times branching ratio, the
significance, and the best fitted signal strength, in units of σSM, for the individual channels of the H→ bb̄
combination.

Channel Exp. limit Obs. limit Exp. Sign. Obs. Sign. Fitted µ

VH→ bb̄ 0.85 1.68 2.52 2.08 0.89+0.46
−0.44

tt̄H→ bb̄ 3.48 4.09 0.58 0.37 0.67+1.82
−1.81

VBF H→ bb̄ 2.55 5.48 0.83 2.18 2.79+1.53
−1.35

Combined 0.78 1.77 2.70 2.55 1.04+0.44
−0.42

The results of the combined fit are then summarised in Table 10.3. The fit yields a best-fitted
signal strength µ = σ/σSM = 1.04+0.44

−0.42, compatible with the standard model expectation of
µ = 1. The expected and observed limits on the cross section times branching ratio are included
in Table 10.3 and shown in Fig. 10.10. The observed limit ranges from 1.5 to 3.2 between the
lowest and the highest mass point (115-135 GeV), while the expected limit ranges between 0.7
and 1.4.

The observed significance of the combined result is 2.6 standard deviations, for an expected
significance of 2.7 standard deviations. Figure 10.11 shows the expected and observed likelihood
profiles of the signal strength, for all channels of the H→bb̄ combination separately and the
combined result itself. The significances and matching p-values of the combined result are given
for all mass points in Fig. 10.12.
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Table 10.3: Summary of the upper limits on the signal cross section times branching ratio, the
significance, the p-value, and the best fitted signal strength, in units of σSM, for the H→ bb̄ combination.

mH (GeV) Exp. limit Obs. limit Fitted µ

115 0.66 1.45 0.83+0.38
−0.35

120 0.72 1.73 1.06+0.43
−0.44

125 0.78 1.77 1.04+0.44
−0.42

130 1.01 2.72 1.72+0.58
−0.56

135 1.35 3.17 1.89+0.96
−0.89

mH (GeV) Exp. sign. Obs. sign. Exp. p-value Obs. p-value

115 3.01 2.37 0.00129 0.00901
120 2.93 2.74 0.00128 0.00312
125 2.70 2.57 0.00346 0.00513
130 2.03 3.21 0.0214 0.000655
135 1.68 2.54 0.0465 0.00561
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Figure 10.10: Expected and observed 95% confidence level limits on the signal cross section times
branching ratio, in units of the SM expected cross section, as a function of the Higgs boson mass, for
the H→ bb̄ combination.



190 Results

µ
-3 -2 -1 0 1 2 3 4 5

 ln
 L

∆
-2

 

0

1

2

3

4

5

6
VH exp. H exp.tt VBF exp. Combined exp.
VH obs. H obs.tt VBF obs. Combined obs.

 (7 TeV)-1 (8 TeV) + 5.1 fb-119.8 fb

σ1

σ2

Figure 10.11: Expected and observed likelihood profile of signal strength µ = σ/σSM, for Higgs boson
mass hypothesis mH =125 GeV, for the H→ bb̄ combination.

Higgs boson mass (GeV)
115 120 125 130 135

p-
va

lu
e

-410

-310

-210

-110

1

Expected
Observed

 (7 TeV)-1 (8 TeV) + 5.1 fb-119.8 fb

σ1

σ2

σ3

Higgs boson mass (GeV)
115 120 125 130 135

S
ig

ni
fic

an
ce

0

1

2

3

4

5

Expected
Observed

 (7 TeV)-1 (8 TeV) + 5.1 fb-119.8 fb

σ1

σ2

σ3

σ4

Figure 10.12: Expected and observed p-value (left) and significance (right), for Higgs boson mass
hypothesis mH =125 GeV, for the H→ bb̄ combination.



191



192



Chapter 11

Summary and Outlook

The analysis presented in this thesis is the search for the standard model Higgs boson, produced
by vector boson fusion, and decaying to bottom quarks [116]. The search was executed using
collision data from the LHC experiment, collected by the CMS detector in 2012, during LHC
Run I, at a centre-of-mass energy

√
s = 8 TeV. The dataset corresponds to an integrated

luminosity of 19.8 (nominal) + 18.3 (parked) fb−1.

The standard model Higgs boson was first observed by CMS in the γγ, ZZ and WW decay
channels. Search have been performed in the bb̄ decay channel as well, using the VH and tt̄H
production modes, but so far no conclusive H→ bb̄ observation has been made. While it has a
much larger production cross section times branching ratio, the sensitivity of the VBF H→ bb̄
analysis is lower than that of the other H→ bb̄ channels, due to the fact that it considers a fully
hadronic final state. Still, an H→ bb̄ analysis in the VBF production mode has the potential of
adding the required sensitivity to build towards an observation of the Higgs boson decaying to
fermions. It is also the first all hadronic final state Higgs boson search at the LHC.

The largest challenge of the VBF H→ bb̄ analysis is the very large QCD background to the all
hadronic final state. The analysis strategy consists of three stages. First, data is selected online
using dedicated triggers, exploiting the specific properties of the VBF mechanism as well as
using b-tagging; offline, an additional set of preselection criteria is applied, chosen according
to the measured trigger efficiency. Secondly, additional variables are constructed, building on
properties of signal and background components; a large set of input variables showing good
discriminating power are then used to train a multivariate signal versus background discriminant.
This last step is done avoiding any correlation to the b-quark pair invariant mass, such that in
the third and final stage, a fit of the invariant mass spectrum can be made.

I have been part of the VBF H→bb̄ group since the start of the analysis in 2011, at the
beginning of my PhD. A first rough version of the analysis was completed in 2013, but it
took until mid 2015 before the second, optimised version was published. At all times, I was
involved in writing the documentation, presenting the results to the wider collaboration, and
getting the paper ready for publication. I contributed to the development of the dedicated VBF
H→bb̄ trigger, and was responsible for evaluating trigger efficiencies and determining data
vs. simulation trigger scale factors once data taking had started. The trigger efficiency studies
were also relevant in the optimisation of the offline preselection criteria. After my work on the
trigger, I validated the selected datasets by constructing data versus simulation comparisons.
In the second half of my PhD, I focused on the global fit of the invariant mass spectrum, the
third stage of the analysis. During the development stages of the fit framework, I worked on
the derivation and optimisation of fit templates for the signal and background components, the
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implementation of transfer functions for the QCD background templates. In addition, I was
involved in the validation of the fit procedure, more specifically in the bias studies that were
performed for the polynomial order of the QCD background template and the transfer functions.
Once the fit framework was set up, I evaluated various systematic uncertainties which were to
be considered in the global fit, including the uncertainties on the jet energy scale and resolution,
the uncertainties due to the trigger, and the PDF uncertainties. Once all inputs were ready, I
performed the simultaneous binned maximum likelihood fits of the invariant mass spectrum,
derived upper limits on the production cross section times branching ratio and determined the
significance of the fit results. Finally, I was involved in the H→bb̄ combination analysis: I
studied the systematics of the three contributing analyses to identify correlations, and prepared
input configurations for the combined global fit.

The VBF H→bb̄ analysis yields a best-fitted signal strength µ = 2.8+1.5
−1.4, with an observed

significance of 2.2 standard deviations (the expected significance is 0.8 standard deviations).
The compatibility of such an observation with the standard model expectation of µ = 1 is 8%.
Upper limits were set on the production cross section times branching ratio, in the 115-135 GeV
mass range. An excess is observed for all mass points: the expected limits range between 2.2
and 3.7, while the observed limits range between 5.0 and 5.8. The significance of this result is
not large enough to claim an observation of the Higgs boson in the VBF H→ bb̄ channel.

The best-fitted signal strength for the H→bb̄ combination, combining the VH, tt̄H and VBF
production modes, is 1.0 ± 0.4, with observed (expected) significance of 2.6 (2.7) standard
deviations.

More recently, also a combination of the bb̄ + ττ results was performed, which finds a best-fitted
signal strength µ = 0.9 + 0.2, with an observed (expected) significance of 4.2 (4.7) standard
deviations [146]. With this combination, the CMS collaboration has provided the first tentative
proof of the Higgs boson decaying to fermions.

Looking forward, the search for the Higgs boson decaying to bb̄ in the VBF production mode
will be continued at the LHC. The additional data at higher centre-of-mass values, should make
a 5σ observation of the Higgs boson decay to fermions possible in the near future. In general,
many studies performed during LHC Run II will aim to measure in detail the properties of the
observed boson: spin, parity, width (lifetime), and cross section. After that, and also already at
the same time, the way lies open for searches for additional Higgs bosons, Dark Matter, and
more exotic New Physics.



195



196



Appendix A

Event interpretation discriminant

In the implementation of the b-likelihood event interpretation discriminant, a coding mistake
led to the wrong values being filled for the b-tag and pseudorapidity rank of the jets. Effectively,
only two of the four inputs to the discriminant had real merit, the other two were insignificant.
As a result, the gain obtained from the use of the event discriminant, was smaller than it could
have been. The result with the suboptimal discriminant however, was still better than it would
have been had the simple b-tag ordering interpretation been used. For completeness, the event
discriminant input variables and performance with the corrected implementation is shown in
Figs. A.1-A.4. Due to time limitations, it is not feasible to also evaluate the effect of this change
on the entire analysis chain.
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Figure A.1: Input variables for the event interpretation b-likelihood discrimininant, for SetA (after
trigger selection). Signal consists of jets matched to b-partons, background contains all other jets; using
the VBF H→ bb̄ signal sample for mH =125 GeV. (corrected)
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Appendix B

Data vs. simulation comparisons: top
control sample

As mentioned in section 8.3, an additional set of comparison plots is constructed for a phase space
region where the QCD background contribution is greatly suppressed, allowing the validation of
simulation samples without needing to take into account the leading order limitations of the
QCD simulation sample. Especially for important distributions such as the multivariate signal
vs. background discriminant output and the b-quark pair invariant mass, having a validation in
a second phase space is interesting.

The chosen alternative selections (TopA and TopB) ask for exactly one lepton (with isolation <
0.15, tight lepton ID, pT > 20 GeV and |η| < 2.4), Emiss

T > 45 GeV, and respectively the standard
SetA and SetB selection. This leads to a tt̄ dominated sample, with some contribution from
single-top events. QCD multijet events are suppressed by the lepton and Emiss

T requirements,
W(lν)+jets events are suppressed by the b-tagging and jet multiplicity requirements, and
Z(ll)+jets events are suppressed by the veto on additional leptons and the Emiss

T requirements.

B.1 Set A selection (top control region)

Figures B.1-B.7 show the comparisons for the TopA selection. The following groups of variables
are included:

• qq′ system properties (Fig. B.1)

• bb̄ system properties (Fig. B.2)

• QGL discriminant output (Fig. B.3)

• b-likelihood scores (Fig. B.4)

• CSV b-tag values (Fig. B.5)

• hadronic activity (Fig. B.6)

• multivariate discriminants (Fig. B.14)

The agreement observed between data and simulation is good in all distributions, except for the
ones related to the additional hadronic activity (Fig. B.6). This can largely be attributed to the
choice of the underlying event model in the simulation, which doesn’t describe the additional
hadronic activity in the tt̄ sample very well. The observed activity is lower than expected, which
makes the data look more signal-like. This is confirmed by the multivariate discriminant output
distribution (Fig. B.7).
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B.2 Set B selection (top control region)

Figures B.8-B.14 show the comparisons for the TopB selection. The following groups of variables
are included:

• qq′ system properties (Fig. B.8)

• bb̄ system properties (Fig. B.9)

• QGL discriminant output (Fig. B.10)

• b-likelihood scores (Fig. B.11)

• CSV b-tag values (Fig. B.12)

• hadronic activity (Fig. B.13)

• multivariate discriminants (Fig. B.14)

Also in the top control region the same conclusions can be drawn for the TopB selection
comparisons as for the TopB selection ones. The overall agreement between data vs. background
simulation is good, except in the additional hadronic activity distributions (Fig. B.13).
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Figure B.1: Kinematic properties of the qq′ system (pseudorapidity separation, invariant mass, angular
separation, and angle with the bb̄ system, for the TopA selection.
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Figure B.2: Kinematic properties of the bb̄ system (angular separation, invariant mass, pseudorapity,
and transverse momentum), for the TopA selection.
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Figure B.3: Distribution of the quark-gluon likehood discriminant value of the jets, ordered by
b-likelihood value, for the TopA selection.
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Figure B.4: Distributions of the b-likelihood discriminant values of the jets, ordered by b-likelihood
discriminant value, for the TopA selection.
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Figure B.5: CSV b-tag value distributions of the two leading b-jets, ordered by CSV b-tag value, for
the TopA selection.
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Figure B.6: Soft track activity momentum sum and multiplicity distributions, for the TopA selection.
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Figure B.7: Multivariate discriminant output values (BDT and Fisher discriminant), for the TopA
selection.
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Figure B.8: Kinematic properties of the qq′ system (pseudorapidity separation, invariant mass, angular
separation, and angle with the bb̄ system, for the TopB selection.
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Figure B.9: Kinematic properties of the bb̄ system (angular separation, invariant mass, pseudorapity,
and transverse momentum), for the TopB selection.
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Figure B.10: Distribution of the quark-gluon likehood discriminant value of the jets, ordered by
b-likelihood value, for the TopB selection.
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Figure B.11: Distributions of the b-likelihood discriminant values of the jets, ordered by b-likelihood
discriminant value, for the TopB selection.
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Figure B.12: CSV b-tag value distributions of the two leading b-jets, ordered by CSV b-tag value, for
the TopB selection.
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Figure B.13: Soft track activity momentum sum and multiplicity distributions, for the TopB selection.
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Figure B.14: Multivariate discriminant output value (BDT), for the TopB selection.



Appendix C

Alternate Higgs boson mass hypotheses
in the VBF H→ bb̄ search

The global fit for the VBF H→bb̄ analysis was performed for five different Higgs boson mass
hypotheses, mH =115-135 GeV, in steps of 5 GeV. The signal templates and results for the
main mass point, mH =125 GeV, were given in section 9.4.4 and section 10.1 respectively.

The first section of this appendix lists the signal templates for the remaining mass points: Figs.
C.1 to C.8.

In the second section, the results for the remaining mass points are given. Figures C.9a to C.12b
show the fitted distributions, Figs. C.13 to C.16 summarise the nuisance parameters, and Figs.
C.17 and C.18 illustrate the contributions of the individual categories to each fit.

207



208 Alternate Higgs boson mass hypotheses in the VBF H→ bb̄ search

 (GeV)
bb

m
80 100 120 140 160 180 200

E
ve

nt
s 

/ (
2.

5 
G

eV
)

0

2

4

6

8

10

12 VBF
GF

 = 115 GeVHm

CAT0
Signal template

 0.1±m = 115.9 
 0.1± = 10.8 σ

FWHM = 26.12

 = 115 GeVHm

CAT0
Signal template

 0.1±m = 115.9 
 0.1± = 10.8 σ

FWHM = 26.12

Set A selection  (8 TeV)-119.8 fb

 (GeV)
bb

m
80 100 120 140 160 180 200

E
ve

nt
s 

/ (
2.

5 
G

eV
)

0
2
4

6
8

10
12
14

16

18
20
22 VBF

GF

 = 115 GeVHm

CAT1
Signal template

 0.1±m = 116.1 
 0.1± = 10.4 σ

FWHM = 25.08

 = 115 GeVHm

CAT1
Signal template

 0.1±m = 116.1 
 0.1± = 10.4 σ

FWHM = 25.08

Set A selection  (8 TeV)-119.8 fb

 (GeV)
bb

m
80 100 120 140 160 180 200

E
ve

nt
s 

/ (
2.

5 
G

eV
)

0

1

2

3

4

5

6

7

8 VBF
GF

 = 115 GeVHm

CAT2
Signal template

 0.1±m = 116.5 
 0.1± = 10.1 σ

FWHM = 24.10

 = 115 GeVHm

CAT2
Signal template

 0.1±m = 116.5 
 0.1± = 10.1 σ

FWHM = 24.10

Set A selection  (8 TeV)-119.8 fb

 (GeV)
bb

m
80 100 120 140 160 180 200

E
ve

nt
s 

/ (
2.

5 
G

eV
)

0

1

2

3

4

5

6

7

8
VBF
GF

 = 115 GeVHm

CAT3
Signal template

 0.1±m = 116.7 
 0.1± = 10.0 σ

FWHM = 23.88

 = 115 GeVHm

CAT3
Signal template

 0.1±m = 116.7 
 0.1± = 10.0 σ

FWHM = 23.88

Set A selection  (8 TeV)-119.8 fb

Figure C.1: Templates for the b-quark pair invariant mass distribution for the SetA selection, for the
VBF and GF H→ bb̄ signal at mH =115 GeV.
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Figure C.2: Templates for the b-quark pair invariant mass distribution for the SetB selection, for the
VBF and GF H→ bb̄ signal at mH =115 GeV.
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Figure C.3: Templates for the b-quark pair invariant mass distribution for the SetA selection, for the
VBF and GF H→ bb̄ signal at mH =120 GeV.
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Figure C.4: Templates for the b-quark pair invariant mass distribution for the SetB selection, for the
VBF and GF H→ bb̄ signal at mH =120 GeV.
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Figure C.5: Templates for the b-quark pair invariant mass distribution for the SetA selection, for the
VBF and GF H→ bb̄ signal at mH =130 GeV.
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Figure C.6: Templates for the b-quark pair invariant mass distribution for the SetB selection, for the
VBF and GF H→ bb̄ signal at mH =130 GeV.
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Figure C.7: Templates for the b-quark pair invariant mass distribution for the SetA selection, for the
VBF and GF H→ bb̄ signal at mH =135 GeV.
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Figure C.8: Templates for the b-quark pair invariant mass distribution for the SetB selection, for the
VBF and GF H→ bb̄ signal at mH =135 GeV.



212 Alternate Higgs boson mass hypotheses in the VBF H→ bb̄ search
E

ve
nt

s 
/ 2

.5
 G

eV

6000

8000

10000

12000

14000

16000

18000

20000

22000

 (GeV)
bb

m
80 100 120 140 160 180 200

D
at

a 
- 

B
kg

-400

-200

0

200

400

CAT0
Data Bkg. + signal
Fitted signal Bkg.

 = 115 GeV)
H

(m QCD
  bkg. unc.σ2
  bkg. unc.σ1

Set A selection  (8 TeV)-119.8 fb

E
ve

nt
s 

/ 2
.5

 G
eV

4000

6000

8000

10000

12000

 (GeV)
bb

m
80 100 120 140 160 180 200

D
at

a 
- 

B
kg

-300
-200
-100

0
100
200
300

CAT1
Data Bkg. + signal
Fitted signal Bkg.

 = 115 GeV)
H

(m QCD
  bkg. unc.σ2
  bkg. unc.σ1

Set A selection  (8 TeV)-119.8 fb

E
ve

nt
s 

/ 2
.5

 G
eV

400

600

800

1000

1200

 (GeV)
bb

m
80 100 120 140 160 180 200

D
at

a 
- 

B
kg

-100

-50

0

50

100

CAT2
Data Bkg. + signal
Fitted signal Bkg.

 = 115 GeV)
H

(m QCD
  bkg. unc.σ2
  bkg. unc.σ1

Set A selection  (8 TeV)-119.8 fb

E
ve

nt
s 

/ 2
.5

 G
eV

100

150

200

250

300

350

400

450

 (GeV)
bb

m
80 100 120 140 160 180 200

D
at

a 
- 

B
kg

-50

0

50

CAT3
Data Bkg. + signal
Fitted signal Bkg.

 = 115 GeV)
H

(m QCD
  bkg. unc.σ2
  bkg. unc.σ1

Set A selection  (8 TeV)-119.8 fb

Figure C.9a: Simultaneous fit of the signal plus background models to the b-quark pair invariant
mass distributions in all categories of the SetA and SetB selections, for Higgs boson mass hypothesis
mH =115 GeV. The top panels show the data (black markers), as well as the fitted curves: QCD
background (green dash-dotted), total background (black dashed) and total signal plus background (blue
solid). The bottom panels show the background-subtracted result, with one and two standard deviation
uncertainty bands (yellow and green bands), and the fitted signal (red solid).
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Figure C.9b: Simultaneous fit of the signal plus background models to the b-quark pair invariant
mass distributions in all categories of the SetA and SetB selections, for Higgs boson mass hypothesis
mH =115 GeV. The top panels show the data (black markers), as well as the fitted curves: QCD
background (green dash-dotted), total background (black dashed) and total signal plus background (blue
solid). The bottom panels show the background-subtracted result, with one and two standard deviation
uncertainty bands (yellow and green bands), and the fitted signal (red solid).
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Figure C.10a: Simultaneous fit of the signal plus background models to the b-quark pair invariant
mass distributions in all categories of the SetA and SetB selections, for Higgs boson mass hypothesis
mH =120 GeV. The top panels show the data (black markers), as well as the fitted curves: QCD
background (green dash-dotted), total background (black dashed) and total signal plus background (blue
solid). The bottom panels show the background-subtracted result, with one and two standard deviation
uncertainty bands (yellow and green bands), and the fitted signal (red solid).
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Figure C.10b: Simultaneous fit of the signal plus background models to the b-quark pair invariant
mass distributions in all categories of the SetA and SetB selections, for Higgs boson mass hypothesis
mH =120 GeV. The top panels show the data (black markers), as well as the fitted curves: QCD
background (green dash-dotted), total background (black dashed) and total signal plus background (blue
solid). The bottom panels show the background-subtracted result, with one and two standard deviation
uncertainty bands (yellow and green bands), and the fitted signal (red solid).
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Figure C.11a: Simultaneous fit of the signal plus background models to the b-quark pair invariant
mass distributions in all categories of the SetA and SetB selections, for Higgs boson mass hypothesis
mH =130 GeV. The top panels show the data (black markers), as well as the fitted curves: QCD
background (green dash-dotted), total background (black dashed) and total signal plus background (blue
solid). The bottom panels show the background-subtracted result, with one and two standard deviation
uncertainty bands (yellow and green bands), and the fitted signal (red solid).
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Figure C.11b: Simultaneous fit of the signal plus background models to the b-quark pair invariant
mass distributions in all categories of the SetA and SetB selections, for Higgs boson mass hypothesis
mH =130 GeV. The top panels show the data (black markers), as well as the fitted curves: QCD
background (green dash-dotted), total background (black dashed) and total signal plus background (blue
solid). The bottom panels show the background-subtracted result, with one and two standard deviation
uncertainty bands (yellow and green bands), and the fitted signal (red solid).
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Figure C.12a: Simultaneous fit of the signal plus background models to the b-quark pair invariant
mass distributions in all categories of the SetA and SetB selections, for Higgs boson mass hypothesis
mH =135 GeV. The top panels show the data (black markers), as well as the fitted curves: QCD
background (green dash-dotted), total background (black dashed) and total signal plus background (blue
solid). The bottom panels show the background-subtracted result, with one and two standard deviation
uncertainty bands (yellow and green bands), and the fitted signal (red solid).
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Figure C.12b: Simultaneous fit of the signal plus background models to the b-quark pair invariant
mass distributions in all categories of the SetA and SetB selections, for Higgs boson mass hypothesis
mH =135 GeV. The top panels show the data (black markers), as well as the fitted curves: QCD
background (green dash-dotted), total background (black dashed) and total signal plus background (blue
solid). The bottom panels show the background-subtracted result, with one and two standard deviation
uncertainty bands (yellow and green bands), and the fitted signal (red solid).
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Figure C.13: Post-fit nuisance pulls (top) and uncertainties (bottom) for the simultaneous fit of the
b-quark pair invariant mass distribution in all categories of the SetA and SetB selections, for Higgs
boson mass hypothesis mH =115 GeV.
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Figure C.14: Post-fit nuisance pulls (top) and uncertainties (bottom) for the simultaneous fit of the
b-quark pair invariant mass distribution in all categories of the SetA and SetB selections, for Higgs
boson mass hypothesis mH =120 GeV.
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Figure C.15: Post-fit nuisance pulls (top) and uncertainties (bottom) for the simultaneous fit of the
b-quark pair invariant mass distribution in all categories of the SetA and SetB selections, for Higgs
boson mass hypothesis mH =130 GeV.
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Figure C.16: Post-fit nuisance pulls (top) and uncertainties (bottom) for the simultaneous fit of the
b-quark pair invariant mass distribution in all categories of the SetA and SetB selections, for Higgs
boson mass hypothesis mH =135 GeV.
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and mH =120 GeV (right).
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Samenvatting

Onze huidige kennis van de fundamentele deeltjes en krachten voorkomend in de natuur, is
vervat in het standaardmodel van de deeltjesfysica [1–7]. Een groot aantal theoretische en
experimentele bijdragen, gedaan over vele jaren, hebben samen geleid tot de ontwikkeling van
dit model in de jaren ’60 en ’70. Nog meer metingen hebben in tussentijd ingestaan voor de
validatie ervan. Het standaardmodel bevat fermionen, deeltjes met halfwaardige spin, die de
bouwstenen van alle materie vormen; en ijkbosonen, deeltjes met heeltallige spin, die instaan
voor het dragen van de krachten. Drie van de vier gekende fundamentele wisselwerkingen worden
beschreven door het standaardmodel: de elektromagnetische kracht, de zwakke kernkracht, en
de sterke kernkracht; de zwaartekracht is niet inbegrepen. Het standaardmodel is een ijktheorie:
de formulering van de theorie reflecteert de symmetrieën die kunnen worden waargenomen in
de natuur. Een gevolg hiervan is dat het model, in haar meest simpele vorm, vereist dat alle
deeltjes massaloos zouden zijn. Om het bestaan van massieve deeltjes te verklaren, wordt het
Brout-Englert-Higgs mechanisme (BEH) [8–11] verwerkt in het standaardmodel.

Het BEH mechanisme werd onafhankelijk voorgesteld door verscheidene onderzoekers in 1964.
Het beschrijft hoe deeltjes, die schijnbaar massaloos moeten zijn, massief kunnen worden. Er
wordt een veld gepostuleerd – het BEH veld – alsook een daarmee geassocieerd boson – het
Higgsboson. Dit veld genereert spontane symmetriebreking, en de koppeling van deeltjes met
het veld zorgt ervoor dat ze massa verkrijgen. De massa van het Higgsboson zelf, een belangrijke
parameter in het standaardmodel, kan niet theoretisch worden voorspeld. In de plaats daarvan
moet ze experimenteel gemeten worden.

Gedurende vele jaren, sinds de voorspelling in 1964, zijn wetenschappers actief op zoek geweest
naar het Higgsboson. Zoektochten werden uitgevoerd bij de Large Electron-Positron versneller
in CERN1 (1989–2000), bij de Tevatron in Fermilab (1987–2011), en meest recent bij de Large
Hadron Collider (LHC) in CERN (2009– ). De LHC is vandaag de dag de grootste en meest
krachtige deeltjesversneller in de wereld. Hij werd ontworpen en gebouwd tussen 1984 en 2009,
en is bedoeld om protonen te doen botsen bij massamiddelpuntsenergieën van 14 TeV. Een van
de belangrijkste onderzoeksdoelstellingen van de LHC was het vinden van het Higgsboson. Sinds
2009 worden er bij de LHC botsingen uitgevoerd bij massamiddelpuntsenergieën van 7, 8 en
13 TeV. Het bestaan van het Higgsboson kon niet worden aangetoond, totdat in 2012, op 4 juli,
zowel de ATLAS als de CMS collaboraties hun resultaten presenteerden en de ontdekking van
een nieuw deeltje aankondigden. De eigenschappen van dit deeltje komen overeen met die van
het standaardmodel Higgsboson. Sinds 2012 zijn verdere experimenten uitgevoerd, bedoeld om
de karakteristieken van het deeltje verder de verifieëren; totnogtoe komen alle meting overeen
met de voorspellingen van het standaardmodel.

1Europese Raad voor Kernonderzoek
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Higgsbosonen kunnen op allerhande verschillende manieren worden geproduceerd en waargenomen
bij botsingsexperimenten. In deze thesis stel ik een zoektocht naar het standaardmodel Hig-
gsboson voor, waarin gekeken wordt naar Higgsbosonproductie via vector boson fusie (VBF),
en Higgsbosonverval naar twee bottom quarks (H→bb̄) [116]. De data gebruikt voor deze
analyse werd opgenomen met de CMS detector bij de LHC in 2012, tijdens Run I. De massamid-
delpuntsenergie van de botsingen was op dat moment 8 TeV, en het experiment verzamelde
19.8 fb−1 (nominaal) + 18.3 fb−1 (uitgesteld) aan data.

Het standaardmodel Higgsboson werd voor het eerst waargenomen door CMS in de vervalkanalen
naar γγ, ZZ en WW. Zoektochten in het vervalkanaal naar twee bottom quarks werden ook reeds
uitgevoerd door CMS, specifiek voor de gevallen waar de Higgsbosonen geproduceerd worden
samen met een vector boson, of samen met twee top quarks. De waarnemingen hebben echter
nog onvoldoende statistische significantie. De werkzame doorsnede van de Higgsbosonproductie
via vector boson fusie is groter dan deze van de twee bovenvernoemde productiemechanismen,
maar de gevoeligheid van een analyse in dit kanaal is lager. Dit komt doordat de eindtoestand
van het VBF H→ bb̄ proces volledig uit hadronen bestaat, en dat een analyse ervan alsdusdanig
meer hinder ondervindt van een achtergrondsignaal veroorzaakt door QCD multijet interacties.
Hoedanook, kan een analyse in het VBF kanaal wel bijdragen tot de gezamenlijke gevoeligheid
van de H→ bb̄ metingen, en mogelijkerwijze de resultaten voldoende verbeteren om te kunnen
spreken van een waarneming van het Higgsboson vervallend naar fermionen. De VBF H→bb̄
analysis is ook de eerste meting bij de LHC van een Higgsbosonverval met een volledig hadronische
eindtoestand.

De grootste uitdaging voor de VBF H→ bb̄ analyse is het enorme QCD achtergrondsignaal. De
strategie van het onderzoek bestaat uit drie delen: eerst wordt een selectie van de data uitgevoerd,
zowel online (tijdens het experiment) als offline (achteraf). De online selectiecriteria spelen
in op de eigenschappen van het VBF productiemechanisme, en op het gebruik van b-tagging.
Offline worden aangepaste criteria gebruikt, geoptimaliseerd op basis van de waargenomen
efficiëntie van de online selectie. Vervolgens worden extra variabelen gedefinieerd, gebaseerd
op eigenschappen van het VBF H→bb̄ signaal. Een set van variabelen die goed het verschil
tussen signaal en achtergrond weergeven, wordt uiteindelijk gecombineerd in een multivariante
discriminant. Bij het uitvoeren van deze stap wordt vermeden variabelen te gebruiken die een
correlatie vertonen met de invariante massa van het bottom quarkpaar. Zodoende kan tenslotte
in de laatste stap een fit worden gemaakt van het massaspectrum, zonder rekening te moeten
houden met vervormingen van het spectrum ten gevolge van de vorige stap.

Ik ben lid geweest van de VBF H→bb̄ onderzoeksgroep sinds het begin van de analyse in
2011, ongeveer tegelijkertijd met de start van mijn doctoraat. Een eerste ruwe versie van het
onderzoek werd gepubliceerd in 2013, maar het was pas midden 2015 dat de tweede, verbeterde
versie gepubliceerd werd. Gedurende de hele periode sinds 2011 was ik betrokken bij het
schrijven van documentatie voor de analyse, het presenteren van de resultaten in de ruimere
onderzoeksgroep, en het voorbereiden van het artikel voor publicatie. In 2011 en 2012 heb ik
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vooral bijgedragen aan de ontwikkeling van de online selectie, de trigger. Ik stond naast de
ontwikkeling van de selectie zelf ook in voor het bestuderen van de selectie-efficiëntie en het
afleiden van correctiefactoren tussen experimentele data en simulatie. De studies uitgevoerd in
deze context waren ook van belang voor de optimalisatie van de offline selectiecriteria. In de
tweede fase van de analyse, in 2013, heb ik gewerkt aan de validatie van de data door het maken
van vergelijkingen tussen experimentele- en simulatiedata. Gedurende de tweede helft van mijn
doctoraat, in 2014 en 2015, was ik verantwoordelijk voor het op punt stellen en uitvoeren va de
fit van het invariante massaspectrum van het bottom quarkpaar, en de statistische interpretatie
van de resultaten. Tegelijkertijd was ik ook betrokken bij het onderzoek naar systematische
onzekerheden die een rol spelen in deze analyse. Helemaal aan het einde van het onderzoek, heb
ik mee ingestaan voor het combineren van de VBF H→bb̄ resultaten en deze van de eerder
uitgevoerde H→ bb̄ metingen.

De VBF H→ bb̄ analyse neemt een verhoging waar van het gemeten signaal, in vergelijking met
de door het standaardmodel voorspelde waarde. De statistische significantie van de resultaten
is echter onvoldoende om te kunnen spreken van een Higgsbosonobservatie in het VBF kanaal.
Ook in combinatie met de andere H→bb̄ resultaten blijft de significantie beneden de in de
deeltjesfysica algemeen aangenomen drempelwaarde vereist om te kunnen spreken van een
observatie. Recent werd ook nog een combinatie gemaakt van de H→ bb̄ resultaten en deze uit
het vervalkanaal naar twee tau leptonen (H→ ττ). Met een significantie van de waarneming
van 4.2 standaardafwijkingen, levert de CMS collaboratie het eerste voorzichtige bewijs voor
het verval van het Higgsboson naar fermionen.

In de toekomst zal bij de LHC de zoektocht naar het Higgsboson, geproduceerd via het
VBF mechanisme en vervallend naar bottom quarks, verdergezet worden. Meer data, bij
hogere massamiddelpuntsenergieën, moet het mogelijk maken om in de nabije toekomst een
observatie te doen van het Higgsbosonverval naar fermionen, met een significantie van vijf
standaardafwijkingen of meer. In het algemeen zullen veel studies uitgevoerd tijdens Run II van
de LHC als doel hebben de eigenschappen van het geobserveerde boson in detail te meten: de
spin, de pariteit, de vervalbreedte (of levensduur), en de productie werkzame doornede. Daarna,
maar ook al tegelijkertijd, ligt de weg open voor zoektochten naar andere Higgsbosonen, donkere
materie, en meer exotische Nieuwe Fysica.
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