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Abstract

For thep (7, K™) A° reaction, polarisation observables were measured usiagrly
polarised photons in CLAS, during the G8a experiment in tharaer of 2001. Using
the CEBAF accelerator facility in Virginia, USA, an incidezlectron beam energy of
5.7 GeV was achieved. The electron beam then passed int@tlg commissioned
Coherent Bremsstrahlung Facility, producing a beam o#litygpolarised photons. For
the purpose of this thesis the polarised photon beam, ofjgrie6 GeV <E7 <20
GeV, then collided with a fixed liquid hydrogen target. TheAd.detector was used
to detect several charged particles that were the signattine decay channels chosen
for this experiment. For the analysis presented here, tbaydearticles o, proton
andz~ which are produced from the decay oKa and aA’, are analysed in terms of
azimuthal distributions to extract a value for the photogmametry.

This value can be calculated over a range of polar anglesercéntre-of-mass
frame of theK™A° reaction. The polar angle is defined in terms of the directibn
the K" in the centre-of-mass frame of the reaction, and the reatdtpresented in 4
variable-width bins over the range of 20 degrees to 130 @sgréhe quality of these
measurements vindicates the choice of apparatus for thexggaiment.

A proof-of-principle experiment, the fact that the exigtitata set for this reaction
have been extended in terms of the polar angle range by a faictao by the G8a
experiment shows that using linearly polarised photond #%is indeed an effective
way of investigating the polarisation observables for aepgrof charged-particle final
states.

These measurements are then compared with the tree-lelalisiodel of Janssen,
which takes account of the effect df resonance exchange on the kaon photopro-
duction propagator of Adelseck et.al. The model of Jansseorporates a genetic
algorithm approach to finding the most likely resonance riomtions to the propa-
gator, using the previous experimental measurements nfatie K+ A° polarisation
observables at SAPHIR and CLAS.

This comparison suggests the presence of a resonance wa~ma00 MeV /c?,
which is also indicated by previous cross-section dataywed from SAPHIR and
CLAS. Furthermore the identification of the quantum numloétbe resonance, made
possible by considering the relevant polarisation obddeg indicates that tha™
resonance in question may be the controversial “missing(1895) resonance.



The question of the existence of the “missing” resonance$ fandamental im-
portance to the understanding of Nuclear Physics at intgiateeenergies, and the G8a
data set has already shown that this experimental apprsausibeen successful in
obtaining new data and extending our understanding of egsdcstrangeness produc-
tion.

As a continuation of this work, the G8b experiment will run2605, providing
much increased statistics of a very high quality, and theeglabling further studies in
this important field.
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1 Chapter 1. Introduction

Chapter 1
Introduction

Current investigations into the nature of matter conceemtbelves with the dynamical
properties of matter at the atomic level. This entails logkin detail at what the atom
is made of, and while the orbiting electrons and their dyranare well-understood,
the real challenge is to understand the properties of thmiatoucleus. Opinion on
what takes place at the sub-atomic level has changed vastilgeafield of atomic
physics has developed into nuclear physics. At the time oh&tord [1] the nucleus
was thought to consist of a mixture of protons and neutroobeatively known as
nucleons, randomly distributed throughout the nucleuss pbrspective has shifted
considerably, with point-like fractionally charged pal¢is called quarks now believed
to be the elementary components of nucleons.

Every particle observed thus far in the universe interagtsibdiation of the four
fundamental forces. The effects of gravity are only medsdaréor extremely large
systems of atoms, and the electro-magnetic force is unifidldl thhe weak force to
describe the interactions of charged particles and theydsaanstable atomic and nu-
cleon states. Every particle which can be identified as admadteracts via the strong
force, and hadrons are defined as systems of multiple qu&&syons are hadrons
containing three quarks, and mesons are hadrons consigtanguark-antiquarkqq)
pair. Leptons are fundamental particles with no detectablestructure, and although
they never experience the effects of the strong force, tloegnally interact through
the electro-magnetic and weak forces. The overall claasidic of quarks and lep-
tons, which are fermions obeying the Pauli Exclusion Pplegiand the force-carrying
bosons, is achieved by the highly successful Standard Mdddrticle Physics.
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1.1 Standard Model

The Standard Model of Particle Physics is a theoretical éwaark classifying all ele-
mentary particles and their interactions. Some elemermariicles have half-integer
guantum mechanical spin and are known as fermions. Theteadasses of fermions,
quarks and leptons. Quarks come in six different flavours:dopn, strange, charm,
bottom and top in order of mass. Leptons are similarly grdupih three fundamen-
tal particles: the electron, muon, and tau, with correspandeutrinos(v,, v, v;).
Thee, i, andr are all equally negatively charged, the neutrinos carryheoge, while
the quarks are all fractionally charged with = ¢. = ¢, = +§qe andgy = ¢, =

qp = —%qe. All these particles have corresponding anti-particlegctvinave opposite
electric charge and magnetic moment.

From a theoretical perspective, the Standard Model is atqoafield theory, and
is based on the gauge symmetrysdf (3)c x SU(2), x U(1)y. The electromagnetic
and weak forces are unified to create an electroweak interegbverned by the sym-
metry SU(2);, x U(1)y, and has four fundamental bosons associated with it. These
are theWW=* , Z° and the photon. Here th&U(2); component relates to the sym-
metric states of thél” and Z bosons, and therefore represents the weak force. The
U(1)y component is representative of the photon, a massless bdsgoh carries the
electromagnetic part of the electroweak unified force. Tiheng force has the extra
symmetry based on colour exchangé](3)., and this gives rise to eight colour vari-
ants of the strong force-carrying boson, which is calledglnen. Gluons are massless
and electrically neutral. At present there exists no quarfiald theory representing
the force of gravity hence this is not included in the Stadddodel.

1.2 Quantum Chromodynamics

Quantum Chromodynamics (QCD) is the theory of quark intéyas at the sub-nucleonic
scale, and involves the extra degrees of freedom of colatlramge. Being a quantum
field theory the QCD Lagrangian, which describes the enai@es and dynamics of
the nucleon system, is composed of individual quark fieldktaa strong potential in
which they move. Such quark fields are massless and have teel aigredient of
being gauge invariant under colour exchange, which is am@aeirement of QCD to
allow renormalisation. Renormalisation is the process bjclvthe infinities gener-
ated by having a point-like charged particle interact wittuantum field are cancelled
out. The ability to carry out this process depends on the sgmmoproperties of the
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fundamental QCD Lagrangian.

Important aspects of this theory include quark confinemasymptotic freedom
and chiral symmetry. Quark confinement relates to the faadtttie quark-quark po-
tential in the Standard Model increases with separatiaiadce. This is also linked to
the symmetric property of colour-neutrality which implibsit every observed hadron
must be colour-neutral, as required by the experimentaltfeat no isolated quarks
have ever been observed. In the high-energy regime the quask is small relative
to the strength of the gluon interaction, so a perturbatyEaasion of the interaction
coupling allows the behaviour of the nucleon to be accwatekcribed. However, at
low energies, the quark mass is a much more important paredfagrangian, and due
to the relative strength of the strong coupling constant¥ 1), a perturbative solution
for the modified interaction is no longer a possibility. Aefie energies the quarks are
asymptotically free. In short, the whole nucleon systenxiseenely tightly bound at
high energy and asymptotically approaches a free statevadriergy.

Current theory suggests that the strong force is embodi#itdbgxchange of gluons
and, due to the quantum nature of the vacuum, quarks and glmoist always be
virtually present. The “vacuum state” of the nucleon is nompletely empty but
exists as a quark-gluon condensate with non-zero energgreldre the tightly bound
energetic systems of quarks which comprise nucleons amuswed by what has been
coined as the quark sea. It follows logically that there $&hde interaction between
this sea of virtual quarks and the valence quarks of the nacknd properties such as
mass and angular momentum of the overall nucleon systenmésallto this concept.
However, since the fluctuations of the quark-gluon conderez intrinsically random
and complex, interactions between the valence quarks a@@D vacuum are highly
chaotic in nature so accurate predictions of mass and mammefitom this physical
picture alone are impossible.

Chiral symmetry invokes the concept of left or right-hanakess, which is related
to the concept of helicity. Helicity may be defined as theratignt of particle spin with
the direction of travel, and for chiral symmetry to be obsethis property must be
conserved.. In the high-energy limit where the quark maaee@significant relative
to the strong force, this chiral symmetry can be approxichdtehe valence quark
mass is assumed to be zero. It is however important to nowiffieeence between the
chirally symmetric QCD Lagrangian and the broken symmeigt exists in nature,
especially at low energies. Whether or not the valence guar& actually massless
is an important question, but of fundamental importancéesunderstanding that the
QCD Lagrangian has the chiral symmetry of its pure form bnaigher spontaneously
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by the presence of a non-zero valence quark mass or by dynataraction of the

valence quarks with the QCD vacuum state. Under the comdited broken chiral

symmetry, naked valence quarks are believed to be “cloakgdheir interactions

with the quark-gluon condensate, and the mass of a so-aallestituent quark results
from the energy of this dynamic system.

Fig 1.1 refers to this idea; the distribution of gluon exalparproceeding via mutual
interaction in the vacuum, is shown to make up a large pahefdtal energy inside the
proton and therefore is the major contributor to its massi&attempts to calculate the
non-perturbative dynamics of the quark-gluon condensave heen successful, and
these have been based on a computational method calledd @@D. This approach
utilises a discrete space-time framework to allow finitecakdtions of the quantum
field strength inside the nucleon. From such calculatidms visualisation shown in
Fig 1.1 is based on Lattice calculations of the QCD Lagramga&cuum state.

1.3 Constituent Quark Model

To develop a model which allows a prediction of the possihleleon states at low
energy, a phenomenological concept called the ConstifQaatk Model [3] is used.
This consists of assuming the valence quarks to be effedtigeses of freedom within
the nucleon, which take on a much greater mass than the patite QCD quarks
previously mentioned. By assuming that the behaviour ¢ thicleon state can be
modelled by a simple harmonic oscillator and that the thedence quarks can move
independently, a spectrum of possible baryon states canibeip which displays the
SU(6)X0O(3) symmetry when limiting the number of quark flavoursNg =3. This
symmetry reflects the structure of the model, which has a stmengroup of three
quark flavours §U(3)), two spin states{U(2)), and (O(3)) representing the orbital
motion of the quarks.

Isgur et al. [3] have made extensive predictions for the remah nucleon states
to be expected, including the stable ground state baryarsh(as the proton and
neutron) and the higher energy resonant states with theieg@onding mass and
guantum numbers. The most extensive data has been compladekamining the
v+ N — N*/A — N + mreaction. Surprisingly, not all the predicted resonances
have yet been found. The implications are that either thi lb@syon quark model is
incorrect in its assumption of three internal degrees @doen always present in the
nucleon, or else the missing resonant states do not coutile fmwon photoproduction
channel.
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Figure 1.1:An artist’s representation of the modern proton concepsdabon lattice
QCD calculations of gluon exchange in the vacuum [2]. Her&o3f the proton mass
comes from the gluon field, with just 3% residing in the vadequarks. Red, blue
and green are the valence quarks here, with a virtual piomiog to the right of the
picture (shown as a green and magenta pair). A electron atsrwith a quark here
by way of exchanging a virtual photon (shown as a wavy line).

The constituent quark model works well in the low-energyioedcentre-of-mass
energyW < 2 GeV). With current high-energy experiments investigating Q@Ehe
perturbative regime, some QCD-based models have beerogewkio try and bridge
the gap between the high-energy and low-energy dynamidseobaryon. One par-
ticular model which is currently being investigated as a-Enwergy alternative to the
original quark model is the Diquark Model [4—6]. Some impmitt aspects of this
model are reduced hadronic degrees of freedom in the nyclwhan asymptotic
tendency at high energy towards the three-quark dynamysaés. The concept of
the diquark-quark model is that one quark remains free &raat as the sole valence
guark while the other two quarks form a pseudo-elementariicgganalogous to a
meson (see Fig 1.2). The reasons for postulating this maoddiased on the discrep-
ancies between the number of nucleon resonances predigtie lsonstituent quark
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model and the numbers yielded so far by experiment. Thereleeignetic form fac-
tors of the proton and neutron measured at high energiesralsmate experimentally
the existence of the diquark structure.

gluon exchange

@
O

constituent quark concept

gluon exchange

O

diquark concept

Figure 1.2:Diquark interpretation compared with the more widely usezh§tituent
Quark Model interpretation. Shown here is an illustratidntloe theoretical concept
of limited degrees of freedom. The figure showing the Digearicept has an effec-
tive pion interacting with a single valence quark, illudireg the reduced degrees of
freedom compared with the Constituent Quark Model.

Further experimental developments in the last few yearh§f indicated that
more exotic baryons may exist than currently catered fonenStandard Model. Here
the theoretical framework of the diquark model has beemunstntal in obtaining a
theoretical prediction of th®* pentaquarkuudds) which is in agreement with the
current experimentally measured mass of 1540 MeV [8, 9].

Recent theoretical work using the Constituent Model as adation [3, 10-12]
has shown that decays involving strange mesons and baryeres @ossible avenue
for investigating these predicted “missing” resonancethefquark model. Strange
mesons and baryons are those which contain one or more stgaiagks. The amount
of strangeness in a reaction is always conserved so thisaleanin the case where a
photon strikes a proton, the initial strangeness is zemgdéhe reaction products must
have zero overall strangeness. Usually this strangenesgi@tion is maintained by
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the production of a strange baryon such asAher ¥ with quark conten{u, d, s))
and a strange meson, most likely a kaon with quark coriiert). The recent quark
model calculations indicate the strong possibility thaoreances may decay via the
strange channel and not the more usual channels such ash@mtoppoduction as has
been widely assumed. This makes the study of strange degtgsely suitable for
extending the current investigation of the properties'bfesonances, and the potential
also exists for investigating the properties of the postaldmissing” resonances.

1.4 Motivation

It is clearly of major interest to nuclear physicists to clea the question of which
guark model approximates reality best, since the choice adeis to calculate the
properties of resonances will be important for future ustierding of the nucleus. Of
paramount importance is the establishment of a suitabtigiog model between the
low energy non-perturbative quark model and the high en@@Yp Lagrangian ap-
proach. The recent emergence of new accelerator faciitie as CEBAF [13] and
SPring-8 [14] has sparked interest once more in the studgiym spectroscopy. The
pursuit of an accurate model of excited baryonic stateswsb®ing realised since po-
larised beams of electrons and photons can be used whichkumlore information
about the resonant states that have been verified to exitlie Iregion of interest (W
~ 2 GeV), the baryon spectrum consists of a multitude of eygring resonant states,
making the process of isolating them by cross-section osingsmass techniques im-
practical. A more accurate technique is to isolate the r@sostate by looking at the
polarisation information that would be generated in thdyrgach candidate, and then
identify the physical state by comparison with the predctiA further possible con-
firmation is then to perform a partial-wave analysis [15] loé suspected resonance
identified in this way to confirm the quantum numbers of thé&esta

With this aim in mind, G8a was the first of a series of experitagianned to use
the newly installed Coherent Bremsstrahlung facility wipcoduces linearly polarised
photons using a diamond radiator. This experiment was threriesioning run for the
new facility, and is aimed at studying the polarisation mfation available from spe-
cific reactions. The reaction studied in this thesis wasahat + p — K* + A°, and
with an experimental setup consisting of a polarised phbtam ranging in energy
from 1.8 GeV — 2.3 GeV incident on a liquid hydrogen target, the photon asymmetry
was studied. In Chapters 3 and 4 the experimental setup osdtdd G8a experi-
ment is discussed in detail, as are the detector calibrgtiooedures that the author
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participated in. Chapter 5 deals with the software techesqused for identifying the
components of th&A reaction, and in Chapter 6 the final data set is analysed.eThes
results are compared with theoretical calculations owestime energy range in Chap-
ter 7, and the relevant quantities for this comparison arediced next in Chapter 2,
along with the basic theory @& A photoproduction.
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Chapter 2

Theory

2.1 Introduction

The results of the analysis, presented in Chapter 6, are¢orbgared with a range of
theoretical predictions of properties of the+ p — K* + A° reaction. As mentioned
in Chapter 1, the most interesting predictions for the psepaf this thesis involve the
polarisation information available from the reaction. $é@eolarisation information
components are called observables, since they should kexiegntally accessible
through interactions involving a polarised photon or elattbeam. Fig 2.1 shows a
possible quark flow diagram for this reaction, and the ps#ion information, which
has components defined in Table 2.4 in this chapter, havedaewmated to be highly
sensitive to the presence B§f resonances.

Much of the interest in thesg* states has been generated by a recent quark model
calculation [16] which strongly predicted that it shoulddmessible for some undiscov-
eredN* resonances to couple to a strange decay. This makes thed§tpdlarisation
observables extremely attractive, not only through reastinvolvingp , ¢ orw meson
photoproduction [17—-19] but also through the photoprodnaf strangeness [20].

2.2 Baryon spectroscopy

In order to understand the low-energy dynamics of the nugldwe current approach
is to try to predict the various excited states of the nuclaoth compare with experi-
mental data. This reflects the problems encountered whamgtty make QCD-based
predictions in the energy region where the strong intesaatan no longer be approx-
imated by perturbation theory. These problems call for anpheenological approach
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@l

Figure 2.1:Quark flow diagram for a possible strange decay. The coupdingn N*
resonance to the production of t#éA system is predicted to be observable, particu-
larly when looking at angular variations in CLAS which caneal the presence of the
so-called polarisation observables(See Table 2.4).

which has the appropriate degrees of freedom to model therayseing studied. One

of the first methods developed was the Constituent Quark Ma@é, which treats
the problem by assuming three constituent quarks indepliydeteract in a nuclear
potential. This avoids the difficulties inherent in the QCRgtangian, and in fact
adopts an Effective Lagrangian to describe the energysstdtthe system. Ultilising
the properties ofU (6) x O(3) symmetry to estimate the number of possible states
and a quantum harmonic oscillator to generate states witreint charge, parity and
angular momentum, this model tries to generate a realipgctsum of baryon reso-
nances.

The quantum number spin plays an important role in detengitie individual
characteristics of the nucleon. The total angular momeniurthe orbital angular
momentuml and the total spity are vital components for determining the state of the
nucleon and they are related by the faim= L + S. When defining the total angular
momentum.J of the nucleon the projection of the sufi of individual quark spins
for a given nucleon onto the z-axis (helicity axis) sums wiité projection of angular
momentumL, to define this unique state for a given nucleon. The quantumibeu
J, is the projection of/ onto the z(helicity) axis, as shown in Fig 2.2, and resutisnfr
the sumJ, = L, + S,. Every quark has a quantum-mechanical spiréi@fbut the
relative direction of this spin vector (whether parallelamti-parallel) to the helicity
axis of the nucleon system is what defines the spin of the oocle

Although the older concept of isospin is completely unedato quantum spin,
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z-axis (helicity) | J

S -y
L

Baryon

Figure 2.2:The general properties of the quark model of a nucleon. Thealrangu-
lar momentund. contributes to the overall momentum carried by the nuclédelled
J. The intrinsic spird, is the total sum of all the spins carried by the individual tksga
with quantum spirt’ = 1, projected along the helicity axis (z). The projection d th
orbital angular momentuni, is also along the helicity axis.

Quantum mechanics defines the quantum numbes a label for the total angular
momentum state of the nucleon, with the propetty: L, + S,, where the helicity
of the nucleon defines the axis (z). The nucleon also possesspin, which is a
property linked to its charge state, although not to the queamnumber spin as the
name suggests. Shown here is tffewhich has an isospin of ON* particles have
isospin 1= % since they occur in charge states of either O or +1.
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it is also useful for classifying nucleon states. For exantpe proton and neutron
are examples of two particles which are identical excepafdifferentl; component,
wherel; is the third component of an isospin vector in a hypothetsgace. The
concept of isospin was originally introduced to accounttf@ fact the the proton and
neutron have nearly equal mass while the proton has postiage and the neutron is
neutral. Using thé; component of the isospin is therefore convenient for cass)
and grouping together nucleons and mesons with similar maggiffering charge
states. The lightest two quarks also have non-zero isospoe she u and d quarks
form an isospin multiplet, where the u quark has= +% and the d quark hds = —%,
on account of their similar masses.

The constituent quark model predicts various excited sfatedbaryons, taking into
account the possible permutations of quark mass, spin ardelas shown in Fig 2.2.
These excited resonant states are distinguished into twitiég, those that are part of
the isospin doublet with = % which are known a®* resonances ,and those that are
part of the isospih = % guadruplet which are termed Asresonances. Resonances are
typically labelled according to the orbital angular moment. of their decay daughter
particles which are typically a nucleon plus a pion or othegyzloscalar meson. This
is notated on the basis of levels or shells. S, P, D and F gwnestoL. =0, 1, 2, 3
respectively, and andJ are also included in this notation. A typical’ resonance
may be labelled®;;(938), whereL =1, I = 1, andJ = 1, which is theN* ground
state, the proton. Strictly speaking, the proton does ndérgo a decay which allows
the classification aB;; state using the above notation. However, many experiments
involving elastic scattering of pions from the nucleon, ke asr + p — 7 + p, have
shown that the cross-section at low incident pion scatjegimergies is dominated by
p-wave scattering [21]. This indicates that the proton hréaga angular momentum
of L=1.

An outstanding issue for the Constituent Quark Model is et that some of
the resonances predicted by the model have not yet beenvetdseklthough the ex-
perimental approach has been limited thus far to pion pmothytion, there are two
possible theoretical interpretations of this state ofiedfa

One is the conclusion that a different mechanism may be & wesrde a nucleon
undergoing excitation. The quarks may not all be free torauie and this has led to
the postulation of two quarks existing as a pre-meson irtkied@ucleon, analogous to
the pree particle postulated by Gamow [22] in the accepted theory-eflecay. This
approach is known as the Diquark Model [4-6] and the preshstof resonance mass,
charge and spin are modified from the constituent model byverg the extra degree
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of freedom inside the nucleon as shown in Fig 1.2. Table 2avsithe divergence
between the Constituent Quark Model and the Diquark ModkeEre the resonances
predicted in accordance with the limited degrees of freeddrthe Diquark Model
have all been experimentally verified.

‘ N* ‘ Particle Data Group Star Ratin¢ SU(6) x O(3) super-multiplet ‘
| P1i(938) | ik | (56, 0F) |
S11(1535) ok (70, 17)
S11(1650) Kk (70, 17)
D13(1520) ok (70,17)
D15(1700) ok (70,17)
D5(1675) Hoxk (70, 17)
P11 (1520) (56, 0T)
P11 (1710) (70, 0F)
Py, (1880) (70, 2%)
P11 (1975) (20, 1)
P15(1720) (56, 27F)
P;3(1870) * (70, 01)
P;3(1910) (70, 27F)
P13(1950) (70, 21)
P13(2030) (20, 1)
F15(1680) ok (56, 2%)
F15(2000) *ox (70, 21)
F15(1995) (70, 2%)
F17(1990) *x (70, 21)

Table 2.1: The QCD-based resonance predictions from theehaddCutkosky [23].
The states shown in red are consistent with the predictibiiealiquark model. SU(3)
states are notated here @sN”) wherer is the symmetry representatioN, is the
harmonic oscillator mode used in the model to calculate tbpgrties of the state, and
P is parity. The star rating is the standard notation used &yHrticle Data Group [24]
for showing the experimental certainty of the existencesgbnant states.

The other conclusion to be drawn is that not all resonancésauple strongly
to the pion decay channel. Mart and Bennhold [11], along W&hssen et al. [25],
have made quark-model calculations showing the possilafithe existence of one
of these “missing” resonances coupling to tk& channel. The data from the most
recent experiments [26, 27] were fitted using a modificatioie kaon photoproduc-
tion propagator devised by Thom [28]. This formalism, depeld by Adelseck [29],
allows the inclusion of extra resonant terms to vary thengfite of theKKA coupling
constants [30]. The differential cross-section Fok photoproduction could only be
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fitted properly by including thé®;3(1895) missing resonance. However many other
groups have pointed out that this does not conclusivelyetiog existence of the ;.
Another paper by Mart et al. [12] points out that an excellgay of determining the
existence of such a resonance in the strange channel isk@tdbe polarisation ob-
servables of the reaction. Their calculation of the photymanetry, defined later in
Section 2.5, does indeed indicate a viable method for g #ti@ contributions of reso-
nant terms in the overall interaction. Janssen et al. [31¢ lgwne further by including

a whole series of missing resonances using the Adelseclkagpr While there are
multiple predictions from this model for each polarisata#rservable, comparing these
calculations with data is essential to constrain the pararmef the model.

Each of the several ongoing experimental investigationlsepolarisation observ-
ables [32, 33] will further reduce the uncertainty regagdivhichN* resonances make
a contribution to they + p — K* + A° reaction. Measuring one polarisation observ-
able automatically reduces the possible range of valuatéoother observables. This
method of comparing experimental data with a model preahcthen subsequently
refining the parameters of the model promises to make it plessd discriminate
between the constituent and diquark models. Furthermorseilliprovide valuable
information on the previously unknown coupling constawotsstrangeness photopro-
duction.

2.3 Previous calculations and measurements

The most recent experiments measuring the photoprodustisinangeness have been
carried out by the SAPHIR collaboration at Bonn and the CLAfaboration at Jef-
ferson Lab. In the case of the SAPHIR results [27], the difféial cross-section at
photon energies ranging from 0.9 to 2V was measured, while the G1c experi-
ment [34] at CLAS repeated the differential cross-secti@asurement. In addition
the A recoil polarisation [see Section 2.5] was measuredfor=0.9 to 2.3GeV. The
G1c measurement was recently extended by the SAPHIR codiabo over the energy
range ofE, =0.9to 2.6GeV [35].

The SAPHIR data in Fig 2.3 shows an interesting feature witimeariant massV
of around1900 MeV which has been interpreted in the past as evidence poirditigpt
existence of a “missingD;3(1895) resonance. Despite normalisation problems during
the G1c experiment which are estimated to have artificiallyaased the value of the
KA cross-section, the data from the G1c experiment suppo8ARHIR results with
confirmation of the presence of this structure, both in tha oss-section of Fig 2.3
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Figure 2.3:The total cross-section of (K *)A° measured by the SAPHIR collabo-
ration. The solid line shows a fit (of the type described intiSe.4.3) to the data
including theD;3(1895) resonance in a constituent quark model calculation [11]eTh
dashed line shows the same calculation made withoubXhe
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and the differential cross-section of Fig 2.4.

Bennhold et al. performed a fit to the SAPHIR data based ongblear phe-
nomenological approach discussed in Section 2.4.3, antfthe best fit to the data
was given by including the “missing),; from the constituent quark model calcula-
tions of Capstick et al. [16] in their model. There exist a fm@mof candidate res-
onances withW ~ 1900 MeV which have a two-star rating from the Particle Data
Group [24], including th&,,(1945), P13(1950) and theP;(1975). Capstick et al. [16]
calculate that thé,3(1895) should have the strongest photoproduction and strange
decay coupling, hence the emphasis onltheby Bennhold. The difference found be-
tween two calculations with and without the “missing;; resonance is shown for the
differential cross-section in Fig 2.5. Here the contribatof theD,3 plays a significant
role in shaping the differential cross-section. At the tbFig 2.5 there appears to be
no structure at 1900 MeV other than a continuous curve franitireshold peak to the
increasing contribution of the Born terms to the calculatiblowever, this situation
is not repeated when the,; is added into the recipe for calculating the differential
cross-section.

At the bottom of Fig 2.5, the previously smooth curve at 190&MMis now broken
by a distinct peak which is clearly observable over the emdingular range of the
differential cross-section, further adding interest @itieasurements made at SAPHIR
[27,35] and CLAS [34]. Clearly, if there is a peak in the crssstion of theKA
channel at around 1900 MeV that is seen over the entire angoNarage of detectors
like CLAS and ELSA, this is strong evidence thalNa resonance is coupling to the
strange decay in this case. Moreover, as Capstick and othkré2, 16, 36] have
shown, this resonance is likely to fall into the category eiing one of the “missing”
resonances shown in Table 2.3. If the resonance that haschesaty suggested by
previousk A cross-section measurements is in factlthg(1895), then this would be a
very important discovery, with strong implications abd talidity of the Constituent
Quark Model as opposed to the Diquark Model.

However the most recent work by Janssen et al. [31] showsthkastructure at
~1900 MeV is explainable by other means. In particular otesonances, discussed
later and listed in Tables 2.2 and 2.3, may couple to theigrastrongly in this area,
and the only way to disentangle their contribution to thectiea is to do a thorough
calculation of the effect of each resonance on the polaisabservables of the reac-
tion. At the present time this avenue looks capable of résglthe contributions of the
20 or so possible resonant participants (see Table 2.2)teandving the uncertainty
surrounding the existence of the “missirngys;(1895).



17 Chapter 2. Theory

Differential cross-section for K photoproduction
Cos ) K+(C_m_) =-0.55

1.5 T | T | T

® CLAS KA photoproduction cds=-0.55
¢ SAPHIR KA photoproduction cds=-0.5 /
- --- Core Set -

d/d(co®) pB

0.5 < _

2.25

Figure 2.4:The differential cross-section of o +)A? at an angle ofcoseK;M =-
0.5measured by McNabb et al. [34], compared with the equivaleedsurement from
SAPHIR [27].

The bump at W~ 1.9 GeV confirms the existence of structure just above thauptmn
threshold for this reaction, agreeing with the solid lineifitFig 2.3. The theoretical
curves shown here [31] and the sets of resonances used tcagetieem are described
later in Fig 7.1 (and in Table 2.3). They rise dramaticallyosie the data at higher W
due to the effect of the background contributions (See FEytd.the propagator used
to calculate the strength af A photoproduction. This propagator and accompanying
formalism are described later in Section 2.4.4.
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Figure 2.5:The dependence of the quark model calculation of Mart etldl] pn the
inclusion of theD;3(1895) resonance.
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Work by Janssen et al. [31, 36] incorporates the latest datheyp — KA cross-
section with recent measurements of the photon asymmetrgabe a well-constrained
set of parameters for the couplings of possible candidatsances. Using a new min-
imisation procedure developed by Ireland (see SectiolR.the number of possible
solutions generated by each of the candidate resonancessganed, and each fur-
ther measurement of polarisation observables will comstree coupling parameters
even more. The aim of this thesis, and surely that of otheeex@nts in this field, is
to improve the knowledge of the polarisation observablesach the stage where the
method developed by Janssen has a clear favourite for thikdzde resonance which
is producing the structure in the differential cross-smwishown in Figs 2.3 and 2.4.

In the next Section, the theoretical basis and formalisnhept( 7, K+) A° reac-
tion is explored to give a deeper understanding of what tselz@ncepts and variables
are that form the theoretical calculations. The latestiptEshs and how they compare
with recent experiments also be examined, concentratingersobar model predic-
tions for the polarisation observables, and most impdstahé photon asymmetry.

2.4 Kaon photoproduction

2.4.1 Mandelstam variables

The Mandelstam variables [37] are a commonly used set ofiavarelations derived
from the four-momentum vectors that comprise the initial &nal state of an interac-
tion. In the case where + 2 — 3 + 4 denotes two particles interacting, then the
Mandelstam variables are derived as follows.

s=(1* 4212 t = (3 — 1"), u= (4" — 1#) (2.1)

wherex* denotes a vector containing three momentum components ranereergy

components” = (px, Py, Pz, E).
When considering the reactiofi + p — K* + A°, eqn 2.1 then becomes

s= (7" +p"), t= (K" —F"), u= (A" -7 (2.2)

2.4.2 Tree-level diagrams

The best way to analyse the contributions to a reaction @iasmo consider the rel-
evant Feynman diagrams which could take part. For the parpbshis thesis, and
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also in recent literature [38, 39], only the first order Fewmaiagrams are taken to
be relevant, and these lower order diagrams are known asetiidetvel diagrams as
shown in Fig 2.6. Although a full coupled-channel analysisecessary to disentangle
the final state interactions between outgoing particleswhegher order diagrams are
included, the contribution to the differential cross-gatis estimated to be less than
20% [29].

As mentioned in Section 2.4.1, invariant properties of atiea are extremely
useful for determining the reaction type, and we can distisigbetween the different
possibilities for particle exchange by classifying thensahanne| t-channel, or u-
channelreactions. As Fig 2.6 demonstrates, s,t and u channel egeltam be thought
of as the exchange of a particle in a certain physical stinatror example, t-channel
exchange is shown in Fig 2.6 as a transverse exchange. Tleisdsehe more rigorous
definition as the exchange of energy between the energetienimg particle and the
energetic outgoing particle of eqn 2.2 taking place in theresof mass Lorentz frame.
For theKA reaction thes, uandt-channel also exchange excited states, particularly
N* resonances which are exchanged ingkhghannel. The theoretical description of
resonance production is continued in Section 2.4.4.

T - K+
K+ \ /

Space

- A0 / \
Time 0

s—channel u—channel

Space
=]
j

Time

Figure 2.6:Tree-level Feynman diagrams farA photoproduction. On the top row the
Born terms describe the straightforward exchange of oneefthree massive particles
involved in the reaction. On the bottom row, the contribndrom theV* resonances
are shown in the s-channel, and the exchange of an ex&itéct, or a K* is shown in
the u and t-channel respectively.
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2.4.3 Isobar Model

In this phenomenological method, the basis of the IsobaréMigdo treat each leading
order Feynman diagram as a contributor to the overall r@acéind then the coupling
strength of the contribution is determined either by obitajra best possible fit to the
cross-section, or investigating the polarisation obdg#es

The important components are identified as the terms whihedan individual
process and the respective coupling constants of those.térhe coupling constants
determine how strongly an individual process may couplé&diA decay channel.
Typically one would have an expression which is includedhia invariant Feynman
amplitudeM ;, and the effect of this term will be modified by the couplingstant
gxan » Where N is a nucleon containing up and down quarks only. €levant Feyn-
man diagram is shown in Fig 2.7. The calculation of these lbogigonstants is made
either using the constituent quark or diqguark model as desttin Section 2.2.

=

K—i—

N*

gyp ZKAN

AO

Figure 2.7:The Feynman diagram for th&7, K*)A° reaction.

For each possibl&™* contribution, a separatg;, y constant is added to the overall
expression. For the exchange of a splnN* resonance at thEA vertex, which is
the only type of resonance usually consideredifdr photoproduction due to isospin
selection rules, the effective Lagrangian [40,41] is expeel as follows.

Lisr = —igkerK'BI'R 4+ hermitian conjugate (2.3)

WhereK represents the effective field of the kadhis the baryon field and is
the spin—1 resonance fieldl’ represents the gamma-mattix[42].
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From this an important property is derived, the resonancampeterGg.

gKBR
Ggr = K 2.4
R \/47r BR (2.4)

Since the isobar model is based on treating the interactmticfes as effective
fields, the masses of the particles and the coupling corsséaatnot directly calcula-
ble. One approach to building a consistent isobar modelitésg thep (7, K*+) A°
reaction is to treat these varioG; as free parameters to be found by performing a
global fit to the data, including cross-section informatmal the available polarisation
observable data set.

The theoretical predictions are sensitive to the couplmgstants, so it is conve-
nient to define a2 in terms of the variations between theory and experiment.NFo
data points

N

X2 _ %Z [Xi—Yi (21,....an)] (25)

O'Xi

whereX; are the observables that are measuredaé(rilare the corresponding stan-
dard deviationsy; (a4, ....a,) are the corresponding theoretical predictions for those
observables and included in the parametegrare the resonant parameters described
above.

The fundamental approach taken to optimisethgalue is to alter the number and
type of resonances participating in the isobar model whsilegithe latest experimental
data which helps to constrain these free resonant parasndiee basic set of ingredi-
ents that has been tried and tested by a number of groupsg 121 236, 38, 43] is to
include the exchange of Born terms as shown in Fig 2.6, andatitht a set of core
resonances [11, 25]. The core set used by Janssen et alnf36diés thes,3(1650),
P11(1710) andPy3(1720). Recent calculations have indicated a large number of can-
didateN* states that may couple to a strange decay channel, and sotne wfore
well-known states are shown in Table 2.2. It has been obdehat the structure seen
in the SAPHIR and CLAS data is not only explainable by theusmn of theD;
state, but also &,3(1950) state. However, the theoretical prediction of the polarisa
tion observables differs markedly as shown in Fig 2.11, Winiakes the measurement
of polarisation observables an essential component didugrogress with the under-
standing of the isobar model.

The set of resonances used by Janssen et al. [31] to conatrusbbar model is
shown in Table 2.3. Tha* states with mass arourd00 MeV /c? are all considered
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Resonant State (MasdeV'/c?) | Ly 251 | PDG Star Rating
N(1440) Py o
N(1520) D3 ok
N(1535) Si i
N(1650) Si i
N(1675) D5 i
N(1680) Fi e
N(1700) D3 o
N(1710) Py o
N(1720) Pi3 hxX
N(1895) D3 ?
N(1895) Py ?
N(1900) Py *

Table 2.2: TheV* resonances which have been predicted to couple to h&p)A°
decay channel. The PDG rating refers to the Particle Dataipablication [24].

as viable explanations for the bump in tHe\ total cross-section [see Fig 2.3], and
the different coupling constants for these resonancestgihy vertex give different
predictions for the polarisation observables describedore detail in Table 2.4.

Resonant Term Ly o | PDG Star Ratin
{21},{27}

N(1650) Sy
N(1710) Pi o
N(1720) Prs ok
N(1895) Dis ?
N(1945) Shy ?
N(1950) Prs ?
N(1975) P ?

Table 2.3: Janssen’s set of contributing resonances.

2.4.4 Formalism

The most common way of describing the photoproduction ofKhe system is to
consider a kaon photoproduction operator. This operatoulghtake account of the
fact that the kaon is produced from the excited nucleon amivledge of the kaon
state allows the prediction of th&® system, and with that the resonant state which
produced them both.
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The operator is defined by a Scattering Matrix®Matrix, which describes the
distribution of flux through open reaction channels [42]isTib of the form [38]

1

Spi = ] Mf¢x5(4)(pp + Py — Px — Pa) (2.6)

1 { M, My
(2m)? [4EAExE,E,

The invariant Feynman amplitudet ;; governs this reaction, and is strongly cor-
related to the photon polarisation, the target nucleontl@decoiling hyperony, X).
Here,d represents a delta function of the difference in energy eféaction between
ingoing and outgoing particles. The mass and energy of thecipating particles are
given byM/k/,/a andE, x/,/a. A useful way forM g to be expressed is in terms of
the Chew-Goldberger-Low-Nambu (CGLN) [44] amplitudes .

EA+MA]5 {Ep+Mp

2M ) 2M, ]2 (X(A)|F]x(p)) (2.7)

|

where

F =0 -EFi+i(0-Dk)(0 - Dy X E)Fat(0 D) (Px - £) Fs+(0 - Pk) (Dk - £) Fa (2.8)

In the above notatiofiy (A)) and(x (p)) each denote a two-component spinor repre-
sentation of the standard Lorentz invariant matrix elemastdescribed in Ref. [43].
Hereo represents the standard Pauli matrigesis the incoming photon momentum
in the centre-of-mass frampy is the outgoing kaon momentum in the centre-of-mass
frame andt is the photon polarisation vector. Tléterms represent the electromag-
netic multipoles [41] of the Feynman amplitude shown in edh 2

As shown by Adelseck [38], we can define transversity amgéditin terms of these
CGLN amplitudes wher@ is the centre-of-mass angle between the outgoing kaon and
the incoming photon.

1 s
b = —ﬁ(}]—]—}e_‘g)e‘g/? (2.9)
1 . .

b = (- F)e (2.10)
in @ I

by = —by — oL (Fy+ Fre ?)el?/2 (2.11)
V2

by = —by— S0V m L g eityei0r (2.12)

V2
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Adelseck et al. have shown that from these four amplitudissabssible to create
sixteen expressions, termed polarisation observabledefireed in Section 2.5, which
affect the reaction amplitude shown in eqn (2.6).

2.5 Polarisation observables

These observables completely determine the amplitudeeqidlarised contribution to
the differential cross-section. However, since these viabées determine the precise
polarisation effects in every part of ti€A reaction, a special experimental setup is
required to measure all of them.

In particular a polarised photon beam is needed, along wyblarised target as
well as the ability to detect the final polarisation statehaf tecoiling baryon, tha®
in this case. If such an experiment is carried out, the madiba of the differential
cross-section can be compared with the following deriveb].

We have the formal derivation of the cross-section as

do 1 |7kl 1

2
= = — My 2.13
dQkx,, 64 w W? Ml (2.13)

Where 77 andw correspond to the three-momentum of the kaon and the photon
respectively in the centre-of-mass fram&, (= /s) is the invariant centre-of-mass
energy andM ; is the invariant amplitude described by Adelseck et al. Ftbis
prescription, Adelseck [38] and more generally Knochl&nechsel and Tiator [45]
have calculated that the contribution to the measuredrdiftéal cross-section from
the use of a linearly polarised photon beam is of the form

do

do
= = ZZ [1-P,Tcos?
deol dQO{ 7 €08 ¢

+ P (—P,Opsin2¢ — P;Cy)
(=Px + P, Tcos2¢)
(P,O, sin2¢ +P,C,)} (2.14)

P,
P,

Where 42 is the unpolarised differential cross-sectiéh, is the degree of linear
polarisation of the incoming photomPXf,Py/,PZ:) are the polarisation vector com-
ponents of the recoiling nucleoR, is the A polarisation asymmetryf' is the target
polarisation P is the degree of right-handed circular polarisation of thetpn beam,

and(C,,C,,0,,0,) are double polarisation observables calculated by comgari
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the recoil polarisation with the beam polarisation. Themgables are all defined with
¢ as the azimuthal angle in théA\ centre of mass. These observables and their deriva-
tions from the transversity amplitudes [46] are shown inl@&4.

Table 2.4: The observables contributingpand how they derive from the transver-
sity amplitudes( Eqns[2.9 to 2.12])(denotes the respective complex conjugate).

Observable Polarisation| Transversity Amplitude Description
&, linear = |by]? + [ba? + |b3|? + [bul?
(92.) -Pa (recoil polarisation)  linear = |bi|? — [baf? + [b3]* — |bu]?
(52,) - (photon asymmetry]  linear = by |? + |ba|2 — |bs|? — |by|?
(g—ggz T (target polarisation) _linear = |b1_|2 _JPZP - |bs)? t Nk
(mo) .C,» (beam-recoil) circular = —23(b1b} — byb})
(43,) -C, (beam-recaoil) circular = 2R (bib} + bob3)
| (43,) Oy (beam-recoil) | linear | = 2R (bib} — bobj) |
| (%%, -O, (beam-recoil) | linear | = 23 (bib} + bobj) |

For the analysis presented in Chapter 6, the observablestaaplicitly measured
is the photon asymmetry. This is defined experimentally by Adelseck and many
others [43,45,46] as the ratio of the measured cross-sgeéi@allel and perpendicular
to the plane of the electric vector of the polarised photaanibe The angles used to
define the direction of these planes are shown in Fig 2.8.

1 de _ do

o dQ|  de.L

L= (7(1_0 e ) (2.15)
Y \de| " daL

The other polarisation observables that can be measuned asinearly polarised
photon beam are given by the same kind of relation with redpe different quanti-
sation axis.

The recoilingA polarisation is given by

do do
Py = (—g”) - z”> (2.16)
dQ2(+) dQ2(—)
where the(4/—) sign indicates whether the measured hadronic cross-sestio
parallel(anti-parallel) to the relevant quantisationsaxvhich in this case is the direc-
tion of the A° spin in the centre-of-mass frame (see Fig 2.9). The tardatipationT
is given by a similar expression to eqn 2.16 but is not givae lsence the G8a target
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Is unpolarised hence this variable will not be indepengeattessibleP, is measur-
able in the G8a experimental set-up since CLAS is well suibedeasure the angular
distribution of hadronic decays, but determining the tapgdarisation observable and
hence accessing the double-polarisation observableassh Table 2.4 is planned
for a future experiment in Hall B [32, 33].

*Y

reaction plane

incoming photon

Figure 2.8: The geometry of th& A reaction plane and the angles that are used to
determine the photon asymmetry. The angles defined as the angle between the
reaction plane and the electric vector plane of the inciggmton. The angIéK&LM IS
defined as the angle between the direction of&hiein the centre-of-mass frame and
the z-axis.

2.6 Measuring the photon asymmetry

The photon asymmetry is defined according to eqn 2.15. Frasnettpression the
variables that are accessible in the G8a experimental sstithe degree of linear
polarisationP.,, and the actual direction of the electric vector of the ge&st photon
which defines the quantisation axis for parallel and perperal yields.
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reaction plane

A" decay plane

Figure 2.9:The geometry of the lambda rest frame and the afigle. , which is used
to calculate the\ recoil polarisation [34].

0x, - Is defined as the angle between the plane defined by the dimeaftithe proton
in the rest frame and the normalto the reaction plane as defined in Fig. 2.8.
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The cross-section is not directly measurable since thesenwavay to accurately
calculate the total photon flux due to hardware problems. édaw from Table 2.4
the expression for the photon asymmetry derived from thestrarsity amplitudes is
related to the equivalent expression for the total crosiese In fact since the rest of
the polarisation observables are not accessible in thisrarpnt the form of Eqn 2.14
can be reduced to

do do
dQpor Q0
and from this the normalisation factors cancel out on eisinde of the equation.
It follows then that it is possible to use unpolarised datafan amorphous radiator

{1 -P,Xcos2¢} (2.17)

to produce an un-normalised data set containing the acueptnd angular informa-
tion from CLAS and compare this to polarised data. If the dataken with the same
angular bin width it is feasible to divide the polarised dsgaby the unpolarised data
set to remove the systematic effects of acceptance variatithin CLAS. If this re-
sulting data set is then scaled appropriately to an averalge vf 1, Eqn 2.17 is then
satisfied and provided the degree of linear polarisatiomefathoton beam is known,
the photon asymmetry. is directly accessible.

In Fig 2.10 the expected angular dependence pfoduced using a polarised pho-
ton beam is shown. The azimuthal angles defined in Fig 2.8, and the expected
data set has been normalised to a baseline value of 1, whileviag the expected
systematic variations in the acceptance of CLAS .

This procedure is assumed to work under the assumptioni@at/stematic varia-
tions in CLAS change very slowly over the duration of the expent. This is in fact
a reasonable assumption, as will be discussed in Section 6.3

2.7 Recent measurement ol

The LEPS [47] collaboration working at the SPring-8 [14]ilic in Japan have re-
cently made a measurement of the photon asymmetry fronp thg, K*) A° reac-
tion [48]. Their experimental set-up was based on laseryged Compton back-
scattering?” production. While the experimental measurement was ostriin the
angular coverage @%é_M_ an interesting comparison with theory was still possilhel a
has been published recently [31]. Fig 2.11 shows the reBolts SPring-8 compared
with the isobar model calculations by Janssen et al., detraiimgy a good agreement
with theory between.5 < cos gy < 1.
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W (o)
v 1 Wr—Wg _ A
1N YN

Expected/amorphous data phi depend

nolx
N
s
[:\]9

Figure 2.10: The expected form of the photon asymmetry when the data less be
normalised. W (¢) represents the particle yield at a particular azimuthal &
CLAS. The cosine distribution of the polarised data set\shm blue) has no phase
offset if the electric vector of the incident polarised baaraligned with the y-axis in
the CLAS coordinate system (See Fig 2.B).is the degree of linear polarisation of
the photon beam.
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Figure 2.11:SPring-8 results for the measurementoih the p¢, K 7)A° reaction at a
photon energy of 1.85 GeV. The theoretical curves have berergted from a recent
calculation by Janssen et al. [36]. The recipe of resonaaiest used in this calculation
is shown in Table 2.3 and thB;3 resonance is represented by the purple liRg, is
green,P;3 is blue, andS;; is red.

The latest calculations of Janssen et al. [31] do not reptes®e unique solution
for the properties of the polarisation observables ofikhereaction. In fact, recent
advancements in the use of iterative techniques and nuahsotutions of equations
by computer point to a new approach for resolving the varétesonant states that
may couple strongly to thEA decay channel.

2.7.1 Genetic algorithms

A pioneering approach by Ireland [49] uses a numerical ntetiased on evolution-
ary principles, known as genetic algorithms. Genetic allgors mutate and evolve to
find the “fittest” solution to a problem, for example findingetmost likely coupling
constant parameter of a particular resonance. The conntninaftpolarisation observ-
ables, and resonant states with measured coupling cosistattielK A decay channel,
defines a parameter phase space. This iterative procedsifieba used by Ireland et
al. [31] to loop through the available parameter space oktheeaction, testing differ-
ent variations of coupling constant parameter for eachna@sce, and as the iteration
progresses, the solutions evolve towards a set of likelyesfor the resonance cou-
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pling strength. These variations in coupling constanteaénd to lead to significant
differences in the polarisation observables which thencatd that the experimental
measurement of polarisation observables is sensitiveetad¢tual quantum numbers of
the resonant state being investigated.

More importantly, new data serves to restrict the accesgibhse space still further
which allows a convergent progress towards the correct@ansy¥s shown in Fig 2.11
the data from SPring-8 already constrains the phase-spiaveed for the prediction
of ¥ in the forward polar angles, and this has a direct effect enréimge of values
allowed for the other polarisation observables predictieddmssen et al.

2.8 Current Work

This thesis presents a measurement of the photon asymmetnaon photon energy
range ofl.6 GeV to 2.0 GeV. The polar angI@Ké_M_ coverage of this measurement is
from 20° < 9Kg_M_ < 120°, with the azimuthal coverage only limited by the areas of
no acceptance in CLAS where the magnetic coils are locatéeé. main issue to be
addressed in the analysis of the data set is the sensitivibegohoton asymmetry to
the presence of differem™* resonances in the isobar model calculations carried about
by Janssen et al. The analysis presented in Chapter 6 oh#sspresents a measure-
ment of the photon asymmetry at intermediate angles, whitdnes the measurement
made by the LEPS collaboration and allow a better discritroanébetween the model
predictions shown in Fig 2.11.
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Chapter 3

Experiment

3.1 Facility

The g8a experiment which forms the basis of this thesis wesnpeed in the summer
of 2001 using the Thomas Jefferson National Acceleratoilifygld 3, 50], also known
as the Continuous Electron Beam Accelerator Facility or BEBThis accelerator
facility uses the racetrack configuration, shown in Fig 3olproduce a high quality
continuous wave electron beam with energies of up to 6 GeV.

0.6-GeV linac
(20 cryomodules) ~

0.6-GeV Linac :
67-MeV injector (20 Cryomodules) H

(2 1/4 cryomodules) \

S Extraction
elements

stations 0

Figure 3.1:CEBAF: The two main linacs provide an acceleration of G&V each to
an electron for a maximum of five passes.
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Jefferson Lab is groundbreaking in its use of super-comagieechnology to achieve
these high beam energies. The accelerator consists ofrtearlaccelerators which use
special cryomodules made of niobium to provide the eleeinid magnetic fields nec-
essary to accelerate electrons to 99.9% of the speed of light

A cryomodule consists of eight niobium cavities, and eachtgdas a radio fre-
quency (RF) of 1.5 GHz. In effect the electromagnetic fieklde the cavity is being
cycled at a rate of around 1.5 billion times per second by aowiave device called a
klystron. Each linear accelerator contains 160 cavitigeclwvequates to 20 cryomod-
ules.

The two linacs are joined by two arcs which use strong magfietds to redirect
the beam and keep it focused. Typically the beam will passutyin the racetrack up
to 5 times before it has acquired enough energy to be useceinfaine Experimental
Halls. The journey of an electron normally starts by a preadghermionic emission
in the the injector part of the accelerator site. This pregesduces electrons with an
initial energy of 100 keV and then two and a quarter cryomedurits accelerate the
beam further before it enters the racetrack with an energyamind 67 MeV.

As the electron passes into the first linac it is kicked alopgé$cillating electro-
magnetic fields in the niobium cryomodules which achievesgwely high intensities
by virtue of the extremely low temperatures they are opdrateLiquid helium keeps
these modules cool and the super-conducting charactsratow CEBAF to achieve
the aforementioned 6 GeV maximum beam energy.

The three experimental halls are named A, B and C, and aimvier edoroad range
of physics programs. With each hall containing instruméaitsred toward different
studies, beam energies and currents are required to vagendently for each hall to
allow simultaneous measurements. This is achieved by tisieg independent lasers
which hit the photo-cathode in the injector effectivelyatiag three different beams,
each with an RF frequency of 499 MHz, and that may vary in tevhp®larisation and
charge. These intertwined beams are separated by an RRtemstem [51] after
the final pass through the accelerator

The simultaneous demands of each Hall require the beam tsuickibe physically
diverted from the main beam-line and this is achieved by atpey a group of RF
separator cavities which are synchronised with the RF #aqy of the components of
the beam at 499 MHz each. The separator kicks out one pulsedrgroup of three
which constitute the overall 1497 MHz beam, then divertingtd a specific hall. This

A useful terminology introduced here to refer to these digtpackets of electrons is the 'beam
bucket’. This will be mentioned again in Chapter (3).



35 Chapter 3. Experiment

means that each hall receives one-third of the total beagérmecy, which corresponds
to a bunch of electrons arriving in each Hall every 2 nanasésoThe G8a experiment
was carried out in Hall B, which houses the CLAS detector (BEBarge Acceptance
Spectrometer [52]), the Photon Tagger and the Coherent&teamlung Facility [53].
In combination these facilities provide the unique oppuoitiuto carry out linearly
polarised photon experiments with several charged pestiadl the final state.

3.2 Coherent Bremsstrahlung facility

G8a was a new experimental development at Jefferson Lalusedthis was the first
run to use linearly polarised photons incident on a targetrdler to produce polarised
photons from an electron beam certain techniques which pereered during the
DAPHNE [54] experiment at the Mainz accelerator facilityp]5vere used. These
techniques involved the use of a diamond crystal, whichiérded correctly, can pro-
duce linearly polarised photons via coherent bremsstnghlu

PRIMEX
Pair
_ Spectromete
Active
Goniometer Photon Tagger Collimator e
e +y B
e—beam T -
Hodoscop
0.25(E )N 3
Energy-Degraded - e—beam
Electrons IR, (E,)
0.95
) Beam Dump

Figure 3.2:Layout of beamline and the Coherent Bremsstrahlung Fgcilihe electron
beam is steered away from CLAS by the Photon Tagger, andaisatvhich do not
lose energy passing through the radiator in the goniome#aettheir original energy
Ey. These electrons are then bent into the beam dump as shovenPREMEX pair
spectrometer was present on the beam line during G8a but oiassed.
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3.2.1 Process

The process of coherent bremsstrahlung production wasinisleel G8a experiment to
produce a beam of linearly polarised photons. The initiasoderation must be how
the crystal actually produces a beam of coherent lineadlgriged photons [56]. If an
electron passes close by an atomic nucleus, it emits radias it decelerates through
the accompanying electromagnetic field. This radiationniewkn as bremsstrahlung
or “breaking radiation” and is the usual technique used tmdpce X-rays. If an
electron beam hits a material where the molecular strudturet crystalling, the
bremsstrahlung energy spectrum has a smooth shape whistofamonotonically
with increasing photon energy, as shown in Fig 3.3.
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o

Figure 3.3:The typical bremsstrahlung energy spectrum produced bynaorphous
material such as carbon. The random fluctuations here aretduearying counter
efficiencies.

If the electron beam hits a crystalline structure, the ragatder in the placement
of electrons in the crystal tends to enhance the intensith®fphotons produced at
specific energies. This process is similar to Bragg Scatan principle. At the top
of Fig 3.4, a simulated coherent bremsstrahlung spectrupioited against energy,

2Most types of metal would be a good example.
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produced by th@nb code [57].

Usually a diamond crystal is used, due to its high Debye teatpee and rela-
tively small lattice parameter [58]. The highly orderedssatcrystal planes which are
present in the diamond have to be carefully oriented witpeesto the incident elec-
tron beam to achieve the desired effect of producing padmhotons. Fig 3.2 shows
the experimental setup used in Hall B, where the beam egtémmhall reaches a de-
vice called a goniometer, then passes to the photon tagdematinrough the PRIMEX
pair spectrometer towards the main detector in Hall B. Thiscussed more fully in
Section 3.5.

3.2.2 The Diamond Radiator

The quality of the linearly polarised photon beam is comgibto a large extent by the
type and quality of the radiator used to produce it and as ioweed in Section 3.2.1
above, diamond is a favourable choice. Any defects in thstahadversely affect the
production process, and the background process of breahkstg production from

randomly oriented nuclei becomes more significant.

As shown in Fig 3.3 a typical incoherent bremsstrahlung tspetvaries mono-
tonically with energy. The coherent contribution from thgstal planes in a diamond
radiator appears as a set of peaks sitting on top of the imenohbackground. Fig 3.4
shows a simulation of the total photon spectrum from diamaodsisting of an in-
coherent background spectrum as well as the coherent lsotbm. The simulated
spectrum is generated by thab code [57] which takes into account the effects of the
electron beam divergence, crystal thickness and crysdakpbrientation.

The properties of the diamond radiator need to be assessgpausumber of tests.
Firstly, linearly polarised visible light is shone throutjte crystal using a polarising
lens. Another polarising lens is rotatéd” with respect to the first lens, which then
allows areas of crystal anomalies such as stress and sefentsl to be seen clearly.
Fig 3.5 (left) shows the resulting photograph, and the atystnear-perfect with some
surface dust and growth horizons being the only visibleufiesst

The next technique used to test the quality of the crystaliayKtopography [59].
Here the crystal is placed in an X-ray beam at the Bragg amgla particular set of
planes. A perfect crystal shows minimal features in the gd@iphic plate used to
analyse the diffracted X-rays, while lattice defects cleatig image intensity.

Finally, the rocking curve [60] of the diamond is analysedisTis a plot of the
intensity of diffracted X-rays versus crystal angle, whisla measure of how well the
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Figure 3.4:A typical coherent bremsstrahlung spectrum from simuldtgd produced

by theanb code.

Top: Cross-Section versus photon enerdyiddle: Percentage linear polarisation
versus photon energyBottom: Tagging Efficiency versus photon energy. The black
line is an uncollimated simulation, the red is for a collimaaperture 0of2.6 mm, and

the green is for an aperture @0 mm
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Figure 3.5:The properties of a 2@m diamond crystal Left shows a photographic
image of polarised light passing through the cryst@p Right shows the experimen-
tal setup for performing an X-ray rocking curve measurembfin picture shows a
typical rocking curve, plotting crystal rotation angle agat X-ray intensity.

crystal planes within the lattice are oriented. If the widftthe curve is narrow, the
crystal has a highly regular lattice which is an importamjuieement for producing
linearly polarised photons.

For the G8a experiment, deciding how thick the crystal tadishould be depends
on two main factors. Firstly the multiple scattering andlelectrons passing through
a crystal depends on the thickness of the crystal and th&@helbeam energy. The
bremsstrahlung characteristic angle also varies with treggy of the incident elec-
trons. If these two angles match then conditions are optifaurhighest polarisation
and photon flux [56]. The beam energy used in the G8 experimeitt GeV, which
translates into the required crystal thicknes20fum.

During run conditions th€0 ym diamond produced poor quality data, with dra-
matic variations in polarisation. The suspected cause wasstability in the mounting
of the crystal to the goniometer target ladder, so duringettperiment a 5Q:m dia-
mond had to be used instead. This crystal produced a muchstalrie photon beam,
with the main disadvantage being a slightly reduced degréeear polarisation (See
Section 3.2.3) of the photons.

As shown in Fig 3.9 a number of other targets were used in tidogeeter. A
50 pm thick carbon radiator was used to produce incoherent biteamdsng photons.
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This radiator is an called an amorphous radiator since theoma arrangement of the
atoms in the carbon means that there is no regular crystalddb produce coherent
bremsstrahlung, hence the photon beam produced has ndl pataaisation. A zinc
sulphide screer20 pm thick, was used as a scintillating screen to locate the iposit
of the electron beam when preparing to start taking datanduhe experiment.

3.2.3 Polarised Photons

Throughout this work, the degree of linear polarisation gfh@ton beam is defined
asP,. This is defined as a percentage, since a linearly polarisathbs never 100%
polarised. An individual photon can be characterised imaiy fashion as either one
of two polarisation states, polarised with respect to ai@aer plane or not polarised.
The photon can be said to be plane-polarised (or linearlgrgad) when the direction
of its electric field vector lies in the plane.

A photon beam produced by incoherent bremsstrahlung (egrabging an elec-
tron beam through copper foil) will consist of a flux of phasothe electric vectors
of which have a random orientation. By this definition, sudbeam will have an av-
erage polarisation of 0%, not taking account of any staasfiuctuations which may
occur. If the photon beam is produced by coherent bremdstrglfeg: the electron
beam passing through a diamond), then the condition anasogdBragg Scattering as
referred to in Section 3.2.1 will be met and the electronsintiéract with the diamond
to produce plane-polarised photons. The plane of polarisas determined by the
diamond internal crystal-lattice geometry.

However, since this is not an idealised situation, the ed@cbeam has a finite
width, as does the diamond crystal, so even from simple gggroensiderations and
beam alignment issues, the beam will interact with the dragnaccasionally when
the conditions for coherent bremsstrahlung are not met.edtieése realistic circum-
stances, for all the possible orientations of the electatar of each individual photon,
a majority of photons are expected to be polarised with i@dpehe diamond crystal
lattice, with a minority oriented randomly.

This leads to a description of the polarised photon specaisihaving an incoherent
part and a coherent part. The degree of linear polarisatiameasured photon energy
is then simply the ratio of coherent polarised photons andherent unpolarised pho-
tons. Although the process of disentangling these coritabs can be complex, since
the edge of the coherent peak in the photon energy spectrsharg, the degree of
linear polarisation in the vicinity of the peak is well-defth(Shown in Fig 3.6). The
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Figure 3.6:The method of measuring the degree of linear polarisatidh@atcoherent
peak edge.

degree of linear polarisation is given by the ratio:

Lcon
- 3.1
Icon + Iincon (3-1)

which is equivalent to the ratio of the height of the cohepaak relative to the incoher-
ent background, divided by the absolute height of the peelkding the background
at the coherent edge as illustrated in Fig 3.6. Heggy is the intensity of the coherent
part of the photon energy spectrum dighoy IS the incoherent intensity. Measuring
the degree of polarisation at other energies in the photerggrspectrum requires a
detailed simulation of the coherent and incoherent photamgy distributions, which
for the G8a experiment was provided by & code [57].

3.2.4 The Goniometer

The orientation of the diamond crystal was controlled by aigmeter [61]. This
device is shown in Fig 3.7 and possesses 3 axes of rotatiomnsin Fig 3.8 and
corresponding electrical motors which allow the crystab&omoved to the desired
position for production of linearly polarised photons ofaitain fraction of the electron
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beam energy.

Figure 3.7:The George Washington University goniomdt&k] used in the G8a ex-
periment. The target ladder is visible in the centre.

Figure 3.8:A schematic diagram of the degrees of freedom of the GWU gmté.

The goniometer sits about 10m upstream (closer to wheredhm lenters Hall B)
from the next piece of apparatus on the beamline , which iftieon Tagger. This
device is vital for the production and measurement of lilygaolarised photons.
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Figure 3.9:Target Ladder Representation. The thickness of each radsshown.

3.3 Photon Tagger

After the electron loses energy by interacting with the ddaohcrystal, it passes through
the magnetic field of the Photon Tagger, then on to the Taggemidump. The Pho-
ton Tagger [62] works by making a coincidence measurememidasn the energy-
degraded electrons it can measure the energy and time othartdggered event in
CLAS. By using the event time from CLAS, the Photon Taggegstaan electron
closely matching that event time and records the energyefi#ilected electron to
allow the reconstruction of the photon energy and time. Fi@ 3hows the overall
position of the tagger inside the experimental hall.

Fig 3.11 shows a perspective of the vertically-mounted &hdagger, which con-
sists of a yoke magnet assembly along with a detector systaohws located on the
focal plane of the magnet as shown in Fig 3.2. A vacuum windepagates this de-
tector plane from the beamline . Spaced at discrete in®alahg this plane are 384
4mm thick scintillators, below which lie 61 2cm thick piea#sscintillator. They are
arranged so that any electron passing through one of theiftillator strips must
also have interacted with a certain group of the 384 countéhe 61 larger scintil-
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Figure 3.10:Hall B: The electron beam enters from the right, having dtrtiee dia-
mond crystal and produced a polarised photon beam. Therelebeam is then bent
through the tagger into the tagger beam dump while the prsotamtinue on into the
CLAS detector and cause a physical interaction.
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Figure 3.11:Hall B Photon Tagger.

lators are called T-Counters because they have good tinesgjution, and the 384
smaller counters are known as E-Counters because theilessiae and greater num-
ber gives greater energy resolution, although they haegiorftiming resolution. The
T-Counters have a maximum resolution of 50 picosecondsawhé E-Counter reso-
lution is typically 10 times worse at around 500 ps maximum.

The geometry of the scintillator arrangement inside thegéagiodoscope makes
use of overlaying the detectors to create extra energy ane kins, as shown in
Fig 3.12. In the case of the E-Counters this “venetian bligedmetry results in 767
reconstructable energy bins, and for the T-Counters therdl21 final timing bins.
These overlaps also provide a way of cutting out backgrobatidoes not come from
the same direction as the deflected electrons bent in thetagagnetic field.

Both of these layers of the detector plane are connecteddtmRultiplier Tubes
(PMTs). For the T-Counters, PMTs are attached at both endsed$cintillator bar,
and for the E-Counters, a light guide connects to an optibat fivhich passes light
down to a single PMT situated below the hodoscope. The T-@osiare connected
to a LeCroy FastBus 1876 Time-Digital-Converter moduléhwaittiming resolution of
50 ps per channel, while the E-Counter signal passes to aolyel®77 TDC module,
which although having a lower resolution has the advantddesimg able to record
multiple hits in a given time window. This makes calculasaf the total photon flux
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Figure 3.12:The T-Counter to E-Counter Overlap and how this is used tngjsish
events in the tagger. The overlap between the T-Countersda® extra information
on the trajectory of the incoming electron and, includingancidence with the E-
Counters above, is used to reduce background noise in thgetag
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much easier in principle.

The tagger is designed so that the tagger magnet createsreticdeeld sufficient
to deflect electrons with the beam energy into the tagger lmhamp. Any electrons
that have interacted with the crystal to produce a photohbgikenergy-degraded and
will follow a more sharply curved trajectory in the taggeriagnetic field. The detector
elements situated on the focal plane of the tagger magnealetact energy-degraded
electrons from 20% to 95% of the original incident electroergy.

Signals from the E-Counter TDCs pass into a multiplexedrofisnator module
known as an Amplifier-Discriminator-Multiplexer Logic molké. This board multi-
plexes 4 E-Counters together and can be used to adjust theftis group as well
as the discriminator levels for the E-Counter TDCs.

The output of each Tagger TDC module forms part of the CLA§gETr system
and by passing the signals through quad Fan-In/Fan-Oujsatieegrouped together in
blocks of 4, then ORed in a logic unit referred to as the Mad®r This OR can count
at rates up to 10 MHz and should be representative of the pHhw into the CLAS
detector.

The electrons either stop in the tagger beam dump or intanattte tagger ho-
doscope, while the related photons travel down the beantdimard the target.

3.4 Beamline monitoring devices

Because of the importance of the positioning of the elecbheam on the diamond
crystal, the G8a experiment had to carefully monitor thenbgasition to be sure of
maintaining a good quality photon beam. As the electron bpalse travels down

the beam pipe from the switcher to the experimental Halls ineécessary to make
measurements of the spatial distribution of the beam pulseder to verify that the

beam is being correctly focused by the beam line magnetssanéla high enough

quality to be used for the experiment. There are several lb@amonitors that allow

such measurements to be made, and they are located in s#ifferaint positions.

3.4.1 Beam Position Monitors

The Beam Position Monitors are the most often used and aé sitthree different
locations. 2C21A is just upstream of the goniometer, 2CZlAist upstream of the
tagger and 2HO1A is downstream of the tagger but is not usptaton experiments
[63]. These BPMs record the position of the electron beam bgsuring the induced
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current in wires adjacent to the beam. This induced curranés with the position of
the beam. In Fig 3.13 the relative positions of the BPMs caegbavith the tagger and
the goniometer can be seen.

Scale (m)
0o o+ 2 3 & 5 s 7T B0
_ Moller
Goniometer Polarimeter /
ll_- Beamline .
y — 3
BPM
BPM
2C21A 2C24A \
Hall
e e Upstream towards accelerator ’

Figure 3.13:Hall B beamline, BPM position and other beam line devices.

3.4.2 The Active Collimator

Another device that G8a used for monitoring the beam qualéyg the Active Colli-
mator [64] which was active in the sense that it possessed BsRivhbedded inside it
which could measure the photon flux and also the positionebtam when properly
calibrated. Fig 3.14 shows the external appearance of thieale

The collimator consisted of a hollow tube containing tuegsand nickel diskettes
15 mm thick and50 mm wide with a2 mm hole drilled through their centres. The
principal reason for collimation of the polarised beam wasduse it increases the
effective polarisation of the beam by increasing the catitergative to the incoherent
component of the bremsstrahlung passing through the cim

The first three diskettes are made of tungsten alloy, anceiteare made of nickel,
the reason for this being the need to attenuate the photan hed reabsorb any sec-
ondary radiation while keeping the collimator at a manatgek#ngth. The choice of a
2mm diameter hole is related to the electron beam energy, andiskence from the
goniometer to the collimator. Ideally the collimator shebohly allow photons within
half a characteristic angl¢, ° to pass through. For G8a the goniometer-collimator

2
397 = % , where m is the mass of the electron diidis the beam energy.
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Figure 3.14.The Active Collimator from UTEP-Orsdg4].

distance i22.9 m, and with the electron beam energysof GeV and diamond thick-
ness oR20 um, the appropriate width of the collimator apertur@ imm. The effect of
variation in these parameters can be seen in Fig 3.4. Theegmrt of the collimator
consists of 4 small pieces of scintillator radially mounbedween the first and second
diskettes, with corresponding light-guides and PMTs, showFig 3.15.

Collimating the polarised photon beam has the beneficiacefif increasing the
coherent to incoherent bremsstrahlung ratio passing moQLAS detector, while
reducing unwanted noise and incoherent background thaldvis®ipresent at larger
polar angles. Fig 3.4 shows the effect on simulated datayoextiby theanb code [57].

A similar effect is seen in Fig 3.16, which displays real daten during the G8a run.
Shown at the top is the uncollimated tagger spectrum olddigelividing the spectrum
obtaining during a diamond radiator run with the spectrunasaeed under the same
conditions from an amorphous carbon radiator run. This otk explained more
fully in Chapter 6. At the bottom, the comparison of colliméspectra is shown. Both
data sets are compared with #ueb code predictions and the agreement is very good.
The maximum polarisation of the coherent peak, created hbftesing from either
the [0, 2, 2] or the |0, 2, 2| crystal planes, is increased using the collimator reaching
maximum value o0f84%.
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Figure 3.15:A conceptual representation of the layout of the Photo-idligr Tubes
in the Active Collimator.
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Figure 3.16:The effect of the collimator on the tagged photon energytspacafter
normalisation. Top: Uncollimated tagger data comparedhwtihe anb simulation.
Bottom: G8a collimated tagger data compared with #m simulation including the
calculated effect of the collimator.
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3.5 CEBAF Large Acceptance Spectrometer

3.5.1 Introduction

Beyond the collimator lies the CLAS detector [52], occugythe centre of Hall B.
This detector is actually an assembly of several differgpes of detector systems,
giving a variety of information on the charge, momentum, snasd velocity of any
particle that is to be studied. The detector is called Largeefstance because it covers
well over 2.57 in solid angle, ranging from 8 degrees to 140 degrees in @wigte
and 0 to 360 degrees in azimuth, with certain regions havingaceptance due to the
presence of the magnetic field coils. The coils are superatimdy, and are configured
to produce a toroidal magnetic field around the beam lineipgskrough the centre
of CLAS. The configuration of the coils is shown in Fig 3.17.

SIX COIL TORUS
CONFIGURATION CESAF

tcailicfigl 1700

Figure 3.17:.The magnetic coils of CLAS.

Fig 3.18 shows a cross-section of the CLAS detector, andagfexéd internal con-
struction is evident. The three drift chamber regions gigh fposition resolution and
combined with the Time-of-Flight scintillators on the outmst layer, provide the ba-
sis for identifying particles produced in the target. A emtay of the detector reveals
even more of the layer structure, and in Fig 3.19 the exterhisfstructure can be
clearly seen.



53

Chapter 3. Experiment

Drift Chambers

Region 1
Region 2 TOF Counters
Region 3 Y

S

&

N

ﬁ

8

SN\

Mini—Torus Coils

Main Torus Coils

Figure 3.18:Cross-section of the CLAS detector, showing the positiahdafinition
of the six drift chamber regions.
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Figure 3.19:An overall schematic of the components of CLAS.
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3.5.2 The G8a target

The G8a run used a liquid hydrogen target [65] consisting Mdfy&ar cylinder 18 cm
long with a ~2 cm window at the end positioned centrally ieSELAS. The target is
cryogenically cooled to ~10K and is mounted upstream of #rdre of CLAS so that
it is independent of any of the internal structure of the diete Fig 3.20 shows the
Mylar cylinder and connecting structure.

J]°D 1981e] egs

.\.

Figure 3.20:The G8a liquid hydrogen target cell, made of Mylar.

Upon interacting with the target, some physical processpeeted to take place
during which the incoming photon transfers its energy anidnsation to the target
nucleus. Baryons and mesons produced from this energyférastsould be closely
correlated in time with the photon detected by the tagget,this helps us determine
the total energy of the reaction, but CLAS needs to idenhyparticles produced by
detecting their velocity, mass, momentum and charge. lardalobtain these quanti-
ties, the initial value of interest must be the start timehef process to be observed.

3.5.3 Start Counter

In photon runs, because there are no electrons from the lmtaracting in the detector,
there is very little background. It makes sense to try to tilheestart of an interaction
directly using a scintillator to detect charged particlesCLAS, the Start Counter [66]
performs this task and consists of six pieces of scintitlat@pped closely around the
target cell.

Fig 3.21 shows how the Start Counter fits around the targeteder, an important
detail of the Start Counter construction is that the six @secf scintillator are joined
together in a coupled paddle design that connects togethgivé effectively three
sectors of scintillator in the forward direction, as showikrig 3.22.
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Figure 3.21: The CLAS Start Counter. Apart from the forward direction Start
Counter’s angular coverage is exactly the same as the Tirkdight system.
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Figure 3.22:The construction and dimensions of a start counter paddle.
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The scintillators are connected to 6 PMTs mounted in thewadk direction: i.e.
greater than 140 degrees in polar angle. This means thatlthegt create any back-
ground or suffer radiation damage. These PMTs are in turnecxted to ADCs and
1876 LeCroy FastBus TDCs. The TDC signal forms an importaritqf the hardware
trigger that CLAS uses to identify real physical events. #mntigular, in the forward
direction, the mean time from the 2 pieces of scintillatoregi a well-defined start
time for a final state particle, which makes identifying theerect RF beam bucket
associated with the event much simpler.

3.5.4 Dirift Chambers

The Drift Chambers [67] of CLAS are arranged around the tavgeveen the super-
conducting magnetic coils, and have multiple layers whiste ghe system a good
position resolution. The overall structure of the drift oiteers has three distinct re-
gions. Each region is naturally divided into six by the magnield coils, resulting
in 18 drift chamber wedges overall. The three regions aréiponsed at increasing dis-
tance from the target. Region 2 is located where the magfielicis strongest. The
strong magnetic field region has the best momentum resolatiol so particles are
identified partly on the basis of how much their track is defldas they pass through
Region 2.

Each region covers@" azimuthal range and is constructed to make the wire plane

approximately parallel to the plane of the magnetic fieldy F23 shows the shape of
one of the drift chamber regions, with the curved constamcévident.

There is more detail inside each region. The constructiarsists of two super-
layers which have six wire layers each. The wire layers dsebivith respect to each
other as shown in Fig 3.24. The offset is half of the spaciamfwire to the next. This
results in a staggered arrangement and, with a recurririgrpaif two field wires and
one sense wire, resembles a hexagonal grouping, shown ;.2gwhich increases in
diameter depending on distance from the target. So for nefjibe cell size is 0.7 cm,
1.5cminregion 2 and 2.0 cm in region 3.

The two super-layers in each region are arranged at diffaregles to each other
to provide the tracking information. The first “axial” supgayer is arranged axially
along the magnetic field so that the direction of the wirer the plane of the magnetic
field but at90° to it.

The second “stereo” super-layer is arranged with an offsét o the same plane
as the axial super-layer, which gives azimuthal infornraabout the trajectory of a
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Figure 3.23A typical drift chamber segment and its components.

Figure 3.24:The hexagonal arrangement of field and sense wires can bdyckeen
here, and the increasing size of the cells with radius. At lse seen above, trigger-
ing the cells in a distinct pattern.
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charged particle.

The drift chambers contain a mixture of 88% Argon and 12% Garbioxide.
An automated regulation system cycles this gas through ehamber to maintain
a constant pressure which is independent of atmospherssyme and temperature
changes.

Every sense wire is kept at a positive voltage, while the fieles are kept at a
negative voltage of half the value for that of the sense wiGsard wires are situated
along the perimeter of each super-layer and are kept at avoidgge to balance out
the effects of earthed components nearby and create anxappitemn of an infinite
grid electric field. Each sense wire reads out through a prgliier and then to a post-
amplifier and discriminator crate which produces a digadgld¢ pulse. The output from
the post-amplifier and Discriminator board (ADB) then passea multi-hit common
stop TDC crate.

The layer efficiency of the Drift Chambers is greater than 98¥d hence the
probability of all the layers recording a good hit when a gealrparticle passes through
is very high. With a total of more than 35,000 sense wires@lhft Chamber system,
this represents a large part of the overall technologicaiptexity of CLAS.

3.5.5 Time-of-Flight Scintillators

The Time-of Flight system [68] in CLAS matches the coveragealar and azimuthal
angle of the six drift chamber regions as well as the coveoatfee Start Counter.

Figure 3.25:Photo of the outside of CLAS. The Drift Chambers are still asippon
here but the Time of Flight paddles can be seen to the lefteofrthin detector. Note
the direction of the bars.
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Overall, the system consists of 324 paddles: i.e. 54 peoses8ince the last 12
in the backward direction are coupled together this givesaatical total of 48 per
sector. The paddles vary in size, are mounted perpenditutae axis of CLAS, and
increase in length with the width of each sector. Fig 3.25x&hthe CLAS detector
being disassembled, and the Time-of-Flight assembly caseber separated from the
Drift Chambers.

Figure 3.26:Standard view of a single sector Time-Of-Flight system.

Every paddle in the Time-of Flight system has a thickness.@8 &m, and has a
width corresponding to &.5° scattering angle, which for polar angles less thah
translates to a width of 15 cm, and at larger polar angles tadéhvaof 22 cm. The
scintillator material is Bicron BC-408, and the forward Bngaddles range from 32 to
376 cm in length, while at larger polar angles the range 831 to 445 cm.

The typical Time-Of-Flight sector has 4 separate panel®weicthe desired polar
angle coverage.

The paddles have a PMT attached to both ends and the outputscato a Fan
In/Fan Out and then on to both ADC and TDC boards. The outpun fthe TDC
board is an important part of the Level 1 trigger, and in canfion with the start
time information from the Start Counter, is essential folcgkating the (= 7) of
charged particles. Therefore the Time-of-Flight Systemnisntegral part of particle
identification.

3.5.6 Cerenkov Detector

The Cerenkov Counter [69] is a forward-angie< 45) device aimed at separating
pions from electrons and also triggering on electrons. plais the fact that the torus
coils mask the light collection cones and PMTs in an areawfparticle acceptance.



60 Chapter 3. Experiment

However, for the rest of the sector, coverage is mainly byroned chambers filled
with a low-refractive index gas, which are designed to foitiesCerenkov radiation
onto the light-collection cone.

The main design goals for the Cerenkov Counter are to magithssangular cov-
erage while keeping to a minimum the amount of material ubedause this could
interfere with the energy resolution of both the Time-Oight system and the Elec-
tromagnetic Calorimeter. The Light Collection module octreand of the mirrored
chambers consists of a light-collecting (Winston) cone amadjoining PMT.

The overall design consists of twelve sub-sectors, tworat@ach symmetry plane
bisecting each sector. Each sector is split into 18 regiom®iar angle resulting in a
total of 216 light-collecting modules. Fig 3.27 shows twotleé sub-sectors joined
together.

Optical Mirror System

Elliptical Mirrors

Hyperbolical L Photomultiplier Cones
Mirrors and

Magnetic Shielding

Figure 3.27: The Cerenkov Counter design maximises angular coveragénan t
forward-angles but minimises compromising the energylutiem of CLAS by util-
ising a highly efficient design.

The gas used is perfluorobutafté, F,,), giving an index of refraction of 1.00153
resulting in a pion-momentum threshold8 GeV /c.

3.5.7 Electromagnetic Calorimeter

The Electromagnetic Calorimeter [70] also covers the fodvpmlar angle rang@ < 45°),
and while it can detect charged particles like electronval@os GeV, its primary use
is the detection of neutral particles such as photons aniares) which is essential for
reconstructing neutral decays. The detector is a scittile@ad sandwich, as shown
in Fig 3.28, with a total of 39 layers in each sector. Havingadsvich arrangement
of layers is ideal for detecting any particle since it wilteract in the lead and create
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a shower which is detected by the scintillator layers. This then be used to identify
the particle on the basis of the position and magnitude o$lktwsver.

/— Scintillator bars

U - plane p
Lead sheets

V - plane p

W - plane p

Fiber Light Guides

(front)
Fiber Light Guides
(rear)

PMT's

Figure 3.28:Diagram showing the composition of the Electromagnetiocaleter.

In such a layer, the scintillator is 10 mm thick and the as#ed lead is 2.2 mm
thick. The overall shape of a layer for each sector is apprately an equilateral
triangle. This essentially determines the readout methad,indeed the positional
information relies on each scintillator layer consistifi@6 strips parallel to one of the
triangle sides being read out from one side of the triang@n@down each successive
layer, the orientation of the strips changesii¢°, and this gives the position of the
hit by determining if there was a coincidence between soipdifferent layers. The
sets of three recurring planes of the sandwich are labellgcand w. Fig 3.29 shows
a reconstructed hit in the Electromagnetic Calorimetethwhe position of the hit
determined from the information from the u,v and w layers.
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Figure 3.29:A hit in the EC - different layers with different positionanfnation give
the intersection point of the hit.
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The layers are grouped into an inner layer of 5 and an outer lafy8 to give the
possibility of measuring the shower created by an electrohaolron travelling out
from the target, and therefore being able to distinguiskvbeh these two types of
event.

In total, for the 6 sectors with 2 layer groups containing 8tps, 1296 PMTs are
required to instrument the Electromagnetic Calorimeter.

3.5.8 Large Angle Calorimeter

The construction of the two modules comprising the Largelé&r@plorimeter(LAC)
[71] is very similar to that of the Electromagnetic Caloriere but the aim of this
detector is somewhat different. With an azimuthal covedgmly 120°, but from45°
to 75° in polar angle, the LAC aims to detect scattered electromsyedl as neutrals
from processes involving radiative decay. For example #wag ofy and7’ mesons
will produce photons at such backward scattering anglese IAC is designed to
detect such events in CLAS.

Each LAC module consists of 33 layers, except this time theyirathe overall
form of a square, see Fig 3.30. This gives the same type ofimoai information as
the forward calorimeter except each layer is rotai@tisuccessively. The inner and
outer longitudinal layers have 17 and 16 layers respegtiv&l0.2 mm thick Teflon
layer sits under a lead layer of thickness 0.2 cm to minimjst&cal coupling. The
scintillator is NE110A with a thickness of 1.5cm and a widffi16 cm.

The overall dimension of an LAC module is roughly 400 cm by 2d0and each
cell, defined as the longitudinal overlap of scintillata@h different layers, is 10 x 10
cm?, giving a matrix of 40 x 24 cells in each module.

3.6 Downstream Devices

Another few meters downstream of CLAS, just in front of thellHlabeam-dump,
three devices are sited to monitor the quality and magnitddee photon beam that
has passed through CLAS. Fig 3.31 depicts the positionsobf @éfethese three devices.
The furthest downstream of these is the Total Absorptiom@&n@ounter(TASC),
which is a large lead glass detector with an efficiency of aim60%. However, due to
a count-rate pile-up problem the TASC cannot be operatedaahlzurrents above 100
pA, which makes operation under normal conditions impdssilbhe middle device
is the Pair Counter which acts as a backup for monitoring bieéensity. It consists
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£

Figure 3.30:The composition of a Large Angle Calorimeter module. Shaw@)i is
the structure of the calorimeter layers and (b) shows thepshaf the stack and the
cells that are read out together.

Pair Specirometer Pair Counier Tolal Absorption
(P5) (PC) Counter (TASC)

(exploded view)

VETO \ LEAD GLASS
p BLOGKS
CONVERTER MAGNET CONVERTER

SCINTILLATORS

Figure 3.31:A close-up of the positioning of the downstream devices.
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of a charged particle veto to eliminate background from CLAS$hin converter for
electron pair-production and a group of four scintillatpositioned around and behind
a central scintillator spanning the beamline.

The furthest upstream device is the Pair Spectrometer wiasta much lower ab-
solute efficiency. It is almost linear in response to the phdlux and can be operated
at much higher beam currents than the TASC. If calibrateggniyg against the TASC
the pair spectrometer can be useful in measuring the phaboddiring normal running
conditions. Unfortunately the placement of this pair spmoeter device has some se-
rious disadvantages. For example, the extra pair produatiside CLAS and from
the material between CLAS and the pair spectrometer causesreely high rates and
makes the system unstable. The photons which cause theéspadtrproduction have
to be subtracted from the total flux, which is a sizeable aioa.

There is also a photon profile monitor which gives some meastithe photon
beam position. The profile monitor, the BPMs and the Activdli@ator all help to
ensure that the beam is of good quality and stability duringna

3.7 Trigger System

3.7.1 Introduction

The signals generated when a charged or neutral particktest@d in CLAS must be
read out in such a way that it should be possible to determitie ievent is real and
not an accident.

This is accomplished by using a specific trigger configuratemd the trigger may
be configured in different ways to suit different conditidos different experiments.
For example, for a photon run it is extremely important to teeStart Counter time
as part of a Logical OR in the trigger configuration, alongwitie Master OR from
the Tagger.

In general, a trigger is a signal that passes through anyngilgates and satisfies
coincidence conditions such as a start time within a givere tvindow and, more
importantly, it informs the data acquisition system that reformation is ready to be
read out. CLAS utilises a two-level trigger scheme thatvedl@vents to be accepted
or rejected in a manner which keeps the dead-time of the betas low as possible.

In the event that some process causes any of the outer dstéikthe Time-
Of-Flight or Electromagnetic Calorimeter to fire, an acedpe first-level trigger is
formed. This trigger is used
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a) to gate the relevant hardware electronics by sending anoomstart to all the
relevant TDCs.

b) by including some delay, to generate the common stop Kigntae Drift Cham-
ber TDCs.

The Drift Chamber can come into play for a second-level grday using rough po-
sition information from each super-layer, defined by a cadngarticle passing through
a given cell. Each cell is defined using the same method as ithBaded Tracking
method discussed in Section 4.9. This Level 2 trigger thémeeiallows or rejects
hits on the basis of finding an acceptable track in the Drifai@her, and rejects an
event by sending all TDCs a fast clear signal which erasesfatimation of the stored
event. Thus, CLAS usually operates with 2 different clasgeggger, the first trigger
being a Logical trigger requiring specific conditions to rizgthits in various detectors
depending on the experiment being run.

3.7.2 Levell

The Level 1 trigger [72] was designed to have negligible etae¢ and makes use
of all timing or position information promptly availabledim the numerous TDCs in
CLAS, to decide if an event was physically interesting. A thvel, the trigger utilises
information from the Time-Of-Flight system, Cerenkov d#te and the Electromag-
netic Calorimeter.

Essentially the trigger consists of a three-stage memaikigp which takes signals
from the relevant detector surfaces in each sector, as shokig 3.32. The first two
look-up tables compress this data, which consists of pos@ind time information,
then reduces 62 bits of trigger data to four groups of thrés br four trigger words
for each sector.

The third stage involves taking one of these trigger wordsfeach sector and
making geometrical matches to take account of multi-prdrgpents. For example,
the case in which a~ is detected in one sector the trigger can look up events iolwhi
a proton is detected in the opposite sector and then conthadi¢his is a good event.
The three stages [73] take ~90 ns of processing time to caeypleen the trigger
is passed on to the Trigger Supervisor which is a module wisshes the common
stop signals and others required for the physical inforomato be read out by the
electronics.

The Level 1 trigger can be configured for the number of chapgeticles desired
for each event that the experiment should consider real.G8ar this condition was
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Figure 3.32:The three-stage memory look-up for the Level 1 trigger. Tif@mation
from the Time-of-Flight detector is vital for the G8a Levetriger, and the Start
Counter signal is included at the expense of one of the otbictbr systems to meet
the requirements of a photon experiment.
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set at one charged particle per trigger, which greatly eed the trigger rate, and
therefore the random background in the experiment. Howeles condition also
broadens the range of different channels that can be awhilyslee data.

Fig 3.33 shows the principle behind the level one triggerfigoination used for
G8a. This consisted of a Logical OR between the Master OR{ Staunter and the
Time-Of-Flight system. The coincidence can only occur mita certain hardware
timing window that varies with detector. In the G8a expemtthe Master OR had a
hardware timing gate of 10 ns, with the Start Counter havistightly wider gate of
15 ns, and the Time-Of-Flight the largest gate of 120 ns.

CLAS
Level 1 Trigger
Condition

~120 ns

Time-of-Flight Trigger Window

15 ns Start Counter Trigger Window

10 ns Tagger E-T Coincidence Windo

\

!

i
\

Events in this time region are accepted by the
Level 1 Trigger.

Figure 3.33:The overlap in time between the three components of thedaedrigger
for G8a. This figure demonstrates the conditions under wtiietL_evel 1 Trigger will
fire. There must be a pulse from the Tagger Master OR, the Starhter, as well as
the signals from the Time-of-Flight systems (See Fig 3r32)der for the event to be
read out. The responsibility of accurately detecting a ptaisevent within the Level 1
Trigger Window then falls to the Photon Tagger.

3.7.3 Level 2

As mentioned before, the Level 2 trigger [73] makes use ofDh& Chambers to
obtain tracking information, and the whole trigger systsndesigned to give fast in-
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formation on the occurrence of an interesting physics evetdwever, the Level 1
trigger can be set from a cosmic ray event, and in this caseack would be present
in the Drift Chambers, so the Level 2 trigger sends a fast cigmal to all TDCs if no
tracks are found.

The Level 2 trigger can do much more than this, since it canadlgtmake a real-
time comparison between the geometrical or sector infaonditom Level 1 and then
pass or fail the signal depending on the physics requiresradribhe experiment. How-
ever, the processing time oft;ts contributes directly to the dead-time of the detector
since no new triggers can be accepted until either all infdion is fast-cleared, or
digitised and read out.

The position information is obtained from five super-layest including the Re-
gion 1 stereo layer, and a segment finder board automatwaitypares track segments
with 9 templates designed to catch all possible tracks pgdkrough a super layer at
up to60°. If three good track segments are found out of five, then thektis consid-
ered good and the Level 2 pass signal can be either the LagiRR&tom all six sectors
or alternatively, a more direct comparison with the Levekbmetric information.

3.7.4 Trigger Supervisor

This extremely important custom-built module takes thepotg from Level 1 and
Level 2 and issues fast-clear signals, common start sigmalommon stops signals
to all TDCs, as well as gates and resets for all the detectatrehics. The Trigger
Supervisor [73] can be programmed to use Level 1 triggerim&ion only, which is
a CLASS 1 configuration, or else Level 1 and Level 2 which atutsis CLASS 2.

For CLASS 1 the Trigger Supervisor will generate the timesgdor all detector
electronics, wait until all the crates have finished digigstheir information and then
place the event on a readout queue for the Data AcquisitisteBy.

In CLASS 2 the same happens but the Trigger Supervisor witl uvdil the Level
2 processing is finished, and if the Level 2 has failed, thexsadlear will be issued to
all front-end detector electronics to reset them. Thisgakeundl s, and if Level 2
passes, the event will be placed on the read-out queue imthe way as CLASS 1.
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3.7.5 Data Acquisition

After the Trigger supervisor gives the all-clear, the psscef data acquisition [74]
begins and the information in the relevant TDCs is digitised sent to 24 VMERead-
Out Controllers. Each ROC relates to a different detect@utisystem, and for each
digitised value received, is tabulated and given an ideatibn number specifying the
position or number of the active part of the detector .Thesatefragments are then
sent to the online acquisition computer which performsehmajor operations on the
data.

Firstly the Event Builder rebuilds event fragments intg&adata banks and labels
are attached to specify the detector type. A complete eusathas a header bank
attached which details the event type, run number, evenbeuand trigger bits that
fired when the event was created. Next the Event Transpais Itiee complete event
into shared computer memory and makes the event informatiaitable for online
analysis programs and raw data monitoring programs. Fkirtah Event Recorder
takes these events out of the Event Transport and writesatsestiraight to storage
media. Six RAID disks receive the data and then transfer laetd a remote tape silo
ready for offline analysis. Fig 3.34 shows this completeaaysind how it is networked
together. The maximum event rate in CLAS at this moment ightu4 KHz, which
equates to 10 megabytes per second. This is not limited biadhdwvare but by the
file transfer speeds in the Linux filesystem and the speedighgthe data to storage

tapes.
SIGHALS ROC
HMEMORY
LEVEL 2 FAST CLEAR
DISCRIMINATORS 4BUSY 1 TRIGGER TYPE CLOND4 (SMP) CLOM10 (SHP)
PRETRIGGER 2CPUs 400 MHz & CPUs 400 MHz
| Hou ] AN
TriGeER | LEVEL 1 TRUE - CED EB N2, [R] [RaID]
LEVEL1 SUPERVISOR
*
IFCTO DD ‘ DD TO IPC TAPE SILO
LEvEL2 |
TRUE / FALSE
Ts: TRIGGER SUPERYISOR oD DATA DISTRIBUTION
ROC:  24READ-OUT CONTROLLERS  IPC:  INTERPROCESS CONTROL
£B: EVENT BUILDER MON:  MONITOR AMD USER SOFTWARE
ER: EYENT RECORDER CED:  EVENT DISPLAY

Figure 3.34:A flow diagram showing the CLAS Data Acquisition System.

4V.M.E. , the VERSAbus Module Eurocard format, a computediare architecture first released
in 1981.
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Chapter 4

Calibration Software and Data
Reconstruction

4.1 Introduction

After taking data during an experiment, it is important teenpret the raw numbers
correctly. This is also the area where misinterpretatiothefdata can waste valuable
experimental information. Hence every effort must be madensure that the infor-
mation returned from each detector system has sensiblegimformation, position
information and energy or momentum values.

As afirst step it is vital to take account of detectors thatrexteworking properly,
and this generally means making use of a software 'flag’ theltes the status of faulty
detectors known to the calibration and reconstructionsuot.

Reconstructing the timing of an event is the next importaep,sand it is desir-
able to have a reference time against which all the othercttetecan be checked.
In Fig 4.1, the idea of having a calibration cycle based orfereace time is shown.
Using a universal timing reference means that a multi-campbdetector can be cal-
ibrated to an external trigger more easily, with the endltdsing internal agreement
after synchronisation with the reference time.

A misidentification that can happen in this procedure oceren a detector re-
turns a time which, although appearing like a real triggegsdnot actually come from
one of the RF buckets generated by the accelerator.

In order to avoid such difficulties, a common time must be &eldpo define a
real physical event, and in the case of Hall B, the RF frequ@fthe beam is used.
Naturally such an event would have to appear inside one dREhbeam buckets that
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Figure 4.1:The calibration procedure for CLAS in the case of a photoregrment.
Note how the RF time is central to the calibration processiasussed later.
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Figure 4.2:The RF time can be used to determine whether an event is rdzdak-
ground. For all of the subsystems of CLAS, some method igeditptake care of the
situation where a nonphysical event creates a realistikilog trigger. These events
should be rejected if possible.
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arrive in Hall B every 2.004 ns [50], so this is a strict criber applicable to all the
detectors, namely that if they detect an event not assaociaith a beam bucket, it
should be rejected as noise. This point is illustrated ind=y

More importantly, if the detector system in question doessimw the 2ns RF
structure from the accelerator, then it is unlikely to belwalibrated internally. By
internal calibration, it is meant that all the componenta dktector agree on the same
time for a physical event.

For example, in the Time-Of-Flight system, each paddle khseee the 2ns struc-
ture, but if the paddles are not correlated correctly wittheather then the detector as
whole will not see the structure, and thus be unable to déterihan event occurred
inside an RF bucket or not.

This is similar to the Photon Tagger. Fig. 4.3 is a plot of egyer T-Counter’s
reconstruction of the difference between the RF time andithiiene in that T-Counter.
This plot clearly shows the discrepancies between eachesleof the Tagger, and
when looking at the reconstructed time from the tagger as@eythe detector will be
unable to resolve which beam bucket caused an event in CLAS.

_ W I ‘ | ”tu
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Ll '.l.Ln o
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T-1d (2 x T — Counter No. — 1)

Figure 4.3:Tagger T-Counter TDC time - RF TDC time for the whole rangegger
T-Counters. The effect of bad calibration is to shift theetifor each T-Counter away
from zero.
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The master clock against which every event in the detectst beimeasured is the
RF frequency of the beam buckets, which is used for the fiegjesof calibrating all
the detectors and ensures that they agree in time.

4.2 Hardware and Software

Some of the principles behind the collection and manipoitatf the data are intro-
duced next. The establishment of the way the electronicweelrecords and stores
time information is vital for defining these principles senaractically all of the detec-
tors in Hall B are read out through technically similar TDGA@Cs. For calibration
purposes the TDCs are particularly important because ofitaktiming and position
information they provide.

42.1 TDCs

A TDC converts physical time into a digital signal by usingaatfelectronic switch.
In the case of a LeCroy 1875A TDC, a quartz piezo-electristalyis used to give
an extremely fast clock speed. The digital range of the TD@ nwver over 2000
channels and each channel is the equivalent of 50 ps or mpendang on the type of
TDC.

When a TDC is given a start signal it counts against its irgleciock and accumu-
lates charge in each channel until the arrival of the stopadign this manner the time
between start and stop signals is digitised and stored. HErersoftware point of view
the stored channel number needs to be converted into a resicphtime, and this is
done by knowing what each channel corresponds to in termmef tFor a more ac-
curate conversion, attention has to be paid to the fact th&@ does not always have
a linear conversion from time to channel number, which mestaien into account
when converting a TDC channel number back to time.

This means that for every TDC in Hall B, to convert channel banto physical
time, the channel number where a peak of interest occurs Ineushown, as must be
the calibration of that TDC. The equation for calculatingeifrom a TDC is given in
eqn 4.1.

Tonys = C1 + 702 + 72C;3 (4.1)

Therefore for any given TDC three offsets must be determina@construct the
physical timeT,s from the TDC Channel number. C; represents the base peak
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position,Cs is equivalent to the slope of the TDC afig represents the general trend
of the slope, which depends on the range of the TDC.

4.2.2 Calibration Database

The calibration procedure requires storing these TDC tsfse that whenever a soft-
ware package is required to reconstruct the physical tiora & given TDC, the offsets
should be readily accessible.

In the past in Hall B, offsetnaps were used, which were effectively text files
containing offsets relative to a specific detector systeheylwere stored in a certain
place and all reconstruction software knew where to lookHerappropriate map.

For G8a a new system using MYSQL [75] - a database languageuse. Known
as CALDB this was a database running on a separate serveh widexed all the
constants required for all detector systems. Convenigthidyoffsets could be stored
in a central place for different run periods, which meant tieers could access and
change constants without affecting other user groups amgiteng essential offsets
by mistake. Every constant obtained through the procesalitifrating G8a data was
stored in a private index completely specific for the expenm

4.2.3 BOS Input/Output

The data read out from CLAS is transferred, at the point wheeanformation from
each detector system that fired for a given Level 1 triggeslisited into an event, into a
FORTRAN 77 dynamic memory allocation structure structurevikn as BOS [76, 77].
This acronym stands for Bank Operating System [76] and estetgctor has a BOS
data bank containing the raw TDC or ADC channel numbers treat for each event.
The key to any calibration or data analysis software is usitiger FORTRAN or C-
wrapped FORTRAN function calls to access data from the egleBOS bank. An
example of a typical BOS bank and the accompanying data fettie TAGR (Tagger
Reconstructed) BOS bank shown in Table 4.1.

4.2.4 Cooked data

During data reconstruction, raw BOS banks are convertenl dobked BOS banks
by the process of converting TDC channel information to fiened also doing Drift
chamber tracking and other analyses that will be mentioated. |After an experiment
has finished running, the raw unprocessed data is first atdithy then when adequate
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Table 4.1: The reconstructed Tagger bank, TAGR.

| Bank Entry| Min. Value | Max. Value | details |
ERG 0 10 Energy of the photon in GeV
TTAG -20 200 Reconstructed photon time
TPHO -20 200 Reconstructed photon after RF caor.
STAT 0 4096 Status Flag
T id 1 121 T-Counter Id
E_id 1 767 E-Counter Id

constants have been obtained, the data is cooked [78]. #ighdws this process as a
flow chart, and apart for any iterations for refining the aaiton constants, the data
reconstruction flows sequentially in this way. This is cotapionally intensive and
can frequently take over 3 months to complete on the Jeffiekst farm computer
system.

Data Entry in BOS Bank

Sector:1
Raw Data consisting of £oLoR

TDC or ADC Channel ID:97
numbers and position TDE489886
information
] A
Each detector component Sector:1
then has the raw digital ID:97
information converted into : :
physical units. Timet28.5 he
y i
_Cg:ﬁhmtiuln onstants are Sector:1
then applied to adjust the ID:97
reconstructed numbers, X N
taking account of trigger time Time:22.55 ns
and detector position
\
Y
The resulting data has Sector:l
physical units of time, Momentum: 0.5 GeV/c
_position and energy. q:+1
This is called "cooked” data. Angle:30 degrees

Vv:0.9c
Time:22.55ns

Figure 4.4:Flow chart showing the processes involved in going from rawdoked
data. Shown on the left hand side is the process being folldoyehe reconstruction
software, and on the right the corresponding entries in acdgfBOS bank are shown.

In the final cooked files the BOS format is used and the raw ankembbanks are
both present, and analysis programs are able to accescahysie, momentum and
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other physics information directly.

4.3 Beam RF frequency calibration

To have an accurate measure of the RF pulse of the electromdsei arrives in Hall B,
a PMT is situated close to the beam, passing to a TDC modulentimeg information.
The signal from this TDC is pre-scaled by 40 and then choppemtivo. The two
different ranges are designed to give a trustworthy avebbagien practice it makes no
difference to use one or other, or even a combination of bdtie pre-scale gives a
signal with a period of 80 ns which allows an accurate deteation of the RF time. A
software package builds a BOS bank called CLO1 which costhi@ RF information.
Only one RF TDC time is reconstructed, so a plot of the timé&ithstion is a single
gaussian peak positioned relative to the trigger. Howetvisryery useful to work out
the phase shift between different detector componentssiand detector components
are normally synchronised to some trigger time, a typicé&der offset from a real
physical event time is of the form.

Tphys = Tiac + REphase—shirs + k % 2.004 (42)

Here T, is the physical time of the events recorded by the deteator’Tg,. is
the converted time recorded by the detector TDC. The cohktigran integer number
of RF beam buckets that the given detector component mayfbet dfom a trigger
time after the RF phase correction is made to bring the RF TiD€ to zero.

The typical signal from RF1 can be fitted and compared witleiotietector com-
ponents, in particular the photon tagger (there is a 2 nstsire in the photon beam
since it is produced directly from the electron beam). Hoevethe times given for a
beam bucket by the Tagger and the Beam RF TDC must be synshdbfar the rest
of the calibration to proceed.

In calibrating the RF TDC, a Gaussian is fitted to the TDC peskshown in
Fig 4.5. The measurement of the mean position of the peakesr@aconstant to be
taken account of in the RF TDC time reconstruction in ordeshit the peak of the
distribution to zero. This then sets the Hall B RF time to zerud the next stage is to
compare this time with the detector that measures the tirtteegshotons that cause the
measured reaction, i.e. the photon tagger. In that congatie actual RF frequency
of the electron beam and the related frequency of the phaamtare matched by the
addition of an offset. Then the photon time given by the taggs be used as the
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Figure 4.5:The output from the RF1 TDC compared with a single Tagger UnGo
TDC time shows the 2ns RF structure of the beam.

reference for the other detectors which have to be calithrate

4.4 The Start Counter

4.4.1 Concept

The calibration of the Start Counter is straightforward meiple because all that
is needed is for a start time to be synchronous for the thriéereint paddles of the
detector. In Section 3.5.3 it is mentioned that the six lelgscmtillator are joined
into pairs to give an overall surface of 20° azimuthal coverage for each sector pair
in the forward direction. This implies that the TDC timindgoanmation must also be
considered in pairs. A single hit should give a constant nteae between the two
TDCs, regardless of where the hit took place in the scimtitlalhis fact can be used
to calibrate the three pairs.

Fig 4.6 shows the typical timing information used to caltbra Start Counter pair.
On the vertical axis the difference of the times from each Td@ed by 2 is shown,
versus the mean on the horizontal axis.

By consideration of the properties that different hits \wdlive, the lines that appear
as diagonals in the above plot can be interpreted as hitsendrer PMT fired and the
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Figure 4.6:The calibration of a Start Counter Paddle. The differencarire is plotted
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CLAS are shown inside the red box above. Below, a side-oniaken which allows
a clearer view of the position of the centre of the event thigtron. This is the view
used to align the distribution, and the alignment is chedkgditting this peak to zero
and making small adjustments to the relevant constants.
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other did not. Such events are considered as nonphysidald@urpose of calibration,
and real hits are considered where the difference remanse ¢b zero. If the general
shape of the distribution resembles that above, but thagtnorizontal line is offset
from zero, a constant is applied in the software that cosract individual TDC to

bring the central line back to zero. When this is achievedptiieis considered to be
internally calibrated.

But what about the other two pairs? After calibrating theeotpairs in the same
way, it is necessary to compare the three pairs with any gixégrnal time that has a
statistical width of < 1 ns. If the tagger is sufficiently welllibrated then the whole
detector can be used. However for G8a a single T-Counter Tifi€ad to provide an
external reference for aligning the three pairs.

=
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& o o1
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=
o

Tagger Time Start Counter Pair (ST1) Time (r

iy
1

Figure 4.7:A plot of Tagger time minus ST1 mean time for all pairs.

Fig 4.7 shows on the vertical scale the pair mean time - trectad tagger TDC
time, and on the horizontal axis the three pairs of the Staun@r are shown. Clearly
the Start Counter detector components can be considerégiggled if they agree
on the same time for the tagger TDC to fire to within 1 ns of thdtlvof the tagger
TDC peak. Another view of the histogram shown in Fig 4.8 com$ithe satisfactory
alignment of the three start counter pairs.

If the Start Counter pairs agree on the time, then times #toacted from the Start
Counter can be used in the calibration of other detectoerysts the reference point
for the timing of a physical event, where a physical evenefsngd as an event within
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Figure 4.8:Profile of Fig 4.7 showing the width of the Start Counter digition that
corresponds to a single Tagger TDC.
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a beam bucket that fired the Level 1 trigger.

4.4.2 Software

The software used was developed in co-operation betweeautt®r and two other
colleagues, Chris Gordon and Juan Carlos Sanabria. Bastt @oncepts outlined
above, the goal was to create some software which had théitigptn read the Start
Counter pair time from the appropriate BOS bank - ST1 - andoaymwith the Tagger
time read from TAGR. By using the CLAS software framework,ragpam named
st_dt [79] was written which compares the two halves of each Start @oyoatir and
calculates and displays the values required to evaluataepgpepriate constants to be
added for each individual TDC. The overall alignment of tharSCounter can also
be plotted with respect to any tagger TDC or all of them. Tlaskage proved very
effective in allowing changes to made to the Start Countastants with one pass
of the program over cooked data. The author was personalporeible for making
improvements to the software which allow for partial reking of banks to allow
the user to run on raw data as well, which makes calibratiomendtiately after an
experimental run has finished more straightforward.

This modified version oft_dt was extremely useful in adjusting the Start Counter
timing constants to allow for the fact that there was a hardvpaoblem, specifically
a low gain on one of the PMT tubes in Pair 2. This was done byildihg the TBID
BOS bank and checking the difference in event vertex timesorea by the TOF and
the Start Counter. The Start Counter timing constants ribestin Section 4.4.3, were
then adjusted to bring this difference as close as possilderp. The author also mod-
ified some FORTRAN routines which build the ST1 event timehia case a limit was
needed which would not allow out-of-time events to creep the reconstructed STR
bank. This was the cause of major difficulties early on in tteepss of calibration.

4.4.3 Process

The process of calibrating the Start Counter initially fees on internal timing align-
ment. The prograrst_dt [79] plots the time difference from a start counter TDC pair
versus the mean time. For a real single particle event thesumed time difference
should always be constant, so the straight line shown in Fegsdthe first measure of
calibration in this process. Depending on the individuahgd the TDCs, this straight
line can have a range of offsets from the x-axis, but for carermce the pair is consid-
ered calibrated when this line is centred on the x-axis, witime difference of zero.
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This requires adjusting one of the six constants that reoactgshe TDC time.

Sost_dt primarily deals with three pairs of the sixt TDC constants, where each
pair corresponds to the start counter design of six saits joined into three pairs.
Upon suitable adjustment of these three pairs of constaats) pair is considered to
be internally consistent. However, due to the fact that tiievidual performance of
each TDC may vary considerably, this does not guaranteestiwdt pair of the start
counter would return the same time for a given physical event

The next step in thst_dtprogram is to display all three pairs on a single histogram,
using the time from a single T-Counter in the tagger as aeafs.

Combining the three pairs like this (shown in Fig 4.7) witference to an external
time reveals how well the start counter pairs are calibrated if a pair has a significant
offset from the desired straight line then the two TDC comistaielating to that pair
are modified. Then step 1 is repeated to ensure the stramghfidr the time difference
between the two pairs is still at zero. Selecting differewlividual constants for each
start counter TDC does not necessarily affect the mean fiignenaent of a pair, since
having the reconstructed time difference at zero only nressihe relative times, and
therefore the relative values of the constants requiregtonstruct each TDC, not
their absolute values.

If the comparison of the event time in the three pairstirdt shows a straight line,
and the profile of this peak in the y-axis has a width-of ns then the start counter is
considered to be well aligned internally.

In the process of runningf_dt, the user notes the values of the six TDC constants,
and enters these values into the private run index of thébf@ailon Database for the
experiment being calibratedst_dt then reprocesses the relevant Start Counter BOS
banks to enable a direct comparison to be made with the prewalues stored in
the Calibration Database. The user can then quickly caélifee Start Counter for a
number of data files using this procedure.

The Start Counter signal can then be used in the calibrafitmeoPhoton Tagger
and the Time-Of-Flight system.

4.5 Coherent Bremsstrahlung

45.1 Process

Producing coherent bremsstrahlung relies on being ablei¢ntate the radiator to
bring specific crystal planes into alignment with the beamhigh quality polarised
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photon beam requires the set of planes parallel to the etetteam to be aligned
within 1 mrad. This alignment is achieved by establishiregghysical crystal position

relative to the beam, then carrying out a set of calibrataams which determine where
the crystal planes are oriented. These scans can then béousetgrmine the relation

ship between crystal angle and the photon energy of the noaierent bremsstrahlung
peak in the photon tagger spectrum. A more in-depth desmmnijoff the method used

to align the diamond crystal can be found in Appendix A.

4.5.2 Calibrating the Coherent photon spectrum.

The final stage of the calibration is to use a method defineddiyriann [80] to mea-
sure the dependence of the position of the coherent maximuroherent bremsstrahlung
peak, with eithep, or 6, as defined in Fig 2.7. This is done by doing a scan of photon
energy against both,and#, in order to provide two orthogonal planes of polarised
photons, which is desirable for the later stages of ana{gsis Section 6.5). The result
is a table of goniometer angle and coherent peak energy.eAbfhof Fig 4.9 an exam-
ple of such a scan produced from the G8a run shows that theataygs orientation is

off by 2 mrad, however such a plot can still be used to caleuts required goniometer
angle parameters to produce a given coherent bremsstegbdak energy measurable
in the photon tagger. With such a table, compensation canduke for situations like
variation in beam position and changing the plane of paé#os for experimental pur-
poses. At the bottom of Fig 4.9 the tagger energy spectrurtotted for a particular
crystal angle that has been calculated to give a peak enéappooximately2 GeV.

4.6 The Photon Tagger

4.6.1 Concept

For the G8a experiment a single T-Counter TDC from the Phdamuger was used to
calibrate the Start Counter, but for the next stage of catiibn the Start Counter must
then be used to complete the calibration of the Photon Tagger

This is because each component of the tagger can be easdiiedab an RF beam
bucket since the electrons arriving in the hodoscope willrstain that time structure.
However it is much harder to be certain that the tagger el¢oneater consideration is
attuned to the time of the physical event that occurred in SLéspecially if the level
of background in the tagger is high, as it was during G8a. Highkls of background
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Figure 4.9: Plotting the Photon Energy Spectrum of the tagger againstdtystal
angle @, or 6,,) of the goniometer. The coherent bremsstrahlung peak gretrgws
here as a dark curved band running approximately diagorethpss the top plot. The
bottom plot shows a slice taken vertically through the tagt fisr a particular crystal
angle corresponding to the peak energy being-at GeV.
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can obscure the true event timing in the tagger. In Fig 4.#0Tdgger TPHO time
(described in Table 4.1) for all the 121 T-Counter bins intdugger is plotted and the
projection into 2 dimensions shows the variation in timifigach tagger element.

It now becomes necessary to use another measure for timilgsacp event to
give the reference for each T-Counter and E-Counter, asddiprovided by the Start
Counter. This implies that the calibration of the taggertwa:stage process [81], and
the method followed for G8a was to synchronise each T-CoUm€ to the RF1 time
by making a fit and then calculating the offset required tadpthe time, measured at
the peak of the Gaussian distribution, to zero. This proasss a similar approach to
that shown in egn 4.2 and Fig 4.5. With this offset added, #eoh T-Counter TDC
can be moved by beam-bucket integers until it matches thereasured by the Start
Counter, with a suitable offset for each TDC added to takewatiof the extra distance
between the Start Counter and the Tagger as well as cable dela

4.6.2 Software

G8a is heavily indebted to Ji Li from the G6c¢ run group, whodutbee concepts from
CLAS-NOTE 1999-04 to create a new C++ program cafiedtonTcal [82] which au-
tomated the procedure of calibrating the slope of each TD@irfg the left-right bal-
ance between the TDCs attached to each end of the given Ti&pfitting each TDC
peak and finding the RF correction needed, then finally comgarach T-Counter
Channel with the Start Counter mean time.

The progranphotonTcal uses several FORTRAN data processing routines to al-
low the cooking of the Photon Tagger BOS banks, allowing ther to check the va-
lidity of the automated fitting procedure which calculates hecessary TDC constants
for each T-Counter.

The author was involved in usinghotonTcal to evaluate the quality of experi-
mental runs and deciding which runs should be used to c#dilina overall system for
a period of subsequent runs. This work also involved makiagunal adjustments to
the Photon Tagger timing constants to allow the best passiibration despite the
hardware problems which are documented in Section 7.2.

In a complete calibration pagdhotonTcal runs on approximately 300,000 events
and the process consists of 4 steps shown in Table 4.2.
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Figure 4.10:Tagger Tpho time, showing the spreading out of the real p8afow a
3-dimensional representation of the Tagger’s timing béhavcan be seen. From this
it is clear that there is a problem with the individual timiod the T-Counters in the
Tagger since for the range T-Id > 80 the timing peaks are veoad.
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| Step| Process |
1 Calibrate RF time
2 Calibrate TDC Peak Position
3 Find L/R slope balance for each T-Counter
4 CalculateC; RF adjustment for each T-bin
5 | Calculate eacly); offset from reference detector

Table 4.2: Tagger calibration procedure

4.6.3 Process

For the first part of the calibration proceg$iotonTcal created the reconstructed Tag-
ger bank - TAGR - with constants from a previous run. In the BABank each T-
Counter is split into two - owing to the geometrical overlapthe design of the ho-
doscope, giving 121 Tagger Ids or T-bins to be calibrate@ (Sg 3.12). A look-up
table is used to make a geometry-based match between the thissE-Counters and
T-Counters, taking into account that often a single hit in@gdunter will match several
hits in separate E-Counters.

Calibration of the E-Counters is done in a very similar wayhe T-Counters, a
geometrical overlap creating 767 distinct E-bins, whidmnthave their base peak posi-
tion calculated and subtracted from the raw TDC channel mumithe E-Counters run
in common-stop mode but they are closely linked to the triggeof the T-Counters,
because the T-Counter timing forms part of the Level 1 tnigdetiming coincidence
between an E-bin and T-bin is also still required in the safenvfor successful recon-
struction of a Tagger event.

This coincidence measurement is based on finding an acéeptajlectory through
a group of E-bins and a T-bin for an event in the tagger hodmscd he hardware
is set to accept coincidences within a 20 ns window, and iffH@ounters are cali-
brated properly and the E-Counter to T-Counter geometricinnag works properly, a
straight horizontal line will be seen when plotti{i§._counter — Tt—counter) VErsus the
E-Counter E_id Number, as shown in Fig 4.11.

The geometric matching between hits in E-bins and T-bingifopmed by a look-
up table text file that is read byhotonTcal and compared with the raw data. De-
pending on where the T-bin is in the hodoscope, the range lwh&that would be
considered as contributing to an acceptable hit can changee the direction of the
magnetic field changes over the length of the tagger andakists in energy-degraded
electrons arriving at a E-Counter/T-Counter location aiffeiént angle relative to the
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Figure 4.11:E -Counter compared with T-Counter timing coincidence fioin the
Tagger.

detector plane.

The calibration process continues by comparing the TDC tintle the RF1 TDC
time. As shown in Fig 4.12 a plot is made of the TDC reconsedi¢ctime minus RF1
and then the peak is fitted to give the RF offset for that TDC.

For calibrating the Photon Tagger, one deals with the T-@snEach T-Counter
has a PMT attached to each end of the scintillator bar, wigiets in to a separate TDC
module for each side. The reconstructed time from the T-@ouherefore depends
on which PMT registered a hit, and how the TDC time convergienchannel varies
between the left and right sidés.

The Tagger TDCs run in common-start self-triggered modéghvimeans that they
will start to measure time either when the CLAS level 1 trig§ees, or else they
are started by their own trigger based on an electron hit orCaunter, which then
becomes part of the Level 1 trigger. The TDC peak positioibcation constant that
is used to reconstruct the TDC time is actually the mean ijpossince either the left
or right TDC can register the earliest time for a given T-Ctearwhich then becomes
its trigger. This means that the overall time for the T-Ceurtends to be skewed
slightly, since if the hit occurs first in one side of the T-@ter the opposite side

There are two TDC modules, one for each side, each consisitiég TDCs.
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Figure 4.12:Tagger timg(TTAG) minus RF corrected Tagger tinf@PHO) time for
all of the 121 T-bins plotted against the RF1 TDC time on tlais-

TDC has a broader time distribution due to light dispersiothie scintillator. Useful
guantities to calibrate the reconstructed time of a T-Cewrity taking into account
peak positions and the difference in time distributiongrfreither PMT causing the
trigger, are therefore the absolute peak positions for-thel-Counter.

< Peak(L;) >=< TDC(L;) > — < T(L/R); > (4.3)

< Peak(R;) >=< TDC(R;) > — < T(R/L); > (4.4)

Here the numbeg: Peak(L;/R;) > is the absolute peak position in the right or left
TDC connected to a particular T-Counter. This number is iceamed absolute because
the equivalent expression contains both araw TDC chanmebeu< TDC(L;/R;) >for
the peak position, as well as a measure of the relative tiffereince between the left
and right TDCs for this particular event. The raw TDC chanmeghber can be seen in
Fig 4.13.

The quantity< T(L/R); > relates to the relative time delay between the Left and
Right PMTs that connect to the respective TDCs, and this tifyas well established
from previous runs, being due to a fixed cable delay and otysematic physical
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factors. The peak calibration is done to allow the subtoactf the time taken from
the trigger firing until each TDC actually records a time. mpthis subtraction results
in a Tagger time of zero compared with the Level 1 trigger im@LAS. The constants
are found by an approximate Gaussian fit performed by a stibeoun photonTcal
and then written to the Calibration Database.
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Figure 4.13:Base peak calibration iphotonTcal. The calibration routine finds the
TDC channel number with the most number of events and red¢bhislsas the peak
position. A dip can clearly be seen in the count-rate for TiC on the left-hand side
of the main peak. This is thought to be due to TDC pile-up chbsethe very high
count-rate seen in the photon tagger during the G8a experime

Calibration of the T-Counter TDC slopes is done to countettae effect of indi-
vidual variations in different TDCs from the preset 50 peosnds per channel time
conversioA. This means that a comparison between the Left and Right T&Gsach
T-Counter should show if one converts time at a differerd taan the other.

A suitable comparison is to plot the left/right time difface versus the mean time

tean je:

tl — tR e
1 1 1 1 — tmean 45
5 X ( 5 i ) (4.5)

As seen in Figure 4.14, when the slope of a particular T-Ganustnot acceptable,
this plot shows a non-horizontal line departing from zerbeveas a well-calibrated
counter should have a straight horizontal line at zero. Phisicular procedure often

2The slope for E-Counters is 500 picoseconds per channel.
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Figure 4.14:Slope Calibration fronphotonTcal. Once all the slopes are calibrated
for each T Id, each T-Counter will reconstruct the time of gare properly whether it
is read from the Left or Right TDC. Below, the final slopes fibthee T Ids are shown
for a G8a calibration run.
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needs to be checked and modified by hand spta@onTcal was unable to obtain a
reliable fit to the data for this procedure.

At this point each T-Counter has the peak position subtdaatel the slope from
left to right TDC should be balanced. However, the RF sighalutd now be taken
into account.

Using the mean time from each T-Counter and the informattomfthe CLO1
BOS bankphotonTcal creates a histogram of this mean time minus the RF time, and
makes a Gaussian fit to the peak of this distribution. Theebfisquired to bring this
peak to zero is entered into the Calibration Database a§ffieconstant for each
T-Counter. This ties in with equation 4.2, taking into aatbthe RF phase offset
that each component of a detector may exhibit. Once thisstapmplete, the RF time
from CLO1 can be substituted in place of the time recordedBaunter TDC, giving
much greater precision to the reconstructed tagger timg.4Hi5 clearly shows this
improvement, particularly when contrasted with the stdtéhe tagger before being
calibrated, as shown in Fig 4.3.

Thus, the time displayed in the TAGR banitag from Table 4.1, is now used for
each T-Bin, and is also used to calculate the most importaanttity obtained from the
tagger calibrationtpho.
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Figure 4.15:The TPHO time minus RF time is plotted here for each T-Bin.

To complete the Tagger calibration, each T-Counter needdditional offset to be
added that takes into account an integer number of beam tsuickerhich the signal
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may be offset from the trigger time, depending on delays apemmental conditions.
This is the final component of equation 4.2, addingpeam buckets on to each T-
Counter to define the final set of constants to be written tdCiération Database,
the CREF. The way thaphotonTcal works this out is by using the Start Counter as the
reference detector which gives the timing of the event se¢na Tagger.
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Figure 4.16:Plot of the calculated**"" for each T-Bin. This is the calibrated Tagger
(TPHO) time minus the Start Counter (STR) time.

PhotonTcal uses the mean pair timesr; from the Start Counter to create a fit of
this relative time by plottingt™**" — Tgr;) for each T-Counter,. The Start Counter
picks out the real peak from the background that the taggectiefor each T-Counter,
and this peak is fitted with a Gaussian and the value of thetdiffisheCREF, which is
stored in the Calibration Database. This number takes ridteemffset from the ref-
erence detector for each T-Bin, and Fig 4.16 clearly shoafsétfier all the calibration
steps, a straight line should be seen on a pld@t®f" — Tsr;) versus T-Bin. If some
elements of the Tagger are out of alignment on this plot, gusédent of the relevant
CREF by an integer of 2.004 should bring the tagger back into atigng.

This constant is used to calculate the timing of a hit in ea&infon an event-by-
event basis, and this is done by creating a numples in the TAGR bank, i.e.

tpho = ttag — C{*F (4.6)

3The frequency of the beam-bucket in Hall B is 2.004 ns so adiieist by an integer number of
beam-buckets means an integer number times 2.004.
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which is equivalent to :
tpho = t®*F —k x 2.004 (4.7)

This number takes into account the way in which a T-Bin may hete the same
electronic delays as one of its neighbours, and once the R&atmn has been applied,
it should be displaced in time by an integer number of beaokdits in time from the

real event which caused the trigger.

4.7 The Time-Of-Flight System

4.7.1 Concept

The Time-Of-Flight calibration [83] is again linked to thdeia of a physical reference
event time first mentioned in Fig 4.1, with respect to whichtiaé components of
the system should agree. For this case it is a prerequisitietdify which charged
particle causes the signal in the TOF TDCs, and this is dorlediing at the energy
deposition in a TOF scintillator bar. In accordance withBe¢he-Bloch equation [84],
the amount of energy deposited by a charged particle in agnaerial is related to its
mass and charge, so if the Energy Deposition per unit thekrseplotted as a function
of momentum it is possible to disentangle pions from pratons

Plotting thedE/dx of charged particles versus their momentum shows a curte tha
approximates a Landau distribution. More importantly, disgribution of the pions is
peaked at a lower momentum, and a significant number of piebgheath the Landau
peak of the proton distribution, which makes it possible tkema loose cut to roughly
identify pions for the purpose of calibration, as shown ig &i19. A reconstructed
vertex time is used for each candidate. The vertex time isi¢ected time minus the
time taken for the particle to propagate to the outer regidDLAS.

This identification allows the use of a graphical cut to safmthe pions from
protons for each scintillator bar in the Time-Of-Flight 8 and a comparison of
the pion vertex time with the tagger time from the TAGR bankgaf, a physical
event should have correspondence with the RF structurengis tseen when plotting
Tagger time minus pion vertex time for any TOF TDC, and angeifbbetween the
physical event peak picked out by the tagger and the timesoéwient recorded by the
scintillator TDC is calculated by fitting the main peak ofsldistribution.

Ideally,

(TAGRipho — TOF ytime) ~ 0 (4.8)
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where once agaiAGR;,, IS the calibrated photon time calculated by the tagger,
andTOF .me IS the pion vertex time obtained from the time distributidpi@n events
selected in Fig 4.19.

A large part of the calibration procedure in the Time-OfgRli system is to ensure
that the TDCs and ADCs at each end of one of the scintillatcs ban determine the
correct pulse-height, and the correct time for a partich déinrives in the centre of a bar.
If these quantities are correctly calibrated then the systan be trusted to measure
the time, position and energy of any charged particle pgssut from the centre of
CLAS correctly.

In principle each TDC must also be calibrated for slope,tdaifhd time-walk as
well but this requires special calibration data generatedde of a pulsed laser. This
data was not taken during G8a, and the offsets from the previm were used, on the
reasonable assumption that the experimental conditiongdwmt have changed much
in the space of a few weeks. The overall process is detail&dbte 4.3.

4.7.2 Software

There are four programs under the sc_calib package in theS8Gloftware that perform
calibration of the TOF from raw or cooked data for photon finagn These are all
written mainly in C, using PAW libraries to creatéhbook output files. PAW is a
analysis software package developed in CERN [85], anchtmok output is a file
format containing histograms and ntuple file structud@8Ww also allows the use of
macros calledkkumacswhich are used to manipulate thbook data. This allows the
use of PAW to automate the fitting procedures used to calculate gregdaamd means
relevant to the calibration constants.

The first program to be used ggnean which calculates the geometric mean of
Minimum lonising Particles for each scintillator bar. Rumane cooked data file, this
program generates constants that are used in the next $tegjéoation.

These constants are picked updtien_lenwhich calculates the attenuation lengths
of each TOF bar from the geometric mean constants given abénveoutput fromat-
ten_lenis used to determine ADC gain-balancing constants for esfthight PMT.

To determine the effective velocity of light in each baeff is used to measure the
gradient of the slope determined by the left and right TDGeBrfor events at different
locations along each bar.

The program that determines the counter-to-counter aisetlledp2p_delay ph
and calculates the offset for each TOF counter by lookingetertex time of selected
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events and comparing those times with the Photon Taggerftiniee same events.

Here the author was involved in a group effort and specifiqadirformed calibra-
tions for the effective velocity calculation and counterebunter offsets. This work
was carried out in close contact with the Tagger calibrapi@tess.

4.7.3 Process

| Calibration process || requirements
Pedestals Dedicated DAQ configuration
TDC Calibration Pulser data
Time-Walk correction Laser data
Left-Right Adjustment Raw BOS data
Energy Loss Good L/R constants, cooked data
Attenuation Length Good L/R constants, cooked data
Effective Velocity (V) || Good time-based tracking, and same as E|oss
Counter-to-counter delays As Effective Velocity
RF offset As Effective Velocity

Table 4.3: Time-Of-Flight calibration procedure

The Pedestal and TDC calibration steps require dedicatachdd data acquisition,
along with the Time-Walk correction procedure. These step®e performed during
the previous experimental run and are usually assumed obgtuge significantly over
the course of a year.

The process of calibration of the Time-Of-Flight systemstowes from this point
by assuming that the TDCs are in good working order. Then @@ id used to exam-
ine how the system is performing.

In calculating the Left-Right Adjustment, the TDCs readmg from either end
of a scintillator bar are compared and an offset is calcdl&tem a scatter plot of
In (A;,/AR), whereA;andAy are the respective heights of the ADC pulses measured
from the PMTs at each end of the counter.

The edge of this distribution along the x-axis determines parametersP;,and
Pr which allows the offset determining the Left-Right adjustmhfor each bar to be
defined.

At = (Pp, + Pr) /Veg (4.9)

Here At is the time difference between the event signal reachirtieeiénd of
the scintillator, which is plotted on the x-axis in Fig 4.1ahd V. is the effective
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velocity of light in the scintillator bar. This method attpta to ensure that the timing
of the TDCs is not relied on to calculate the effective velpand the other calibration
parameters, although the times from each TDCand Ty could in principle be used
as well.

slope (aittenuation lengthi) = 181.5
offset = 0.07 ‘

Figure 4.17:G8a calibration plot of L-R adjustment.

For each sector in CLAS the Left-Right alignment can be pbbtb ensure that the
calibration offsets are in agreement with the geometry eheEOF detector region.
Fig 4.18 shows all the TOF bars in Sector 1 properly alignetl e@ach other.
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Figure 4.18The Left-Right alignment of the Sector 1 TOF system duriagBa run.
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Next, plots of Energy Loss are made to calculate the geooraiean. This means
selecting pions from Fig 4.19 and calculating the geometean position of the Min-
imum lonising Particle pulse height distribution along leacintillator. The pulse
height of the ADC output of the left and right PMTs is used tted®ine the geo-
metric mean of the scintillator. Once each ADC is properljustd and the ADC
pedestals are taken into account, the pulse height for a lsi$Bipg through the centre
of the scintillator should be equivalent to 10 MeV [83].

60—
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Figure 4.19:Energy Loss versus momentum for charged particles in the d&déctor
system during a G8a calibration run. The graphical cut ithased is used to select
pions for further calibration of the TOF system. The typical used to identify pions
in the TOF system was to allow 0.3 GeV/fe< 0.7 GeV/c, and 4 Me¥n ! < (dE/dX)
<14 MeVem L.

Calculating the attenuation length follows on from the poesg steps. This involves
using the geometric mean from the step above and calculdiengradient of a plot of
the amount of light arriving at each PMT versus distancegtbie scintillator.

The penultimate step is to calculate the effective velomtyeach TOF bary ..
This should range from.4 x 10®t0 1.9 x 108 ms~! . This is calculated by finding the
gradient from a plot of the time differen@g, — Ty versus position along the TOF bar,
as shown in Fig 4.20.

The last part of the TOF calibrations involves calculatihg tounter-to-counter
delays, and conceptually this is the same type of offset aghéTaggelC;s. In fact
the same type of adjustment is made here, in the sense thapaddle must have an
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Figure 4.20:G8a calibration plot of effective velocity. The effectiedoeity of light in
the TOF bar is calculated from a fit to the straight line shovinoee.

RF correction to the measured event distribution such teavértex time for the TOF
paddle minus the start counter vertex time equals zero (§e4.8).

A Gaussian fit is applied to the (pion vertex time - tagger jJiplet for each of the
288 TOF counters, and an offset is determined from the fitrpaters. Fig 4.21 shows
a typical calibration plot from the G8a run, and the main Ldv&igger peak can be
seen at an offset of ns.

When each counter has the correct offset applied, the dv@nad-Of-Flight signal
for physical events should be synchronised such that a pltteopion vertex time
minus the tagger photon time should show clearly a well-éeffimain peak within
one beam bucket. Fig 4.22 shows this main peak centred onEei®corresponds to
real events being detected by the Start Counter, as welleaBhbton Tagger and the
Time-Of-Flight system.

The next stage, which is not really a part of the Time-Of-ligalibration, is to
adjust the time delay in the software so that the tagger andithe-Of-Flight system
agree on a particle vertex time. This is an overall constaattrelates to the time dif-
ference between two different detector systems. In effésiheans that the final stage
of both the Tagger and TOF calibration procedures ensutéhtbaub-components of
the detector yield a consistent time internally. But in ordetake into account the dif-
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Figure 4.21:Independent counter pion vertex time minus tagger tpha time
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Figure 4.22:Pion vertex time minus tagger tpho time for the whole TOFesysifter
the calibration has been completed.
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ferent physical positions of the detector systems, as wedubstantial cable deldys
overall constants need to be added generally to every smpaoent; for example,
to ensure the TOF and the Tagger agree in real time when agathgsient occurs in
CLAS. In this case the relevant constant is knowmsgRtof.

4.8 Adjustment of Detector offsets

ToF

St2tof
Photon Time | start Counter

Tagger

Figure 4.23:The relationship between the Tagger, Start Counter and -iElight.
The physical time delay between the detector systems is égkeunt of by the detec-
tor time offsets shown above, which are added or subtracted the relevant detector
time to set the time of a physical event to zero in each system.

Once each of the three important timing detectors are eédrinternally, adjust-
ment needs to be made to the overall time returned by eachtdetso that all the
detectors are synchronised when an event occurs in theead@LAS. An overview
of these offsets and how they relate to each other can be sé&em 4.23.

From the point of view of the tagger, an earlier time is reedrth each T-Counter
than the time of the interaction at the centre of CLAS, simeedlectron arrives in the
hodoscope at an earlier time than the interaction.

An offset is then required which will create a photon timetikahe effective time
that a photon would arrive at the target.

This artificial quantity, incorporated into the TAGR “tphbine, is determined by
the specific distance and cable delays for each T-Countder &Akating the tagger

4Cable delays are due to the physical time that elapses whildegtronic pulse travels down a
certain distance of cable. The registered time of an readeent is likely to be affected by some
constant related to this delay.
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time in this way, a true synchronisation is achieved and tiadyais programs reading
a particular event will find the photon time from the Taggex &he Start Counter will
register the same time for the interaction at the target.

A further offset,st2tof, takes into account the distance between the Start Counter
and the TOF system which then gives agreement between th@latald vertex time
from the TOF and the Tagger photon time.

For G8a, this allows simple timing cuts to be used to get ridazidentals, and the
analysis code is thereby reduced in complexity.

Since this process was carried out within the scope of Fig thd author was
involved in continuously updating these constants as eacje ©f the calibration was
performed, to ensure that all the detector systems agredteghysical event time.

The author was directly responsible for developing a maatifim of thest_dt pro-
gram, as mentioned earlier in Section 4.4.2, which rebelévant BOS banks to allow
the user to view the timing offset between the Start Courmtdriame-Of-Flight Sys-
tem. This made modification of tre2tof offset much simpler, and also allowed the
author to fine-tune the Start Count&r constants to ensure that despite low gain in
the Start Counter in Sectors 3 and 4 which affected the tirsliggntly, all six sectors
agree on the vertex time between the TOF and the Start Coutite#.24 shows the
agreement in Sector 3 between the Start Counter vertex tnuiehee Time-of-Flight
vertex time.
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Figure 4.24:Start Counter Vertex time - TOF vertex time.
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4.9 Drift Chambers

Unlike the other detectors mentioned where it is most ingrdrto determine the cor-
rect timing, for the Drift Chambers it is necessary to catbrthe TDC output of each
sense wire in the Drift Chambers so that reliable positidormation can be con-
structed [86]. Accurate position information is vital fareating and fitting tracks in
CLAS.

At this stage it is worth mentioning that there are two d#fatrtypes of track re-
construction, Time-Based Tracking (TBT) and Hit-Basedckmag (HBT).

HBT has lower resolution, because it relies on finding a fells ¢ée each super-
layer which may correspond to a charged particle passimyitir the region. If three
out of five super-layers register a suitable hit, the trackassidered good and the
curvature of the track is fitted through each cell that fired.

The resolution of HBT tracking is poor, the resolution of tm®mentum of a
1 GeV/c particle being of the order of ~3-5%. However it can be donildy at
a hardware level which allows basic track-matching to bezpart of the CLAS trig-
ger. Also, since it does not rely on timing information toetetine a track, it can be
used to provide a first estimate of how well the Drift Chaml@esworking.

The Time-Based Tracking approach can benefit from the HBUltsebecause ran-
dom noise that may trigger sense wires in the Drift Chambansbe excluded if it is
not detected by the HBT.

Time-Based Tracking takes the TDC signals from the senseswirat fired and
tries to reconstruct the drift time of the particle and thstaice of closest approach
(DOCA).

The quality of the Drift Chamber calibration is determingdie size of the resid-
ual, which is defined by the following equation.

RESI = abs (DOCA) — abs (DIST) (4.10)

Where RESI is the residual, ardd/ ST is the distance from the sense wire to the
track as calculated by the drift time). The residual needs to be evaluated using a
least-squares fit for each wire and and the resultihgeeds to be kept below a pre-
determined value.

X=> FRR() (4.11)

i=1

N (DOCA(t) _DIST(t, 7, a>)>2

Wherep 7= parameters varied in the fitting procedure, aiidepresents the angle
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parameters applicable to the fitRR(t)is the standard deviation of the fit.
When well-calibrated, the TBT approach has momentum résalof al GeV/c
particle of ~0.5%.

4.10 Electromagnetic Calorimeters

The process of calibrating the Electromagnetic Calorimeate the Large-Angle Calorime-
ter [87] depends very much on the quality of the Time-Of-RliGalibrations. A de-
pendable value for the vertex time of a charged particle aiéedbe available to cali-
brate these systems.

In both cases, the Drift Chamber calibrations need to be fiicent quality to
determine the identity of a charged particle, so that a re&tsly pure pion signal can be
extracted from the data. This is then used to check the timiiregch of the individual
u-v-w type cells. This generates a large number of individoastants to give the
correct reconstructed signal return time of each layer antbs Once the components
of the detector agree in time for a pion signal, the vertexetohthe detector should
agree with that of the Time-Of-Flight system for a chargedigia traveling through
CLAS. Fig 4.25 shows a comparison between the resultingexdines from both
calorimeters compared with the TOF pion vertex time.

The procedure is practically identical for the LAC excemttthere are different
numbers of constants relating to the different number d$cel

EC vertex time
3000

<

Count

2000 LAC vertex time

1000

IR | P N TR !
-10 0 10
Calorimeter time TOF vertex time (ns

Figure 4.25: The vertex time for the Electromagnetic Calorimeter (redyl d.arge
Angle Calorimeter (blue) compared with the TOF system.
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4.11 Active Collimator

Initially, one must make sure that the four PMTs which cdogtithe active part of the
Collimator are operating at the correct voltage, and this @leecked by using a light
pulser and finding the plateau for the gain of each PMT by didigishe supply voltage.
During the experiment however, because each PMT will halferdint characteristics
it is necessary to compare the signals from each of the foufPMth the signals
received from the BPMs.

In effect the Collimator is calibrated on its centre positimy checking the out-
put from each PMT when the BPMs report the beam passing thraitty minimum
deviation from the centre of the beamline. Fig 4.26 showsr¢hetionship between
the output of the Collimator PMTs and the BPMs, and Fig 4.2%shthe calibration
plots [88] used during G8a which measured the six possilyimagetries between the
output of the PMTs and calibrated their slopes using the Be&hbposition measure-
ment.
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Figure 4.26:Typical output of the PMTs of the Active Collimator companeth the
output from the BPMs.The BPM and Collimator informationead out every 2 sec-
onds, and the number of these read-out events is indicatetleor-axis. A shift in
beam position is also seen by all three instruments.
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Figure 4.27:The calibration of the various asymmetries obtainable bygaring the
six different combinations of the PMT outputs. These slapegalibrated using the
BPM monitors and result in a maximum resolution of the phdieam position of
~ 20pm. On the y-axis of each plot is shown the BPM position measemg and the
degree of correlation between the BPM position and the nredsasymmetry between
the different combinations of PMT output shown on the x4axised here to determine
the position resolution of the collimator.
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Chapter 5

Particle Identification

5.1 Introduction

To perform the intended analysis for this thesis, first onstrbe able to identify the
reaction in question, and in Nuclear Physics this often rael@tecting decay particles
directly. The?w + p — KT + A° reaction obeys this principle, since a short-livéd
resonance is involved in the reaction which decays via ttengtforce. The\? and
K*are produced from this strong interaction and in the casé®kt", CLAS can
detect this particle directly. The Kaon produces a positivarged track in CLAS
that is very similar to that of a pion but can be resolved from*at energies of up
to 2 GeV [89]. However, the\" decays weakly before interacting inside CLAS and
therefore the decay particles are detected. Normallythéecays into a proton and a
7, which is an easily identifiable signal in CLAS, so the oviereédiction of interest is
defined by three charged tracks in CLAS which should be ekaltis

General problems arising when identifying particles in (G_Abviously centre
upon the issue of timing, since in order to determine partgiantities in a photon
experiment it is necessary to have the time and energy ofttbp which caused the
event.

This information is then compared with valid trigger timeisem by the Start
Counter, then matched with suitable hits in the Drift charalzend TOF.

The Drift Chambers give track curvature information, whighes momentum and
charge when combined with Time-Of-Flight information.

As discussed below, defining a good quality particle or eiei@LAS requires a
number of correlations between the relevant BOS banks tetableshed.

!Exclusive is taken to mean that no other energy should besitepidn the CLAS detector systems
when these three tracks are seen.
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Figure 5.1:Plot of 5 versus momentum without any timing restrictions in place.

The data can look very different depending on whether or netademands these
correlations to be present.

Plotting the Time-Of-Fligh value’ against momentum as seen in Fig 5.1 is a use-
ful way of seeing how well the detector resolves differentipkes, and it can also be
useful to see if the criteria used for determining good everdrks correctly without
throwing away data unnecessarily. Here the criteria arg reaxed, simply showing
all particles that are detected in CLAS for a given run. Itesydifficult to distinguish
particles in Fig 5.1, since for each band of particles thezeatleast 2 sets of particles
that are definitely associated with the wrong beam buckettbareside of the regions
where particles would be considered well-identified. Irsttése the problem is un-
resolvable by adjusting the requirements of timing cotretes in the data, since the
Photon Tagger had a large real event peak spanning 10 namaoissar 5 beam buckets.

The main limiting factor in identifying particles, assurgithe detectors are all
well-calibrated, is the intrinsic resolution of the detest Therefore the individual
resolution of each TDC and the strength and curvature ofdredal magnetic field
limit the maximum resolution expected.

Another important point is that the stronger the magnetid filne more vital that

23 = =, where v is the measured speed of the particlecisdhe speed of light.
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Figure 5.2:Plot of Mass versus Momentum.

precise knowledge of the position and magnitude of this felobtained for particle
reconstruction, since any errors here propagate direattizé final estimation of the
particle position and momentum.

Fig 5.2 shows how, when particles have higher momentumy tlesplution in
CLAS worsens. This effect is due to the fixed uncertainty imeticonversion from
the TOF TDCs, the unknown but fairly small effect of imprecienowledge of the
geometry of CLAS (See Section 5.5.2), and the shortening-dfeflight with increas-
ing particle momentum. From this, the roughly fixed erroriming contributes an
ever larger uncertainty to the knowledge of particle momenas the momentum in-
creases. Hence every particle has an intrinsic uncertainitg reconstructed mass,
coming from these limitations and uncertainties in theeyst

5.1.1 Particle quantities

In identifying a particle it is important to establish centguantities to allow physics
analysis of reactions in CLAS. The useful quantities ineldd= *), which is calcu-

C

lated from the time-of flight and distance from the reactientex to the TOF paddle
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where the particle exits CLAS.

5 = 1<M> (5.1)

¢ \ tror — tsT

Where c is the speed of lighDror is the distance to the TOF scintillator from the
center of CLAS,Dgr is the distance to the Start Counter from the center of CLAS,
tror IS the event time in the TOF system atg is the trigger time as determined by
the Start Counter.

The charge of a particle is determined from the curvaturéefttack in the Drift
Chambers. Since the Toroidal magnetic field has a conttelladlarity, experiments
can be configured to bend positively-charged particles towaaway from the beam-
line, and for G8a, the polarity was set to bend positivelyrgbd particles outward.
The quantity of charge can then be determined from the signpoflynomial fit to the
particle track through the Drift Chambers.

The momentum of the particle is dependent on the valuelait the trajectory of
the particle can be determined from direction cosiipespy, p,), which give the angle
of the track with respect to the— y — z co-ordinate system in CLAS. The momentum
is then reconstructed using thevalue established from eqn 5.1.

b=/ (b2 +2+p2) (5.2)

Upon determining the momentum of the particle, the mass easalzulated from
the total momentum and the value/@f

m= 2 (5.3)

Y= —— (5.4)
(1-%)

5.2 PART ldentification Scheme

One possible scheme of using detector information to réoactsevents in CLAS is
the PART method, so-called because it creates a BOS barkl &ART in the cooked
data. This PART bank contains structures which store rateplaysics properties of
identified particles, such as energy, charge and momentumpaoeents. The tracking
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in CLAS gives the latter two components of the reconstructiomt timing information
from the Tagger and Time-Of-Flight is needed to calculata@urates-value, which
means that the PART method must consult the TAGR bank to findogop which
matches the trigger time recorded by the Start Counter anddtiex time recorded by
the Time-Of-Flight.

In creating a particle identification scheme based on thelRgdrRk, a typical soft-
ware routine sorts through arrays of data, assuming thattewe correlated when
they occur within a timing restriction, as in equation 5.5.

‘TTPHO — (TsTy_rnr + TPROP)‘ < Ins (5.5)

WhereT rppo is the Tagger TPHO timest,,_ ., IS the Start Counter vertex time
for the same event, anbprop IS the propagation time calculated from the difference
between the measured vertex position and the center of thettaGiven that the
Tagger is calibrated so that each element agrees on a giggerttime from the Start
Counter, and the fact that the real triggers will occur attdisee from the Common
Start signal which starts all the TDCs on the process of miegsevent time, the
Tagger should always provide the same time for a sensiligeriin CLAS. The PART
method makes a cut around this particdldatHO time for all events, allowing for a
certain statistical widti{~ 1ns) due to the TDC resolution and the fact that the T-
Counters have Left and Right TDCs, either of which can cabe&agger Master OR
trigger (see Section 3.7). This trigger effect gives a cen@dth to the T-Counter
time-distribution due to transverse light dispersion gloime scintillator. When this
kind of condition has been satisfied, a typical identificatecheme classes the event
as having a reasonable time with respect to all the relewetettbrs.

The actual creation of the PART bank does not deal with thigeetsof particle
identification directly, in fact all the PART bank really dains is a basic sorting of the
data into groups based on mass reconstructed from the dgaentime and the Time-
of-Flight. This is not necessarily the best way to distirsfpua pion from a proton
however, and the obvious limitations of using a straightfmd mass cut are that there
is no means of being certain that what falls into the mass tcatpion is not in fact a
heavier more energetic particle with the same Time-off&ligHowever, if a software
routine to compare the event time stored in the PART bank thighPhoton Tagger
TPHO time is used, the PART bank becomes the basis of a rdasomethod of
particle identification.

If the masses of all the particles deemed to have a reasotmaiel@re plotted, cer-
tain peaks are observed which correspond with the massas dftectable particles.
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Figure 5.3:The missing mass patrticle classification used in the PARK.ban

For instance, in Fig 5.3, a clear peak at M@V marks ther™, and peaks at 490
MeV and940 MeV identify the presence of kaons and protons respecti¥etym this
stage the identification is made on the basis of a mass rangé verassigned to that
particle. For instancea" is identified if a particle has mass between 0 and 80V .

The amount of background under each of these peaks, whielidshot overlap
at energies of up to eV, depends very much on the timing cut which is used to
establish thes-value for each particle. Although this effect is also deget on the
count-rate in the Tagger, it is the case that for a wider tghoat more random coinci-
dences are included in the data which can match with trackikS that may have
come from a cosmic ray or a secondary reaction and therefia@d not be regarded
as useful particles to perform analysis on. So, successifoleimentation of particle
identification based on the PART bank relies on cutting dstlifgas possible on the
range of allowed photon times from the tagger to ensure lakdp@und in the mass
plot.
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5.3 GPID Identification Scheme

The PART method is highly successful in the situation whieetagger count-rate is
low and the random background is kept to a minimum. Howewveretlare situations
where the background that is included in the mass cut fottiiyerg a particle can be
very large. Specifically for G8a, the tagger did not have d-dedined normal trigger
time due to hardware problems, and this compromised the st@ngth of the PART
method.

The alternative method [90] follows a different approactaniéd GPID from the
conceptyPID primarily aimed at photon experiments in CLAS. How thekaeme dif-
fers from particle identification based on PART lies mostiythe amount of signifi-
cance which is attached to finding the photon time, showngrb4, which identifies
the correct amount of energy causing the reaction in CLASeMla method based
on the PART bank places prime importance on finding the tphe for an interaction
and substitutes tpho fagr in equation 5.1, GPID uses egn 5.1 in its original form and
makes sure that the reaction identified in CLAS is sensiblerbechecking the tpho
times in the TAGR bank to establish the incident energy ofdaetion.

GPID is also more sophisticated in its approach to calagatine 5 quantity for
each particle. By treating each particle track as being ofigguality, GPID assumes
that theg value approaches an accurate value, then tests the idehtity track by
substituting the accepted mass of each particle that thensehries to identify. In
doing this, GPID calculates whatshould be for the case ofa", K™and so on, until
the closest match for the measuredf the track is found. Relying on the assumption
that the tracking is always of good quality in CLAS, GPID thdranges the value
of the track and stores this as the measusedin this way the particle mass and
momentum can be established solely on the basis of the tradBEAS, and when
combined with the photon time measured from the Tagger, plegsical events are
more easily identified.

The GPID method dramatically cleans plotsiofs. p as seen in Fig 5.5, since the
B value is directly modified. Using & versus momentum plot then allows for much
increased resolution in identifying kaons right up to thergies where they become
indistinguishable from pions.

Fig 5.6 shows the effect of this approach on the measured-dirkéight mass for
charged particles, compared with the original TOF massutatied from the entries in
the PART bank. Here it can be seen than the number of kaorgnigisantly reduced.
However Fig 5.6 also shows that the extra particles throwayamere probably mis-



115 Chapter 5. Patrticle Identification
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Figure 5.4: The difference in process when identifying particles udimg PART
bank{ed) or the GPID method{lue).
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Figure 5.5:5 vs. momentum GPID plot. The plot shows a clear band definiog ea
particle, including protons, pions, kaons, deuterons aitdris. The two latter parti-
cles are definitely not visible in Fig 5.1. The backgroundhdeetween the clear bands
will be discussed in Section. 5.6.

identified pions. This contamination of the PART bank deifimitis possible because
the timing of the event is crucial, and if it is not possiblediecide a particle’s mass
based on a well-defined event time from the Tagger, then itisety feasible that a
pion may be mis-identified as a kaon because the event tima @istinguishable in
the Tagger. In this situation the Tagger may have multiphes recorded for photons
possibly attributable to the physical event, and if the Bagigme is not stable and
reliable it is not possible to untangle the timing infornoatrequired.

5.4 Identifying 77 +p — K+ + A¢

For the purpose of identifying this reaction, three chargacdks should be detected at
the same vertex time in CLAS, with no other tracks presentthéamore, there should
be only one photon which has a matching time to this verteg.tim

Even though CLAS can detect th€" directly, it is still possible to mistakenly
identify an* as aK™* due to the fact that at high momentum thgivalues become
practically indistinguishable for a given set of kinematic CLAS.

This would be a major problem were it not for the fact that #epeak is easily
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Figure 5.6:A comparison of the GPID particle identification method wsrBART. Top
left shows a comparison of the mass deduced from the TirRégbit for each method.
The other three plots show the relative numbers of pionsy&aod protons, and their
Time-of-Flight (SC) mass for each patrticle ID.
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Figure 5.7:Plot of missing mass fromy(+ p — K* + X).

identifiable, and since strangeness must be conserved onmalee the assumption
that if two of the three charged tracks correspond td @hen to a reasonable degree
of certainty, the other track must belong t&a.

In order to measure how well CLAS identifies the', the opposite logic can apply,
in that if the A’ peak has a large background, then this is likely to come frasr m
identified pions.

Plotting the missing mass quantityfrom

7 4+p—-K+X (5.6)

gives a rough idea of how well tHe* identification works.

To a large extent, how much background appears in Fig 5.7rnadth theA®
peak depends on how wide the timing gate is made in companaglfoton time
from the tagger and the vertex time from the start counterTame-Of-Flight system.
Varying this gate has a noticeable effect on the signal t&dpracind ratio. However,
the problems in calibrating the photon tagger, which areudised in Chapter 7, mean
that making a very narrow timing gate on the tagger can bmdaa set against certain
regions of the tagger energy spectrum, especially the meglkeere the polarisation is
highest (See Fig 4.10).
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Figure 5.8:Plot of kinematics of thé& A" reaction. The box shows the cut made on the
kinematics to reduce contamination from ffi&

In order to resolve this problem, a different approach waslus reduce the back-
ground of misidentified kaons. Making a plot of the same gtadt as was shown in
Fig 5.7, the quantity of reconstructéd particles was plotted on the orthogonal axis
as a sum of the detected” and proton. This two-dimensional plot seen in Fig 5.8
shows agreement on the position of th& peak, but mis-identified pions show as a
diagonal band aX increases. This is because the reaction is no longer exelisa
7+ is identified as & *, and therefore the re-constructed mass ofthenust increase
to account for the extrX quantity that has been detected. In this way, ruling out an
unlikely mass for the\” dramatically decreases the pion background in the reaction
signal shown in Fig 5.9. This plot also serves to cut out thardoution from thex°
particle which decays via the same channel as\theThe X° decays into a\° + 7"
with a branching ratio of 99.9%. This means that the diagooatribution shown in
Fig 5.8 is a direct result of the® decay.
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Figure 5.9:Plot of resultingA° signal after the horizontal cut is made to eliminate the
pion background front’ decay shown in Fig 5.8.

5.5 Momentum and Energy Corrections

There are two major effects to take account of when recoctstigi the energy and
momentum of particles in CLAS. Firstly, particles may hitstdcles in CLAS which
could cause them to lose energy, and travelling througletiget material, all particles
produced will lose a typical amount of energy that can beexbed for. Secondly, if
the precise position of the detector components of CLAS at&mown, there may be
a systematic shift in the the reconstructed momentum of egeldgparticle track, and
this is most likely to come from incomplete knowledge of tlemetry and position
of the Drift Chambers and the Time-Of-Flight system.

5.5.1 Energy Loss

To address the first problem a software package that takesi@icof the energy losses
of charged particles in the target cell, start counter, etippg structures and beamline
was used [91]. This software adjusts the energy and therefmmentum of charged
particles depending on where the interaction vertex isnsitacted to intersect with
the target cell or beamline. Fig 5.10 shows how this softvweekage affected the
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Figure 5.10Energy difference of particles after corrections are apglusing the eloss
software routine [91].

particles identified using the GPID identification scheme.

55.2 Momentum Corrections

When GPID or PART have successfully identified particles,ghysics properties can
then be examined. However, CLAS does not usually measupdiperties of particles

in exact agreement with accepted values. There are a nurhpessible explanations
for this: the exact form and strength of the magnetic fielcbiskmown precisely in the

forward angles of CLAS, each detector component has limits tresolution, and the
actual positions of the various components inside CLAS natyagree exactly with

the assumptions made by the reconstruction software abesg dimensions.

This problem manifests itself when looking at exclusivergseand when the miss-
ing energy and momentum of an exclusive reaction is examthedeftover quantities
that are expected to be zero actually turn out to be non-zeféig 5.11 this non-zero
left-over from the exclusiv&* A reaction is clearly visible, and it has a measurable
effect on the reconstructed lambda mass, which is an eguivab MeV /c? light, as
seenin Fig 5.12.
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Figure 5.11:Missing Longtitudinal momentum and Energy of ie A° reaction. The
peaks that correspond to the remaining quantities in CLASsaown here to be 20
MeV below zero. This effectively means that CLAS will meesstightly lighter mass
for the A°.
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Figure 5.12:The resulting reconstructed mass of th& The gaussian fit to tha®
peak shows a significant deviation from the accepted valm the Particle Data
Group [24] of 1.115 GeVk

In any case, on the assumption that variations in the medsmergy and momen-
tum of particles detected in CLAS will have a functional degence omp, cosf, and
¢, 1t is possible to correct these measurements to agree nusely with accepted
values. It is first necessary to have a measurement of a lpacticesonance that
has a well-known mass and narrow decay width, and this tHewslffor fits to be
made that parameterise this function in termpéos ), and¢. For G8a, a similar
procedure was used to that developed by G6c¢ [92], whichweblitting the momen-
tum and angular dependence of th€r80), which is reconstructed in CLAS from the
5 +p— 7t +7 +x°channel.

The functional dependence pncos #,and¢ can be expressed as follows:

dp = FO[i] + F1[i] cos§ + F2[i]p + F3][i] cos® § + F4[i]p® + F5]i]p cos
Ap = p—dp

P = Apsinfcos o

py"" = Apsinfsing

new

D, = Ap cosf
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Figure 5.13:The three particles detected from the\ reaction after Energy Loss and
Momentum Correction procedures have been applied.

Erew \/(MQ 4 (erW)Q + (p;leW)Z + (erW)Q) (57)

Hered refers to the polar angle of the particle in the lab framés the azimuthal
angle,p is the 3-momentum of the patrticle in the lab frame, &itdto F6 are the
parameters of the polynomial fitting procedure on the i-tt@e Fig 5.13 shows the
result of correcting the momentum of the particles detetelde KA reaction.

Once these corrections are applied, the missing energy angemtum relating to
the KA channel returns to zero. Figs 5.14 and 5.15 show these tjgarglong with
how the reconstructed® mass is affected.

5.6 Particle Mis-identification

In considering the background contribution to #& reaction, since a tight restriction
is placed on the kinematic separation of tkfeand theX", the priority is to focus on
the particle identification process. For reasons discuss€tapter 7, the Photon Tag-
ger does not allow the kind of timing cut mentioned in Secbdh This rules out the
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Figure 5.14:Missing Mass and Momentum after corrections have beeneqgpli
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Figure 5.15:A° reconstructed mass after correction. This is a clear improent over
Fig 5.12.

possibility of comparing the performance of the GPID idicdition scheme in com-
parison with a method based on the PART bank. One way to eedlua performance
of GPID without an external reference is to see how many @astilie outside an ac-
ceptable limit on either side of the expected curve gh\aersus momentum plot for
each particle of interest. This serves to measure how ofteiPID scheme fails to
identify a desired patrticle properly, and Fig 5.16 shows itghout the tight cuts de-
scribed in Section 5.4 applied, there are many particleshvhave had theif-value
adjusted to the best matching particle mass for their traxck @nsequently do not
match with a particular particle type. This can be seen ing-ig as background be-
tween the acceptable limits. Theses limits are an estimate designed to take into
account the decreasingresolution at high momentum.

The reason for this failure in the GPID identification mettabearly lies in bad
timing information. For example if an interaction is bekeMto be exclusive, the error
could come from one of the particles having an incorrect sitae. Another example
would occur when the wrong time is taken from the Photon Taggeng event recon-
struction, effectively giving the wrong energy for the irgetion and hence making it
seem, incorrectly, to be an exclusive reaction.

If tight cuts are implemented to limit the allowable rangeeokergies and beam
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Figure 5.16:The s versus momentum plot without cuts on events that are notdzons
ered for the final analysis. The only restriction on part&leere is that there must be
at least three particles present and there must #€'q a7~ and a proton present.

conditions that are considered, this effect can be sigmifigaeduced. Fig 5.17 shows
the same data, but with tight restrictions imposed. Theskide the same cuts that
are used for the final selection of data to be analysed, andratkide restrictions on
the movement of the coherent edge of the photon energyhiistsn from the Tagger.
There is markedly less background visible here, althougastnot been entirely elim-
inated. A concern which may arise from Fig 5.17 is that theag e a contribution to
the background in the data analysis resulting from theraibf the GPID method.

To address this concern, thdimits shown in Fig 5.17, are enforced in the analysis
software. A given particle will be rejected from the anadysiit lies outwith theg
limits as shown. This applies to the detection of an exckisdaction in that all three
required particles will be thrown out of the analysis if oaéd the test.

Fig 5.18 shows the resulting diagram after these limitgeralue have been im-
posed. At this point there is no visible background, and aerlinvestigation into the
number of events that constitute each plot shows that tlierelifce in this number
caused by GPID failure is of the order of ~0.2%. Table 5.1 shthwe results of this
investigation in more detail.
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Figure 5.17:The 5 versus momentum plot with the final analysis cuts discussed i
Section 5.4. Here there is no cut on an acceptablalue for each particle, and the
GPID method fails occasionally.
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Figure 5.18:The s versus momentum plot with analysis cuts and a cut on accleptab
beta limits for kaons, pions and protons. The backgroundis plot is practically
negligible.
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| Type of Cuts | Number of Eventg
K™, 7~ and proton detected 1717173
As above, plus\’/3? separation and physics cuts 60408
As above, with3-limits for each particle imposeg 60291

Table 5.1: The relative number of events in the Figures destrabove (Figs 5.16 to
5.18).

5.7 Conclusion

Ultimately the choice between using the GPID method and &odgebased on the
PART bank has not been possible to make during the caliloratidghe G8a experi-
mental run. Due to faults in the Photon Tagger hardware (dsed in more detail in
Chapter 7) it is impossible to make a tight cut in softwarelmntime recorded in the
Tagger to reduce accidentals and improve the identificaifgparticles in this way.
This has forced the G8a collaborators to use the GPID schenad! particle identifi-
cation. For the same reason, it is also difficult to make aesyatic study of individual
particles in the detector and their PID characteristicse Rutime considerations for
this thesis, such work has not been attempted. Essenti@I D for thelK A reaction
depends on the reaction itself, in the sense that the reactist be exclusive. The fact
that all three decay particles from this reaction can betitied in CLAS therefore
makes it possible to argue that the existence of a missing peak equivalent to the
mass of the\® means that &+ has indeed been successfully identified.

The main limitation of this method of identifying a reactimthat there is no way
of recovering “possible” candidates. For example if twold three particles required
are seen, itis impossible to reliably reconstruct the mgsparticle, and this limitation
significantly reduces the number of events available folyama The limitation is
also evident for events where the polar angle of the kaonard#tector is relatively
large, this means that th¥ is decaying further forward in CLAS than the kaon. For
such a case, the  decay patrticle is bent towards the beamline by the polafith®
magnetic field in CLAS. This~ cannot be detected directly and therefore cannot be
reconstructed by the methods described above. Such sefosase interactions must
be rejected, and this effect is clearly shown in the finalltesliscussed in Chapter 7.
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Chapter 6

Data Analysis

6.1 Introduction

This analysis is carried out by measuring the photon asymynetof the reaction
7 4+ p — K+ + A", where the reference frame for the measurement is the eefatre
mass frame of th&A system, as shown in Fig 5.9.

The main goal of the analysis is to compare with theoreticadigtions of the
photon asymmetry over as wide a rangefpfp, and E? as the setup of the G8a
experiment will allow.

For the purposes of this thesis, results will be presentedisty the photon asym-
metry over a photon energy rangeEsf}—/\ > 1.6 GeV to E7 < 2.0 GeV, overarange
of K7, from 20° to 130° and over the complete azimuthal range of CLAS.

6.2 TheKA reaction.

As shown in Chapter 4, the(7, K*) A reaction is easily identified in CLAS. How-
ever some important aspects of the detection of this reaat® not described in Chap-
ter 4, such as the angular distribution of the reaction ardatrerage photon energy
producing it. These quantities are vital for comparisorhviiteory, and also for ac-
cessing the overall measurement of the photon asymmetry.

The threshold centre-of-mass energy for the productioh@KiA system is 0.911
GeV, so with a centre-of-mass energy in excesg GkV during the G8a run, the
angular distribution of th& A system is very forward peaked. Fig 6.1 shows the typical
distribution for a incident photon energy 8iGeV in both the laboratory reference
frame and the centre-of-mass reference frame.
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6.3 Acceptance correction issues.

As described in Section 2.6, making a measurement of theptastymmetry of a re-
action in CLAS requires a way of removing or cancelling owtsth areas inside CLAS
where the detectors are not working as efficiently as theylsh@ny area where the
particle yield is abnormally high or low in a given experinedirun can bias the pa-
rameters used to a fit a cosipe function to the data. A natural way to guard against
increasing systematic uncertainty in the relationshipvben the polarised data and
unpolarised data set is to have alternate sets of runs,igedeand unpolarised, every
day. However as can be seen in Fig 6.3 this was far from thefoasiee G8a experi-
mental run. Without the safety net of running polarised amglalarised photon beams
under exactly the same experimental conditions, a testeoéxiperimental conditions
is required to justify the use of the data as a complete sas. i$ldone in reference to
the p° data set, as explored in Christopher Gordon’s thesis [93].

The reason for this is that a lack of statistics in #ié& decay channel renders
any analysis of detector stability impractical. Presente#fig 6.2 is a ratio of the
7+ azimuthal yield produced during a reference run used fabi@lon purposes, and
another run taken 21 days later. Apart from the regions wtheracceptance is low due
to the presence of the magnetic coils, the acceptance in.Eig énostly flat, and this
provides an initial basis for the use of the normalisatiamhtegque mentioned above.

Fig 6.3 shows an overall plot of the comparative yields ofgh@re data set com-
pared with specific reference runs, and apart from the anooiptarget runs with low
statistics, the agreement between the data sets is good, @msistent chi-squared is
also obtained.

This study has also indicated that similar results are nbtde when considering
a proton or ar—, which supports the use of the normalisation method to tatethe
Photon Asymmetry. However this method cannot rule out flatbbms in particle yield
over a short time, which means there may be transient effetite detector that would
make it more difficult to calculate a reliable cosing

More importantly, the amount of polarised data significantitweighs the amount
of unpolarised data, so the errors propagated from the droagtarget data set will
be the limiting factor in the precision of the photon asynmyeteasurement.
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Figure 6.2: The azimuthal yield of particles from a reference run 295glnised to
normalise another run. If the CLAS detector behaves cadigt over the 21 day
period between these two runs, a flat straight line shouldibile with intercept 1
across the entire azimuthal range of CLAS, except whererdszpce of the magnetic
coils may cause the acceptance to drop to zero.



134 Chapter 6. Data Analysis

1.05
B Run 29256 Run 29467
R | 2.0 GeV ref 2.2 GeV ref
S3
+ 0 1— +
S5 4 Sl b H
™ Run 29227
8 [ amoref
. 095 "
= -
D) L
e L
- 0.9
- L
'Q —
.90 B
S 0851 "
= L
U) —
0. _I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1
99200 29250 29300 29350 29400 29450 29500 29550
Run number
4 —
&55—
3
- A
— A
25— A
: A A
. - ALths
21— A
- Smm ° AL, %t
1"5: ° J‘. . ° "’;1} N i
- EE © o0 )
1= ] :IL" "' ::’.,,:‘ .‘
- ° .i ® ® o % ¢ n’
C | ° o o
05—
[~ Run 29227 Run 29256 Run 29467
- amo ref 2.0 GeV ref 2.2 GeV ref
1 IAI 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 4l 1 1 I 1 1 1 1 I 1 1 1 1

_| 1 I. - - -
89200 29250 29300 29350 29400 29450 29500 29550
Run number

Figure 6.3: The azimuthal yield of particles of the total G8a data setesehcom-
pared with a set of reference runs used in the calibratiorcpss. Overall the dis-
tribution looks very flat, and an acceptable reduced chiesqd value ofy?,, ~ 1 is
obtained, except for the amorphous radiator runs which sh@yy increasing, indi-
cating an increase in statistical error. The blue runs ar&da using an amorphous
radiator(reference run is 29227), red runs are polarisednihe coherent edge at0
GeV. (reference is 29256), and green runs have the coherent adge GeV (with
the reference at 29467).
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6.4 Determination of Photon Asymmetry

The calculation of the photon asymmetry is normally done fasuring the yield of
particles both in the plane defined by the electric vectormament of the incoming
polarised photon, and at right angles to the same plane. &texir such as CLAS,
one can measure the angle of the production plane dkth&’ system in CLAS, and
calculate the angle between this plane and the polariset¢ictor to define the-angle
of the reaction.

CalculatingX as referred to in Section 2.15,

1 (W, —W_
Y=—r | —— 6.1
P, <WII+WL> (©1)

whereP is the degree of linear polarisation, equivalent to theratiinearly polarised
photons to the combined polarised and unpolarised phot&nahd W girection) iS the
yield of particles in CLAS emerging either parallel or pargeular to the plane of
photon polarisation.

A more direct approach to calculating the photon asymmetGLAS is to measure
the azimuthal distribution of particles in CLAS and caldalghe amplitude directly
from a cosine fit to the data. Using linearly polarised phsttminduce a reaction
has the effect of either increasing or decreasing the yiefzhdicles parallel or anti-
parallel to the azimuthal angle of the photon polarisatiecter. Hence, the anticipated
angular distribution as function of azimuthal angles of the form shown in egn 6.2.

W(¢p) = Wy(1 — accos 2¢) (6.2)

where« is the amplitude of the cosine distribution which, as shoaterl is related
to the magnitude of the photon asymmetty, represents the angular distribution of
the amorphous target data set in CLAS, and is expected torfayedependence, as
shown in Section 6.3, apart from reflecting the systematiicidacies of the detector
e.g. the magnetic coils.

Since the photon asymmetry is then defined as the amplituithe absine distribu-
tion obtained when the polarised data set is divided by tipelanised data set, eqn 6.1
can be reduced to an expression dealing with a normalisetliézal distributios, as

A normalised angular distribution here is created by cngasuitable bins iy and then dividing
the polarised data by the corresponding unpolarised déaumpolarised data needs to be scaled by a
factor according to the number of counts in total that areireg to normalise the whole distribution to
avalue of 1.

This also has the effect of cancelling out the systematectsfof the detector in each bin.
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shown in egn 6.3. It should be noted here that the total yrelthé polarised and un-
polarised distributions is assumed to be equal. In the chfeed58a experiment this
was not the case and the polarised distribution had to beeggogcaled to satisfy this
condition.

W(9)
Wo(o)

It is then possible to obtain an expressiondfoy considering eqn 2.17. The
normalised particle yield will then have a functional degence on azimuthal angle
of the form:

Ycos2p=1—

(6.3)

W (¢) =1—P,Xcos2¢ (6.4)

6.5 Addition of orthogonal polarised data.

Due to the limited amount of amorphous data available fog #malysis, trying to
complete the calculation for all possible vaIue@@L_ is not possible due to the large
error propagation that comes from scaling up a very limitechber of events from the
amorphous data at those angles.

Therefore a different method which makes full use of thelabée statistics is de-
sirable. As mentioned in Section 6.4, the photon asymmetgssentially a measure
of the amplitude of a cosine disturbance in comparison ta afianuthal contribution
as produced by unpolarised data. If this is always the casth&hthe photon polari-
sation is parallel to the y-axis in CLAS for example, or pewtieular to this axis, then
by adding together two cosine distributions with@ phase shift between them it is
possible to obtain a unpolarised data set with no azimutugtion in CLAS. Varia-
tions in the degree of linear polarisation must be takenactmunt for this procedure
to work, since the amplitude of the cosine distribution i®dily affected by any such
change (See Eqn. 6.4).

The process can be more rigorously described as follows:

N = Nao(9) (6.5)
NL (¢) = NLO (¢) [1 + PLAl COS 2¢] (66)
N” (¢) = NHO (¢) [1 — P||A2 COS 2¢] (67)

Where N is the yield, and the subscript zero denotes the aahdistribution of an
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amorphous target or unpolarised data set. These equatieesl how the unpolarised
data is considered to have no intrinsic dependence anCLAS, but the effect of
using polarised photons is to produce a measurable cosinatide from this flat
distribution. Since the cosine amplitudas and A, are known for each data set,
and the polarisationB; andP can also be calculated, a scaling factor can be used
to ensure that the polarised contribution to each data setetaout to create a flat
distribution.

Nu (¢) = No (¢) + N (¢) +kNj (¢) (6.8)

The scaling factok is key to this whole idea since it allows the addition of these

two distinct data sets.
B YN, (qﬁ) P,

- IN(9) Py

Shown in Fig 6.4 is the un-normalised yield from the pargtlelarised data set
(top), and the perpendicular polarised data set (bottoimg.€ekpected cosirigp mod-
ulation is not seen here since the data are dominated bytacoceeffects which cancel
out when the normalisation procedure is carried out.

Fig 6.5 shows the resulting data set for the sed@ng. bin when the data sets are
added together using Eqn 6.8. This data contains the saraptaoce variations as the
individual data sets, and when it is used to normalise thigichebl data sets, the cosine
2¢ modulation becomes evident as seen in Fig 6.6. Table 6.1ssttmvappropriate
values used to create the unpolarised data set.

(6.9)

| Data Set]| Entries| Polarisation (av %)

Perp 5716 76.05

Para 400 63.04
Amo 241 0
Unpol. || 12612 0

_ 5716(76.05)
k = 0006300 = 17.24 + 1.53

Table 6.1: The parameters used in egns 6.8 and 6.9. Thesesvata quoted for
analysis bin 2. The dominant contributing errorkt@s the error from calculating the
polarisation. This is discussed in depth in Section 6.7.

It is worthwhile to look at the difference observed betwearrying out the proce-
dure of adding together the orthogonally polarised data @ed the more straightfor-
ward technique of using amorphous target data to normdis@aolarised data set to
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Figure 6.5: The unpolarised data set created by the process outlinedym@&8 for

analysis bin 2. Here the yield is the sum of the scaled pdrddita set and the unscaled
perpendicular data set.
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be studied. In the case of the G8a data set, the author fougwer cos 2¢ fits to
the polarised data when normalised using the amorphousttdaga. In Appendix B
a method of visualising the data was employed by the authonderstand whether a
true polarised signal was being observed, or whether statifluctuations caused by
the very small quantity of amorphous target data availaleevdominating the desired
signal.

Since a polarised signal will produce a highly symmetridatésn over the az-
imuthal range of CLAS, the author wrote a script to projeetazimuthal information
into a 3-dimensional cylinder, with the height of the cykmét a particular place rep-
resenting the yield of particles in that sector of CLAS. A garison is carried out in
Appendix B between the visual symmetry of the un-normalesed normalised data
for each plane of polarisation in analysis bin 2, contragséilso with the two normali-
sation procedures used.

Although no symmetry is observable when looking at the 3atisional plot of
the un-normalised data, when the normalisation proceducarried out, a major dif-
ference is seen between the unpolarised normalisationhenanorphous target nor-
malisation. Visually these plots are notably different] &ime combination of a signif-
icantly low amount of amorphous target data and a lack of sgimmn the resulting
normalised distribution seems to indicate that this metisatbt suitable for reliably
extracting the photon asymmetry of the G84a data set.

6.6 Combining the polarised data sets to measure the
photon asymmetry

After the unpolarised data set has been created using thHeodsetescribed in Sec-
tion 6.5, the measurement of the photon asymmetry is madevigirdy one of the
polarised data sets by the unpolarised data set. Eqn 6.4 ¢tww this may be repre-
sented.

1 Q|

Y= —
P7 o + oL

(6.10)
Wherea is the magnitude of the amplitude of the cosiedestribution measured

for one of the polarised data sets. Taking statistical enmiio consideration, the sta-

tistical error associated with the measurement ¢f calculated by adding the relevant

fractional errorsra;,eciion 1IN quadrature, as shown in eqn 6.11.
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o¥. = \/<\/(aa||)2 + (00@)2)2 + (oay)? (6.11)

In the case of the G8a data set, the errors in the scaledglalalé set that goes into
creating the unpolarised data set are scaled accordinglytheese end up dominating
the total statistical error in the measurementbf One possibility for minimising
the statistical error, that arises both from the cosine ftheodata and the size of the
statistical errors inherent in each point, is to use a vianabn the definition of the
photon asymmetry to decrease the relevance of the larggtistaiterrors. The essence
of egn 6.10 is to extract the amplitude of the cosine vanmiticthe polarised data set.
One can go a step further by looking at the difference betwierdata sets, which
maximises the size of the amplitude, therefore reducingméight of the statistical
errors for each azimuthal bin. Egn 6.12 shows the proposed fiar this calculation.

I ap — q

25 = —.
P, o + ay

(6.12)
Here the measured amplitude is twice the size of the propenmgtry since the
separate amplitudes are 90 degrees out of phase with eaahretbulting in an effect
similar to constructive interference. The results frons thiethod are shown beside the
results obtained from dividing a single data set by the ectanpolarised data set in

Section 6.8.

6.7 Measuring the polarisation of the photon beam.

There are three steps to consider when estimating the gafi@m of the photons inci-
dent on the target.

1) The Photon Tagger must accurately measure the photorréloxthe di-
amond crystal.

2) The CLAS trigger must accurately classify the photonshea Tagger
based on the physical event time.

3) The effect of the collimator must be taken into accountisTormally
increases the degree of linear polarisation, but the amsuhtpendent
on the photon beam parameters and needs a simulation toifgjuarg
dependence.
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To answer the first requirement, the Tagger E-Counter Scaler read out every 2
seconds, while at the same pointin time the EPIC [94] BOS Igards information on
the beamline and goniometer conditiéns

From this read-out the average flux at the Tagger can be nezhswrmally with
an enhancement at the energy of the coherent photon peak.

The second requirement is met by using the tagger T-Cou®€r dutput. This
is only produced in the event that a good trigger is identiigdCLAS, therefore the
photon that is measured in the Tagger must have passed thtloeigollimator. Nor-
mally this measurement greatly increases the clarity optaks with a corresponding
reduction in signal to background ratio. In order to accdonnoise and varying ef-
ficiency in the Tagger detector plane, a random backgroubtiation is performed,
followed by a normalisation procedure.

First a plot of the Tagger T-Counter Spectrum is made for a tiegion well away
from the physical event timet20 ns). This data is subtracted from the Tagger mea-
surement at the physical trigger time, for both polarised amorphous target data.
This involves dividing through the polarised data from thgger by an amorphous
data set to take care of the varying efficiency. The divided dat is then normalised
to a baseline of 100 for the purpose of comparison with sitraria For the third re-
quirement, a simulation based on previous work [56, 95] risithe dependence of the
collimated beam on various beam line parameters shown ile Bab.

This simulation code is called tteb code [57], which models the process of co-
herent bremsstrahlung production in diamond. By calcugttie coherent bremsstrahlung
photon intensity for a variety of beam parameters (See &Bleand with the effect of
a collimator included, thanb code produces a calculation of the expected E-Counter
Tagger scaler measurement, essentially the uncollimdtetbp flux. The calculation
of the uncollimated spectra takes into account electrottesaag from multiple crystal
planes in the diamond crystal, and this tends to smudge altvahen the coherent
bremsstrahlung peak. When the collimator is included, aiition of the energy dis-
tribution of polarised photons travelling through the cohtor is produced. This sim-
ulation should agree with the reconstructed tagger inftiondrom physical events in
CLAS

The procedure for estimating the polarisation then comsistomparing the tagger
measurements from (1) and (2) and comparing them with thelation produced by

2EPICs is the Experimental Physics and Industrial Contretesy. It consists of a set of software
applications and libraries designed to interface with reathhardware, and is the cornerstone of the
CLAS electronics slow-control systems.
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theanb code. Finally theanb code generates a table of values that show the polarisa-
tion of the tagged photons that make it to the target if therbeanditions match those
fed to the simulation. This table contains a row specifyimg Tagger Energy and a
corresponding row showing the related photon polarisafidre comparison between
calculation and experiment is shown in Fig 6.7, and this éstiipical plot used to
adjust the parameters of theb code.

Since this recipe is specific for particular run conditioting G8a experiment re-
quired numerous polarisation tables to match the widelyimgrconditions seen dur-
ing the experiment duration. This occurred as a result ohtdtare of G8a as a com-
missioning experiment. Fig 6.13 shows the resulting psédion distribution obtained
from the data which passed the cuts for each analysis bituagrdted in Section 5.4
and Fig 6.1.

The actual procedure of creating these polarisation takelesd upon comparing
the data from the Photon Tagger with taeb calculation and determining the best
parameters to obtain agreement between calculation aretiment. For a specific
run being analysed later, the HEABOS bank would be checked in the analysis
software and compared with the relevant polarisation tatitéch would then give the
correct polarisation value to a given photon on a run-bybrasis, and also accurate to
each read of the EPIC bank, which occurs every 2000 events.

Systematic uncertainties arise due to the following:

1) The aspect of thanb code that deals with multiple scattering is unlikely
to accurately model the conditions of the experiment, anmsl ifmost
likely to be caused by inaccuracies in the modelling of nplaticrystal
plane scattering of the electron beam in the diamond crystal

2) The Photon Tagger E-Counter Scaler information on thellinated co-
herent bremsstrahlung beam does not agree withatiiesimulation of
the uncollimated polarised photon intensity, which meduag the effect
of the incoherent contribution and the source of this cbation is not
fully accounted for. This leads to the introduction of a swalfactor to
at least allow a comparison between the shape of the codinatrsus
uncollimated photon spectra, which is not completely &atisry.

3Every event has a BOS bank attached when the Data Acquisigstem reads out, which specifies
exactly the run number, and event number within the run, e/iee event took place. This is called
the HEAD bank, and it also contains information on the typérigiger that took place in CLAS, for
example, whether the Tagger Master-OR fired as part of tiggafetr.
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anb calculation for uncollimated photon spectrum (top) Comgpan between Photon
Tagger T-Counter TDC data and tlaab calculation for collimated photon spectrum
(middle). The resulting calculated polarisation when asganatch is achieved in the
two plots above (bottom).
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Parameter

Description |

Typical G8a values

Beam Energy

Mean Energy of the inciden
electron beam

t5734 MeV

Beam Energy Spread

Width of the energy distri-
bution

0

Beam Spot Dimension

Size of the beam spot on th
radiator

waeamSize = 0.045mm
CyBeamSize = 0.045mm

Beam Divergence

Horizontal and vertica
beam divergence measur
from crystal

CrBeampiv = 0.040 mrad
oY Beampiv = 0.038 mrad

Radiator Thickness

measured in nanometres

Cthickness = 0.05m

Crystal Orientation

Three crystal angles meg
sured in mradfc, ¢c, o)

-0 = 0.785398 mrad. The
other angles are measur
from the goniometer.

Collimator Geometry

The distance from radiato
length and radius of the co
limator

[,Ceouipist = 22.7m
'CColliLen =0.3m
Ceoltiraa = 0.7mm

Type of Incoherent Radiatio

nMode of calculating
incoherent intensity(Bethe
Heitler,Hubbel): O or 1.

1

Number of Lattice Vectors

Number of Crystal Lattice
vectors used to calculate ¢
herent bremsstrahlung

10
J_

Atomic Z of Radiator

Number of protons in crys

- 6 (Carbon)

tal/amorphous radiator

Table 6.2: Typical parameters used by #r# code to calculate the polarisation of
uncollimated and collimated photon beams.
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6.7.1 The associated error in the polarisation estimate.

In the absence of a direct method of determining the polésisaf the photon beam,
a systematic error is inferred from the process used to agtithe polarisation. There
are four factors which are deemed to have a significant dieig systematic uncer-
tainty, and although the determination of these factorsiegubjective, an upper limit
to the systematic uncertainty which propagates to the fewallt from the polarisation
method is determined here.

Error from Photon Tagger E-Counter Plane  Since the polarisation tables are based
on a comparison with the T-Counter TDC spectrum, it is a v@lidstion to ask if there
could be a systematic variation in the energy of the “bestitph from the Tagger
inherent in the uncertainty of the position of the hit withire Tagger. One way to
determine this uncertainty is to look at the physical phdt@t caused the hit in the
Tagger and move it an integer number of E-Counters up or dberiragger. This
gives information on the accuracy of the comparison betweeanb calculation and
the TDC spectrum used. Shown in Fig 6.8 is a histogram of thenrpelarisation for

a range of photon energies above and below the “best” photengg determined from
CLAS. The mean polarisation of the “best” photon in this das#l.16%. However the
polarisation varies with the integer stepping of E-Coubtemwidths in photon energy.
A peak is observed at 1.6 E-bin widths from the energy of the “best” photon, which
indicates that there is a systematic uncertainty in thespent of the peak polarisation
within one T-Counter energy bin width. If the maximum possiérror is considered
to be+1T-Bin width, the maximum uncertainty is estimated by loakat the polari-
sation at the maximum in Fig 6.8 and the T-Bin on either sides Gives a systematic
uncertainty ot~ 1.6%.

Subjective comparison limits Given the “spikiness” of the TDC Spectra used in
comparing to thanb calculation, it is possible to use a vary the important patans
within a small range to get an acceptable agreement withdte dhere are reason-
able extreme limits which can be subjectively set, seen gn6=9, which allow the
determination of a systematic uncertainty that may resatnfvariation in the com-
parison itself. To get some idea of the size of this error tgation in polarisation,
obtained from the difference in acceptable parameters inse anb calculation, is
scaled by the photon energy distribution from the Taggese®s in Fig 6.9, for events
where the coherent peak edge position sits at T-Id 95 (witi@range of this analy-
sis), a maximum error can be estimated-at.6%. Since this is an extreme case based
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Figure 6.8:The deviation from the "best" photon polarisation and thexmmam cal-
culated polarisation from thanb code.

on a random subjective judgement by eye, it is reasonablesonae that the choice
of parameters will have a mean value of half of the maximungearso this gives a
systematic error of 2.3%.

Variation in the height of the Coherent Peak Although the polarisation tables are
used as a look-up to determine the polarisation of a photora fgiven T-Counter
position, there is still variation in the electron beam dtinds that causes the height
and shape of the coherent peak to vary considerably. Theesdbe actual polarisation
of the photons that cause such events to be reduced. Figlto®@ sl the runs where
the coherent peak edge was determined to be at T-1d 95 (depiva T-Counter 48) by
an automated peak fitting routine. It is important to note thes change in coherent
peak height can occur over a time period of a few thousandtevdrRun 29501 in
Fig 6.10 shows such a variation where the Tagger TDCs wetkaebalong with the
EPICs information over a period of 2000 events, and in thesedhe data from this
readout will be allocated the polarisation value where tbleecent peak was much
higher, which was the case for the majority for run 29501 andlar for the rest of
the data set. This error affects the data sporadically budémum overestimation of
the polarisation in such a situation is estimateéd &t%.
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Figure 6.10:The TDC Spectra where the coherent peak edge is at T-Id 95
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Variation in Spectra Normalisation Method The TDC spectra used to compare
with calculation are normalised to a baseline of value 10&dysidering a region
where the polarisation should be zero, then taking the geevalue of a number of
channels and scaling this average value to be 100. The chbregion is important
because the statistical fluctuations in the tagger become pronounced at higher
energies due to the low number of counts. When the TDC spatraormalised by
the relevant unpolarised distribution this can have a &gt effect on the polarisa-
tion. Here a comparison is made between selecting 100 clsaane 4GeV, and 40
channels at ~ 2.2GeV (just after the coherent peak). Thenseoethod is more stable,
especially when dealing with limited statistics as in theecaf the parallel polarised
data set. However the first method gives a higher value fomd@wemum polarisation.

The variation in peak height in the TDC spectra is quite ptomoed, but since
the shape of the distribution is still very similar the p@ation does not vary as much.
The systematic variation in the polarisation tables duligdffect is almost negligible
when seen in Fig 6.11. However a more detailed analysis iaritkegy range of interest
reveals a maximum effect ef 0.5%. The polarisation tables for the perpendicularly
polarised data were made using the 4 GeV normalisationnmewivhile those for the
parallel data set used the2 GeV routine.

Conclusion The error from the variation in the height of the coherentkpean-
tributes to the overall systematic error about 10% of thetiftherefore the correction
to the measured asymmetry valueg(sl = 0.05) = 0.005 = 0.5%. This correction
is always applied positively to the photon asymmetry messent since it is a con-
sistent underestimation of the polarisation which leadsitin to an overestimation of
>

The other errors add linearly to give a total systematicredte to the calculation
of the polarisation ofv 4.3%.

6.8 Measurement of the photon asymmetry.

In this analysis the data has been passed through cuts te afity events with a
photon energyl.6 < E? < 2.0GeV. In addition, only photons with a measured
linear polarisation of greater than 10% pass the analysisltus reduces unpolarised
background in the polarised signal used for analysis. Usliegechnique of adding
orthogonal polarised data sets, a unpolarised data setasect which is then used to
normalise the individual polarised data sets to 1 and camgehcceptance variations.
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Run 29492 T—-id 95

calculated polarisation using method 1
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Figure 6.11:The variation in TDC spectra peak height and polarisatioe do differ-
ing normalisation methods, shown here when the coheretiges T-1d 95.
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Both planes of polarisation are presented here, and althilnegack of statistics makes
the fit to the parallel data more ambiguous, the comparisomesn both planes gives
confidence that the normalisation technique works prop€ity6.12 shows the mean
energy in each theta bin of the analysis for both planes d@rsaltion as well as the
amorphous target data. This information is vital to ensheg¢ there is no energy bias
between the data sets that could affect the normalisatioceplure. The plot shows
that there is no significant variation in the mean energynasxbfor each analysis bin
between the parallel and perpendicularly polarised ddta $&e average polarisation
for each analysis bin is shown in Fig 6.13, and no significamtation is found over
the angular range of the analysis.

Once normalised properly, the cosi2we distributions are fitted with a parameteri-
sation as shown in eqn 6.13.

W(gp) = a(l — Ecos2 (¢ +a)) (6.13)

The normalised distributions are shown in Figs 6.14 to 6Table 6.3 shows the
relevant properties for each analysis bin, and the final fiap&ters and results are
shown in Table 6.5. In Tables 6.5 and 6.6 the baseline paesmét fixed to a value
of 1, and the phase parameteris fixed to a value oft.583° based on the results
of Chris Gordon’s analysis of the photon asymmetry of th§93]. The baseline is
fixed due to the lack of statistics making this parameter wanysiderably using the
KA data set. The phase shift is fixed because of the greater mwhbeents in the
vp — p°p reaction during G8a gives a much more accurate measure pb#ion of
the diamond crystal (and therefore the maxima of the casirdistribution detected in
CLAS). Figs 6.18 and 6.19 show the resulting cogindits to the data when following
the procedure outlined in Section 6.6 to combine the two dementary data sets,
which provides a more accurate measurement in principle.

In Chapter 7 these results will be compared with the latesdiptions for the pho-
ton asymmetry of thé&A decay channel calculated with the hadrodynamical model
of Janssen [36]. However since the results from the combuiaga set measurement
shows a typically high reduceg? value (shown in Table 6.7), these will not be pre-
sented in the final comparison. The combined result showrabieT6.4 does bear
good comparison with the individual measurements from #ralfel and perpendicu-
lar polarised data sets. This agreement confirms the wabélihe approach defined in
Section 6.6.
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Bin Perpendicular | Percentage Pa-Parallel po-| Percentage Pg
polarised data | larisation (av-| larised data larisation (av-
erage) erage)
1 4987 76.57% 375 63.88
2 5716 76.05% 400 63.04
3 4425 75.62% 279 61.39
4 3060 74.57 198 61.6

Table 6.3: The properties of the analysis procedure. Thé/sisabins here are as
defined in Fig 6.1 and the relevant angles are shown in Table 6.

Bin | Perpendiculak measuremen}t ParallelX Measurement
1 0.324 + 0.070 4+ 0.014 0.328 + 0.084 4+ 0.014
2 0.212 + 0.069 4+ 0.009 0.213 4+ 0.084 £ 0.009
3 0.426 + 0.077 £ 0.018 0.433 4+ 0.094 + 0.019
4 0.419 4+ 0.082 £ 0.018 0.393 4+ 0.101 + 0.017

Table 6.4: The results of the photon asymmetry measurenoergairallel and per-
pendicular polarised data sets. Both sets of measuremenfgesented in the form
Y £ ogar £ 0ss. Below are shown the equivalent results after combiningdidua

sets as shown in Section 6.6.

Bin Angle Combined® Measurement
1 200 < 6 < 45° 0.361 + 0.036 £ 0.015

2 45° < 6 < 60° 0.228 + 0.034 £+ 0.009

3 60° < 6 < 75° 0.463 + 0.039 £+ 0.019

4 | 759 <6 <130°| 0.439 £ 0.042 & 0.018

|BinNo. | a+ 0ga | b=Eoga | @ % oy | reducedy? |
1 1.000 0.248 4+ 0.053 4.583 0.93
2 1.000 0.161 £ 0.052 4.583 0.79
3 1.000 0.322 £ 0.058 4.583 1.01
4 1.000 0.312 + 0.061 4.583 1.95

Table 6.5: Final results and fit parameters from Figs 6.14 1@ 6or the perpendicu-
larly polarised data set.
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‘ Bin No. ‘ a =+ Ogtat ‘ b + Ogtat == Ogtat ‘ reducedX2 ‘

1 1.000 0.210 £ 0.053 4.583 0.71
2 1.000 0.134 £ 0.053 4.583 0.59
3 1.000 0.266 £ 0.057 4.583 0.69
4 1.000 0.242 £ 0.062 4.583 1.25

Table 6.6: Final results and fit parameters from Figs 6.14.1@ or the parallel po-
larised data set.

|BiNNo.| a4 o4 | b+oga | o= oga | reducedy’ |
1 —0.034 +£0.040 | 0.507 £ 0.055 4.583 2.41
2 0.003£0.038 | 0.317 £ 0.052 4.583 2.98
3 0.072+£0.043 | 0.634 £ 0.059 4.583 2.57
4 0.076 £ 0.045 | 0.598 + 0.062 4.583 2.95

Table 6.7: Final results and fit parameters from Figs 6.18Gh# for the combined
data set.
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Figure 6.12:The mean energy for each analysis bin, shown separatelafdr plane

of polarisation as well as amorphous target data.
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Figure 6.13:The mean polarisation for each analysis bin, shown sepbrdte the

two planes of polarisation.
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Figure 6.14:The azimuthal distribution in CLAS, fa0°® < 6. < 45° The blue
shaded area shows the regions of no particle acceptanceaﬁmtpresence of the
magnetic coils of CLAS. Top shows the distribution wherkEttemponent of the inci-
dent photon beam is perpendicular to tit@or of Hall B, or thex-axis. Bottom shows
the distribution when th&-component is parallel to the-axis.
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Figure 6.15:The azimuthal distribution in CLAS, fan° < 6.+ < 60°. The blue

. . C
shaded area shows the regions of no particle acceptanceajﬁmtpresence of the
magnetic coils of CLAS. Top shows the distribution wherkEttemponent of the inci-
dent photon beam is perpendicular to tit@or of Hall B, or thex-axis. Bottom shows
the distribution when th&-component is parallel to the-axis.
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Figure 6.16: The azimuthal distribution in CLAS, fé0° < 6, < 75°. The blue

. . C
shaded area shows the regions of no particle acceptanceajﬁmtpresence of the
magnetic coils of CLAS. Top shows the distribution wherkEttemponent of the inci-
dent photon beam is perpendicular to tit@or of Hall B, or thex-axis. Bottom shows
the distribution when th&-component is parallel to the-axis.
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Figure 6.17:The azimuthal distribution in CLAS, fak° < 6.+ < 130°. The blue

. . C.
shaded area shows the regions of no particle acceptanceayﬂmtpresence of the
magnetic coils of CLAS. Top shows the distribution wherkEttemponent of the inci-
dent photon beam is perpendicular to tit@or of Hall B, or thex-axis. Bottom shows
the distribution when th&-component is parallel to the-axis.
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Figure 6.18:The azimuthal distribution obtained by combining the da&ts $o amplify
the cosin€¢ signal, shown here for analysis bins 1 and 2. The blue shadsdsdows
the regions of no particle acceptance due to the presen¢eaohagnetic coils of CLAS.
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Figure 6.19:The azimuthal distribution obtained by combining the da&ts $o amplify
the cosin€¢ signal, shown here for analysis bins 3 and 4. The blue shadsdsdows
the regions of no particle acceptance due to the presen¢eaohagnetic coils of CLAS.
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Chapter 7

Discussion of Results and Conclusions

7.1 Results

As a final result, the measurement of the photon asymmetrypdtoton energy of
1.6 GeV < E5 < 2.0GeV is shown in Fig 7.1. The reasons for certain shortcomings
in the data set will be discussed below, but the measurermpezgsnted in Chapter 6 are
still valid and worthwhile for advancing the understandaigheyp — KA reaction.

Fig 7.1 shows the dependence of the predicted photon asyshoretthe quan-
tum numbers of the included resonance in the basic modeihstéa et al. [25]. The
data points shown clearly indicate a positive asymmetryha rheasurable angular
range and this would indeed favour the;(1895) resonance first postulated by Cap-
stick and Roberts [16], and apparently seen by the SAPHIRdJ&Up. However, as
Section 2.7.1 describes, the usefulness of the genetigthligoapproach developed by
Ireland [49] lies in its inherent ability to find the most ligesolution for the parameters
used in the hadrodynamical model of Janssen et al. [36] fantheoretical curves that
are compared to in Fig 7.1 are already being influenced bydag the SPring-8 [48]
data points which show a definite positive asymmetry at fodveagles.

The data presented here indicates that the photon asymstayy positive over a
wider angular range than first predicted by the model of Janetal, and this should
further influence the selection of possible solutions chdsgthe genetic algorithm
approach.

The recoil polarisation predictions are shown in Fig 7.2] bare they are also in-
fluenced by the SPring-8 data for the photon asymmetry, dsas¢he SAPHIR and
CLAS measurements for the differential cross-section &adil polarisation results.
There is limited agreement between the calculations andateehere, but with respect
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Core set of resonances
D,{(1895)

P,,(1975)
P,{(1950)
S,,(1945)
G8a16<E<2.0GeV()
G8a16<E<20GeV() |

SPring8” E=1.85 GeV

-1 -0.5 0 0.5 COS(G) 1

Figure 7.1:The photon asymmetry measured during the G8a experimeatcdrh set
of resonances used by Janssen et.al [31] is shown here asatielme of calculation.
The additional resonances are denoted by coloured lineb@aws in the plot legend.
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to the shape and sign of the angular distribution there isesdbegree of correlation. No
one resonance seems to be particularly favoured by expetitdewever, it is possible

that by restricting the range of solutions further using @&a data of Fig 7.1, much
better agreement between the model predictions of reclatigation and the G1c data
may be achieved.
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Figure 7.2:Recoil polarisation calculation by Janssen et al. [31] cargd with the
CLAS G1c experimental measurement&{?) K i, ,,, = —0.3. The predictions made
with the core set of resonances are shown by the black linde wie additional reso-
nances are denoted by a coloured line as described in thdggend.

7.2 Conclusions

The data used in this thesis has made a significant improveimehe overall un-
derstanding of the photon asymmetry for th& reaction. With two data points at
centre-of mass angles beyond previous measurementss enimarked improvement,
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and also suggests a possible large divergence from thesticmdmodels already dis-

cussed in Chapter 5. There was one crucial limiting factat #merged during the

experimental run. This turned out to be the electronic haréwf the Photon Tagger,

in particular the TDCs. Tests carried out [96] indicate thatTagger operated outside
its performance limits due to a number of factors. Theseofactre either currently

being addressed or have already been corrected, and steordddrded as straightfor-
ward steps to improve this measurement and similar expatsmne the future.

1) A large flux of degraded electrons in certain regions of tdgger ho-
doscope. At times this could exceed the limit of the photdipligr tubes
that collected the signals, which was ~10 MHz. Above this ritie re-
sponse of the PMTs would no longer vary linearly with a propoal
increase in electron flux. New tubes have been recentlyliedtan the
Tagger which have a higher rate capability, and this wilphrelduce the
effect of high count-rates.

2) The necessity of using the thicker diamond radiator astioeed in Ap-
pendix A.2. The50 ym diamond produces more multiple scattering that
the20 pum crystal, and this amounts to a higher rate of flux in the tagger
general. This necessity should not be required of futureexyents, and
higher polarisation with less multiple scattering showduce the prob-
lems encountered in measuring the value of the photon gataon .

3) The use of a Level 1 Trigger configuration that fired whemglsicharged
particle was detected. This made the effective count-rathe Photon
Tagger very high, and also reduced the relative numbéK bfevents.
This can be addressed by using a Level 2 trigger to reducesaitiggbound
unpolarised signal in the Tagger, as well as increasingela¢give number
of desirable final-state interactions to study.

4) An unidentified hardware problem that made the T-Coun2€J in the
Photon Tagger shift the recorded event time by a random amdums
effectively increased the width of the average Tagger tiongbod events
in CLAS.

As a result of these factors, the number of options open tomms& the data set during
the analysis process was reduced. The combination of f&adt@rand 3 meant that
problems arose when analysing the tagger data, especighiyr@gard to estimating
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the average polarisation of the photons. However, the timfe described in point 4
above also reduced the effectiveness of the particle ii@tion scheme.

Without a stable time from the tagger for each good event iAELit becomes
very difficult to attribute a photon to the kinematics of aet#éd reaction. It was
necessary to require a complete, exclusive reaction inrdadeliminate the risk of
using a mis-timed photon from the Photon Tagger and thenetogduce errors into
the analysis process. This dramatically reduced the ststisf the data set, and gave
rise to the further restriction that it was impossible toomstruct a missing particle
reliably in the situation where one of the particles involwe the desired reaction was
not detected.

Despite the setbacks that hampered these aspects of theh@g8agpanalysis, this
data set is still able to produce new, valid information omaafier of intermediate-
energy physics which has real potential for furthering expental understanding in
the field. The revealing connections between polarisatlmseosables and the nature
of the basic nuclear physics interactions are further gtteamed with this type of ex-
periment, and G8a has shown this principle in the settingtédson Lab to be highly
successful.

7.3 Future Work

However, the data shown in Fig 7.1 still demonstrate a tregdifecantly different
from the latest calculations made that include the SPringeBSAPHIR data sets. This
means that future work using linearly polarised photons b&awble to resolve deci-
sively which resonances participate in tié& photoproduction process. The proposed
continuation of this effort at Hall B in Jefferson Lab is th8lisexperiment. Using the
lessons from G8a, a more in-depth analysis of this trendldhmipossible. One vital
component is a proper Montecarlo simulation using the CLASNG[97] package,
adapted for use in CLAS from the FORTRAN simulation packag®ST [98]. Tak-
ing proper account of the acceptance in CLAS should allovesteaction of the recoill
polarisation from the G8a data set.

Since the Photon Tagger hardware has been significantlyowedrsince the G8a
experiment concluded, the problem of statistics and pariitentification should be-
come much less severe, and the measurement of the photomasynshould be ex-
tended over a larger polar angle range in CLAS than is showmeiicurrent work.

The complete experimental description of i& reaction becomes possible when
a polarised target is used with a linearly polarised photesntn. This will allow the
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measurement of the double-polarisation observablesilescin Table 2.4. Such an
experiment has been proposed and is currently under coasmefor running at Jef-
ferson Lab [33].

With this complete description, the genetic algorithm aagh should point clearly
to the most likely resonance around 1.9 GeV in energy to balved in theKA reac-
tion. By taking into account the measured differential sresction, photon asymme-
try, recoil polarisation, target polarisation and doubd¢apisation observables it then
becomes possible to establish this whole procedure aste foethod for determining
the quantum numbers of resonances that contribute to aopasse region reaction.
More importantly still, this process may shed some lightlmndifficult issue of miss-
ing resonances, and supply new, high-quality experimeasallts which will be able
to distinguish between the diquark model and the constitgeark model.
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Appendix A

Aligning the radiator

A.1 Definition of crystal directions

The radiator is aligned by using the Stonehenge Technidijed@veloped in Glasgow,
Mainz and Bonn. The target ladder shown in Fig 3.9 is used tonnihe crystal, and
the degrees of freedom of the goniometer as shown in Fig & atans to be carried
outin (¢, 0y, 6y).

Oy

Normal (= 0 when 6, = 6, = 0)

Figure A.1: The goniometer axes and the crystal axis. All vector notatelates
to directions in the diamond unit cell and the Miller Indicespresent crystal plane
orientation within the unit cell.
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It is standard practice to use the normal to the crystal plang 0)* to denote the
crystal axis. This axis has the vector directjor0, 0] and serves as the reference point
for aligning the crystal, particularly the planes of int&réor coherent bremsstrahlung
production. Fig A.1 shows the position of the diamond axe wespect to the go-
niometer axes, and the crystal planes which are alignedtivtibeam to produce co-
herent bremsstrahlung are shown to be orthogonal tfi tie0] vectof. These crystal
planes are oriented with Miller Indices ¢, 2, 2) and(0, 2, 2). The usual notation for
the Miller Index of a crystal plane iéi, %, %) where x, y and z are the respective
axis intercept points of the crystal plane.

Fig A.2 shows the orientation of the@, 0,0) plane with respect to the primitive
unit cell of a typical diamond structure. The primitive unéll is derived from the
smallest repeatable unit that generates the observecklattiucture. In the case of
diamond, the primitive unit cell is a face-centred cubicteys(fcc) with another fcc
system intertwined. Here the second fcc lattice is displddd of the primitive unit
cell diagonal which allows the tetrahedral diamond striecta emerge as the unit cell
is repeated to generate the crystal lattice.

In Fig A.3 the crystal axis plané, 0, 0) is shown with its respective normal, and
this time the planes which dominate the scattering processtaown with their rela-
tive orientations. This figure is a graphical representatibthe structure which the
incoming electron beam will produce coherent bremsstrapftom.

The point of origin from which the calibration scans procéethe system where
0, = 0, = 0, and although ideally the beam direction would coinciddlie crystal
axis direction[1, 0, 0], this cannot be assumed and is frequently found to deviate by
some small angle%,;, andd,,.

The crystal axis will also have some deviation in azimuth pothr angles with
respect to the origin, which are denoted¢asand6;, respectively. So the first step in
the calibration process is to measure some or all of thedegnghich will allow the
calculation of the correct values @f, 6., 6,) to obtain the desired crystal orientation
with respect to the electron beam.

1This direction is defined in the diamond unit cell.
2Crystal planes are denoted by their Miller Indices [58], sthare shown in normal brackets. Vector
directions and normal vectors to crystal planes are derntesdjuare brackets.
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carbon atom crystal plane
D

— (1,0,0)

covalent bond

Figure A.2: The face-centred cubic primitive unit cell of diamond. Thestal plane
(1,0,0)is shown here at the furthest face of the cubic cell from thisjpective.

A.2 The Stonehenge Technique.

Initially the position of the crystal axis is completely urdwn, although not usually
radically different from the origin of the goniometer. Theopedure for determining
the crystal axis is to carry out & — v scan, which is a scan ifl,and@,. This is
done by making a conical sweep of angular radiysvheref), = 6, cos(¢) andf), =
fssin(¢), and scanning frond < ¢ < 2x. For each point in the scan, the photon
energy spectrum for the tagger is measured. The coheremisbteahlung intensity
varies with (E,, 6., 6;,) so a three-dimensional plot is required. The parameters of
such a plot would bé, and f,corresponding to the x and y-axes, with plotted
vertically on the z-axis to make a 3D cylinder as shown in Fig.Ahis plot is made
using a simulated photon energy spectrum calculated usangrib code [57]. Where
the coherent bremsstrahlung is most intense varies snyowtthi ¢, andd;, and forms

a set of curves on the surface of the cylinder in Fig A.4, shiwrthe regions in
green. These regions are the positions of the coherent pela& tagger spectrum, and
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(0,2,2)

crystal plane
(1,0,0)

crystal axis

[1,0,0]

Figure A.3:The orientation of the crystal axj%,0,0]and the relative dimension of the
primitive unit cell to the crystal plane®,2,2)and (0,22), shown here in green and
red respectively.

the fourfold symmetry comes from the orthogonal crystahpk0, 2, 2) and(0, 2, 2).
When the crystal axis is aligned with the beam, these planéfown a cross on the
projection of the Stonehenge cylinder into two dimensiofig; A.5 shows a typical
Stonehenge plot compressed into two dimensions and the veidih of the circle now
represents the photon energy spectrum measured from thenptagger, increasing
with radius.

Using the Stonehenge plot, the position of the coherent eaktrapolated down
to E, = 0 and a line is drawn, as in Fig A.5, from this point to the copasding
minimum point in the opposite hemisphere of the Stonehenge pf the minima
produced from the two orthogonal crystal planes are eqaidlisound the perimeter
of the plot, these lines will intersect at the origin of the$thenge plot. However, if
the crystal is not oriented correctly, the offset in term8,@nd#, can be calculated by
looking at the distance between the intersect point draviwvden the minima of the
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energy spectrum and the origin of the Stonehenge plot.

For the G8a run, the process is clearly shown in Fig A.6. Titealirscan started
from a guess at the crystal axis offsets, and the resultirgv scan can be seen at
the top of Fig A.6. Using the€0 ym diamond, this scan was made at an early stage
in the experimental run, and the poor quality of the scan s wuthe fact that the
photon tagger required maintenance at that time. Here ystatplanes clearly are
not orthogonal so the crystal axis is not aligned with thenthea

The bottom plot shows the same scan performed oR(hen crystal at a later time
after the photon tagger had been upgraded, and the fouryohingtry corresponds
exactly with the origin of the Stonehenge plot, indicatihgttthe crystal axis is closely
aligned with the beam.
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Figure A.4:The Stonehenge Technique in action. This is a simulatedplptagainst

f;, to form a circle, and the height of the cylinder represents pihhoton energy seen
in the tagger. Areas of green show where the coherent peadsiigned in the tagger
energy spectrum, so the pattern shows the correlation letweherent edge position
and the(d,, 6, ) parameters. It is possible to deduce that the crystal isedjcorrectly

if this relationship between, and 0, is perfectly symmetric, since this means that
the crystal planeg0,2,2)and (0,22) are in the same position relative to the beam,
therefore the beam is aligned with the crystal axis. In thev&bexample, B is the
position of the beam and, is the position of the crystal axis, so the crystal is not
well-aligned here.
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Scan radius = 60mrad

Scan origin(s ,, S,) =
(0.00 ,0.00 ) mrad o

Beam(SB)=(SB,, SB;)=(-41.78, 17.95) mrad, ¢;= 1.50 deg
Beam to Crystal vector BC = -(S+SB) = ( 41.78,-17.95) mrad

Figure A.5:The Stonehenge cylinder projected onto two dimensionstaties of the
circle represents the tagged photon energy spectrum oddemom the h-v scan.
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run28006.root_Scan_0 |

run28008.root Scan

Nent = 28336
Meanx = 150.7

Meany = 2745

Origin = -12.750000 mrad, 42.400002 mrad
¢y =85.50deg B,=—64.82 mrad B,= -8.87 mrad

1run28009.root_Scan_0 | /

Origin = -59.520000 mrad, -14.480000 mrad
¢, = 0.00deg  B,=-59.51mrad  B,=-15.18 mrad

Figure A.6: The h-v scans performed during the G8a run. Both scans wenkema
during the inital stages of the experiment using the:20diamond. The top scan was
made using a starting guess of the crystal offsets, and ttierhscan shows the result
when the correct offsets have been calculated. The diadoves correspond to the
coherent energy minima of ti6,4,4)and (0,44) crystal planes, and provide further
proof of the quality of the crystal alignment.
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Appendix B

Discussion of the state of thd<A data
set for G8a

B.1 The G8a data set.

The KA data set is normally a small fraction of the total experiraéyield of charged
particles in a typical Hall B experiment at Jefferson Lab.e Total number of Level
1 triggers collected in the relevant photon energy rangenduhe G8a experiment
registered over 1.8 billion, however the numbeKof events identified using the anal-
ysis process outlined in Chapters 4 and 6 was only around@0giter cuts had been
made.

Allowing for the fact that the cuts are subjectively placiéa low number of events
makes a statistical fit to the data very unstable. The reshten in Chapter 6 depend
on a process of taking a ratio between two data sets to eliemgystematic errors from
the detector system. However, this process is still exptsathtistical variation. The
aim of this appendix is to produce a little more proof thatstedistical variation in the
data sets does not alter the amplitude or sign of the results.

B.2 The perpendicularly polarised data set.

The process outlined in Chapter 6 is followed to attempt toaee systematic errors
in the perpendicularly polarised data set. It can be seen Fig 6.3 that the perpen-
dicular data set outnumbers the amorphous target data sefdayor of 20 to 1. This
effectively means that the statistical errors in the amoyghtarget data set dominate
the result when the division process is used. Fig B.1 shoe#ipendicular data
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set data and the amorphous target data set by which it wilibeedl. In the case of
either a positive or negative photon asymmetry (from thergP8 results one would
expect a positive asymmetry) there should be a clearly ghbbr bilateral symmetry
present in the polarised data that becomes more apparenttivbelata is divided by
the amorphous target data set.

Un-normalised Data Amorphous Target Da Normalised Data

Expected
. symmetry
line

Low A(icvpt‘an(-(‘ Statistical

Scaled Yield Scaled Yield N Scaled Yield dey\"ﬂiAat‘ion
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Figure B.1:A 3-dimensional plot showing the data for perpendiculadgpised pho-
ton running in theta bin 2. Left is the un-normalised data §=ntre is the amorphous
target data set. Right is the normalised data set.

The far right plot in Fig B.1 shows the normalised data sehwitcosine(2¢)
variation clearly apparent. This seems fairly unambigualisough there is evidence
of a false peak appearing in the normalised data set-at 90°, which is clearly due
to a lack of events at the edge of Sector 4 in CLAS in the amarpharget data set.
The point to take from this plot is the possibility of a stagal fluctuation becoming
much larger than the systematic error information carneithé amorphous target data
set, to the extent that it contaminates the polarised sitpaals to be measured.

Fig B.2 shows the same data set when divided by the unpafadesa set described
in Section 6.5, and the problem discussed above seems tauatically reduced.
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Figure B.2:A 3-dimensional plot showing the data for perpendiculadygpised pho-
ton running in theta bin 2. Leftis the un-normalised data €sntre is the unpolarised

data set. Right is the normalised data set.
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B.3 The parallel polarised data set.

In the same way as described above, Fig B.3 shows the pgrallised data set, the
relevant amorphous target data set and the final normalestdsat which would be
used to measure the photon asymmetry. The amorphous tatgeset is exactly the
same as that used to divide the perpendicular data set sicweers the same angular
range infc . . This gives rise to the same problem seen in Fig B.1, butéctdfthe
cosing2¢) fit in a different way, shifting the amplitude of the fit, rattthan the phase
as seen for the perpendicular data set in the section above.

Un-normalised Data Amorphous Target Da Normalised Data

starting point

Expected

‘symmetry
line

“ ..... e

el sl

" cos (¢) sin(e) . o5 1 T ocos(p)  sin(g) ' 05 T
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Figure B.3:A 3-dimensional plot showing the data for parallel poladgghoton run-
ning in theta bin 2. Left is the un-normalised data set. Geigithe amorphous target
data set. Right is the normalised data set.

If the unpolarised data set is used to normalise this digioh (shown in Fig B.4),
not only is the problem of low statistics addressed, but aeeagent is reached in
the amplitude of the cosir2y) fit for both planes of polarisation. This indicates that
using the method for creating an unpolarised data set asildedaen Section 6.5, the
significant problem of statistical error in the amorphougéadata set swamping out
the desirable polarised signal is reduced.
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Figure B.4:A 3-dimensional plot showing the data for parallel poladgghoton run-
ning in theta bin 2. Left is the un-normalised data set. Geigithe unpolarised data
set. Right is the normalised data set.
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