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Abstract

The physics of elementary particles is well described by the Standard Model of particle

physics. This theory predicts with great accuracy the electroweak and strong interactions

of elementary particles. The introduction of the Brout-Englert-Higgs mechanism in Stan-

dard Model has also given justification to the non-null mass of the elementary particles.

This mechanism has been validated by the discovery of the Higgs boson and the measure-

ment of its properties. Despite the enormous and broad success of the Standard Model,

a few observations cannot be explained by this theory. For instance, neutrino oscillations

would require the neutrinos to have non-null mass in contrast with the Standard Model

prediction. Several solutions to this problem have been proposed, but none has been vali-

dated yet. Some of these theories have additional modes to produce lepton pairs with same

electric charge (same-sign lepton pairs). This production is also expected to be enhanced

in other theories beyond the Standard Model.

The focus of this thesis is the inclusive search for anomalous production of same-sign

lepton pairs in proton-proton collisions. The specific case of resonant production, typical of

the Type-II see-saw and Zee-Babu models of neutrino mass generation, is also considered.

20.3 fb−1 of data collected by the ATLAS experiment at a centre-of-mass energy of 8 TeV

is analysed. No significant production above the Standard Model prediction is found,

thus the results are used to set upper limits on the cross-section of processes beyond the

Standard Model. Limits are placed as a function of the di-lepton invariant mass within a

fiducial region defined according to the event selection criteria. Exclusion limits are also

derived for specific models of resonant production.

The production of same-sign lepton pairs from proton-proton collisions occurs rarely in

the Standard Model. One process which generates same-sign lepton pairs is the associated

production of a Higgs boson and a top anti-top quark pair (tt̄H). The cross-section of

this production mode is proportional to the Top Yukawa coupling squared, while other

processes are only sensitive to the combination of this constant with several other cou-

plings. The measurement of the tt̄H cross-section therefore constitutes an important test

of the Standard Model and the Brout-Englert-Higgs mechanism. The tt̄H production has

never been observed before, and is studied in this thesis. The analysis uses collisions at

a centre-of-mass energy of 8 TeV collected by the ATLAS experiment containing a same-

sign lepton pair and jets. The measured production cross-section is 2.8+2.1
−1.9 times the value

expected in the Standard Model. This result has been combined with other analyses to

obtain a more precise measurement of the tt̄H cross-section and the Top Yukawa coupling.
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Preface

The study of particle physics at the Large Hadron Collider (LHC) requires a large

collaborative effort, given the complexity of the experiments and the investigated physics.
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Introduction

The Standard Model of particle physics is the most universally recognized theory that

describes elementary particle interactions. Its success is due to the minimal number of

particles and parameters used to describe strong and electroweak interactions, and to its

great accuracy in predicting plenty of the particle physics observations. Nevertheless, the

Standard Model has been, and is, challenged by few experimental observations.

The measurement of the non-null masses of the vector bosons W± and Z, which were

originally massless in the theory, has led to the introduction of the Brout-Englert-Higgs

mechanism in the Standard Model. This extension has recently been validated by the

discovery of the Higgs boson and the measurement of its properties at the Large Hadron

Collider (LHC). The associated production of a Higgs boson with a top anti-top quark pair

(tt̄H) has not been observed yet. This process is sensitive to the Top Yukawa coupling and

can be investigated in data containing pairs of leptons with same electric charge (same-sign

lepton pairs).

The observation of neutrino oscillations and, consequently, the acquisition of small

masses by the neutrinos have not yet an explanation in Standard Model. The see-saw and

the Zee-Babu models offer solutions to this problem introducing new massive fundamen-

tal particles. The physics of these models at hadron colliders leads to the production of

same-sign lepton pairs at an enhanced rate. Further, some of these models predict dou-

bly charged bosons which decay into same-sign lepton pairs. Other theories beyond the

Standard Model predict additional same-sign lepton pair production and doubly charged

bosons. A description of the Standard Model and extensions leading to same-sign lepton

pair production is discussed in Chapter 1 of this thesis.

This thesis searches for evidence of anomalous production of same-sign lepton pairs and

of tt̄H production in the data collected by the ATLAS detector at the LHC. The LHC has

produced proton-proton collisions at a centre-of-mass energy of 8 TeV in 2012. This dataset

is analysed in this thesis and corresponds to 20.3 fb−1. The LHC, the ATLAS detector,

and the experimental techniques of particle reconstruction are described in Chapter 2.

Chapter 3 is dedicated to the calibration of the energy of hadronically decaying τ leptons,

which has been developed by the author.

The analysis of data containing same-sign lepton pairs is the core of this thesis and

is illustrated in Chapter 4, 5 and 6. The Standard Model processes, which can lead

1



to the detection of same-sign lepton pairs are characterised in Chapter 4. Chapter 5

searches for excesses of same-sign lepton pair production compatible with new physics,

especially with generation of doubly charged bosons. The measurement of the tt̄H pro-

duction cross-section and implications on the Top Yukawa coupling are illustrated in Chap-

ter 6.

This thesis uses the convention of natural units for physics quantities, where the speed

of light, the reduced Planck constant and the Boltzmann constant are normalised to unity,

c = ~ = kB = 1. The energies, momenta, and masses are therefore expressed in units of

electron volts (eV).
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Chapter 1

Theoretical Overview

The understanding of the processes that rule the universe at the elementary scale is the

goal of particle physics research. There are four types of fundamental forces: strong, elec-

tromagnetic, weak and gravitational. Relativistic quantum field theories are used to char-

acterize the interactions of elementary particles via these forces. The Standard Model [4–6]

is the most universally recognised of these theories and describes strong, weak and elec-

tromagnetic interactions. The gravitational force is not included in the Standard Model,

however its effect on elementary particles is negligible compared to the other forces. In this

chapter, the Standard Model is introduced along with some potential extensions, which

propose solutions for otherwise unjustified observations. This thesis tests the predictions

of these models in the production of leptons with same electric charge (same-sign leptons)

in high energy proton collisions. Particular consideration is given to two processes with

same-sign lepton pairs in the final state: the productions of doubly charged particles and

the production of the Higgs boson in association with a pair of top anti-top quarks.

1.1 The Standard Model

The Standard Model describes the properties of elementary particles and their funda-

mental interactions in an unified formalism. The dynamics and interactions of the el-

ementary particles are determined by the Standard Model Lagrangian and its symme-

tries. The invariance of the Lagrangian under local transformations of the gauge group

SU(3)C⊗SU(2)L⊗U(1)Y results in the introduction of massless boson fields that mediate

the interactions among the fermion fields associated to quarks and leptons. The symmetry

under local transformations of the colour group SU(3)C demands eight spin-1 colour car-

riers, the gluons, which mediate the strong interaction among coloured particles such as

the quarks and the gluons themselves. The local gauge invariance under SU(2)L ⊗U(1)Y

transformations generates four gauge fields: one for the hypercharge group, U(1)Y , and

three for weak isospin group, SU(2)L. Linear combinations of these fields produce the

spin-1 mediators of the electromagnetic and weak interactions: the photon (γ) and the

3
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weak bosons (Z and W±). The photon mediates the electromagnetic forces among electri-

cally charged particles, like quarks, charged leptons and W±. The weak bosons mediate

the charged and neutral weak currents among fermions. Beside the gauge invariance, the

Standard Model preserves also the baryon number, the lepton number, electric charge,

weak isospin and is symmetric under CPT .

Experimental observations have led so far to the discovery of six types of quarks and

six types of leptons. Each of these fermions has an anti-fermion partner with same spin

and mass, but opposite charge. These fermions are obtained in the Standard Model as

representations of the symmetry groups. Leptons are colourless singlets of SU(3)C and

do not interact via strong force. Quarks are instead SU(3)C triplets and are strongly

interacting. Since the weak force couples only to left-chiral fermions or right-chiral anti-

fermions, i.e. violates parity, fermions have different representations in SU(2)L depending

on their chirality. Right-chiral fermions are SU(2)L singlets and cannot weakly interact.

There are right-chiral representations for quarks and charged leptons in Standard Model

but not for neutrinos. Left-chiral fermions are represented by SU(2)L doublets and do

interact via weak boson exchange. The leptonic doublets are formed by the fields associated

to a charged lepton and a neutrino, while the quark doublets by an up-type quark and a

down-type quark. The known leptons and quarks form therefore three generations each,

which differs for the masses and flavours of the particles composing them.

The particles considered in the Standard Model and their properties are summarized

in Table 1.1. The figure shows only fermions, but their respective anti-fermions are also

accommodated into this theory. In the following, the name of elementary particles will

be used to indicate either the particle or its anti-particle unless otherwise stated. For

instance electrons and positrons will be both referred to as electrons. To further simplify

the narrative, the charged leptons will be referred to simply as leptons while neutral leptons

as neutrinos.

In addition to the particle described above, Table 1.1 shows also the Higgs boson

(H). This particle was not part of the original Standard Model formulation but has been

introduced afterwards to solve inconsistencies with the theory. The Standard Model was

indeed able to classify the elementary particles in an elegant way but they could not have

mass. This was in contrast with the experimental evidences and with the short range

nature of the weak interactions.
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Table 1.1: The elementary particles of the Standard Model. The mass, the spin, the electric
charge and the colour charge of each particle is given. Fermions are arranged in pairs and form
three generations of quarks and three generations of leptons. Each fermion has an anti-fermion
partner with opposite charge, but same mass and spin. The mediators of the weak, strong and
electric forces and their domains of interaction are also shown. The Higgs boson and its mass are
also given.
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1.2 Electroweak symmetry breaking and the Higgs boson

The addition to the Standard Model Lagrangian of a mass term for the fields associated

to Standard Model particles, either fermions or weak bosons, would violate the gauge

invariance. The acquisition of the mass by the weak bosons (V ) occurs via the introduction

a complex SU(2)L doublet scalar boson field, the Higgs field. This field is subject to a

potential, whose minima occur at non-vanishing values of the field. The introduction

of the Higgs field in the Lagrangian does not violate the gauge symmetry, however the

field is forced into a ground state of the potential with a particular weak isospin causing

the spontaneous breaking of the electroweak SU(2)L ⊗ U(1)Y symmetry. According to

the Goldstone theorem [7], in a relativistic quantum field theory if the ground state is

not invariant under the gauge symmetry of the Lagrangian, there are scalar particles with

zero mass, the Goldstone bosons, corresponding to each broken symmetry generator (three

in this case). Brout and Englert [8], Higgs [9, 10] and Kibble, Guralnik and Hagen [11]

proposed that the massless Goldstone bosons could be combined with the massless fields

of the weak bosons to form longitudinal polarization states of massive boson fields (BEH

mechanism). This solution allows the weak bosons to acquire non-null mass preserving

the gauge invariance. This mechanism also produces a massive neutral scalar, the Higgs

boson, which couples directly to weak bosons but not to gluons and photons.

Fermions masses can also be generated via the Higgs field if Yukawa interaction

terms [12,13] between the Higgs and the fermion fields are introduced in the Lagrangian.

This addition to the Lagrangian does not break the gauge symmetry. Since the Yukawa

interaction term requires the existence of both chiral components of the fermion field,

neutrinos are massless and do not couples with the Higgs field.

The BEH mechanism does not predict the vacuum expectation value v of the Higgs

field, but determines the Higgs boson mass (mH) and the couplings of the Higgs boson to

fermions and vector bosons as a function of v. The couplings to fermions are proportional

to the fermion masses and to the inverse of v, and the couplings to bosons are proportional

to the squares of the boson masses and to the inverse of v (v−2 for quartic couplings).

The production cross-sections and the decay branching ratios (BRs) of the Higgs boson

can be accurately calculated once the Higgs boson mass is known, as shown in Figure 1.1.

In proton-proton collisions, the main Higgs boson production processes are in decreasing

magnitude the gluon-gluon fusion (ggF ), the vector boson fusion (V BF ), the associated

production with a vector boson (V H) and the associated production with a top anti-

top quark pair (tt̄H). The Feynman diagrams of these processes at leading order in the

perturbative theory are illustrated in Figure 1.2. In the ggF production, the Higgs boson

is produced from gluons via a loop of quarks: the heavier the quark, the higher the

contribution to the ggF cross-section. The Top Yukawa interaction vertex has a role in

the ggF and the tt̄H productions.

Since the Higgs boson directly couples with any massive Standard Model particle, the
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Figure 1.1: The cross-sections of the main Higgs boson production modes in proton-proton colli-
sions for a centre-of-mass energy of 8 TeV (left) and the Higgs boson decay branching ratios (right)
as a function of the Higgs boson mass [14] [15]. The coloured bands represent the theoretical un-
certainties.

Figure 1.2: Leading-order Feynman diagrams of the main Standard Model Higgs boson production
modes in proton-proton collisions: gluon-gluon fusion (a), vector boson fusion (b), associated
production with a vector boson (c), associated production with a tt̄ pair (d).
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Higgs boson has many decay modes. The decays to a pair of gluons, γγ or Zγ are also

allowed via loops of heavy fermions and weak bosons. These decay modes are therefore

influenced by the Top Yukawa coupling. For a Higgs boson mass of 125 GeV, the decay into

bb̄ and W+W− are dominant, and many other decay modes have substantial branching

ratios. The branching ratio of the Higgs boson decay into photons is only of the order

of 10−3, however the detection of this process is experimentally easier compared to other

decay modes.

1.3 Standard Model measurements and the Higgs boson dis-

covery

The Standard Model of particle physics is an extraordinarily successful description of the

fundamental constituents of matter and their interactions. Many experiments have verified

the extremely precise predictions of the Standard Model in the past decades [16]. As an

example of the predictive power of this theory, Figure 1.3 shows the measurements of

the cross-sections for the most common production modes of elementary particles at the

Large Hadron Collider (LHC) [17] with the ATLAS experiment [18]. The observations

are well in agreement with the predictions of the Standard Model extended with the BEH

mechanism, that is from now on just called the Standard Model for simplicity.

Figure 1.3: Detailed summary of several Standard Model cross-section measurements by ATLAS
compared to the corresponding Standard Model expectations. Higgs boson boson production
measurements are also included. All theoretical expectations were calculated at next-to-leading
order in QCD perturbation theory or higher. Observations include statistical and systematic
uncertainties.
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For more then a decade, the Higgs boson has been the final missing piece of the

Standard Model. Searches for the Higgs boson have been performed by the Large Electron

Positron (LEP) experiments [19] and by the Tevatron experiments [20], which resulted in

the exclusion of substantial mH regions. The discovery of a new particle compatible with

a Standard Model Higgs boson with mass of 125 GeV was announced by both ATLAS

and CMS [21] in July 2012 [22, 23]. The Higgs boson boson was observed in the final

states H → ZZ(∗), H → γγ and H → WW (∗). Since then, stronger evidences have

been established with additional data. The properties of the Higgs boson have been

measured [24–26]. ATLAS and CMS have measured a mass for the boson of 125.09 ±
0.21 (stat.)± 0.11 (syst.) GeV [26].

The first direct evidence of the Higgs boson Yukawa coupling to fermions was observed

in the search for the H → τ+τ− decay [27]. From an experimental point of view, the

calibration of the signal observed in the detectors due to the particles originating from the

hadronic decay of the τ lepton plays an essential role for this analysis. The author was

involved in this calibration and his studies are described in Chapter 3.

Confirmation of the coupling of the Higgs boson to quarks has been investigated in the

searches for the H → bb̄ decay [28,29] and the tt̄H production [3,30–33]. The observations

of the H → bb̄ analyses are compatible with Standard Model, however the sensitivity of

the results is not high enough to constitute an evidence. The tt̄H production is a topic of

this thesis and is studied in Chapter 6.

1.3.1 The tt̄H production

The tt̄H production has the smallest production cross-section among the Higgs boson

production modes detectable at the Large Hadron Collider. For a proton-proton centre-

of-mass energy of 8 TeV, its cross-section is σ (tt̄H) = 129+11
−16 fb [14]. The observation

of tt̄H production is of particular importance because it has direct implications on the

strength of the Top Yukawa coupling.

Table 1.2 shows the couplings involved in the production cross-sections and decay

widths for a Higgs boson with 125 GeV of mass in Standard Model. The κ factors are called

coupling modifiers and represent the coupling strengths measured in units of their expected

values in Standard Model. The tt̄H production is the only process whose cross-section

depends exclusively on the Top Yukawa coupling modifier (κt). The ggF production, the

H → γγ decay and other rarer processes, like the associated productions of the Higgs

boson and a single t-quark, are sensitive to κt, but their amplitudes depend on a combi-

nation of several Higgs boson couplings. The diagrams of these processes indeed present

loops that can be mediated by any massive particle. The heavier the particle, the larger

the contribution to the amplitudes. Furthermore, if non-Standard Model particles exist

and interact with the Higgs boson, they contribute to the amplitudes of such processes

too. For instance, the ggF production could be affected by a forth generation of quarks.
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Table 1.2: Higgs boson production cross-sections, partial decay widths and total decay width
expressed in terms of the coupling modifiers (κ) in case of no beyond Standard Model particles [34].

This hypothesis has been widely excluded because heavier quarks would have a sizeable

impact on the Higgs boson production cross-section [35]. However, there are beyond Stan-

dard Model theories, like Supersymmetry [36] and vector-like quark models [37], predicting

new coloured particles which are allowed by present measurements [38–40]. Therefore, a

direct measurement of the tt̄H cross-section has a dual purpose: to prove that the Top

Yukawa coupling of the discovered boson is compatible with the Standard Model value;

to investigate, in combination with other measurements, if non-Standard Model particles

exist and contribute to certain production and decay processes of the Higgs boson.

Evidences of tt̄H production are searched for in proton-proton collisions producing

leptons with same electric charge. This signature is the most sensitive to tt̄H production

because the branching ratio is substantial and the background from other Standard Model

processes is extremely low. The tt̄H production is the topic of Chapter 6.

1.4 Standard Model limitations and alternatives

Despite the numerous successes of the Standard Model at predicting the physics of ele-

mentary particles, this theory is not entirely flawless. There are several theoretical and

experimental arguments that challenge it. In particular the Standard Model lacks of plau-

sible explanations for issues such as the hierarchy problems [41], the matter-antimatter

asymmetry in the universe [42,43], the dark matter composition and the non-null mass of

neutrinos. Plenty of models has been proposed to at least partially address these prob-
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lems, however none of these theories has yet found compelling experimental validation.

Several models, especially those addressing the neutrino mass generation problem, predict

doubly charged particles and novel modes to produce pairs of leptons with same electric

charge (same-sign lepton pairs). The study of the production of same-sign lepton pairs in

proton-proton collision could show evidences of physics beyond Standard Model and can

be used to test a wide range of theories.

Same-sign lepton pairs are produced at the LHC with a rate larger than that pre-

dicted by the Standard Model in Supersymmetry [44], models with universal extra dimen-

sions [45], Left-right symmetric models [46–49], the little Higgs model [50], and models

introducing vector-like quarks [51] or fourth generation quarks [52–54].

Supersymmetry [36] extends the Standard Model introducing a new gauge symmetry

between bosons and fermions which leads to the creation of new set of fundamental par-

ticles. These particles own the same quantum numbers of the Standard Model particles

with the exception of the spin which differs by one-half unit. The masses of particles and

sparticles are not related. Supersymmetry introduces a mechanism to generate baryon

asymmetry compatible with cosmological observations, provides candidate dark matter

particles and addresses the hierarchy problem.

The production of sparticles can lead to the generation of same-sign lepton pairs in

plenty of ways [44]. The free parameters of the model and especially the sparticle mass

hierarchy determine these production modes. For instance, in one scenario, the gluino can

decay into quarks and the lightest chargino. The chargino itself then produces a lepton,

a neutrino and a neutralino via an intermediate decay of a W± or a slepton. Since the

gluino is a Majorana fermion, the chargino and so the lepton produced in its decay can

have either positive or negative charge. Therefore, the production of gluino pairs at the

LHC would generate final states with two leptons whose electric charges coincide half of

the times.

Extra dimensions models postulate that the gravitational field propagates into the

additional dimensions. This would explain the relative weakness of gravity, hence would

solve the hierarchy problem [41]. Because of the extra dimensions, the threshold of pro-

duction of microscopic black holes at the LHC could be lowered to the TeV scale allowing

their creation [55]. The process of black hole evaporation could then produce Same-sign

pairs either directly or as decay products of other Standard Model particles [45].

Left-right symmetric models introduce a new symmetry: parity. The electroweak

group becomes SU(2)L ⊗ SU(2)R ⊗ U(1)YL+R
[56], but the symmetry is spontaneously

broken into the Standard Model SU(2)L⊗U(1)Y at the energy scales explored so far. The

model allows for right-handed Majorana neutrinos (NR) and the right-handed fermions

form doublets of SU(2)R. The Higgs field expands into a bi-doublet of SU(2)L⊗SU(2)R;
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triplets of SU(2)L and SU(2)R are also introduced [57]. The breaking of the parity sym-

metry occurs spontaneously at higher energy scales due to higher vacuum expectation

values of the additional Higgs fields compared to the Standard Model Higgs field. This

produces heavy right-handed gauge fields in a similar fashion to the BEH mechanism:

the right-handed W± boson (WR) and the right-handed Z boson (ZR). After the parity

breaking, the electroweak symmetry collapses into the Standard Model SU(2)L ⊗ U(1)Y ,

which, at lower energies, undergoes the traditional spontaneous breaking expected in Stan-

dard Model.

The introduction of the additional Higgs fields, beyond giving mass to the gauge bosons,

produces four real scalars, two real pseudo-scalars, two singly charged complex scalars and

two doubly charged complex scalars (H±±L and H±±R ) [58]. One scalar, the equivalent of

the Higgs boson, has mass at the electroweak scale, while the other particles are predicted

at the scale of the parity symmetry breaking. The Left-right symmetric model predicts

physics at low energies similarly to the Standard Model, however restores the parity sym-

metry at higher energies and provides an explanation for the non-null neutrino masses and

their smallness1.

The Left-right symmetric model allows for several processes of production of same-sign

lepton pairs [49]. The WR boson can decay into a lepton and a NR neutrino, whose decay

produces another lepton and additional particles. The produced leptons can have same

electric charge. Further, the doubly charged bosons, H±±L and H±±R , can decay directly

into same-sign lepton pairs.

Little Higgs models offer another approach to the hierarchy problem [59]. In these

models the Higgs boson arises as a pseudo-Goldstone boson whose mass is stabilized by

approximate global symmetries. In these models, the Standard Model is just an approxi-

mate effective theory and there are new states at energies of TeV which prevent the Higgs

boson mass to diverge. The Little Higgs models present an extended Higgs sector in-

cluding a triplet which leads to a doubly charged boson with mass at the TeV scale [50].

The doubly charged boson could be detected at the LHC as it would decay into resonant

same-sign lepton pairs.

Fourth generation quarks and vector-like quarks. The existence of another gener-

ation of quarks would open to new ways of same-sign lepton pair production. For instance,

a fourth generation down-type quark, b′, is supposed to decay into tW−, thus the pro-

duction of a b′b̄′ pair would lead to tt̄W+W− and ultimately to same-sign lepton pairs.

The subsistence of a fourth generation of quarks has been highly undermined by the dis-

covery of the Higgs boson and the precision measurement of its properties [60]. Since the

fourth generation quark would be the heaviest among the Standard Model particles, they

1The Left-right symmetric model can produce neutrino masses via Type-I and Type-II see-saw mecha-
nisms described in Section 1.4.1.
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would significantly enhance the cross-section of ggF production and suppress the H → γγ

branching ratio, none of which seems to be observed.

A category of coloured fermions, which is not yet ruled out by experimental obser-

vations is constituted by vector-like quarks [37]. For these particles, the left-handed and

right-handed chiral fields transform in the same way under the Standard Model gauge

group, and both chiralities couple with the weak bosons. Vector-like quarks introduce new

sources of matter-antimatter asymmetry and have effects on the coupling of quarks with

the weak bosons and the Higgs boson [37]. Hadron colliders may produce pairs of same-

sign vector-like quarks, like u−u− or u−d̄−, which would produce same-sign W± bosons

and eventually a same-sign lepton pair [51].

Neutrino mass models propose mechanisms to give small masses to neutrinos which

are necessary to explain the observation of neutrino oscillations [61,62]. Non-Standard Model

production of same-sign lepton pairs is expected in the most notorious of these theories,

like the see-saw models [63–70] and radiative models [71–74]. A brief overview of these

theories is given in Section 1.4.1.

In conclusion, a wide range of theories beyond the Standard Model predict additional

same-sign lepton pair production, which are therefore an interesting target for experiments

at hadron colliders. The production rate of same-sign lepton pairs at the LHC is studied

in this thesis. A search for doubly charged particles decaying to same-sign lepton pairs is

also performed. The Standard Model physics is expected to give a low background due to

the rarity of processes producing same-sign lepton pairs increasing the potential for new

discoveries.

1.4.1 The neutrino mass problem

At the time of the Standard Model and the BEH mechanism formulations, neutrinos

were considered massless. The evidences from the beta decay studies were in favour of

neutrinos produced with singular chirality (left-handed for neutrinos and right-handed for

anti-neutrinos) and massless. In Standard Model, right-handed neutrino (and left-handed

anti-neutrino) fields do not exist, so there is no Yukawa interaction with the Higgs boson

and as a consequence no mass.

The Super-Kamiokande and SNO collaborations published in the late 90s evidences

that neutrinos could change flavour in-flight. Super-Kamiokande measured a reduced

fraction of muon neutrinos from cosmic rays [61]. SNO found a deficit in the flux of elec-

tron neutrinos from the sun, as well as the presence of a non-electron flavour component

in the flux [62]. This seems in contrast with the models of solar fusion where only electron

flavoured neutrinos could be produced. In reality, the results from Super-Kamiokande and

SNO embrace the concept of neutrino oscillations, where a neutrino has a periodical prob-
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ability to be detected in a different flavour state as it propagates through space. In order

to have non-null oscillations, the neutrino mass eigenvalues cannot be degenerate, and the

mass eigenstates must be non-trivial combinations of the flavour eigenstates. This means

that not all the neutrino mass states can be massless. A direct measurement of neutrino

masses has not been achieved yet, however cosmological data constraint the sum of the

neutrino masses to less than 0.3 eV [75, 76]. If neutrinos are Majorana particles, a limit

on their mass of 61-165 meV has been derived from double beta decay experiments [77].

The simplest way to give mass to neutrinos is to suppose the existence a right-handed

neutrino field. This field would only show up in the Standard Model to give the neutrino

a-la Dirac mass, similarly to the other fermions, but otherwise would be inert because it

does not couple to weak, electromagnetic and strong bosons2. This approach puts all the

fermions on the same level, but is not experimentally verifiable and gives no explanation

on the smallness of the neutrino mass. In this scenario, the Yukawa coupling of neutrinos

would be at least 106 times smaller than that of the charged leptons, while, in the quark

sector, the couplings do not differ by more than a factor hundred within the same genera-

tion. The smallness of the neutrino coupling, therefore mass, may be accidental but there

are models where this emerges as a natural consequence of the theory.

If the neutrino is Majorana particle, i.e. is its own antiparticle, it is possible to define

a neutrino mass term which does not violate the gauge symmetry introducing new physics

at higher energy (TeV or higher). The simplest case consists in the introduction of a

right-handed Majorana neutrino NR (for each generation), which has a Yukawa coupling

with the left-handed neutrino and a Majorana mass term. The presence of the interaction

term between the right-handed and left-handed neutrino fields causes the neutrino mass

eigenstates to be a linear combination of the chiral states. The two mass eigenvalues for

the neutrino fields are m1 = m2
D/mR and m2 = mR

(
1 +m2

D/m
2
R

)
, where mR and mD

are respectively the coefficients of the Majorana mass term and of the Yukawa term when

the Higgs field assumes its vacuum expectation value. If mR � mD, m1 becomes much

smaller than m2 and the associated eigenstate aligns with the left-handed chiral state. On

the other hand, the right-handed state aligns with the heavy neutrino eigenstate assuming

a mass of about mR. Therefore in this model, the light mass of the observed neutrino

comes from the presence of an heavy partner at some energy scale not yet observed. This

mechanism goes under the name of Type-I see-saw model [63,64].

The mass of the heavy Majorana neutrino is expected to be as large as 1015 GeV for

mD of the order of 102 GeV in the context of the Left-right symmetric model and in grand

unification theories [78]. If mD is taken of the order of the electron mass, a light neutrino

mass of 0.1 eV could be obtained with a partner as heavy as few TeV, but it would not

be possible to produce the heavy neutrino due to its tiny Yukawa coupling [79]. Heavy

neutrinos with masses of the order of TeV may be generated at a significant rate only in

2The right-handed neutrinos would interact with the Higgs boson, however the coupling strength is so
small that the contribution of this interaction to any process is experimentally unnoticeable.
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case of structural cancellations [79–81]. Proton-proton collisions can generate a charged

lepton in association with a heavy neutrino, which can consequently decay into a charged

lepton and a W±. This process would be observable as an enhancement of the rate of

same-sign lepton pair production at the LHC.

There are alternative ways to introduce a neutrino mass in the Standard Model via

new physics that may be explorable at the LHC. They are the Type-II [65–68] and Type-

III [69,70] see-saw mechanisms. In the latter model, the right-handed Majorana neutrinos

are replaced by Majorana fermion SU(2)L triplets Σ composed by charged and neutral

fields: Σ± and Σ0. The Lagrangian now contains the interaction terms between the Higgs

boson, the left-handed lepton and the Σ fields (Similarly to a Yukawa term but with the

fermion triplets in place of the fermion singlets) and mass terms for Σ. Also in this case

the mass of the neutrinos are proportional to the inverse of the masses of the new heavy

fermions Σ± and Σ0, which are expected at the same scale within the same generation [82].

The associated production of Σ± and Σ0 can lead to a final state containing a same-sign

lepton pair [82].

The Type-II see-saw mechanism assumes the existence of a new scalar SU(2)L triplet

field φ =
(
φ0, φ+, φ++

)
with its own vacuum expectation value vφ ∝ v2/m2

φ, where v is the

vacuum expectation value of the Standard Model Higgs boson and mφ is the mass scale

of the new bosons emerged from the theory [83]. There are six massive bosons in addition

to the Higgs boson, including two singly charged (φ±) and two doubly charged (φ±±).

Neutrinos obtain mass via new Yukawa-like terms where two left-handed fermion doublets

couple to φ. The neutrino masses are proportional to vφ and the Yukawa couplings. With

appropriate choices of the Yukawa couplings, amφ of the order of 1 TeV or smaller produces

neutrino masses and mixing consistent with the experimental observation [83]. Therefore

this mechanism could produce new physics observable at the LHC. The most peculiar

aspect of this theory is the existence of doubly charged bosons which decay predominantly

in same-sign lepton pairs if vφ < 10−4 GeV, and W±W± otherwise [83]. The φ±± can be

produced at the LHC in pairs or in association with a singly charged boson φ+ or a W±

boson. These processes generate one or more resonant same-sign lepton pairs, which is

inconceivable for Standard Model processes.

The problem of the neutrino mass has been more recently approached using effective

operators, and has led to the determination of 60 effective operators which may give small

Majorana neutrino masses [84]. These operators can be expanded into ultraviolet-complete

renormalizable models. The expansion of one of these operators (the Weinberg operator)

leads to the see-saw models, which are tree level ultraviolet-complete models; the other

operators lead to radiative mechanisms of neutrino mass generation [85]. In these models,

the neutrinos acquire small masses via loop diagrams mediated by new physics particles.

The neutrino mass is typically proportional to m−iχ , where mχ is the mass of the new

particle(s) and the power coefficient i can be greater than one allowing new physics at

lower energies.
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The Zee-Babu model [71, 72] is one of the most famous radiative neutrino mass mod-

els. It introduces a singly charged scalar SU(2)L singlet (h±) and a doubly charged scalar

SU(2)L singlet (k±±). These fields contribute to a two-loop diagram of neutrino mass gen-

eration, which is shown in Figure 1.4(a). For masses of the new scalars above 100 GeV [73],

this model provides neutrino masses compatible with experimental observations. The dou-

bly charged scalars can be produced in pair at the LHC and would be detected as resonant

pairs of same-sign leptons.

The Coloured Zee-Babu model proposes another way to generate tiny neutrino masses

at the two-loop level by using scalar leptoquark (SLQ) and diquark (SDQ) multiplets [74].

Leptoquarks are a triplet under SU(3)C and singlets under SU(2)L, while diquarks are a

6 representation of SU(3)C and singlets under SU(2)L. The neutrino mass is generated

via the loop shown in Figure 1.4(b). The diquark can be singly produced at the LHC, and

it can decay into a pair of leptoquarks. The leptoquarks would then decay into leptons

and quarks with the leptons forming a same-sign lepton pair.
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Figure 1.4: Loop diagrams of neutrino mass generation in the classic (left) and Coloured (right)
Zee-Babu models [73,74].

In summary, many neutrino mass generation models introduce new elementary par-

ticles, whose production at proton-proton colliders would lead to events with same-sign

leptons in the final state. Non-Standard Model production of same-sign lepton pairs at

LHC is studied in Chapter 5 of this thesis with a focus on doubly charged resonances

typical of the Type-II see-saw and the Zee-Babu models.



Chapter 2

Experimental apparatus

The Large Hadron Collider (LHC) [17] is an particle accelerator that provides the most

energetic proton-proton collisions in the world. As such, it allows investigation at energy

scales never before explored, where the Standard Model has not been yet tested and new

physics could emerge. This chapter gives a brief overview of the LHC and introduces the

ATLAS detector [18]. The techniques used to simulate the physics at the LHC and the

methods to reconstruct particle properties from detector signals are also described.

2.1 The Large Hadron Collider

The Large Hadron Collider at CERN (Geneva, Switzerland) is designed to accelerate

proton beams and to produce proton-proton collisions at a centre-of-mass energy of 14 TeV

and at a luminosity of 1034 cm−2s−1. The accelerator is also used to collide heavy ions.

The LHC is installed in an underground ring with a circumference of 27 km.

Protons are obtained from hydrogen atoms which are stripped of their electrons. These

protons are accelerated through several stages as shown in Fig. 2.1. They are first accel-

erated to 50 MeV by a linear accelerator (LINAC2) and then injected progressively into

the Proton Synchrotron Booster (PSB), the Proton Synchrotron (PS) and the Super Pro-

ton Synchrotron (SPS). In these storage rings the proton energy increases to 11.4 GeV,

26 GeV and 450 GeV respectively. They are also compacted into bunches of about 1011

protons. These bunches are finally injected into the main LHC ring in both direction

of motion, where they are accelerated to the final collision energy. There are four inter-

action points where the experiments ATLAS, CMS [21], LHCb [86] and ALICE [87] are

located. The LHC has collided protons at centre-of-mass energies of:
√
s = 7 TeV in 2011,

√
s = 8 TeV in 2012 and

√
s = 13 TeV in 2016. The analyses presented in this thesis use

the
√
s = 8 TeV collision data.

Beside the collision energy, an important characteristic of an accelerator is the lumi-

nosity (L ) which determines the collision rate. The luminosity is a measurement of the

density of interaction centres expressed per unit area and unit time. The product of the

17
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Figure 2.1: Schematic view of the LHC accelerator complex. [88]

luminosity and the cross-section of a process provides the production rate of that specific

process. To study rare processes, high luminosity and long acquisition times are necessary

conditions.

At the LHC, the luminosity is a function of the number of bunches in each beam,

the beam revolution frequency, the number of proton in each bunch, the spatial distribu-

tion of protons in the bunch and the crossing angle between the directions of interacting

bunches [17]. During 2012, with standard acquisition conditions, the LHC was operating

with 1380 bunches per beam, 50 ns time between consecutive bunch crossings and about

1.6× 1011 protons per bunch, resulting in a luminosity of the order 1033 cm−2s−1. An ac-

curate measurement of the luminosity at the ATLAS interaction point is performed using

several luminosity-sensitive detectors and knowledge of the total inelastic proton-proton

cross-section [89]. The maximum luminosity recorded in 2012 was 7.7× 1033 cm−2s−1.

The measured luminosity for
√
s = 8 TeV collisions integrated over time is shown in

Figure 2.2(a). Excluding the collisions that occurred during non-stable conditions and

during the ATLAS detector downtime (less than 5%), the integrated luminosity of the
√
s = 8 TeV collisions recorded by ATLAS is 20.3 fb−1. This is the dataset analysed in

this thesis.

The number of protons per bunch and their spacial density are so high that multiple

proton-proton inelastic interactions take place at each bunch crossing. In 2012, the average

number of interactions per bunch crossing 〈µ〉 was 20.7, however this condition was variable

during data acquisition. The distribution of the measured number of mean1 interactions

per bunch crossing in 2012 data is shown in green in Figure 2.2(b). Since detectors have

1The measurement is generally the average of a few seconds of acquisition.
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(a) (b)

Figure 2.2: (a): Integrated luminosity delivered over time (green), and recorded by ATLAS (yel-
low) during stable beams for proton-proton collisions at

√
s = 8 TeV. The integrated luminosity of

the dataset acquired with no detector failures and used in thesis is also shown (blue). (b): Number
of average interactions per bunch crossing for the ATLAS dataset collected in 2011 (light blue)
and 2012 (green). [89]

natural limitations on spatial and temporal accuracy, there is a non-negligible probability

that particles from independent interactions can be produced close enough in space and

time to alter the performance of the detector in reconstructing the particles from the

scattering event of interest. This effect is called pileup.

The processes studied in this thesis produce particles with large transverse momentum

(pT) and the proton-proton collisions from which they originate are referred as “hard”

interactions. The vast majority of the proton-proton interactions however, generate par-

ticles with small pT and small scattering angle (“soft” or pileup interactions) [90]. The

collision of interest will typically have a hard interaction and tens of pileup interactions.

The particles from pileup interactions generate noise overlaying the signal produced by

the particles from the hard scattering in the detectors.

There are two types of pileup: in-time and out-of-time. The in-time pileup is gener-

ated by the collisions occurring in the same bunch crossing, also called “event”, of the hard

interaction and depends on the size and proton density of the bunches. The out-of-time

pileup is due to collisions that occurred in different bunch crossings. Some of the ATLAS

detector components have integration times and readout latencies larger than 50 ns. Col-

lisions generated in the events preceding and following the process of interest can therefore

generate additional noise in these components.

Pileup affects the kinematic and identification efficiency of the reconstructed particles.

Corrections are studied and applied to accurately measure the properties of the hard

scattering.
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2.2 The ATLAS detector

ATLAS [18] is a multi-purpose detector designed to identify and reconstruct the kinematic

behavior of a large variety of particles. This allows the study of a wide range of physics

processes including new physics. The detector features radiation-hard electronics and sen-

sor elements to cope with the challenging experimental conditions. Detector elements are

designed to have high granularity and fast acquisition timing to reduce the superimpo-

sition of signals from the multitude of particles generated in the collisions. The ATLAS

detector, shown in Fig. 2.3, has a barrel shape with the axis along the beam direction; it

has a diameter of 25 m and a length of 44 m. It is equipped with high-resolution com-

plementary detectors and magnets to allow the identification of charged leptons, photons,

jets of hadrons and non-interacting particles. ATLAS is particularly accurate in the mea-

surements of charged leptons and photons. Moving from the interaction point outwards,

ATLAS consists of tracking detectors, a superconducting solenoid, calorimeters and muon

detectors surrounded by toroid magnets. The sensitive area of the detector system al-

most completely covers the solid angle around the interaction point, excluding small areas

around the beam direction. The detector is divided into five sections of pseudorapidity2:

a central part (small η) called the barrel region, two lateral disk-shaped parts, the end-cap

regions; and two annular parts close to the beam axis that form the forward regions.

The analyses described in this thesis are based on signatures from electrons, muons,

tau leptons, jets and missing transverse momentum that are reconstructed combining

information from all the detector sub-systems. A brief description of each element is

provided in the following, after the coordinate system is introduced.

2.2.1 Coordinate system

The beam direction defines the Z-axis of a right-handed coordinate system whose origin

is the nominal interaction point within the detector. The X-Y plane is transverse to the

beam direction with the X-axis directed from the origin to the centre of the LHC ring, and

the Y -axis pointing upwards. It is convenient to introduce the coordinates φ ∈ [0, 2π) and

η ∈ (−∞,+∞) which are respectively the azimuthal angle in the plane transverse to the

beam direction and the pseudorapidity η = − ln [tan (θ/2)], where θ is the polar angle. For

a relativistic particle, the pseudorapidity coincides with the rapidity, and together with

φ and pT completely defines the kinematic of the particle. Pseudorapidity is preferable

to the polar angle because differences in pseudorapidity ∆η (as well as differences in the

azimuthal angle ∆φ) for relativistic particles are Lorentz invariant under boosts along the

beam axis. This also allows to define an angular distance ∆R between two particles a and

2See Section 2.2.1 for the definition of pseudorapidity.
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Figure 2.3: Section of the ATLAS detector.

b, which is Lorentz invariant under longitudinal boosts:

∆R (a, b) =

√
∆η (a, b)2 + ∆φ (a, b)2 (2.1)

2.2.2 Magnet system

The magnet system is fundamental for an accurate measurement of charged particle prop-

erties. Since charged particles are subject to the Lorentz force, their trajectory is bent

by the magnetic field and depends on their momentum and charge. An accurate mea-

surement of the trajectory of a charged particle, from now on referred to as its “track”,

combined with the knowledge of the magnetic field allows to reconstruct the charge3 and

the momentum of the particle. The stronger the magnetic field, the more pronounced the

curvature and the better the accuracy of the momentum measurement.

The magnetic system used by ATLAS is show in Figure 2.4. ATLAS is equipped

with a central solenoid surrounding the inner tracking detectors that provides a 2 T axial

magnetic field with retuning flux in the calorimeters. The inner diameter of the solenoid

is 2.46 m, and it is 10 cm thick to minimize the material in front of the calorimeters.

Additional magnetic fields are generated outside the calorimeters by three toroids con-

sisting of eight coils each arranged radially and symmetrically around the beam axis. This

magnet configuration provides a field which is mostly orthogonal to the particles escaping

the calorimeter allowing a total momentum measurement. The barrel toroid has 25.3 m

long coils covering |η| < 1.4 and providing a variable bending power between 2 and 6 Tm.

3A charged particle traversing the detector is assumed to have charge +1 or −1 times the electron
charge, therefore only the sign of the charge is measured.



22 CHAPTER 2. EXPERIMENTAL APPARATUS

Figure 2.4: ATLAS magnet system composed by three toroids formed by eight coils each sur-
rounding the central solenoid.

(a) (b)

Figure 2.5: (a): Cutaway view of the Inner Detector. (b): Section of the barrel region showing
the distances of the PIXEL, the SCT and the TRT layers from the beams.

The two smaller end-cap toroids provide a bending power between 4 and 8 Tm in the

region 1.6 < |η| < 2.7. The magnetic fields of barrel and end-cap toroids combine in the

region 1.4 < |η| < 1.6 but result in a smaller bending power.

2.2.3 Inner Detector

The Inner Detector consists of three complementary tracking devices that give full coverage

in φ and up to |η| < 2.5 in pseudorapidity. The closest detector to the interaction point

is the Pixel Detector (PIXEL) followed by the Silicon Microstrip Tracker (SCT) and the

Transition Radiation Tracker (TRT). The positions of the PIXEL, the SCT and the TRT

detectors are shown in Fig. 2.5. The PIXEL consists of three barrel layers and three end-

cap discs containing 80 million pixels with granularity σR−φ × σZ = 10 × 115 µm2 and
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low occupancy time. The Silicon Microstrip Tracker (SCT) is built of four double-layer

cylinders with crossing strips in the barrel region and nine double-layer disks at each end-

cap with a position resolution of σR−φ× σZ = 17× 580 µm2. The TRT is made of 351000

gas-filled (70% Xe, 27% CO2 and 3% O2) drift straw tubes forming 73 cylindrical layers

in the barrel region and 160 wheels in the end-cap regions. The location of a transiting

charged particle is obtained from the time of collection (drift time) of electrons produced

by gas ionization on the anode. The resolution on the passage position is 130 µm. The

design of the TRT is such that the passage of electrons between the gas and the straw tube

wall produces transition radiation that generates additional Xe ionization. Therefore, the

signal measured at the anode when an electron traverses the tube is higher. This property

is used to discriminate electrons from other charged particles.

The Inner Detector (IDet) provides the position of transit (hit) of charged particles

through its sensitive components. Hits in the PIXEL, SCT and TRT are then combined

using a pattern recognition algorithm to reconstruct particle tracks. The IDet modules are

characterized by high granularity and precise alignment in order to provide an excellent

measurement of the track of a charged particle. From the curvature of the track, the

transverse momentum of the particle is obtained. Charge and direction are also measured.

Interaction vertices are reconstructed combining tracks. The impact parameter of a track

to the interaction vertex is also measured. This information is used to determine whether

the particle was produced in the hard interaction, in a pileup interaction or in the decay

of a particle with a measurable decay length. IDet tracks are used in the reconstruction of

electrons, muons and tau leptons and in the determination of the origin of jets of hadrons

as described in detail in Section 2.4.

All the detectors are designed to have small radiation lengths to minimize energy loss,

multiple scatterings and the production of secondary particles. Each detector contributes

similarly to the accuracy of the momentum measurement, however PIXEL hits count

more in the measurement of vertex positions and impact parameters. Combining the

information from all the detectors, the IDet measures the transverse momentum (pT) of

charged particles with a relative uncertainty of
σpT
pT

= 0.05% · pT ⊕ 1%.

2.2.4 The Calorimeter System

The primary role of the ATLAS calorimetry is to measure the energy of hadrons, electrons

and photons. The calorimeters also provide directional information thanks to segmented

modules. The ATLAS calorimeter system surrounds the IDet and solenoid magnet and

extends up to |η| < 4.9. The ATLAS calorimeters are sampling devices, i.e. they al-

ternate layers of active material with dense layers of passive material that slow down

particles. Different techniques are used depending on the physics requirements and in-

tensity of the radiation in the covered region. Fig. 2.6 shows a section of the ATLAS

calorimeter system that is composed of an Electromagnetic Calorimeter (ECal) enclosed
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Figure 2.6: Section of the ATLAS calorimeter system.

in Hadronic Calorimeters (TileCal and HEP) and Forward Calorimeters (FCal) covering

3.1 < |η| < 4.9.

The electromagnetic calorimeters are lead-liquid argon (LAr) detectors with accordion-

shaped absorbers interleaved with readout electrodes. The ECal is composed of a barrel

covering |η| < 1.475 and two coaxial wheels at each end-cap covering 1.375 < |η| < 3.2. For

|η| < 2.5, the same region covered by the IDet, the ECal is divided in three longitudinal

layers with the first having a finer granularity to distinguish signals generated by close

particles. A “presampler” is placed between the solenoid and calorimeter for |η| < 1.8 to

evaluate the energy loss by particles in the passive material in front of the calorimeter;

the thickness of this passive material varies between 2 and 6 radiation lengths (X0). The

total depth of the electromagnetic calorimeter varies with η, but is generally greater than

22 X0 as shown in Figure 2.7(a-b).

The main purpose of the ECal is the detection of electrons and photons and the mea-

surement of their energy and direction. Electrons and photons form electromagnetic show-

ers in the calorimeters. The characteristics of the energy deposit (cluster) provide infor-

mation about the type and energy of the interacting particle. The energy resolution for

electrons and photons is σE
E = 10%√

E
⊕ 0.7% in both barrel and end-cap calorimeters, but

worsens in the transition region 1.37 < |η| < 1.52. Electrons falling in this region are

excluded from the analyses presented in this thesis.

Hadrons interact with calorimeters differently to electron and photons. Their energy

deposit is generally wider and extends more in dept. The ECal is about two interaction

lengths (λ) thick, which is not enough to completely absorb high energy hadrons. The

hadronic calorimeters are located outside the Ecal to contain hadrons and to measure their

energy and position.

The barrel part of the hadronic calorimeter is a sampling calorimeter made of steel and
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plastic scintillator tiles (TileCal). It covers |η| < 1.7 and is segmented in three layers. The

Hadronic End-cap Calorimeter (HEC) covers 1.5 < |η| < 3.2 and is a LAr-copper-sampling

calorimeter. It sustains more radiation than the TileCal, but has the same design energy

resolution for hadrons of σE
E = 50%√

E
⊕ 3%. The total thickness of the calorimeter system is

shown in Figure 2.7(c) as a function of the pseudorapidity and is about 10 λ.
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Figure 2.7: For the barrel (a) and end-cap (b) regions, the cumulative amount of material, in
units of X0, as a function of |η| in front of the electromagnetic calorimeters (yellow), and in the
three layers of the ECal (green, purple, cyan). (c): the cumulative amount of material, in units of
λ, as a function of |η|, in front of the ECal (light gold), in the ECal (EM calo) and in each layer
of the hadronic calorimeters (Tilen, HECn, FCaln). The total amount of material in front of the
first active layer of the muon spectrometer (cyan) is also shown.

The Forward Calorimeter (FCal) measures the energy and direction of particles in the

region 3.1 < |η| < 4.9. It is made of LAr as the active medium interposed with an internal

layer of copper and two layers of tungsten, resulting in an enhanced radiation strength and

heat dissipation. In this thesis, the FCal is only used to calculate the missing transverse

energy (EmissT ) defined in Section 2.4.9.
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Figure 2.8: A schematic picture showing a quarter-section of the muon spectrometer. [92]

2.2.5 Muon Spectrometer

Muons produced at the LHC typically have energies of tens to occasionally hundreds

of GeV. While electrons, photons, and hadrons of a similar energy are stopped by the

calorimeter system, muons escape. A 10 GeV muon loses about 3 GeV of energy in the

IDet and calorimeters mainly via ionization [91]. Neutrinos also escape the calorimeters,

however they are not directly detectable at collider experiments. The track of a muon

that passes through the calorimeters is measured by the Muon Spectrometer (MS), which

is embedded within the toroidal superconducting magnets surrounding the calorimeters.

The MS consists of trigger systems and high precision tracking chambers, as shown

in Figure 2.8. Precision measurements are taken by the Monitored Drift Tubes (MDTs),

for those which measure up to |η| < 2. Meanwhile measurements between 2 < |η| < 2.7

are collected by a combination of MTDs and Cathode Strip Chambers (CSCs). The

MDTs are made up of gas-filled tubes, which collect avalanche amplified charges from

ionization due to the muon transit. The CSCs are multi-wire proportional chambers with

segmented cathodes. In order to cope with the higher particle rate in the end-cap region,

the CSC technology has a lower occupancy time and a higher time resolution than the

MDT technology. The hit resolution is approximately 40 µm in the orthogonal plane

to the magnetic field direction, however coarser in the parallel direction. The tracks

reconstructed from the MDTs and CSCs are bent by the toroidal magnetic field allowing

the measurement of momentum with a resolution of
σp
p < 10% at p = 1 TeV and with

higher resolution at lower momentum.

The detection in the |η| < 2.4 region is completed by fast response detectors used

to activate the data acquisition. Resistive Plate Chambers (RPC) are gaseous parallel
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electrode plate detectors covering the region |η| < 1.05. Thin Gap Chambers (TGC) are

multi-wire proportional chambers installed at 1.05 < |η| < 2.7, providing triggering up to

|η| < 2.4. RPCs and TGCs time resolution is 1.5 ns and 4 ns, respectively.

2.2.6 Trigger and Data Acquisition (DAQ)

The ATLAS trigger and data acquisition system (TDAQ) is designed to select and store

collisions of interest for off-line analysis. During the 2012 data collection, proton bunches

were colliding every 50 ns, i.e. approximately 20 million times per second. It is not possible

to record the information of every event at this rate of collision with today’s technology.

However most of the collisions do not contain processes of interest. The ATLAS data

acquisition in 2012 was able to record on average 700 events per second [93]. The trig-

ger system has an essential role in the acquisition approval, rapidly deciding whether a

given event contained an interesting signature for collection. The trigger only allows the

collection of one event in every tens of thousands, all other events are permanently lost.

The acquisition decision is taken by three consecutive level of triggers: the Level 1 (L1),

the Level 2 (L2), and the Event Filter (EF). Each trigger level refines the event selection

of the preceding trigger, accessing further detailed information from the detector. From

L1 to EF, the rate of accepted events reduces, allowing for longer latencies to process the

more detailed event information. Events must pass through all of the three levels to be

stored.

The L1 trigger is required to make rapid decisions, since it has to processes every

event to look for specific signatures. The triggers which have been used in this thesis,

look for signals which are compatible with the presence of electrons or muons with large

transverse momentum. At L1, muons are reconstructed using signals from the RPCs

and TGCs, while the electron energy deposits are searched in the calorimeters, using

reduced granularity information. The L1 trigger is required to make a decision within

2.5 µs. Data are temporarily stored in the detector’s front-end electronic buffers, until a

decision is taken. The output rate from L1 is designed to reach 75 kHz. The geometric

location of the electron or muon candidate is recorded as a Region of Interest (RoI), and

is communicated to the L2 trigger for further selection.

The L2 trigger uses the complete detector information in the RoI to make a decision.

For electron signals passed from L1, L2 has access to the full calorimeter granularity in the

RoI; for L1 muon signals, the L2 analyses the hits in the MDTs and CSCs, located in the

RoI. In both cases, the information from the IDet in the direction of the RoI is also used

to proceed with a fast reconstruction of muons and electrons. In approximately 40 ms L2

makes a decision on which events to pass, based on the reconstructed electron and muon

properties. The output rate of L2 is reduced to 6.5 kHz.

For the events which fulfil the L2 selection criteria, the full detector information is

assembled and passed through to the Event Filter. Muon and electron are reconstructed by
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algorithms similar to those used off-line which have greater accuracy but slower processing

time. In about four seconds the Event Filter makes a final decision on which events to

record. The event rate is further reduced to a final 700 Hz. The accepted events are

recorded to be used for off-line analysis.

2.3 Simulation of collisions and detection

To predict the signal that specific processes would produce in the ATLAS detector, sim-

ulated events are produced with Monte Carlo generators. These generators establish the

non-deterministic properties of events by randomly sampling known probability density

functions. Simulations are divided in three stages: event generation; simulation of the

detector and the interactions of particles within it; transformation of the activity in the

sensitive regions of the detector into readout voltages and currents.

The event generators reflect the theoretical and experimental understanding of the

physics involved in the production and decay of processes. The calculation of the process

physics is approximated, due to the use of perturbation theory. The order of the pertur-

bation theory calculation for a given process is chosen based on the precision required by

the study. Every interaction and decay that leads from proton-proton collisions to the

final state of the event is simulated. The final state includes stable particles, along with

any particle that has a lifetime long enough to interact with or escape the detector before

decaying.

The generation of events proceeds through consecutive steps: initial state parton gen-

eration, final state particle generation, parton radiation, parton showering and hadroniza-

tion. For each step, numerous generators are developed to model the underlying physics.

The choice of the generator is based on its suitability to replicate the required physics

process. This is typically assessed as a result of performance studies. In some cases, the

analyses presented in this thesis will use different generators to model the same process,

because the targeted final state content and kinematics are different. Therefore, the chosen

combination of generators is considered more appropriate for the type of analysis required.

Table 2.1 lists the set of simulations used in this thesis.

The first stage of the generation consists in the determination of the momentum carried

by the partons which produce the hard collision. The parton momentum is distributed

according to parton density functions (PDFs), which depend on the parton type and the

resolution scale Q2. The sets of PDFs used in this thesis are CTEQ6L1 [94,95], CT10 [96]

and CT10/MRST LO [97].

The calculation of the matrix element physics of the process and the final state gen-

eration are performed with Alpgen [98], gg2ZZ [99], gg2WW [100], MC@NLO [101],

Herwig [102], MG5 aMC@NLO [103], MadGraph [104], Powheg-BOX [105–111],

AcerMC [112], HELAC-Oneloop [113, 114], Pythia8 [115] and Sherpa [116]. The

decays of particles which travel a negligible distance from the collision point due to their
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short lifetime, are also simulated with these generators. The decay of τ leptons is instead

modeled with Tauola [117]. Electromagnetic radiation is treated using Photos [118].

Due to the nature of colour interaction, partons in the initial and final state can radiate

additional partons, forming showers of partons with progressively lower energy. When the

energy of the resulting partons is low enough (non-perturbative scale), they bound together

to form colourless hadrons. In simulations, the energy at which parton showering stops and

the hadronization starts is determined by the factorisation scale. The processes of parton

showering and hadronizations, which lead to the colourless observable final state, are

simulated with Pythia6 [119], Herwig [102], Herwig++ [120], Pythia8 and Sherpa.

These simulations also take into account the underlying event partons, i.e. the partons

in the proton-proton, which do not contribute to the hard scattering. When the parton

showering and hadronization are simulated by Herwig, the underlying event is treated

with Jimmy [121]. The underlying event simulation is also tuned using ATLAS data. The

tunes which have been considered in this thesis are Perugia2011C [122], AUET2 [123],

AUET2B [124], AU2 [125], UE-EE-4 [126] and the default tune for Sherpa.

The event generation is completed by simulating a variable number of additional soft

collisions with Pythia8 [115] to account for the in-time and out-of-time pileup. The

simulated events are scaled with event-specific correction factors in order to reproduce the

profile of the average number of interactions per bunch crossing in the analysed dataset

shown in Figure 2.2(b).

The next step of the simulation models the expected propagation and interaction of the

final state particles with the ATLAS detector. A detailed model of the ATLAS detector

has been implemented in the ATLAS detector simulation package [127], which is based

on the GEANT4 libraries [128]. The emulated detector features near-real detector setup

and operational conditions such as module alignments, calibration and dead sensors which

have been determined in previous studies. The particles generated in the collision are

propagated through the detector and interact with matter according to interaction models.

In-flight decays are also accounted. GEANT4 contains several models of interaction with

matter and the ATLAS simulation uses those designed for high energy physics experiments.

In particular, for interacting hadrons, the Quark-Gluon String Precompound model is used

at high energies and the Bertini Intranuclear Cascade model at low energies [129].

The complex detector geometry and the detailed physics description used by the

ATLAS simulation are computationally demanding. Limits on the computational power

available to run simulations in some cases have required the use of a faster simulation

software [130]. The simulation of the detection is tens of times faster than the default

one, however it does contain some approximations. The most relevant approximation is

the parametrisation of the calorimeter response. This thesis mostly uses simulations with

full detector description. Fast simulations are used only when explicitly indicated.

As in the real detector, the energy released due to particle interactions in the sensi-

tive detectors is converted into readout signals. Noise, crosstalk, and channel dependent
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responses are modeled in the simulations according to performance studies. The signals

which feed the trigger system and the trigger decision process are also emulated.

The detected signals in simulation and real data are processed with the same algorithms

to reconstruct the particles produced in the collision, as described in the following section.

In simulation, the set of generated particles and interactions is also kept. Such information

constitutes the generator or “truth” information of the event and is used in the analyses

to assess the nature of the reconstructed particles.

The prediction of a process estimated with simulations is obtained by scaling the

simulated events according to the cross-section of the process and the data luminosity.

To improve the accuracy of the simulation, data-driven corrections are applied to the

reconstructed particles, based on detector performance measurements.
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Reference ME Generator Parton Shower + PDF Tune
name underlying event

Alpgen+Pythia6 Alpgen Pythia6 CTEQ6L1 Perugia2011C
Alpgen+Herwig Alpgen Herwig + CTEQ6L1 AUET2

Jimmy
gg2ZZ+Herwig gg2ZZ Herwig + CT10 AUET2

Jimmy
gg2WW+Herwig gg2WW Herwig + CT10 AUET2

Jimmy
MC@NLO MC@NLO Herwig + CT10 AUET2

Jimmy
Herwig Herwig Herwig CTEQ6L1 AUET2
MG5+Herwig MG5 aMC@NLO Herwig++ CT10/MRST LO UE-EE-4
MadGraph+Pythia6 MadGraph Pythia6 CTEQ6L1 AUET2B
MadGraph+Pythia8 MadGraph Pythia8 CTEQ6L1 AU2
Powheg+Pythia6 Powheg-BOX Pythia6 CT10/CTEQ6L1 Perugia2011C
Powheg+Pythia8 Powheg-BOX Pythia8 CT10 AU2
AcerMC+Pythia6 AcerMC Pythia6 CTEQ6L1 AUET2B
PowHel+Pythia8 HELAC-Oneloop Pythia8 CT10 AU2

+ Powheg-BOX
Pythia8 Pythia8 Pythia8 CTEQ6L1 AU2
Sherpa Sherpa Sherpa CT10 Sherpa default

Table 2.1: Configuration of the simulations used in the thesis. The software used for the calculation of the matrix element interaction (ME), the
parton shower and underlying event, the parton density functions (PDFs) and the tunes for the underlying event are specified.
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2.4 Particle reconstruction

The raw data collected by the ATLAS detector consists of an ensemble of signals from

approximately 100 million readout channels. This information is combined by several

algorithms to extract the nature and four-momentum of the particles that generated these

signals. The algorithms used to reconstruct and identify electrons, muons, tau leptons

and jets are discussed in this chapter, together with the triggers used to collect events.

Uncertainties associated with the particle reconstruction and trigger are also described.

The production of neutrinos and other undetectable particles in the collisions is inferred

using the missing transverse energy (EmissT ), discussed in the last section of this chapter.

2.4.1 Electrons

Electrons within |η| < 2.47 are reconstructed with an algorithm that combines the infor-

mation from the ECal and the IDet. The procedure is described in detail in [131, 132].

Fixed-size energy deposits [133] in the ECal (∆η ×∆φ = 0.075× 0.175 in the barrel and

0.1× 0.1 in the end-cap), compatible with the interaction of electrons with pT > 2.5 GeV,

are matched to tracks in the IDet. The track associated to the cluster needs to be within

a distance from the cluster of ∆η < 0.05, and within ∆φ < 0.05 of the bending direction,

or ∆φ < 0.1 away from that direction, to account for bremsstrahlung.

The energy of the reconstructed electron is the sum of the measured cluster energy, the

estimated energy loss in the material in front of the ECal, and the estimated lateral and

longitudinal energy leakage outside the cluster. The direction of the electron is obtained

from the reconstructed track.

2.4.1.1 Electron identification

Electrons are not the only particles that can deposit energy in the ECal and form tracks

in the IDet. Charged hadrons, produced in abundance in proton-proton collisions, can

in some cases be reconstructed as electrons. Moreover, electrons produced from particles

interacting with the detectors and in the decay of hadrons are not of interest to the analyses

in this thesis and therefore must be identified and removed. These types of electrons are

referred to as “non-prompt” and are rejected by imposing identification criteria on the

reconstructed electrons.

Several levels of identification have been developed as result of performance stud-

ies [132]. The analyses presented here use those levels that provide higher background

rejection: tight++ and very tight likelihood. The former imposes constraints on key vari-

ables of the reconstructed electron, while the latter selects electrons based on the value of

a likelihood function built from a similar set of variables.

The identification key variables describe the properties of the track and the energy

deposit of the reconstructed electron. Electron energy deposits are narrower than those
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of hadrons and have little to no leakage in the hadronic calorimeter. The distribution of

the energy inside the cluster also provides discriminating information. Requirements are

imposed on the minimum number of hits in the track, on the number of higher (electron-

like) signal hits in the TRTs and on the ratio of the cluster energy to the track momentum.

A more accurate matching between track and energy cluster is required. Electrons are also

checked against having come from photon conversions.

The tight++ and very tight Likelihood requirements select real electrons from the pri-

mary interaction (prompt) with similar efficiencies that vary between 70 and 80% in η [132].

The background is suppressed by several orders of magnitude with a better rejection power

better by a factor of two for the very tight likelihood identification. Since this identification

was only developed recently, it is used in just one of the analyses presented in this thesis.

The looser identification criteria medium++ and loose++ provide higher efficiency and

lower background rejection. They are used in this thesis for background estimates and

validation.

2.4.1.2 Electron baseline selection

The analyses presented in this thesis utilize optimized selection criteria for reconstructed

electrons. There is, however, a minimum set of requirements common to all the analyses.

Any reconstructed electron in this thesis should satisfy:

• pT > 10 GeV;

• position of the energy cluster within the acceptance of the IDet tracker excluding

the transition region, that is, |ηcl| < 1.37 or 1.52 < |ηcl| < 2.47 ;

• loose++ identification.

2.4.2 Muons

Muons are reconstructed using information from the muon spectrometer (MS), the IDet

and the calorimeters. The method of reconstruction is called combined Chain 1 reconstruc-

tion and is described in [92]. Tracks in the muon spectrometer are reconstructed starting

from semi-aligned hits that form a segment in single modules of the MDT or CSC. An MS

track is constructed as a combination of two or more segments in different MS modules

using a least-square fitting method and taking into account the magnetic field displace-

ment. The reconstruction algorithm then matches an MS track to an IDet track , after the

former is corrected for the energy lost in the calorimeters and dead material. A statistical

combination of the parameters of the two tracks is performed, and used to reconstruct

the muon momentum at the point of closest approach to the hard interaction vertex. The

IDet track measurement dominates the momentum reconstruction up to pT ∼ 80 GeV in

the barrel and pT ∼ 20 GeV in the end-caps; the MS track measurement dominates for

pT > 100 GeV.



34 CHAPTER 2. EXPERIMENTAL APPARATUS

To reduce accidental matches of IDet and MS tracks from different particles, and reduce

muons produced far from the beam interaction point, constraints are applied to the type

and number of hits comprising the IDet track. The muon reconstruction efficiency is about

97% according to studies performed with a high purity Z → µ+µ− dataset [92].

2.4.2.1 Muon baseline selection

The minimum requirements for muons selected in this thesis are:

• pT > 10 GeV;

• pseudorapidity within the acceptance of the IDet tracker, |η| < 2.5;

• IDet optimized track quality requirements from dedicated studies [92]:

– a hit in the first layer of PIXEL, unless the pixel crossed is inactive;

– at least five hits in the SCT accounting for non-active strips crossed;

– at most two missed hits in PIXEL and SCT;

– at least nine TRT hits if the track is in the TRT acceptance region (0.1 < |η| <
1.9).

Further criteria are applied depending on the analysis strategy.

2.4.3 Lepton impact parameter and isolation

In order to reject non-prompt electrons or muons, requirements are set on the minimum

distance of the track of the reconstructed lepton from the hard interaction vertex, and on

the activity around the lepton direction.

The events studied in this thesis have at least one interaction vertex reconstructed from

tracks. The hard collision is identified by the vertex with the highest value of
∑
p2

T (track),

referred to as the primary vertex, where pT (track) is the transverse momentum of the

tracks associated to the vertex. The impact parameters of a track, d0 and z0, are the

distances of closest approach of the track to the primary vertex projected in the transverse

plane, and along the beam line, respectively. The lepton track itself is removed from the

primary vertex fit to avoid introducing a bias. Requirements on the impact parameters

help to reduce leptons produced in the decay of hadrons and in interactions with the

detector material.

The production of many particles collinear with the lepton is generally a hint of a recon-

structed lepton originating in a jet of hadrons. IDet tracks and calorimeter energy deposits

are studied to set isolation requirements. The track-based isolation parameter is called

ptconeXX and is defined as the sum of the pT of reconstructed tracks with angular dis-

tance ∆R from the lepton track smaller than 0.XX. The distance limit XX is commonly

20, 30 or 40, depending on the analysis. The tracks considered in the electron (muon)
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track isolation have pT > 0.4 (1) GeV, are associated to the primary vertex and satisfy

requirements on hits in the IDet. The lepton track is excluded from the calculation.

The activity in the calorimeter is quantified with the etconeXX isolation. etconeXX

is the sum of the energies deposited in the calorimeter cells projected in the transverse

plane for cells with angular distance ∆R < 0.XX from the lepton. The etconeXX is

corrected for pileup effects and the energy due to the lepton.

2.4.4 Lepton Triggers

The acquisition of the data analysed in this thesis is triggered by electrons or muons. The

analyses presented in this thesis have triggers that target a single high pT lepton or a pair

of high pT leptons, as specified later.

Events with at least one muon can be collected using the single muon triggers (collec-

tively known as SMTrig). The candidate trigger muon at L1 must have at least 15 GeV

of transverse momentum. At Event Filter level (EF), the trigger muon needs to satisfy

either pT > 36 GeV, or pT > 24 GeV and isolation ptcone20/pT (µ) < 0.12. The SMTrig

efficiency reaches its maximum for muons with pT > 25 GeV: 70% for a single muon with

|η| < 1.05 and 85% for one with 1.05 < |η| < 2.5 [93].

The di-muon trigger (DMTrig) is activated by events with at least two muons. At L1,

it searches for a muon with pT > 15 GeV. The event is then recorded if the trigger muon

has pT > 18 GeV at EF and if an additional muon with pT > 8 GeV is found in the event.

The maximum triggering efficiency is similar to that of SMTrig, however it is reached at

pT > 20 GeV for the leading pT muon and pT > 8 GeV for the other muon.

Single electron triggers (SETrig) are used to selected events with at least one high pT

electron. The trigger electron at L1 can satisfy pT > 30 GeV, or pT > 18 GeV, with less

than 1 GeV of energy deposited in the hadronic calorimeters. Depending on which of the

two conditions is satisfied, the trigger electron is required at EF to satisfy pT > 60 GeV,

or pT > 24 GeV and ptcone20/pT (e) < 0.1, respectively. Identification criteria similar to

that imposed by the medium++ requirement on the reconstructed electrons are applied.

The SETrig efficiency is above 70% for single electrons with pT > 25 GeV and increases

with pT up to 98% [134].

Events with multiple electrons can be selected with the di-electron trigger (DETrig).

At L1, two trigger electrons with pT > 10 GeV and hadronic energy deposit smaller than

1 GeV are required. The two electrons then must satisfy pT > 12 GeV at EF, as well as

the identification criteria similar to the loose++ condition. The high efficiency plateau of

about 95% is reached for pT > 15 GeV for both electrons [135].

To collect events with one muon and one electron, an electron-muon trigger (EMTrig)

can be used. The trigger searches at L1 for an electron with pT > 10 GeV and low hadronic

energy deposit (1 GeV at most). If found, the EF electron is required to have greater than

12 GeV and to pass an identification criterion similar to the medium++ requirement for
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the electron. In addition, at EF, a muon with pT > 8 GeV must be reconstructed. The

trigger turn-on point is reached for an electron with pT > 15 GeV and a muon with pT

greater than 8 GeV. The maximum efficiency is approximately 95% [93,135]. The EMTrig

is used in combination with the high pT no isolation single electron trigger (pT > 30 GeV

at L1 and pT > 60 GeV plus medium++ identification at EF) to keep the efficiency high

for very energetic electrons, explained further in Section 5.3.2.

2.4.5 Lepton corrections and uncertainties

The lepton reconstruction and triggering performances have been tested using Z → e+e−

and Z → µ+µ− data and simulations [92,93,131,132,134,135].

Efficiencies (ε) of reconstruction, identification and trigger selection are measured with

a tag-and-probe method. In each Z → `+`− event, one lepton, the tag lepton, is recon-

structed with the tightest selection criteria, while the other lepton, the probe lepton, is

selected by requiring basic acceptance conditions (including that the invariant mass of the

tag-and-probe leptons is compatible with the Z mass). The probe lepton is then tested

against a specific condition to obtain the efficiency of the lepton passing that condition,

as a function of the lepton kinematic variables and pileup conditions.

Efficiencies for lepton reconstruction, identification and trigger selection are found to

be similar in data and simulation, indicating good modeling of the interaction of leptons

with the detector in simulation. Differences are of the order of a few percent, and vary

with the lepton pT and η. The simulations are scaled with correction factors to bridge the

gap in efficiency. The uncertainty on each correction factor affects the predictions based

on simulation, and is taken into account in the analyses. The efficiency of the isolation

and impact parameter requirements depends on their definitions, so it is analysis-specific.

The validation of the isolation requirements, and potential corrections and uncertainties,

are therefore investigated in the analyses.

The calibration and resolution of the reconstructed lepton momentum in data and

simulation are also compared. Corrections are applied to the reconstructed momentum of

the simulated leptons to reproduce the resolution and the calibration measured in data.

The associated uncertainties are also considered. Uncertainties on the direction of recon-

structed leptons are found to be negligible.

The types of uncertainties associated to reconstructed leptons are summarized in Ta-

ble 2.2. Corrections and uncertainties have been calculated for simulation with full detector

modeling, as well as for fast simulation, and applied to the respective simulation type in

the analyses.

2.4.6 Jets

The detectable result of the parton showering and hadronization of an energetic final-state

parton produced in a proton-proton collision is a spray of close-by hadrons known as a jet.
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Type of uncertainty Origin

Electrons

Efficiency

Reconstruction
Identification
Isolation
Trigger

Momentum
Calibration
Resolution

Muons

Efficiency
Reconstruction
Isolation
Trigger

Momentum
Calibration
IDet Resolution
MS Resolution

Table 2.2: List of experimental uncertainties affecting simulated predictions associated with muon,
electron and trigger selection.

Jets can also contain photons and leptons due to hadron decays.

A jet is expected to produce several clusters of energy in the calorimeters and, if it

contains charged particles, tracks in the IDet. The jet reconstruction is based on calorime-

ter signals and proceeds through three steps: reconstruction of the energy clusters, energy

calibration of the clusters according to local properties, and combination of calibrated

clusters into jets.

The reconstruction begins by merging together the signals of calorimeter cells into

three-dimensional topological clusters [133, 136]. Clusters are constructed starting from

cells with high signal-to-noise ratio; Neighbouring cells are aggregated based on this ratio

to form a cluster of variable size and shape. This type of reconstruction reduces the impact

of electronic noise and pileup.

The topological clusters are calibrated according to the local hadron calibration [137,

138]. This calibration is based on local properties of the reconstructed clusters, such as

shape and energy density. Clusters are classified as electromagnetic (typical of electron

and photon interactions) or hadronic. The calibration applied in each case is different since

hadrons can lose their energy in non-detectable processes, like nuclear excitation, nuclear

breakup or neutron capture, and escaping particles. The calibration is completed by

compensating for the energy deposited outside the calorimeters, estimated with simulation.

Jet reconstruction algorithms aim to group the calibrated topological clusters gener-

ated from the same parton shower fragmentation. In this thesis, jets are reconstructed

combining topological clusters using the anti-kt algorithm with distance parameter R =
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0.4 [139, 140]. The topological clusters are assumed to be massless and have angular

position given by the direction connecting the interaction point to the cluster centre.

The anti-kt algorithm uses the following definition of distance between two objects:

dij =

{
min

(
p−2

Ti , p
−2
Tj

)
∆R2

ij/R
2 if i 6= j

p−2
Ti if i = j

(2.2)

where ∆R2
ij = (yi − yj)2 + (φi − φj)2, and yi (yj) and pTi (pTj) are the rapidity4 and

the transverse momentum of the i-th (j-th) object, respectively. The algorithm searches

for the combination of indices i, j which minimise dij . If i = j, the i-th object becomes

a jet and is no longer considered by the algorithm. If i 6= j, the i-th and j-th objects

are combined, and substituted with an object that has the sum of their four-momenta.

The algorithm is recursively applied until all remaining objects are separated by at least

distance R.

The reconstruction efficiency of jets from topological clusters is greater than 99% [141].

2.4.6.1 Jet baseline selection

The common requirements for jets selected in this thesis are:

• transverse momentum pT > 25 GeV;

• pseudorapidity |η| < 2.8;

• Jet Vertex Fraction (JVF) > 0.5 unless the jet has no associated tracks or pT >

50 GeV or |η| > 2.4.

The Jet Vertex Fraction (JVF) is a variable calculated from the tracks associated with the

reconstructed jet. It is the sum of the pT of tracks from the primary vertex divided by

the sum of the pT of all tracks matched to the jet. The JVF requirement suppresses jets

whose energy is highly affected by pileup.

Sometimes jets are reconstructed as a result of noise bursts, beam background and cos-

mic ray showers. Jets of these types are distinguished from jets originated in proton bunch

collisions by looking at the jet properties such as the quality of the energy reconstruction

at the calorimeter cell level, jet energy deposits in the direction of the shower development

and reconstructed tracks matched to the jets. Events containing jets of non-collisional

origin are rejected.

4In this case, rapidity is preferred to pseudorapidity in order to keep the definition of distance Lorentz
invariant under boosts along the beam axis. The combined objects obtained from the algorithm can indeed
have non-negligible mass, hence their pseudorapidities cannot be considered a good approximation of their
rapidities any more.
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2.4.6.2 Jet corrections and uncertainties

The four-momentum of a reconstructed jet is further calibrated with event-by-event and

jet-by-jet corrections. Each jet is corrected to point back to the interaction vertex, subtract

the pileup energy contribution, calibrate the energy according to data and simulation

studies, and adapt the response to the type and flavour of the parton initiating the jet. A

dedicated calibration is applied to simulations with fast detector modeling. The calibration

methods are explained in detail in [142].

The uncertainties associated with jet reconstruction have been investigated in [142]

and are summarised in Table 2.3. Uncertainties on jet calibration, jet resolution and JVF

selection efficiency are the most relevant for the analyses presented.

Type of uncertainty Origin

Jets

Efficiency Jet Vertex Fraction

Four-momentum

Calibration (JES)
- In-situ Method:

statistical(0-3), modeling(0-4), detector(0-3), mixed(0-2)
- η inter-calibration:

statistical, modeling
- High pT jets
- Pileup:

NPV,〈µ〉, pT, ρ
- Non-Closure
- Flavour:

response, composition, b-jet

Resolution (JER)

Table 2.3: Summary of experimental uncertainties affecting the jet reconstruction in simulation.
The uncertainty on the jet energy calibration is divided into six components: calibration method
with data, η inter-calibration, high pT jets pileup, non-closure and flavour response. The intervals
(0-n) indicate that there are n+ 1 independent uncertainties associated to that source.

2.4.7 b-jets

The properties of a jet can depend on the type and the flavour of the parton from which

it originated. When the parent parton is a b-quark, the produced heavy flavour hadron

has a long enough lifetime that its decay point can be distinguished from its production

point. Furthermore, due to the mass of b-quark hadrons, there is a significant angular

distance between the direction of its decay products in the detector frame. This decay

process would be recorded in the IDet as tracks associated to the jet with non-null impact
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parameters from the primary vertex, or as forming a secondary vertex.

The identification of jets originating from b-quarks is performed by the MV1 b-tagging

algorithm [143]. The algorithm establishes if the properties of a reconstructed jet are

compatible with a b-quark origin using a neural network that combines the results of the

IP3D, SV1 and JetFitter algorithms [144]. These algorithms consider the tracks associated

to the reconstructed jet and search for large impact parameter tracks (IP3D), secondary

vertices (SV1), and topologies compatible with the weak decay of heavy flavour hadrons

(JetFitter).

The performance of the b-tagging algorithm is studied in data and simulation [143,

145]. The identification criterion is tuned to select jets produced from b-quarks with 70%

efficiency. The average selection efficiencies for jets from c-quarks or light quarks/gluons

are 20% and less than 1%, respectively [143]. Jets from c-quarks have a higher probability

of being selected since they also contain heavy hadrons with a detectable lifetime. The

reconstructed jets tagged as originating by b-quarks will here on be referred to as b-jets.

The b-tagging efficiencies in simulation and data are found to be compatible within

few percent [145]. Simulations are scaled with correction factors depending on the pT and

η of the b-jet, the distance between the primary and secondary vertices and the activity

surrounding the b-jet. Uncertainties associated to the b-tagging efficiency are accounted

and listed in Table 2.4.

The identification of b-jets is important in the selection of processes with b-quarks in

the final state, such as tt̄H production, where b-quarks are produced in the decay of the

top quarks. Requiring b-jet in the event suppresses backgrounds containing light flavour

jets only.

Type of uncertainty Origin

b-tagging

Efficiency

MV1 b-tag for b-quark
originated jets, η dependent (0-5)

MV1 b-tag for c-quark
originated jets, η dependent (0-3)

MV1 b-tag for τhad

originated jets, η dependent (0-3)

MV1 b-tag for light quark and gluon
originated jets, pT and η dependent (0-11)

Table 2.4: Summary of the experimental uncertainties associated to the MV1 b-tagging algorithm.
The intervals (0-n) indicate that there are n+1 independent uncertainties associated to that source.
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Figure 2.9: The τ lepton decay modes.

2.4.8 Tau leptons

The τ lepton is the heaviest known charged lepton. It has a mass of 1776.82±0.16 MeV and

a decay length of 87.03 µm [146]. The τ lepton decay modes and their decay probabilities,

or branching ratios (BR), are shown in Figure 2.9.

The branching ratio of the τ lepton decay into two neutrinos and a lighter charged

lepton (the leptonic decay mode) is 35%. The τ leptons decaying this way are detected as

isolated electrons or muons. A lepton from a τ decay would differ from a prompt lepton

by the small but non-zero impact parameter of the track associated to the former. This is

due to the τ decay length, which is not negligible but still about five times smaller than

that of heavy flavour hadrons.

The remaining 65% of τ decays are into a neutrino and hadrons (the hadronic decay

mode). The visible particles from hadronic decay are detected as a jet of particles with

distinctive properties, referred to in the following as τhad. The τhad is generally composed

of one or three charged pions plus a few neutral pions. The charged pions produce tracks

in the IDet and hadronic showers in the calorimeters; the neutral pions decay into pho-

ton pairs that produce electromagnetic showers with no associated tracks. The particles

produced in the hadronic decay of a τ are usually more collimated than those produced

in a parton-initiated jet. The τhad has a specific hadron content and kinematic behaviour

which allows them to be distinguished from parton-initiated jets and calibrated by them

taking advantage of their known composition [1].

The τhad reconstruction begins with a jet obtained using the algorithm described in

Section 2.4.6. The jet considered must satisfy pT > 10 GeV and |η| < 2.5. In addition,

the jet must have one track (1-track) or three tracks (3-tracks) associated to it with

pT > 1 GeV, ∆R < 0.2 from the jet direction, and constrained impact parameters relative

to the primary vertex, to exclude pileup tracks [1]. The reconstructed τhad is obtained by

combining only the topological clusters within ∆R < 0.2 or the underlying jet direction.
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The direction of each topological cluster is calculated with respect to the primary vertex.

The momentum and direction of a reconstructed τhad are obtained from the vector sum of

the topological cluster momenta, and its mass is set to zero.

The τhad energy, at this stage, is not optimised for the specific mix of hadrons produced

in the τ decay, and is not corrected for underlying event and pileup contributions. Thus,

an additional calibration is applied to bring the reconstructed energy to the level of the

true visible energy of the τ decay products. The τhad energy resolution improves.

The calibration is first derived from simulation and then additional small corrections,

derived through a data-driven method, are applied. The simulation-based calibration

compares the initial reconstructed energy, obtained with the local hadron calibration, to

the energy of the visible τ decay products in simulated Z → τ+τ− and W± → τ±ν events.

Z ′ → τ+τ− simulated events with Z ′ masses between 250 GeV and 1250 GeV are also used

to obtain the calibration for high energy τhad. This calibration, known as the tau energy

scale (TES), brings the reconstructed τhad energy into agreement with the true visible τhad

energy scale at the level of a few percent and removes any significant dependencies of the

energy scale on pseudorapidity, energy, track multiplicity and pileup [1]. The simulation-

based calibration is applied to reconstructed τhad both in simulation and in data.

The data-driven calibration procedure corrects the residual difference observed in the

energy scale of reconstructed τhad in data and in simulation. The procedure is described in

detail in Chapter 3 and the correction is applied to data, leading to an improved modeling

of τhad properties in data.

2.4.8.1 τhad identification

Parton-initiated jets, electrons and muons can also be reconstructed as τhad. Identification

criteria are therefore studied to reduce the chance of this occurring.

Since jets are copiously produced in proton-proton collisions, the effectiveness of the

identification criteria that reject parton initiated jets (QCD jets) reconstructed as τhad

is critical in analyses with τ leptons. The identification is provided by Boosted Decision

Trees (BDT) algorithms [147,148] and is based on the fact that for hadronically decaying

τ leptons:

• the associated energy clusters are more collimated than those from QCD jets;

• the associated tracks are more collimated than those from QCD jets;

• the fraction of total energy carried by the highest momentum track is generally large,

while for QCD jets the energy is more evenly distributed among particles;

• tracks can have a significant impact parameter relative to the primary vertex or form

a secondary vertex, while tracks from light QCD jets originate in the primary vertex.

• the number of neutral pions is typically smaller than in QCD jets;
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• the invariant mass of the track system, assuming that all the particles are pions, is

smaller than the τ lepton mass.

Separate BDT algorithms are trained for 1-track and 3-tracks τhad. The analyses

presented here uses the Jet BDT medium criterion which has efficiencies for hadronically-

decaying τ leptons of 60% for 1-track real τhad and 40% for 3-tracks ones [1]. The rejection

power for a parton-initiated jet is more than 20 when reconstructed as a 1-track τhad and

of the order of hundreds when reconstructed as a 3-tracks τhad.

A smaller but non-negligible contamination of τhad reconstructed from electrons and

muons is suppressed with dedicated requirements. Electrons can reproduce the signature

of a 1-track τhad and are discriminated against by using another BDT algorithm that takes

into account:

• the transition radiation produced in the TRT;

• the fraction of energy deposited in the Ecal compared to the total energy deposited

in the calorimeters;

• the longitudinal and transverse shower shapes;

• the angular distance between the τhad associated tracks and its direction.

The Electron BDT medium criterion is used in this thesis. The efficiency for hadronically-

decaying τ leptons is 85% and the rejection power for electrons is in the hundreds [1].

Muons can be reconstructed as a τhad if they deposit a large amount of energy in the

calorimeter or if they are wrongly associated to unrelated energy clusters. The former case

generally occurs with energetic muons causing the τhad to have a small energy fraction in

the ECal and a large ratio of track pT to calorimeter energy. The latter case is characteristic

of soft muons and the resulting τhad would have a large energy fraction in the ECal and

a small ratio of track pT to calorimeter energy. Based on this information, a muon veto

requirement is developed to reduce the muon contamination to a negligible level. The

efficiency of the veto is 96% for hadronically decaying τ leptons and about 60% for muons.

2.4.8.2 τhad baseline selection

The τhad considered in this thesis have:

• pT > 20 GeV,

• pseudorapidity within the IDet acceptance |η| < 2.5,

• one or three associated tracks,

• electric charge of ±1,

• Jet BDT medium identification,
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• Electron BDT medium identification,

• muon veto.

When a τhad is selected, the jet from which the τhad reconstruction began is removed from

the event for consistency.

2.4.8.3 τhad corrections and uncertainties

The τhad calibration procedure is affected by uncertainties due to the calorimeter response

to the hadrons composing the τhad, the modeling of pileup and underlying event energy

contributions, the detector description, the uncertainties of the data-driven measurement,

and the remaining difference between the calibrated reconstructed energy and the true

visible energy [1]. Additional uncertainties are considered for the resolution of the τhad en-

ergy and for the efficiency of the identification requirements [1]. The sources of uncertainty

associated to the reconstruction of τhad are summarised in Table 2.5.

Type of uncertainty Origin

τhad

Efficiency
Jets BDT
Electron BDT

Energy
Calibration (TES)
Resolution (TER)

Table 2.5: Summary of experimental uncertainties related to simulated τhad.

2.4.9 Missing Transverse Energy (Emiss
T )

Neutrinos and other long-living weakly interacting particles are not detected by the ATLAS

detector. The transverse momentum of these invisible particles, however, can be recovered.

Indeed, events producing high-pT invisible particles are characterised by a large amount

of missing transverse energy (EmissT ).

The EmissT is defined as the negative vectorial sum of the transverse momenta of all de-

tected particles. Since the total transverse momentum is conserved and is null in the initial

state of the proton-proton collisions, the net pT of the detectable particles has to balance

the net pT of the invisible particles in each event. Therefore, neglecting experimental

uncertainties, the EmissT has direction and magnitude equal to the transverse momentum

of the system formed by the invisible particles.

Fake EmissT can be also created by the finite resolution of the pT of reconstructed

particles and by particles outside the detector acceptance. For this reason, the detector

coverage of the solid angle must be as close as possible to 4π.
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The EmissT reconstruction uses energy deposits in the calorimeters, including the FCal,

and reconstructed muons in the muon spectrometer [149]. The calorimeter signals are cal-

ibrated according to whether the underlying particle is recognised as an electron, photon,

τhad, jet or muon. Deposits not associated with any reconstructed particle, mostly due to

soft emissions, are also taken into account.

Procedures to remove pileup energy contributions are applied to reconstructed jets and

isolated energy clusters by means of the tracking information [149]. Tracks matched to en-

ergy deposits are associated to one of the interaction vertices of the event. Corrections are

applied based on the fraction of the transverse momentum carried by the tracks associated

to the primary vertex relative to the transverse momentum of all the tracks.





Chapter 3

Calibration of the Energy of

Hadronically Decaying Tau

Leptons with Z → τ+τ− events

The reconstruction of the visible decay products of the hadronically decaying tau leptons

(τhad) with the ATLAS experiment has been described in details in Section 2.4.8. The τhad

energy calibration is derived from simulation by scaling the energy of the reconstructed

τhad to the energy of the true τhad. This procedure ensures the correct calibration of the

energy of simulated τhad, however this may not be true for τhad in data. For instance,

properties of calorimeter clusters and pileup conditions in data could not be properly

modeled in simulation. Consequently, the application of the simulation-based τhad energy

calibration (TES) to τhad in data may not be accurate. To correct for such potential

differences, Z → τ+τ− events have been used to compare the energies of τhad in data and

in simulation. The analysis distinguishes between τhad with one associated charged particle

(1-track) and three associated charged particles (3-tracks), because the simulation-based

calibration is different for the two types of τhad.

The Z → τ+τ− analysis targets a specific decay mode where one tau lepton decays

into a muon and two neutrinos (leptonically) and the other one decays into a neutrino

and hadrons (hadronically). This final state allows to select a high statistics and high

purity sample of events with true τhad with known kinematics. A sample of Z → τ+τ−

events where an electron is produced in the decay of the tau lepton in place of a muon has

also been studied. Although the production rate and the kinematic of the two processes

are identical, the study of final states with muons are more accurate due to experimental

reasons. The probability of an electron to be reconstructed as a τhad is larger than that

of a muon and this reduces the purity of the sample. In addition, the uncertainty on the

electron energy reconstruction is higher than that on the muon energy at the energies

expected for Z → τ+τ− events, and the effect on the τhad energy measurement is not

47
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negligible. The final state with an electron is therefore not used and only events with

exactly one muon and one τhad consistent with a Z → τ+τ− topology are selected.

The visible mass (Mvis) is used to compare the τhad energy calibration (TES) in data

and simulation. The Mvis is the invariant mass of the µ-τhad system, or in other words,

the invariant mass of the reconstructed decay products of the Z → τ+τ− decay:

Mvis =

√(
pντhad

+ pνµ
)2 '√2EτhadEµ (1− cos θ) =

=
√

2pτhad
T pµT (cosh (ητhad − ηµ)− cos (φτhad − φµ)) (3.1)

where Eparticle, pparticle
T , ηparticle and φparticle are respectively the energy, the transverse

momentum, the pseudorapidity and the azimuthal angle of the particle specified; θ is the

angle between the direction of the two particles. The approximation in Equation 3.1 is

valid in the limit of relativistic particles which is a good assumption in this measurement1

The Mvis is therefore proportional to the square root of the τhad energy (and pT).

Figure 3.1(a) shows the expected distributions of the visible mass for Z → τ+τ−

events in the µτhad final state, including also the distributions for 1-track and 3-tracks

τhad. The narrow peak-like distribution of the Z → τ+τ− events is very sensitive to

the TES. Figure 3.1(b) compares the expected Z → τ+τ− Mvis distribution with the

distributions obtained by scaling of 5% and −5% the energies of the reconstructed τhad

in the sample. If the TES is increased, the Mvis distribution shifts towards higher mass

values and spreads, while if it is decreased, the Mvis distribution shifts towards lower mass

values and shrinks. For small variations of TES the Mvis distribution drifts linearly, as it

will be shown in Section 3.4. Therefore, an estimator of the Mvis peak “position” in data

and simulation can be used to determine any difference in TES in data and simulation

and to correct for it. In principle, the τhad energy and pT distributions could also be used

to measure a difference in TES in data and simulation. The expected accuracy is worse

though. The main reasons are that the energy and pT distributions are more sensitive

to the τhad resolution uncertainty and to backgrounds (see Figure A.1). The background

is distributed similarly to the Z → τ+τ− events making its subtraction less effective. In

the Mvis distribution instead, the Z → τ+τ− have the distinctive peak-like shape and the

uncertainty due to the background determination is relatively small.

This chapter describes the measurement of the TES from the Mvis distribution in

data and simulation. The data sample and the simulations used in the measurement are

illustrated in Section 3.1. Section 3.2 explains the event selection used to increase the Z →
τ+τ− purity and Section 3.3 describes the measurement of the background events. The

method to extract the TES is described in details in Section 3.4, and the uncertainties on

the measurement and the results are reported in Section 3.5 and Section 3.6, respectively.

1The reconstructed τhad is by construction massless, while the muons considered in this study have a
βγ of hundreds.
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(a) (b)

Figure 3.1: (a): Mvis distributions in simulated Z → µτhad events. The distributions for
1-track (blue) and 3-tracks (red) τhad are also shown. (b): Mvis distributions in Z → µτhad

simulated events obtained with the nominal TES and with TES scaled by 5% and −5% for all
the reconstructed τhad. These distributions are obtained after the event selection detailed in Sec-
tion 3.2.

3.1 Data sample and simulation

The proton-proton collisions collected in 2012 by ATLAS are processed to select the Z →
τ+τ− sample. The integrated luminosity recorded corresponds to 20.3 fb−1 and about 23

millions of Z → τ+τ− events are expected to be produced. Since the final state considered

contains a muon and a τhad, the single muon triggers, described in Section 2.4.4, are used

to select the events for this analysis. τhad triggers are not used because they generally

have lower efficiencies then muon triggers and require the τhad to have a large pT.

Simulated data are used to model the Z → τ+τ− production and other Standard Model

processes, that may be selected as background in this analysis. The simulation of collisional

events is a multi-step process that uses dedicated programs to model specific aspects of

the interaction. In addition to the process generation, the simulation takes into account

the interaction of particles with the ATLAS detector and the resulting readout signals

generated. A detailed description of the simulation procedure has been given in Section 2.3.

The processes that are estimated with simulation in this analysis are: single boson pro-

duction processes (Z, W±), Drell-Yan (γ∗ → `+`−), diboson production (W+W−, W±Z,

ZZ) and production of top quarks (tt̄, tW± and single-top in the s − t channels). The

target of the analysis are Z → τ+τ− events but γ∗ → τ+τ− events are also considered as

part of the signal. The contribution from Higgs boson production has been also considered,

but was found negligible for this analysis.

The simulated Standard Model processes are summarized in Table 3.1. For each process
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the generator and the cross-section used to scale the simulated yields are given. The com-

plete set of simulations used in the generation of these processes are specified in Table 2.1.

For some processes, event filters are applied to select specific decay modes, to require a

certain number of radiated partons or to apply kinematic constraints. The cross-sections

provided take into account the efficiency of these event filters. The simulated cross-sections

are also corrected with K-factors to account for higher order corrections in the perturba-

tion theory. The K-factors are also given in Table 3.1.

All the simulations are corrected for the pileup conditions as observed in data, and have

data-driven corrections for particle detection efficiencies, energy calibration and energy

resolution, as specified in Section 2.4.

Table 3.1: Simulated processes used for signal and background

modeling. For each process, the generator, the cross-section times

the generator filter efficiency and the K-factor used to scale the

simulated cross-section value to the latest theoretical calculation

are given. The full simulation setup is specified in Table 2.1. X+np

with n integer and X a generic process indicates the number of

partons (quarks or gluons) produced at matrix element level in

addition to the process X.

Process Generator σ × εfilter [pb] K-factor

Signal processes

Z/γ∗ → τ+τ− (M`` ∈ [10, 60]GeV) Alpgen+Herwig 3477.1 1.19

Z/γ∗ → τ+τ− + 1p (M`` ∈ [10, 60]GeV) Alpgen+Herwig 108.74 1.19

Z/γ∗ → τ+τ− + 2p (M`` ∈ [10, 60]GeV) Alpgen+Herwig 52.73 1.19

Z/γ∗ → τ+τ− + 3p (M`` ∈ [10, 60]GeV) Alpgen+Herwig 11.33 1.19

Z/γ∗ → τ+τ− + 4p (M`` ∈ [10, 60]GeV) Alpgen+Herwig 2.59 1.19

Z/γ∗ → τ+τ−+ ≥ 5p (M`` ∈ [10, 60]GeV) Alpgen+Herwig 0.69 1.19

Z/γ∗ → τ+τ− (M`` ∈ [60, 2000]GeV) Alpgen+Pythia6 719.18 1.18

Z/γ∗ → τ+τ− + 1p (M`` ∈ [60, 2000]GeV) Alpgen+Pythia6 175.72 1.18

Z/γ∗ → τ+τ− + 2p (M`` ∈ [60, 2000]GeV) Alpgen+Pythia6 58.86 1.18

Z/γ∗ → τ+τ− + 3p (M`` ∈ [60, 2000]GeV) Alpgen+Pythia6 15.66 1.18

Z/γ∗ → τ+τ− + 4p (M`` ∈ [60, 2000]GeV) Alpgen+Pythia6 4.01 1.18

Z/γ∗ → τ+τ−+ ≥ 5p (M`` ∈ [60, 2000]GeV) Alpgen+Pythia6 1.26 1.18

Z/γ∗ → `+`− processes

Z/γ∗ → e+e− (M`` ∈ [10, 60]GeV) Alpgen+Herwig 3477.2 1.19

Z/γ∗ → e+e− + 1p (M`` ∈ [10, 60]GeV) Alpgen+Herwig 108.80 1.19

Z/γ∗ → e+e− + 2p (M`` ∈ [10, 60]GeV) Alpgen+Herwig 52.77 1.19

Z/γ∗ → e+e− + 3p (M`` ∈ [10, 60]GeV) Alpgen+Herwig 11.30 1.19

Z/γ∗ → e+e− + 4p (M`` ∈ [10, 60]GeV) Alpgen+Herwig 2.58 1.19

Z/γ∗ → e+e−+ ≥ 5p (M`` ∈ [10, 60]GeV) Alpgen+Herwig 0.69 1.19

Z/γ∗ → e+e− (M`` ∈ [60, 2000]GeV) Alpgen+Pythia6 718.97 1.18

Z/γ∗ → e+e− + 1p (M`` ∈ [60, 2000]GeV) Alpgen+Pythia6 175.70 1.18



3.1. DATA SAMPLE AND SIMULATION 51

Table 3.1: Simulated processes used for signal and background

modeling. For each process, the generator, the cross-section times

the generator filter efficiency and the K-factor used to scale the

simulated cross-section value to the latest theoretical calculation

are given. The full simulation setup is specified in Table 2.1. X+np

with n integer and X a generic process indicates the number of

partons (quarks or gluons) produced at matrix element level in

addition to the process X.

Process Generator σ × εfilter [pb] K-factor

Z/γ∗ → e+e− + 2p (M`` ∈ [60, 2000]GeV) Alpgen+Pythia6 58.88 1.18

Z/γ∗ → e+e− + 3p (M`` ∈ [60, 2000]GeV) Alpgen+Pythia6 1.56 1.18

Z/γ∗ → e+e− + 4p (M`` ∈ [60, 2000]GeV) Alpgen+Pythia6 4.01 1.18

Z/γ∗ → e+e−+ ≥ 5p (M`` ∈ [60, 2000]GeV) Alpgen+Pythia6 1.26 1.18

Z/γ∗ → µ+µ− (M`` ∈ [10, 60]GeV) Alpgen+Herwig 3477.1 1.19

Z/γ∗ → µ+µ− + 1p (M`` ∈ [10, 60]GeV) Alpgen+Herwig 108.75 1.19

Z/γ∗ → µ+µ− + 2p (M`` ∈ [10, 60]GeV) Alpgen+Herwig 52.74 1.19

Z/γ∗ → µ+µ− + 3p (M`` ∈ [10, 60]GeV) Alpgen+Herwig 11.24 1.19

Z/γ∗ → µ+µ− + 4p (M`` ∈ [10, 60]GeV) Alpgen+Herwig 2.60 1.19

Z/γ∗ → µ+µ−+ ≥ 5p (M`` ∈ [10, 60]GeV) Alpgen+Herwig 0.69 1.19

Z/γ∗ → µ+µ− (M`` ∈ [60, 2000]GeV) Alpgen+Pythia6 719.16 1.18

Z/γ∗ → µ+µ− + 1p (M`` ∈ [60, 2000]GeV) Alpgen+Pythia6 175.74 1.18

Z/γ∗ → µ+µ− + 2p (M`` ∈ [60, 2000]GeV) Alpgen+Pythia6 58.88 1.18

Z/γ∗ → µ+µ− + 3p (M`` ∈ [60, 2000]GeV) Alpgen+Pythia6 15.67 1.18

Z/γ∗ → µ+µ− + 4p (M`` ∈ [60, 2000]GeV) Alpgen+Pythia6 4.01 1.18

Z/γ∗ → µ+µ−+ ≥ 5p (M`` ∈ [60, 2000]GeV) Alpgen+Pythia6 1.25 1.18

W± + jets processes

W± → e±ν Alpgen+Pythia6 8136.8 1.15

W± → e±ν + 1p Alpgen+Pythia6 1791.5 1.15

W± → e±ν + 2p Alpgen+Pythia6 541.60 1.15

W± → e±ν + 3p Alpgen+Pythia6 146.65 1.15

W± → e±ν + 4p Alpgen+Pythia6 37.30 1.15

W± → e±ν+ ≥ 5p Alpgen+Pythia6 11.37 1.15

W± → µ±ν Alpgen+Pythia6 8133.4 1.15

W± → µ±ν + 1p Alpgen+Pythia6 1792.7 1.15

W± → µ±ν + 2p Alpgen+Pythia6 541.27 1.15

W± → µ±ν + 3p Alpgen+Pythia6 146.49 1.15

W± → µ±ν + 4p Alpgen+Pythia6 37.33 1.15

W± → µ±ν+ ≥ 5p Alpgen+Pythia6 11.41 1.15

W± → τ±ν Alpgen+Pythia6 8135.7 1.15

W± → τ±ν + 1p Alpgen+Pythia6 1793.7 1.15

W± → τ±ν + 2p Alpgen+Pythia6 541.24 1.15

W± → τ±ν + 3p Alpgen+Pythia6 146.48 1.15

W± → τ±ν + 4p Alpgen+Pythia6 37.26 1.15
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Table 3.1: Simulated processes used for signal and background

modeling. For each process, the generator, the cross-section times

the generator filter efficiency and the K-factor used to scale the

simulated cross-section value to the latest theoretical calculation

are given. The full simulation setup is specified in Table 2.1. X+np

with n integer and X a generic process indicates the number of

partons (quarks or gluons) produced at matrix element level in

addition to the process X.

Process Generator σ × εfilter [pb] K-factor

W± → τ±ν+ ≥ 5p Alpgen+Pythia6 11.54 1.15

Top quark processes

tt̄ (≥ 1W± → `ν`) MC@NLO 129.27 1

tt̄ (W± → qq′) MC@NLO 108.79 1

single-top (s channel, W± → eνe) MC@NLO 0.61 1

single-top (s channel, W± → µνµ) MC@NLO 0.61 1

single-top (s channel, W± → τντ ) MC@NLO 0.61 1

tW± MC@NLO 22.37 1

single-top (t channel, W± → eνe) AcerMC+Pythia6 9.48 1

single-top (t channel, W± → µνµ) AcerMC+Pythia6 9.48 1

single-top (t channel, W± → τντ ) AcerMC+Pythia6 9.48 1

V V processes

W±Z Herwig 6.80 1

ZZ Herwig 1.55 1

W+W− → `ν`ν Alpgen+Herwig 2.50 1.21

W+W− → `ν`ν + 1p Alpgen+Herwig 1.25 1.21

W+W− → `ν`ν + 2p Alpgen+Herwig 0.59 1.21

W+W− → `ν`ν + 3p Alpgen+Herwig 0.33 1.21

W+W− → qq′`ν Alpgen+Herwig 9.98 1.26

W+W− → qq′`ν + 1p Alpgen+Herwig 5.01 1.26

W+W− → qq′`ν + 2p Alpgen+Herwig 2.37 1.26

W+W− → qq′`ν + 3p Alpgen+Herwig 1.31 1.26

gg →W+W− → e+νe−ν gg2WW+Herwig 0.024 1

gg →W+W− → e+νµ−ν gg2WW+Herwig 0.021 1

gg →W+W− → e+ντ−ν gg2WW+Herwig 0.021 1

gg →W+W− → µ+νµ−ν gg2WW+Herwig 0.024 1

gg →W+W− → µ+νe−ν gg2WW+Herwig 0.021 1

gg →W+W− → µ+ντ−ν gg2WW+Herwig 0.021 1

gg →W+W− → τ+ντ−ν gg2WW+Herwig 0.024 1

gg →W+W− → τ+νe−ν gg2WW+Herwig 0.021 1

gg →W+W− → τ+νµ−ν gg2WW+Herwig 0.021 1
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3.2 Z → µτhad event selection

The signature of the production a Z → µτhad event is the presence of a reconstructed muon

and hadrons reconstructed as a τhad. EmissT can also be generated due to the neutrinos

produced in the tau lepton decays. Since the muon and the τhad come from the Z, their

invariant mass can be as large as the Z mass and they must have opposite electric charge.

Due to the energy carried away by neutrinos, the µ-τhad invariant mass is generally smaller

(30% less on average). Z → τ+τ− events can also contain additional activity in the final

state like hadronic jets and radiated photons.

To avoid non-collisional events, at least one interaction vertex with four tracks must be

reconstructed. The vertex with higher
∑
p2

T (track) is considered the point of production

of the Z. Quality requirements are applied to discard incomplete events or events with

detector failures or containing background from beam interactions and cosmic rays.

3.2.1 Lepton selection

Muons, electrons and τhad are reconstructed as explained in Section 2.4. The sets of

general requirements on the acceptance and the quality of the reconstructed particles

have been introduced in Section 2.4.2.1 for muons, in Section 2.4.1.2 for electrons and in

Section 2.4.8.2 for τhad. Minimal pT requirements are also applied to avoid that high rate

low energy particles (produced for instance in the underlying event and pileup events)

are erroneously reconstructed as µ, τhad or e. The reconstructed leptons need to pass

additional criteria that are listed in Table 3.2.

Particle Muon τhad Electron

Particle count N (µ) = 1 ∆R (τhad, µ) > 0.4 ∆R (e, µ) > 0.2
selection N (τhad) = 1 N (e) = 0

Final selection pT >26 GeV Q(τhad) ·Q(µ) =-1
activates the SMTrig
ptcone40/pT < 0.06
etcone20/pT < 0.06

Table 3.2: Selection applied on muons, τhad and electrons to isolate events with one τhad and one
muon. Additional requirements on the muons and τhad are then applied (Final selection).

The ∆R requirements are applied to ensure that the reconstructed τhad or electrons

are not due to mis-reconstructed muons. The reconstructed events must contain exactly

one muon and one τhad and no electrons in order to reduce backgrounds with multiple

leptons. The charge of the muon and the τhad must be opposite.

The muon selection is further refined to suppress backgrounds with non-prompt muons.

Isolation criteria are required: ptcone40/pT < 0.06 and etcone20/pT < 0.06, where pT is

the transverse momentum of the muon itself. Since data events are collected with the
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single muon triggers (SMTrig), the selected muon must be the one firing the SMTrig and

its pT is at least 26 GeV to guarantee maximum triggering efficiency.

3.2.2 Event selection optimization

The fraction of background events from processes other than Z → τ+τ− in the sample

selected as in Section 3.2.1 can be as large as 75%. The purity of the sample can be

increased by applying additional topological selections. This event selection has been

tuned considering its effect on:

• the fraction of expected signal and background events;

• the statistical significance of the selected sample by using S/
√

(S +B) as a figure

of merit, where S and B are the signal and background events, respectively;

• the distortion or exclusion of parts of the τhad pT spectrum as the analysis aims at

testing the overall agreement between the TES in data and in simulations;

• the sensitivity of the TES measurements to variations of the selection thresholds.

The kinematic variables used in the selection are listed below and their distributions are

shown in Figure 3.2.

Transverse mass, MT

(
µ,EmissT

)
. The transverse mass is required to be smaller than

50 GeV to reduce W±+jets background. Since the longitudinal momentum of the neutrino

is not retrievable, the W± mass cannot be reconstructed, but the transverse mass MT can

be. The transverse mass of a system is the invariant mass of the system after having

set the momentum along the z-axis to zero. MT

(
µ,EmissT

)
is the transverse mass of the

EmissT -µ system. For relativistic particles like muons and neutrinos, assumed to be the

responsible for the EmissT in W± + jets events, the transverse mass assumes the form:

MT

(
µ,EmissT

)
'
√

2pT (µ)EmissT

(
1− cos

(
∆φ

(
µ,EmissT

)))
(3.2)

where ∆φ
(
µ,EmissT

)
is the angle between EmissT and µ in the transverse plane. Z → τ+τ−

events populate mainly the low MT

(
µ,EmissT

)
region, while W± + jets events have larger

MT

(
µ,EmissT

)
values peaking at about 75 GeV. Therefore, the MT

(
µ,EmissT

)
< 50 GeV

requirement reduces the W±+jets background. Since W± also produced in the top decay,

the top quark background is reduced too.

Sum of cosines of azimuthal angles between µ-EmissT and τhad-EmissT , Σ cos ∆φ.

Σ cos ∆φ = cos ∆φ
(
τhad, E

miss
T

)
+ cos ∆φ

(
µ,EmissT

)
is sensitive to how collinear is the

EmissT direction with the reconstructed particles. In Z → τ+τ− events, EmissT is mainly due

to the emission of neutrinos from the tau lepton decays, so it is generally small and aligned
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with the τhad or the µ for relativistic taus. In such events, either cos ∆φ
(
τhad, E

miss
T

)
or

cos ∆φ
(
µ,EmissT

)
is about one and the sum of the two is usually positive. When the

EmissT is due to experimental energy resolution effects or to neutrinos produced by heavy

particles, e.g. W±, the EmissT does not align with τhad and µ and Σ cos ∆φ is preferentially

negative. The events with Σ cos ∆φ < −0.5 are therefore excluded from the measurement.

Difference in pseudo-rapidity between τhad and µ, ∆η (τhad, µ). The ∆η (τhad, µ)

is generally small in Z → τ+τ− events because the τhad and µ are produced in the same

resonant decay. When the τhad and the muon have different origin, as for instance in

W± + jets, tt̄ and W+W− events, the difference in pseudorapidity can be larger. The

maximum value allowed in the analysis for ∆η (τhad, µ) is 1.5.

Difference in pT between τhad and µ, pT (τhad) − pT (µ). In background events the

τhad tends to have pT smaller than the muon especially when the τhad is a mis-identified

jet. Jets have indeed a different energy calibration and are produced with lower pT unless

they come from the decay of a heavy resonances. For Z → τ+τ− events the leptonic tau

decay produces two neutrinos, while the hadronic decay only one. The τhad on average

has therefore a larger pT then the muon. Events with pT (τhad) − pT (µ) < −15 GeV are

mostly backgrounds and therefore are excluded from the analysis.

Other variables have been considered but they were found less effective in suppressing

the backgrounds.

The topological selection described above is applied to τhad-µ events and defines the

sample of events used for the TES measurement.
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(a) (b)

(c) (d)

Figure 3.2: Distributions of the transverse mass MT

(
µ,EmissT

)
(a), the Σ cos ∆φ (b), the

∆η (τ, µ) (c) and the pT (τ) − pT (µ) (d) for µτhad events as selected in Section 3.2.1. Events
in data (black dots) are compared to the expected stacked contributions from Z → τ+τ− (light
blue) and background processes determined as described in Section 3.3. Only statistical uncer-
tainties are shown. Underflow and overflow events are added to the first and last bin, respectively.
The lower panel shows the ratio of observed events in data to the sum of expected signal and
background events.
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3.3 Background estimate

The dominant sources of background events for this measurement can be classified in two

categories: prompt and non-prompt.

Prompt backgrounds produce a muon and a τhad directly in the primary interaction or

via the decay of short lived particles like W±, Z, H and tau lepton. The muon and the τhad

produced in this way are called prompt. The prompt processes relevant for this analysis

are tt̄, V V ( = W+W−, W±Z, ZZ), tW± productions, with tt̄ being the dominant.

These backgrounds have been reduced by rejecting events with additional leptons or τhad

and certain topological properties. A small fraction of events with multiple leptons is

nonetheless accepted due to leptons outside the detector acceptance or not reconstructed.

The prompt background estimate is based on simulations, as explained in Section 3.1.

Non-prompt backgrounds are events with at least one non-prompt muon or one non-

prompt τhad. A reconstructed muon or τhad is considered non-prompt when the particle

they are originated from, is either a different particle, or produced in the decay of hadrons

or produced via interaction with matter. The probability for a non-prompt particle to

pass the muon or τhad selection requirements is very small, however the production rate

of non-prompt particle sources is so high that non-prompt backgrounds cannot be ne-

glected. The dominant sources of non-prompt background events are QCD multi-jet and

W± + jets, but smaller contributions come also from Z → µ+µ− + jets, tt̄ and single-top.

In QCD multi-jet events both the muon and the τhad are non-prompt while in the other

processes there is usually only one non-prompt particle, most likely the τhad. Non-prompt

particles can be modeled by simulation although with worse accuracy compared to prompt

particles. In particular the probability for non-prompt particles to be selected is difficult

to model. The backgrounds with one non-prompt particle and one prompt particle are

estimated with simulations, and data-driven scale factors are used to correct their rate.

For backgrounds with two non-prompt particles, simulations are avoided. The modeling of

these processes in simulation is inaccurate and the statistics required to produce sensitive

predictions is computationally unsustainable. The background with two non-prompt par-

ticles is obtained entirely from data using events where the muon and the τhad have same

electric charge (same-sign particles). The method to estimate non-prompt backgrounds is

called the OS − SS method and it is described in the following section.

3.3.1 The OS − SS method

The OS − SS method is based on the idea that in non-prompt background events the

electric charge of the reconstructed muon and τhad can be either the same (same-sign

or SS) or opposite (opposite-sign or OS), while for signal and prompt backgrounds the

charge is mostly opposite. Therefore same-sign µ-τhad events contain mainly non-prompt

backgrounds and can be used to estimate the contribution of non-prompt events passing

the selection with opposite-sign particles (OS region).
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Backgrounds with at least one prompt particle are evaluated using simulations. If the

background has also a non-prompt particle, its simulation is corrected with scale factors (k)

in order to address possible mis-modeling of the µ→ τhad and jet→ τhad mis-identification

rates and to reduce systematic uncertainties on the background normalization.

Backgrounds with no prompt particles (mainly QCD multi-jet) are obtained from SS

data after subtraction of events with prompt particles. Scale factors k are applied to

backgrounds with one non-prompt particle before subtraction. The scale factors k are

calculated independently for Z → µ+µ−, W± + jets, V V and events with top quarks in

dedicated control regions. The scale factors can be different in case of SS and OS particles.

The Z → µ+µ− background is divided into events where the non-prompt τhad is a muon

(Z → µ+µ− (→ τhad)) or a jet (Z → µ+µ− + jets (→ τhad)) and each has its own scale

factor.

The number of QCD multi-jet events in the SS region is

NQCD
SS = NData

SS −
(∑
i∈R

kiSS ·N i
SS

)
(3.3)

where kiSS and N i
SS are the scale factors and the number of expected events for the i-th

process with at least one prompt particle in the SS region and NData
SS is the observed

number of events in the same region. R is the ensemble of the processes with at least one

prompt particle. The shape of the distribution for QCD multi-jet is obtained analogously

with the Equation 3.3 by replacing the number of events N i
SS with the corresponding

distribution hiSS .

The total number of expected background events in the OS region is given by the

Equation 3.4.

N bkg
OS = rQCD ·NQCD

SS +

(∑
i∈R

kiOS ·N i
OS

)
(3.4)

where kiOS and N i
OS are the scale factors and the number of expected Standard Model

events with at least one prompt particle in the OS region, and rQCD accounts for potential

differences in jet → µ and jet → τhad mis-identification rates introduced by the same or

opposite charge requirements. This is due to differences in flavour composition of final

state jets in the two regions. The method of non-prompt background estimate assumes

that the QCD multi-jet distributions, relevant to the analysis, in the SS and OS region

have the same shape.

Equation 3.4 can be rewritten as:

N bkg
OS = rQCD ·NData

SS +

(∑
i∈R

N i
OS−SS

)
(3.5)

with N i
OS−SS = kiOS ·N i

OS − rQCD · kiSS ·N i
SS .
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3.3.1.1 Scale factor measurements

The factors rQCD, kiOS and kiSS are evaluated in dedicated control regions. The selection

described in Section 3.2.2 does not apply to the control regions but other conditions must

be satisfied. The measurements of kW
±+jets

OS and kW
±+jets

SS have been done by the author,

while the other scale factors have been evaluated in another analysis that shares the same

final state and uses the same background estimate method [27].

The rQCD is derived from QCD multi-jet enriched control region in data. At leading

order, QCD di-jet events include the following parton pairs in the final state: qq̄, qq′, qq̄′,

qg and gg. Relative fractions of these parton pairs are different for OS and SS non-prompt

events. No electric charge correlation between a non-prompt muon and a non-prompt τhad

is expected in events with jets from qg and gg parton pairs. However, charge correlation

is expected in events with jets from qq̄, qq′, and qq̄′ pairs, due to the proton-proton

initial state. The QCD multi-jet-enriched data control region is defined by requiring

EmissT < 15 GeV and MT < 30 GeV, allowing the muon to have any etcone20 isolation

and the τhad to pass a looser identification criterion. Contributions from electroweak and

top backgrounds in this control region are around 27% and subtracted based on simulated

predictions. A linear fit of rQCD as a function of the etcone20/pT isolation requirement

is made for 0.06 < etcone20/pT < 0.38 to obtain the value for the etcone20/pT < 0.06

requirement applied in this analysis. The measured rQCD values is 1.11± 0.08.

The W± + jets control regions are defined separately for opposite-sign and same-sign

particles and requiring EmissT > 20 GeV and MT

(
µ,EmissT

)
> 70 GeV. The large EmissT

requirement is due to the neutrino produced in the decay of the W±. For events with

W± decays the MT

(
µ,EmissT

)
tends to be large and close to 90 GeV, while a smaller

MT

(
µ,EmissT

)
is expected in other processes. The kW

±+jets are calculated separately

for OS and SS events, since the jet → τhad mis-identification rate is different for jets

from quark or gluon hadronization. The proportion of quark initiated jets is higher in the

opposite-sign selection with respect to the gluon component, that is dominant in the same-

sign selection. Figure 3.3 shows the MT

(
µ,EmissT

)
distribution for events in the W±+jets

control regions without the MT

(
µ,EmissT

)
> 70 GeV requirements. The kW

±+jets are

calculated considering only the events with MT > 70 GeV where the contribution of

other processes including Z → τ+τ− is very small. The background from QCD multi-

jet is negligible in that interval. In QCD multi-jet events, the EmissT is created by the

finite energy resolution of the detector or by wrong energy calibration of the reconstructed

particles. When a jet is reconstructed as an isolated and well identified muon, some of the

jet energy is usually lost and EmissT tends to point in the same direction of the lepton. As

a consequence, the MT

(
µ,EmissT

)
is small. The QCD multi-jet contribution would appear

as an excess of data over the estimate from simulation. This is visible in the SS region

for MT < 20 GeV in Figure 3.3(b), but such contribution is negligible above 70 GeV of

transverse mass. The measured scale factors in SS and OS events are kW
±+jets

OS = 0.80±0.05



60 CHAPTER 3. TAU ENERGY CALIBRATION WITH Z → τ+τ− EVENTS

(a) (b)

Figure 3.3: The MT distribution in the regions used to determine kW
±+jets

OS (a) and the

kW
±+jets

SS (b). Events in data (black dots) are compared to the expected stacked contributions
from Z → τ+τ− (light blue) and background processes determined as described in Section 3.3.
Only statistical uncertainties are shown. Underflow and overflow events are added to the first and
last bin, respectively. The lower panel shows the ratio of observed events in data to the sum of
expected signal and background events.

and kW
±+jets

SS = 0.93± 0.08, respectively.

The prediction of Z → µ+µ− backgrounds where one of the muons is reconstructed

as τhad are validated in two control regions with opposite-sign and same-sign leptons.

The invariant mass of the muon and the τhad leading pT track, thought to be the other

muon in Z → µ+µ− events, must be in 80 GeV < M (µ, track) < 100 GeV in the OS

and SS regions. The prediction from simulations agrees with data within the statistical

uncertainty in both regions, hence no scaling is applied to simulations.

In Z → µ+µ− + jets events with a jet passing the τhad selection, there is no charge

correlation between the τhad candidate and the selected muon. Therefore the number of

expected events in the OS and SS regions for this process is the same (NZ→µ+µ−+jets
SS ≡

NZ→µ+µ−+jets
OS ). The scale factor k

Z→µ+µ−+jets(→τhad)
OS ≡ kZ→µ

+µ−+jets(→τhad)
SS , is calculated

from the control region with events with two oppositely charged leptons (e+e−, µ+µ−) and

a reconstructed τhad. Events with two electrons are included to increase the statistics since

the jet→ τhad mis-identification probability is independent from the lepton flavour. The

simulation overestimates the mis-identification probability, so a scale factor of 0.56± 0.03

is obtained.

The tt̄ and single-top processes can produce, in addition to a muon and a τhad, multiple

high-pT jets, including those originated from b-quarks, and high EmissT . The control region

for the measurement of ktopOS and ktopSS is obtained by requiring MT > 50 GeV, EmissT >
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20 GeV, at least two jets with pT > 30 GeV and the highest pT jet to be b-tagged (see

Section 2.4.7). Scale factors are calculated separately for opposite-sign and same-sign

events: ktopOS = 0.84± 0.16 and ktopSS = 0.95± 0.22.

Multi boson production generates mostly prompt muon and τhad and constitutes the

smallest background considered in the analysis. Multi boson predictions are therefore

based only on simulations.

The scale factors used to estimate the background processes in this analysis are sum-

marized in Table 3.3.

Scale factor Value Scale factor Value

kW
±+jets

OS 0.80± 0.05 kW
±+jets

SS 0.93± 0.08

k
Z→µ+µ−(→τhad)
OS 1 k

Z→µ+µ−(→τhad)
SS 1

k
Z→µ+µ−+jets(→τhad)
OS 0.56± 0.03 k

Z→µ+µ−+jets(→τhad)
SS 0.56± 0.03

ktopOS 0.84± 0.16 ktopSS 0.95± 0.22

kV VOS 1 kV VSS 1

rQCD 1.11± 0.08

Table 3.3: Scale factors measured in the control regions and used in the background estimate with
the OS − SS method.

3.4 TES measurement

The selection described in Section 3.2 defines the signal region of the analysis. The Mvis

distribution of the events in the signal region is shown in Figure 3.4, separately for 1-track

and 3-tracks τhad. The sources of backgrounds are estimated in Section 3.3 and are grouped

in the following categories:

• Z → `+`− = Z → µ+µ− (→ τhad) + Z → µ+µ− + jets (→ τhad) (OS − SS)

• W± + jets (OS − SS)

• top = tt̄+ single-top (OS − SS)

• V V = W+W− +W±Z + ZZ (OS − SS)

• Same Sign = rQCD ·NData
SS

For Z → `+`−, W± + jets, top and V V , the OS − SS contributions are shown as ob-

tained from Equation 3.5. Contributions from other processes, e.g. the Higgs boson

production, are found negligible. The background contamination in the selected events

is the 31% (28%) for the 1-track (3-tracks) τhad. The intervals Mvis < 45 GeV and

Mvis > 90 GeV, however, is dominated by background events and contain a small fraction

of Z → τ+τ− events. The interval 45 GeV < Mvis < 90 GeV is therefore used in the TES
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(a) 1-track τhad (b) 3-tracks τhad

Figure 3.4: The Mvis distribution after the optimized selection for τhad with one (a) or three (b)
associated tracks. Events in data (black dots) are compared to the expected stacked contributions
from Z → τ+τ− (light blue) and background processes determined as described in Section 3.3.
Only statistical uncertainties are shown. Underflow and overflow events are added to the first and
last bin, respectively. The lower panel shows the ratio of observed events in data to the sum of
expected signal and background events.

measurement. Table 3.4 contains the number of data events and the expected events from

signal and backgrounds processes in this Mvis interval. The Z → µτhad events in the Mvis

Process Any τhad 1-track τhad 3-tracks τhad

Z → τ+τ− (OS − SS) 52100± 400 37200± 350 14860± 220
Z → µ+µ− (→ τhad) (OS − SS) 2170± 130 2170± 130 3± 4
Z → µ+µ− + jets (→ τhad) (OS − SS) −120± 100 −90± 90 −40± 60
W± + jets (OS − SS) 4800± 220 3700± 180 1080± 130
top (OS − SS) 444± 15 330± 12 114± 9
V V (OS − SS) 188± 9 139± 7 49± 5
Same sign 10340± 110 6650± 90 3690± 60

Total SM 69900± 500 50100± 400 19760± 270
Data 68620± 260 49080± 220 19540± 140

Table 3.4: Expected and observed numbers of events in the Mvis interval 45 GeV < Mvis <
90 GeV and passing the analysis selection. Statistical uncertainties are shown.

peak contribute to the 74% and 75% of the total expected events with 1-track and 3-tracks

τhad, respectively. The expected number of Z → τ+τ− events with same-sign µ-τhad pairs

is negligible, therefore NZ→τ+τ−
OS ' NZ→τ+τ−

OS−SS . The largest backgrounds is the Same sign

and is followed by W±+jets (OS−SS) and Z → µ+µ− (→ τhad) (OS−SS). The expected

Z → µ+µ− + jets (→ τhad) (OS − SS) contribution is negative by construction given that
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rQCD > 1 and that kSS = kOS and NSS = NOS for this process. Note that this is physi-

cally acceptable, as this contribution corrects for the excess of Z → µ+µ− + jets (→ τhad)

events predicted by the Same sign background.

Predictions are in good agreement with data, even though systematic uncertainties

have not been considered at this stage. The Mvis distributions obtained in Z → τ+τ−

simulation and in data after subtraction of the residual expected background are investi-

gated in search for potential differences attributable to biases in the τhad energy calibration.

First, the effect of small variations of the TES on the Mvis distribution is investigated.

Then, a method to measure differences in Mvis distributions and to translate these into

relative difference in TES is developed.

The Mvis to the τhad energy are connected by Equation 3.1. For small variations α of

the τhad energy Eτhad → (1 + α)Eτhad , the visible mass would shift as

Mvis →Mvis

√
1 + α 'Mvis(1 +

1

2
α− 1

8
α2 + · · · ) (3.6)

As a consequence, the Mvis distribution changes in position and width. Neglecting event

selection effects, the mean value and the standard deviation of the distribution would

scaled by
√

1 + α too. Skewness and kurtosis are not expected to vary significantly. For

α = 5% the Taylor expansion at first order of Mvis is less than 0.03% larger than the

exact Mvis value. Since the expected sensitivity to TES variations is of the order of few

percents, the linear dependence of the Mvis from α is a good approximation. Variations

in Mvis are therefore proportional to α/2.

To study the relation between TES and the Mvis distribution, clones of the simulated

samples have been made including processes with non-prompt τhad. In the cloned samples,

the energy of the τhad is shifted of a fraction α from the nominal value. α ranges between

[−5%, 5%] in 1% steps. The clones contain therefore the same events, but with a different

TES. Any variable related to the TES (e.g. pT (τhad), EmissT , MT, Mvis) is recalculated

and the event selection is applied afterwards. Figure 3.1(b) shows the Mvis distribution

in Z → τ+τ− simulated for α = 0, 5% and −5%. The Mvis distribution shifts with α, as

expected.

In order to measure variations in TES, an estimator that quantifies variations of the

Mvis distribution position has to be defined. The challenge lies in the definition of a

quantity that is sensitive to TES variations and insensitive to systematic effects as it will

be described in the following. Ideally, the value of the estimator should depend linearly in α

as this is the dependence expected on the Mvis distribution. Given an estimator ε, its value

is measured on the Mvis distributions in data after background subtraction (εData (α)) and

in Z → τ+τ− simulation (εSim (α)) for each cloned sample with α ∈ [−5%, 5%]. The values

for α = 0 of the estimator measured in data and in simulation should be the same if the

original τhad energy calibration is identical in the two cases. On the other hand, a difference

in the estimator values ∆ε = εData − εSim would be proportional to the difference in TES
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in data and simulation. The value α0 for which ∆ε = 0 gives the relative shift in TES and

is obtained from a linear fit of the ∆ε measured in each cloned sample as a function of α.

The position of the peak formed by the Z → τ+τ− Mvis distribution is measured with

several estimators. Both statistical properties of the distribution and parametrisations of

the distributions with peak-like functions have been investigated.

The statistical properties considered are the mean and the median of the Mvis distribu-

tion. They are sensitive to TES variations linearly. However, two major issues were found

with these estimators: median and mean are highly affected by TES shift in backgrounds

(i.e. the shift of non-prompt τhad) and by migrations of event in and out of the signal region.

Since the background Mvis distribution is not flat in the interval 45 GeV < Mvis < 90 GeV

(see Figure 3.4), the mean and median of the background distribution change with α. The

prompt and non-prompt τhad are due to unrelated processes which can generate different

signals in the detector. The signals for the two types of τhad may not be modeled with

the same accuracy in simulation. Thus, calibration differences for prompt τhad in data

and simulations are not related to calibration differences for non-prompt τhad. The goal

of the analysis is to compare the TES of prompt τhad in data and simulations, hence the

background influence must be minimal. The simulated background (i.e. Same sign back-

ground excluded) is larger at Mvis = 90 GeV than at Mvis = 45 GeV for 1-track τhad. TES

variations cause asymmetric migration of the background in and out the two boundaries

of the signal region Mvis interval and this has an impact on the TES measurement. The

change in the median and the mean due to the TES variation in the background simulation

only are shown in Figure A.3. The changes are also evaluated for the estimates obtained

with parametric functions, described later, The calibration of the background has an effect

on the value of α0 as big 40% for the median, 25% for the mean, and less than 10% for

parametric functions. Other Mvis intervals have been considered for the median and the

mean estimate, but similar background dependences were found. The median, that was

used in a previous calibration study [150], and the mean have been discarded.

In order to reduce the sensitivity to the background calibration, parametric functions

are instead used to fit the Z → τ+τ− Mvis distribution in the interval 45 GeV < Mvis <

90 GeV and to obtain the position of the maximum of the distribution. The maximum

position depends linearly on TES variations and, contrary to the mean and the median,

the dependence from the background calibration and on the migration of events in and

out the Mvis interval is limited. The simulated background indeed is small and rather

uniform at the maximum position of the Mvis distribution (around 65 GeV), as shown in

Figure 3.4. Thus, the relative position of the maximum position in data and simulation is

sensitive to TES differences and minimally biased by the background calibration.

The definition of a parametric function able to describe the Mvis distribution is quite

challenging. The shape of the Z → τ+τ− Mvis distribution is the result of a combination

of effects. In principle, if all the particles produced in the Z → τ+τ− decay could be

detected with perfect accuracy, the distribution would look like a Breit-Wigner function
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with the width of the Z boson (about 2.5 GeV). However, neutrinos are not detected

and take away energy from the system. The visible particles form a wider distribution

peaked at lower masses. The finite resolution on the muon and τhad energies and the event

selection additionally alter the shape of the distribution, which is therefore extremely hard

to parametrise analytically.

A set of continuous and derivable peak-like functions has been tested:

Bifurcated Gaussian: a Gaussian function with different widths on either sides of the

peak. This is used to model peak-like distributions with asymmetric sides and where

the resolution uncertainty is dominant;

Gaussian ⊗ Breit-Wigner: a convolution of a Gaussian function and a Breit-Wigner,

used to model resonances with non-null decay width and resolution uncertainty with

symmetric sides;

Composed Bifurcated Gaussian and Landau: sums a Bifurcated Gaussian function

and a Landau function which acts on one of the distribution tails;

Crystal Ball: a function with a Gaussian peak and a power-law falling tail on one side

that accounts for non-Gaussian reconstruction effects;

Bifurcated Crystal Ball: a Crystal Ball function with additional asymmetry thanks to

a Bifurcated Gaussian core and power-law tails on both sides;

Polynomial (5th order): a simple polynomial function with a number of degrees of

freedom tuned on the Mvis distribution itself.

It is found that the maximum position of the Composed Bifurcated Gaussian and

Landau function fitted to the Mvis do not scale linearly with α in the range [−5%, 5%],

and there are two values of α for which the maximum positions in data and simulation

match. This is due to the fact that the TES variation is absorbed in other parameters of the

fit rather than the maximum position. The Composed Bifurcated Gaussian and Landau

function has no parameters suitable to measure TES differences, as found in Section A.2,

and is therefore no further considered.

The fits to the Z → τ+τ− Mvis distribution in simulation and data with the remaining

parametric functions are shown in Figure 3.5 and Figure 3.6, respectively. The Bifurcated

Gaussian and the Bifurcated Crystal Ball functions fit well the sides of the distribution

but show a bias in the modeling of the peak. The maximum position is biased in the same

direction in data and simulation and the bias would, at least partially, cancel out when

calculating ∆ε. The Crystal Ball and Breit-Wigner functions better model the maximum

position compared to the bifurcated functions. However, the fitted peak shape is sharper

than the Mvis distribution, and the low mass side of the distribution seems also to be more

curvy than the line-shape obtained in both fits.
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The best modeling is obtained with the Polynomial (5th order) fit which has the

best χ2 normalized to the number of degrees of freedom. Although there is no physical

reason justifying the choice this function, it is enough flexible to model the visible mass

distribution peak in the interval 45 GeV < Mvis < 90 GeV. Polynomial functions of

different orders have also been tested, but a higher order polynomial functions adapt to

fine features of the distribution due to statistical fluctuations, while a lower order one is

not able to model the line-shape adequately.

The differences of the estimator value in data and simulation, ∆ε, measured as a

function of the TES variation α in simulation are shown in Figure 3.7 for each parametric

function. The 1-track and 3-tracks τhad are treated separately.

The Bifurcated Gaussian and Bifurcated Crystal Ball functions show some large fluc-

tuations between consecutive measurements, while the Crystal Ball, Breit-Wigner and

Polynomial (5th order) fits give more stable results with enhanced linearity. The relative

shift in TES (α0) measured with Crystal Ball, Breit-Wigner and Polynomial (5th order)

is similar and compatible within uncertainties estimated according to the procedure ex-

plained in the next section. Because of the better modeling of the Mvis distribution, the

stability of its maximum position estimator and the compatibility with other estimators,

the Polynomial (5th order) fit is the method chosen to estimate TES corrections.

Studies to test the possibility to include additional information in the TES measure-

ment have also been performed. The shape of theMvis distributions is investigated through

the use of statistical higher order moments of the distribution: the standard deviation (to

measure the the spread or width), the skewness (to measure the asymmetry) and the kur-

tosis (to measure the “sharpness”). The standard deviation in first approximation should

vary of α/2 as for the maximum position, while the skewness and kurtosis should not be

affected. However, the migration of events in the signal region as a result of a change

in α may influence the moments of the Mvis distribution. The moments of the Mvis dis-

tribution measured in data, in the predictions, in Z → τ+τ− simulations and in data

after background subtraction are shown in Figure 3.8 for 1-track and 3-tracks τhad. The

standard deviation of the simulated distributions increases linearly with α as expected,

while the kurtosis and the skewness decreases as result of the event migration. The mea-

surements of the skewness and kurtosis are affected by an higher statistical error but their

dependence from α seems to be linear. The values of α for which the moments in data and

simulation match, α0, are in the interval [0%,+1%] for 1-track τhad and in [−2%,−1%]

for 3-tracks τhad. These values are similar to the α0 obtained from the Polynomial (5th

order) fit: −0.8% for 1-track τhad and −1.1% for 3-tracks τhad. Although this study is just

preliminary and uncertainties on the measured α0 should be evaluated properly, the study

of the moments of the Mvis distribution has the potential to improve the measurement of

the TES in future.
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(a) Bifurcated Gaussian (b) Gaussian ⊗ Breit-Wigner

(c) Crystal Ball (d) Bifurcated Crystal Ball

(e) Polynomial (5th order)

Figure 3.5: Fits to the Mvis distribution in Z → τ+τ− simulated events in the range 45 GeV <
Mvis < 90 GeV with the parametric functions: Bifurcated Gaussian (a), Gaussian ⊗ Breit-
Wigner (b), Crystal Ball (c), Bifurcated Crystal Ball (d), Polynomial (5th order) (e).
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(a) Bifurcated Gaussian (b) Gaussian ⊗ Breit-Wigner

(c) Crystal Ball (d) Bifurcated Crystal Ball

(e) Polynomial (5th order)

Figure 3.6: Fits to the Mvis distribution in data events after background subtraction in the range
45 GeV < Mvis < 90 GeV with the parametric functions: Bifurcated Gaussian (a), Gaussian ⊗
Breit-Wigner (b), Crystal Ball (c), Bifurcated Crystal Ball (d), Polynomial (5th order) (e).
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(a) 1-track τhad (b) 3-tracks τhad

Figure 3.7: The value of ∆ε as a function of the TES variation α for 1-track (a) and 3-tracks (b)
τhad. The estimator considered are the maximum positions of the parametrized functions: Bi-
furcated Gaussian, Bifurcated Crystal Ball, Gaussian ⊗ Breit-Wigner, Crystal Ball and Polyno-
mial (5th order).
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(a) 1-track τhad (b) 3-tracks τhad

(c) 1-track τhad (d) 3-tracks τhad

(e) 1-track τhad (f) 3-tracks τhad

Figure 3.8: The standard deviation (top), the skewness (centre) and the kurtosis (bottom) of
the Mvis distribution in data, Standard Model predictions, data with subtracted background and
simulated Z → τ+τ− as a function of α for 1-track τhad (left) and 3-tracks τhad (right).



3.5. STATISTICAL AND SYSTEMATIC UNCERTAINTIES 71

3.5 Statistical and systematic uncertainties

The uncertainties that affect the measurement of α0 can be classified in: statistical, ex-

perimental, theoretical, OS − SS method and procedural uncertainties.

Statistical uncertainties. The uncertainty due to the statistics of data and of the sim-

ulations is evaluated by generating ensembles of pseudo-experiments. Pseudo-distributions

of the visible mass are obtained from the observed Mvis distribution and the predicted

distributions of both Z → τ+τ− and background processes.

The number of pseudo-data events is randomly picked from a Poisson distribution

with mean equal to the number of observed data events. The value of the Mvis for each

pseudo-event is generated randomly using as probability density function the data Mvis

distribution.

Since simulated events are scaled with cross-section and event-by-event correction fac-

tors, the expected number of events is not distributed according to the Poisson probability.

The generation of the pseudo-distributions for Z → τ+τ− and background processes con-

sists in casting the content of each bin of the Mvis distribution from a Gaussian distribution

with mean equal to expected background in that bin, and standard deviation equal to the

expected statistical error. This is calculated as the sum in quadrature of the scaled events

in that bin.

The generation of pseudo-distributions is done separately for data, Z → τ+τ− and the

backgrounds (including also the Same sign background). Pseudo-experiments have been

generated only for α = 0 and it is assumed that the statistical uncertainty does not change

significantly with the choice of α. This is a reasonable assumption since the statistics of

expected events is weakly affected by α.

The position of maximum of the pseudo-distribution is obtained from the fit with the

parametric functions as described in Section 3.4. The pseudo-background is subtracted

from the pseudo-data before the fit. α0 is calculated by replacing data and predictions

with pseudo-data or pseudo-predictions, respectively. Figure 3.9 shows the distribution

of α0 for 1000 pseudo-data measurements and 1000 pseudo-prediction measurements. For

the Polynomial (5th order), Crystal Ball and Gaussian ⊗ Breit-Wigner fits, the distri-

butions obtained are narrow and symmetric around the maximum. The values obtained

with bifurcated functions fluctuate more. The standard deviations of the α0 distributions

for pseudo-data and pseudo-predictions are taken as statistical uncertainties. The sum

in quadrature of the two uncertainties gives the statistical error on α0. For the Poly-

nomial (5th order) fit this uncertainty is 1.3% and 1.4% for events with for 1-track and

3-tracks τhad, respectively.

Experimental uncertainties. These uncertainties are related to accuracy in the mod-

eling of the collisional conditions, the event acquisition and the particle detection in sim-
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(a) Data-background (b) Z → τ+τ− simulation

Figure 3.9: Distribution of the α0 measured from 1000 pseudo-experiments. The measurements
in pseudo-data (left) and pseudo-predictions (right) are investigated separately.

ulations. The uncertainties associated to the lepton trigger and reconstruction have been

described in Section 2.4.5. An uncertainty on the efficiency of the muon isolation require-

ment of 2% is also applied according to dedicated studies [27]. The EmissT is used in the

selection of signal region events. Although the uncertainty on the EmissT does not influence

directly the Mvis calculation, the effect on the selection efficiency and consequently on the

TES measurement is not negligible. The EmissT scale and resolution uncertainties are con-

sidered. These uncertainties are rather large because are obtained combining the error

associated to the large number of detector inputs that are used in the EmissT calculation.

OS − SS method uncertainties. These are the uncertainties associated with the

method of background estimate. The uncertainties on the scale factors measured to cor-

rect the backgrounds predictions in the OS−SS method are given in Table 3.3. The TES

corrections are recalculated by scaling the predictions with scale factors varied up or down

within their uncertainty.

Theoretical uncertainties. These uncertainties are associated to the modeling of the

simulated processes. Since the normalizations of the main simulated backgrounds have

been checked in dedicated control regions and scale factors have been applied when needed

(see Section 3.3.1.1), the production cross-section uncertainties for simulated processes are

not considered. The modeling the parton showering and the underlying event is however

investigated for Z → τ+τ−, Z → µ+µ− and W±+ jets events. Samples of these processes

have been simulated with an alternative generator (Alpgen+Herwig rather than Alp-

gen+Pythia6). The value of α0 measured with the alternative simulation is compatible

with the original one within its statistical uncertainty.

An additional test has been performed using τ -embedded Z → µ+µ− data [151] in

place of the Z → τ+τ− simulation. The embedded sample consists of Z → µ+µ− data
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events where the muons are replaced by simulated τ leptons with same momentum. The

advantage of the embedded sample is that there are no uncertainties on the production

mechanism of the Z, because it is taken from data. However, systematic uncertainties

on the replacement of muons with τ leptons affect significantly the TES measurement

making the overall uncertainty bigger. The results obtained with the simulation and the

embedded sample are compatible confirming that uncertainties associated with the process

generation have small impact on the TES measurement.

No theoretical uncertainty is therefore significant for this measurement.

Procedural uncertainties. The uncertainties on the procedure used to extract the

TES corrections are evaluated by studying:

• differences between the average α0 in pseudo-experiments and the one which is mea-

sured in data;

• biases from the definition of the Mvis interval considered assessed by changing the

range of the fit to 50 GeV < Mvis < 85 GeV and 40 GeV < Mvis < 95 GeV;

• the value of α0 obtained without removing the expected background from data and

fitting the whole total expected and observed Mvis distribution;

• biases in the linearity dependence between ∆ε and α exploited by calculating α0 via

linear interpolation rather then a linear fit.

Summary of the systematic uncertainties The contributions to the uncertainty on

the α0 measurement due to the sources of systematic uncertainties considered is shown

in Table 3.5 for events with 1-track and 3-tracks τhad. The largest contribution is due to

the procedural uncertainties: 0.5% in both cases. Muon resolution and EmissT resolution

are also significant, especially for 3-tracks τhad. The largest of the OS − SS method

uncertainties is due to rQCD since this influences the normalization of not only the Same

sign background, but also the other backgrounds. The total systematic uncertainty is 0.6%

on the TES correction for 1-track τhad and 0.7% on that for 3-tracks τhad.
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Source Uncertainty (%)
1-track 3-tracks

Trigger efficiency 0.12 0.06
Muon reconstruction efficiency <0.01 <0.01

Muon isolation efficiency 0.01 <0.01
Muon momentum resolution 0.11 0.32

EmissT resolution 0.19 0.25
EmissT calibration 0.07 0.1

rQCD 0.28 0.09

kW
±+jets

OS 0.01 0.04

kW
±+jets

SS 0.02 0.06

kZ→µ
+µ−+jets(→τhad) <0.01 0.01

ktopOS 0.03 0.06

ktopSS 0.01 <0.01

Fit procedure 0.5 0.5

Total 0.6 0.7

Table 3.5: The contributions to the systematic uncertainty on the TES correction measured with
the the Polynomial (5th order) estimator for 1-track and 3-tracks τhad.

3.6 Results

The method described in this chapter measures the differences of the TES between data

and simulation. This difference α0 has been estimated with the procedure explained in

Section 3.4 by means of Polynomial (5th order) fits to theMvis distribution. Corrections for

the calibration of τhad in data are obtained. These corrections are calculated as (−α0/(1+

α0)) and are given in Table 3.6 for 1-track and 3-tracks τhad. This calibration is combined

τhad selection TES correction

1-track 0.8% ± 1.3% (stat.) ± 0.6% (syst.)
3-tracks 1.1% ± 1.4% (stat.) ± 0.7% (syst.)

Table 3.6: Corrections for the TES of 1-track and 3-tracks τhad reconstructed in data.

with the simulation-based one to form the official calibration applied to the reconstructed

τhad in data events collected by the ATLAS at
√
s = 8 TeV [1]. The calibration has been

applied to the data where the H → τ+τ− decay was observed [27] and is used in the tt̄H

analysis in the final state with leptons and τhad.

Additional studies of TES have been performed to evaluate differences in data and

simulation due to detector effects and collisional conditions. TES corrections are measured

considering τhad reconstructed in the barrel region (|η| < 0.8) and in the end-cap regions

(0.8 < |η| < 2.5), or comparing TES corrections for events with few or many pileup

collisions. The corrections obtained are compatible within uncertainties, therefore no
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further corrections are applied to the reconstructed τhad in data. The TES corrections

measured as a function of |η| can be found in Section A.3.





Chapter 4

Analysis of events with same-sign

lepton pairs

Chapter 1 has introduced the Standard Model and has given motivations for studies of

tt̄H production and searches for processes beyond Standard Model that can produce pairs

of same-sign leptons. These analyses are illustrated in the following chapters of this thesis:

searches for new physics in Chapter 5 and measurement of tt̄H production in Chapter 6.

Both studies focus on the analysis of proton-proton collisions data at
√
s = 8 TeV where

same-sign lepton pairs are produced in the final state.

Events with less than two leptons or with opposite-sign leptons are produced in large

quantity by QCD multi-jet, W± + jets, Z/γ∗ and tt̄ processes. Excluding for the moment

leptons that are produced in hadron decays, same-sign leptons are not produced by any

of these processes. Only rare Standard Model processes can originate same-sign lepton,

like W±Z and ZZ production. The Standard Model background in events with this

signature is therefore expected to be small making these data ideal to measure the rare

tt̄H production for the first time and to search for new physics.

The two analyses are generally different. The main difference is that, contrary to the

new physics search, the tt̄H study requires a large number of jets in the final state in

addition to the same-sign leptons. This makes the background compositions different:

processes with jets are enhanced in the tt̄H analysis compared to the new physics search.

The techniques used to estimate backgrounds are specific to each analysis and are described

in the correspondent chapters. Despite these differences, in both analyses the backgrounds

are classified in the same categories depending on the type and origin of the reconstructed

leptons. This chapter describes these categories and the processes contributing to each of

them.

Every Standard Model process that can lead to the reconstruction of same-sign leptons

is a background for the analyses. These background processes do not necessarily have

same-sign leptons produced in the proton-proton collision, but rather mis-reconstructed

leptons. Backgrounds can have for instance particles that mimic the interaction of lepton

77
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with the detectors and are reconstructed as such. Backgrounds can also have leptons with

electric charges that are not correctly reconstructed or leptons produced in the interaction

with the detector. The backgrounds for these analyses are divided into four categories:

prompt, charge misID, photon conversion and non-prompt backgrounds. These categories

are defined in the following sections.

4.1 Sources of prompt background

A prompt lepton is a lepton produced at the interaction point as direct result of the

proton-proton collision or in the decay of vector bosons W± and Z or the Higgs boson.

Leptons produced in the decay of τ leptons are also considered prompt as well as leptons

from the new physics particles described in Chapter 1. Leptons from hadron decays are

considered non-prompt due to the relatively large hadron lifetime. A reconstructed lepton

is classified as prompt if its signal has been generated by a prompt lepton and its charge is

correctly reconstructed. Prompt backgrounds have two of these leptons with same charge.

The Standard Model processes that constitute prompt backgrounds with largest cross-section

are the diboson production W±Z → `±ν`±`∓ and ZZ → `±`∓`±`∓ and the production

of same-sign W± (W±W±+2 jets→ `±`±νν+2 jets). Prompt backgrounds with large jet

multiplicity are due to tt̄ production in association with a W or Z boson (tt̄W± and tt̄Z

respectively), the dominant prompt backgrounds in the tt̄H analysis. Diboson production

is instead the dominant prompt background in the new physics search. The estimate of the

prompt background is obtained from simulations and described in the analysis chapters.

4.2 Sources of charge misID background

The charge misID background is composed by processes producing a pair of prompt

opposite-sign leptons that are reconstructed as a same-sign lepton pair. This can occur

when the charge of one of the prompt leptons is wrongly reconstructed or when the lepton

interacts with the detector producing an additional lepton with opposite-sign that is subse-

quently reconstructed. In both cases the reconstructed lepton is classified as charge misID

lepton. Charge misID backgrounds have one prompt and one charge misID lepton. The

main processes producing opposite-sign leptons and consequently constituting a source

of charge misID background are Z/γ∗, W+W− and tt̄. For high jet multiplicity, tt̄ is

the dominant charge misID background. Since the mis-identification of the lepton charge

has to do with the interaction of the lepton with the detector, the charge misID back-

grounds are different for muon and electrons and they are studied separately. The causes

of charge misID for electrons and muons are investigated in Section 4.2.1 and Section 4.2.2,

respectively. Given the large cross-section for processes producing opposite-sign leptons,

it is vital for these analyses that the probability for a prompt lepton to be reconstructed

as charge misID lepton is very small. As described in the following, the background with
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charge misID muons is found to be negligibly small for both analyses, while the back-

grounds with charge misID electrons have to be accounted for. The methods used to

determine these backgrounds are described in the analysis chapters.

4.2.1 Electron charge misID background

The charge of electrons is reconstructed from the bending direction of the track associated

with the energy deposit in the electromagnetic calorimeters that seeds the electron recon-

struction. There are three ways in which an electron can be reconstructed with charge

opposite to its real one:

• The reconstructed electron is not the one produced in the primary interaction. The

prompt electron interacts with the detector material producing a hard photon via

Bremsstrahlung; the photon subsequently interacts with the detector forming a pair

of opposite-sign electrons (e± → e±γ∗ → e±e+e−). This process is called a tri-

dent event and a representation of it is given in Figure 4.1. The electron in the

triplet with opposite-sign if reconstructed becomes the charge misID electron. The

other electrons may or may not be reconstructed, they can be superimposed to the

charge misID electron or can lay inside the isolation cone around the charge misID

electron. The probability to have electrons forming trident events is proportional

to the amount of material traversed by the electrons. The larger |η|, the ticker the

material in the inner detector that the electron has to traverse before reaching the

calorimeter. Therefore, the production rate of charge misID electron from trident

events has a strong dependence on |η|.

• The bending direction of the reconstructed track is wrongly measured. This occurs

when the electron pT is very large leading to a track with small curvature. In this

case the resolution on the hit points and the alignment of the IDet modules play an

important role. The algorithm of reconstruction could find that a track with bending

direction opposite to the real one fits the hits best. The probability of this type of

charge misID electrons to occur has a dependence on pT and on the local alignment.

• The electron energy deposit in the calorimeter is associated to the wrong recon-

structed track. Additional charged particle can be produced in any of the collisions

in the event. The more produced particles, the higher the probability to accidentally

associate one of them to an electromagnetic energy cluster. These particles typically

have low pT and are produced more frequently at large |η|.

The dominant source of charge misID electron arises from electrons interacting with

the material and forming trident events. Figure 4.2 shows the probability to reconstruct

a charge misID electron as a function of the electron pT and the probability that this

has occurred via trident event for simulated Z/γ∗ → e+e− events. The requirements
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Figure 4.1: A visualisation of the production of a trident event. The electron interacts with
the material of the inner detector and radiates a photon via Bremsstrahlung; the Bremsstrahlung
photon interacts again with the detector and creates an e+e− pair. One of the leptons in the pair
has charge opposite to the initially interacting electron. The initial electron and the photon may
or not interact with the material of the same IDet module.

used to select electrons are the same used in the new physics search. The probability is

obtained from the generator information. For pT below few hundred GeV, about 80%
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Figure 4.2: Probability to reconstruct an electron with wrong charge as a function of pT in
simulated Z/γ∗ events (blue). The charge misID rate due to trident events is also shown (red).
The bottom panel shows the fraction of charge misID electrons due to trident events with respect
to all processes of charge mis-measurement.

of the charge misID electrons arises from trident events; for pT > 400 GeV the track

curvature becomes so small that wrong measurements of the bending direction become

the main source of charge misID electrons. The expected total charge misID rate is large

enough to make the background from charge misID not negligible. The determination of

the background events with charge misID electrons is described in the analysis chapters.
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4.2.2 Muon charge misID background

The muon reconstruction is based on the statistical combination of a track in the IDet with

a track in the MS. The charge of the muon is determined from the bending direction of the

two tracks. The direction of the magnetic fields in the toroids and in the solenoid is orthog-

onal offering complementary measurements of the curvature, and therefore of the pT and

the charge. If the charge from the IDet and the MS measurements are opposite, the charge

of the track which has the higher weight in the statistical combination is used. Because of

the long lever arm of the MS, at high pT (> 100 GeV) the MS measurement dominates and

its charge is used. A charge misID muon is a reconstructed muon whose track with higher

weight has been measured with wrong bending direction. This is expected to occur with

very small probability since the best of two independent charge measurements is taken.

The muon charge is more likely to be misidentified at very large momentum because the

muon trajectory would bend very little and the hit resolution and the alignment precision

would substantially affect the bending direction measurement. Bremsstrahlung occurs for

muons at very high energies (O(TeV)) and pair production of µ+µ− is largely suppressed

compared to e+e−. Therefore muon trident events are expected to give a negligible con-

tribution in the two analyses. Track pairing errors are also negligible due to the request

of compatibility of the momentum measurements in the IDet and MS.

The rate of charge misID muons has been investigated in di-muon events in data at low

m (µ, µ) and in Z/γ∗ → µ+µ− simulation at large m (µ, µ). The muon pairs are selected as

described in the new physics search chapter with the exception that one of the muons must

have 10 < pT < 20 GeV to be orthogonal to the signal regions of the analysis. The invariant

mass of opposite-sign and same-sign di-muon pair with 60 < m (µ, µ) < 120 GeV is shown

in Figure 4.3(a). If the probability of reconstructing charge misID muons is significantly

large, the same-sign di-muon invariant mass distribution would show a peak around the Z

mass (≈ 90 GeV) since many opposite-sign leptons are produced in that interval. This is

not observed meaning that the muon charge misID background is negligible for the muon

momentum range considered in the test. The pair considered have mainly muons with

pT < 100 GeV. At larger pT, the muon charge misID rate is investigated using off-shell

Z/γ∗ → µ+µ− simulations. The charge of the generated muon from Z/γ∗ → µ+µ− is

compared to the reconstructed one for pT > 100 GeV and the probability of wrong charge

measurement as a function of pT is obtained. The charge misID rate for muons is shown in

Figure 4.3(b) as a function of the muon pT. The muon charge misID probability at large

pT is still relatively small (about 10−4). The electron charge misID rate is hundreds of

times larger for the same pT. Similar tests have been performed with the muons selected

for the tt̄H analysis obtaining similar results. The muon charge misID background is

therefore considered negligible in both analyses.
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Figure 4.3: (a): Invariant mass distributions of opposite-sign (OS) and same-sign (SS) muon
pairs in data events with 60 < m (µ, µ) < 120 GeV. (b): The muon charge misID probability as a
function of pT from Z/γ∗ → µ+µ− simulations.

4.3 Sources of photon conversion background

The photon conversion background is due to processes producing at least one prompt

lepton and a photon with the photon being reconstructed as an electron with the same

charge of the prompt lepton. Photons can convert in a e+e− pair by interaction with the

detector. The selection applied to electrons in the analysis signal regions excludes electrons

that form a pair compatible with a photon conversion. However, if only one of the two

electrons from photon conversion is reconstructed, it can pass the selection and be paired

with another lepton in the event to form a same-sign pair. Photons can be reconstructed as

electrons also when the energy deposited by the photon in the electromagnetic calorimeter

is paired with an unrelated track in the IDet. The µ+µ− pair production is negligible

compared to e+e− and electromagnetic calorimeter energy deposits only marginally affect

the muon reconstruction algorithm. Therefore the photon conversion background affects

only analyses with reconstructed electrons. The main processes contributing to the photon

conversion background are W±γ and Zγ. The estimate of these backgrounds are described

in the analyses chapters.

4.4 Sources of non-prompt background

Non-prompt leptons are hadrons erroneously reconstructed as leptons or decay product

of hadrons reconstructed as leptons. Non-prompt leptons are often due to true leptons

produced in the decay of heavy flavour hadrons (containing b or c-quarks). The Dalitz

decay of π0 can also produce true electrons. Charged pions and kaons stopped in the

electromagnetic calorimeters can sometimes be reconstructed as electrons too. Although

these particles are not electrons and can have prompt origin, they are considered non-
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prompt electrons. Very high energy hadrons can pierce the calorimeters and make tracks

in the MS that are paired by the muon reconstruction algorithm to IDet tracks to form

muons. Leptons created by the interaction of hadrons or of the hadron decay products

with the detector are also considered non-prompt. In the processes considered above, the

reconstructed lepton is always the result of a sequence of events initiated by a quark or

gluon. As such these leptons are grouped in the same category and are referred to globally

as non-prompt leptons.

The non-prompt background includes all the processes where hadronic jets are gen-

erated and at least one produces a non-prompt lepton. In di-lepton analyses the fake

background can have one prompt and one non-prompt lepton or two non-prompt leptons.

Sources can be W±+jets, QCD multi-jet, Z/γ∗+jets, tt̄, tW± and single-top productions.

W± + jets and QCD multi-jet processes are the main backgrounds in events with low jet

and b-jet multiplicity; tt̄ is dominant among the non-prompt backgrounds with b-jets and

high number of jets.

The charge of non-prompt leptons is barely related to the charge of the parton that

originated the jet. Therefore, there is no correlation between the charge of a non-prompt

lepton and any other lepton in the event meaning that the non-prompt background are

expected to produce reconstructed same-sign leptons as frequently as opposite-sign leptons.

Given that the cross-section for the processes responsible for the non-prompt backgrounds

are very large at hadron colliders, the probability to select non-prompt leptons must be

very small in order to not be dominated by the non-prompt background.

Figure 4.4 shows a representation of a non-prompt lepton produced in a jet via hadron

decay. Non-prompt leptons are generally surrounded by the other particles composing the

jet. If the non-prompt lepton is produced in a secondary decay, its impact parameter can

be significantly different from zero. Prompt leptons have tracks and calorimeter energy

deposits with distinctive properties that can hardly be mimicked by other particles. The

rejection of non-prompt leptons is based on requirements on the isolation, the impact pa-

rameter and the quality of the detector signal associated with the leptons. The criteria

used in the tt̄H and new physics analyses are described in the relative chapters. The esti-

mate of the non-prompt background is also analysis specific. However, both analyses use

data-driven methods for the estimate of this background, because non-prompt lepton pro-

duction and reconstruction is not easy to simulate. The modeling of the parton showering

and the hadronization processes must be accurate as well as the decay modes. The way

in which a hadron can mimic the interaction of a lepton with the detector must also be

accurate. The simulated statistics must be also very large since the selection probability

of non-prompt leptons is small and the cross-section of non-prompt sources are very large.

Data-driven methods are therefore preferred.
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Figure 4.4: A visualisation of the production of a non-prompt lepton from a hadron decay in a jet.
The blue line is the trajectory of the hadron that decays into a lepton (red arrow) and additional
particles. The green arrows represent the hadrons forming the jet. The black dashed line shows the
non-zero impact parameter of the lepton trajectory due to its production away from the primary
vertex.



Chapter 5

New physics in same-sign leptons

The analysis of same-sign lepton pairs produced in proton-proton collisions constitutes an

opportunity for discovery of new physics in a low background environment. The production

of same-sign lepton pairs in the Standard Model is limited to rare processes, where multiple

vector bosons and top quarks are typically produced. Additional same-sign lepton pairs

can arise from non-prompt, charge misID and photon conversion backgrounds, as described

in Chapter 4. These processes are also rare because of the ability of the ATLAS detector

to discriminate them from prompt leptons, as described in Section 2.4.

Several theoretical scenarios, including Supersymmetry [44], universal extra dimen-

sions [45], Left-right symmetric models [46–49], the little Higgs model [50], fourth gener-

ation quarks [52–54] and vector-like quarks [51], predict production of same-sign lepton

pairs beyond the Standard Model. Non-Standard Model production of same-sign lep-

ton pairs is also expected for models that provide an explanation for the neutrino mass

generation, like see-saw models [63–70] and radiative models [71–74].

Given the variety of models potentially producing same-sign leptons, a wide range of

final state topologies are possible. For instance, the same-sign lepton pair production

may or may not be resonant, and additional particles, like other leptons, photons, jets

and invisible particles, can be produced in the final state. It is also possible that Nature

produces same-sign leptons in unknown ways. Because of this potential multitude of non-

Standard Model same-sign production mechanisms of lepton pairs, a generic and inclusive

approach to the analysis of same-sign lepton pairs is chosen.

The lepton kinematic measurement is limited only by the detector acceptance and

minimal requirements on the activity in the event besides the same-sign lepton pair are

imposed. Reconstructed leptons are selected with very stringent quality criteria to suppress

the reducible backgrounds from non-prompt leptons, charge misID leptons and photon

conversion.

The anomalous production of same-sign pairs is searched for in the invariant mass

spectra of e±e±, e±µ± and µ±µ± reconstructed pairs. The form of the results obtained

does not rely on any specific theory and allows the testing of several new physics models.
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An additional study is performed on same-sign lepton pairs in search of di-lepton

resonances. Two of the mechanisms of neutrino mass generation, the Type-II see-saw

model [83, 152–155] and the classic Zee-Babu model [71–73], produce resonant same-sign

lepton pairs from the decay of doubly charged particles. Given the good resolution of

the energy of reconstructed leptons in ATLAS, the lepton pairs would form a narrow

resonance in the same-sign lepton invariant mass distribution. The search for resonances

in reconstructed same-sign lepton pairs has therefore tremendous potential to investigate

these models.

This chapter describes the search for the production of same-sign lepton pairs due to

physics beyond Standard Model. Examples of production modes of same-sign lepton pairs

from new physics are given in Section 5.1. The data sample and simulations used in the

analysis are described in Section 5.2, and the event selection requirements are summarized

in Section 5.3. The estimation and validation of the Standard Model backgrounds are

discussed in Section 5.4 and the associated uncertainties are evaluated in Section 5.5.

The statistical analysis of the selected same-sign lepton pairs is presented in Section 5.6.

Results for both the inclusive search for new physics and the search for doubly charged

particles are also described there.

The analysis presented in this chapter is the result of collaboration between the au-

thor and six colleagues. The author has led the signal region selection optimization and

the background determination and validation. He has also defined the fiducial selection,

calculated the fiducial efficiency used in the inclusive search and estimated the efficiency

of the detection of doubly charged particles with the ATLAS detector. The work has been

published in JHEP [2].

5.1 New physics signatures

Chapter 1 has introduced two candidate extensions of the Standard Model that provide a

mechanism for the neutrino mass generation. The see-saw mechanisms [63–70] require new

fields: neutral fermion SU(2)L singlets (NR) for Type-I, a new scalar SU(2)L triplet (φ)

for Type-II and new fermion SU(2)L triplets (Σ) for Type-III. In radiative models [71–74],

the loop diagram that generates the neutrino mass contains two scalar SU(2)L singlets

(k±± and h±) in the classic Zee-Babu model; diquarks and leptoquarks (SDQ and SLQ) in

the Coloured Zee-Babu model.

The production of the particles predicted by these models at the LHC has been

investigated [71–74, 83, 152–155], and both see-saw and Zee-Babu models lead to non-

Standard Model production of same-sign lepton pairs. Diagrams of same-sign lepton pair

productions via see-saw modes at the LHC are given in Figure 5.1. The heavy Majorana

neutrino NR of the Type-I model can be produced via a virtual W± and can decay into

a W± and a lepton. Heavy Majorana neutrinos are also predicted by the Left-right sym-

metric model, where a heavy right-handed W± boson (W±R ) is also introduced. Therefore
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Figure 5.1: Tree level Feynman diagrams of same-sign lepton pairs productions in Type-I (a),
Type-II (b) and Type-III (c) see-saw models.

in the Left-right symmetric model, the NR can also be produced in the decay of a W±R .

The production of a W±R from quarks and its decay into a NR and a lepton are shown

in Figure 5.1(a). The NR can decay either into a lepton and a W±, or into a lepton and

two quarks via a virtual W±R exchange. The final state contains a pair of non-resonant

same-sign leptons and additional jets or leptons depending on the W± decay mode.

The scalar triplet φ in the Type-II model has a doubly charged component (φ±±). The

decay of this particle produces same-sign lepton pairs or same-sign W± pairs with a ratio

that depends on the vacuum expectation value of the triplet [156]. The latter decay mode

would be observed in the same-sign lepton pairs as a non-resonant excess, and the former

as a distinctive resonance. One of the main mechanisms of production of doubly charged

particles at the LHC is the pair production via a Z/γ∗ exchange shown in Figure 5.1(b).

The final state of this process contains two pairs of resonant same-sign leptons, making it

one of the cleanest signatures at the LHC. The Left-right symmetric model can generate

Type-II neutrino masses via a scalar SU(2)L triplet and a scalar SU(2)R (the additional

symmetry of the model) triplet. The doubly charged components of these fields are called

H±±L and H±±R , respectively. Their pair production at the LHC is analogous to the process

shown in Figure 5.1(b). The Left-right symmetric model is used as a benchmark model for

the production of doubly charged particles and a heavy Majorana neutrino in this analysis.

The neutral lepton Σ0 and the charged lepton Σ±, composing the lightest triplet of
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the Type-III see-saw model, could be produced in association at the LHC via exchange

of a virtual W±. The decay of these particles produces a W± and either a neutrino or

a lighter charged lepton. The final state of this process contains a same-sign lepton pair

and jets as shown in Figure 5.1(c). The signature of this process is similar to that of the

Type-I see-saw model but with additional EmissT .

In the classic Zee-Babu model, the neutrino mass generation occurs at two loop level

and is mediated by a doubly charged particle, k±±. The production of this particle at the

LHC is via pair production similar to the production of φ±± in the Type-II see-saw model

(Figure 5.2(a)), and leads to the generation of two resonant same-sign lepton pairs.

Diquarks of the Coloured Zee-Babu model, SDQ, with charges ±2/3 and ±4/3, are

expected to be produced from quark pairs. The decay of SDQ generates same-sign lepto-

quarks, SLQ, that then decay into a charged lepton and a quark. The whole process leads

to the production of a same-sign lepton pair and two quarks as shown in Figure 5.2(b,c).
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Figure 5.2: Tree level Feynman diagrams of same-sign lepton pairs productions in classic Zee-Babu
(a) and Coloured Zee-Babu models (b,c).

Additional modes of same-sign lepton pair production are expected from models of

Supersymmetry [44], universal extra dimensions [45], vector-like quarks [51], fourth gen-

eration quarks [52–54] and others. These processes usually generate several particles in

addition to the same-sign lepton pair. In these cases, a dedicated search taking into account

the whole final state topology is typically more effective, however the fourth generation

down-type quark b′ pair production is considered anyway. The production diagrams of b′

quarks and their decay to same-sign leptons is shown in Figure 5.3. The final state also

contains a high and variable number of jets. This model is used as benchmark to test the

validity of the analysis results for processes with busy final states.
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Figure 5.3: Feynman diagrams of fourth generation down-type quark pair production and decay
into top quarks (a) or a top quark and a lighter quark (b).

In summary, the non-Standard Model production mechanisms of same-sign lepton pairs

considered in this analysis are:

• pair production of H±±L via a virtual Z/γ∗ exchange in the context of the Left-right

symmetric model (two resonant same-sign pairs);

• production of a right-handed W boson (WR) decaying to a charged lepton and a

right-handed neutrino (NR) in the context of the Left-right symmetric model. The

right-handed neutrino further decays into a lepton and jets;

• production of a diquark (SDQ) with charge±2/3 or±4/3 decaying into two same-sign

leptoquarks (SLQ): pp→ SDQ → SLQSLQ → `±`±qq

• production of a fourth generation heavy b′b̄′ pair with the b′ quarks decaying into a

W boson and either a top quark or an up-type quark.

These processes cover a variety of signatures, with multiple particles produced in addition

to the same-sign lepton pair. This variety is needed for a model-independent interpretation

of the results.

5.2 Data and simulation

The search for same-sign lepton pairs is performed on the proton-proton collisions collected

by ATLAS at a centre-of-mass energy of
√
s = 8 TeV. Only events collected with fully op-

erational detectors are considered. Events affected by significant noise, beam background
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or cosmic ray background are also excluded. The integrated luminosity of the dataset is

20.3 fb−1.

Simulated events are generated to model prompt and charge misID backgrounds that

may rise from Standard Model processes. Non-Standard Model processes are also studied

with simulations. The simulation of collision events is a multi-step process that uses

dedicated programs to model specific aspects of the interaction. In addition to the process

generation, the simulation takes into account the interaction of particles with the ATLAS

detector and the resulting readout signals generated. Details of the simulation have been

given in Section 2.3.

The simulated Standard Model processes are summarized in Table 5.1 for prompt

backgrounds and Table 5.2 for charge misID and photon conversion backgrounds. For

each process the generator and the cross-section used to scale the simulated yields are

given. The complete set of simulations used in the generation of a process is specified

in Table 2.1. For some processes, event filters are applied to select specific decay modes,

to require a certain number of radiated partons or to apply kinematic constraints. The

cross-sections provided take into account the efficiency of these event filters.

The simulated cross-sections are also corrected with K-factors to account for higher

order corrections in perturbation theory. The K-factors are also given in Table 5.1 and

Table 5.2.

The prompt backgrounds modeled with simulations are: diboson production (W±W±,

W±Z and ZZ), tt̄W±, tt̄Z and multi-parton interaction (MPI) generating W±W±, W±Z

and ZZ. In MPI, two hard scatterings occur in the same proton-proton collision, each

producing either a W± or a Z boson. The simulation of the diboson production also

includes the singly resonant production W±γ∗ and Zγ∗. The W±W± production proceeds

via the t-category exchange of a gluon and results in two jets in the final state in addition

to the two same-sign W± bosons. Triboson production processes (W±W+W−, ZW+W−

and ZZZ) have also been simulated and are found to be negligible for this analysis.

The processes producing charge misID background that are estimated with simulations

are Z/γ∗, tt̄, tW± and W+W− production. The Z/γ∗ simulation includes also the pro-

duction of radiated photons that contributes to the photon conversion background. W±γ

production is also simulated.

In the estimate of the non-prompt background, simulated W±+ jets samples are used

to evaluate the fraction of prompt background in events with one electron. The simulations

used to model this process are given in Table B.1.

The processes of new physics estimated with simulations are:

• pair production of H±±L with H±±L mass between 100 GeV and 1 TeV;

• production of a WR boson decaying to a charged lepton and a right-handed neutrino

(NR). The mass ranges considered are 1 TeV ≤ m (WR) ≤ 2 TeV and 250 GeV ≤
m (NR) ≤ 1.5 TeV;
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• production of a fourth generation heavy b′b̄′ pair with mass between 400 GeV and

1 TeV;

• diquark (SDQ) production and decay into two same-sign leptoquarks (SLQ). The

mass ranges considered are 2.5 TeV ≤ m (SDQ) ≤ 3.5 TeV and 1 TeV ≤ m (SLQ) ≤
1.4 TeV.

The full list of simulated signal processes and their generators is given in Table B.2.

All the simulations are corrected for the pileup conditions as observed in data, and

have data-driven corrections applied for particle detection efficiencies, energy calibration

and energy resolution, as specified in Section 2.4.

Process Generator σ × εfilter [pb] K-factor

W±Z → ```ν Sherpa 9.75 1.06
ZZ → ```` Sherpa 8.74 1.11
W±W± + 2p MadGraph+Pythia8 0.344 1.0
tt̄W± MadGraph+Pythia6 0.104 1.17
tt̄W± + p MadGraph+Pythia6 0.053 1.17
tt̄W±+ ≥ 2p MadGraph+Pythia6 0.041 1.17
tt̄Z MadGraph+Pythia6 0.068 1.35
tt̄Z + p MadGraph+Pythia6 0.045 1.35
tt̄Z+ ≥ 2p MadGraph+Pythia6 0.04 1.35
MPI W+W− Pythia8 0.012 1.0
MPI W±Z Pythia8 0.0075 1.0
MPI ZZ Pythia8 0.012 1.0
W±W+W− MadGraph+Pythia6 0.005 1.0
ZW+W− MadGraph+Pythia6 0.0016 1.0
ZZZ MadGraph+Pythia6 0.0003 1.0

Table 5.1: Simulated processes used for the prompt background modeling. For each process,
the generator configuration, the cross-section times the generator filter efficiency and the K-factor
used to scale the simulated cross-section value to the latest theoretical calculation are given. The
full simulation setup is specified in Table 2.1. X + np with n integer and X a generic process
indicates the number of partons (quarks or gluons) produced at matrix element level in addition
to the process X.



92 CHAPTER 5. NEW PHYSICS IN SAME-SIGN LEPTONS

Process Generator σ × εfilter [pb] K-factor
Charge misID background processes

Z/γ∗ → e+e− (m`` ∈ [10, 60] GeV) Alpgen+Herwig 3477.9 1.195
Z/γ∗ → e+e− + 1p (m`` ∈ [10, 60] GeV) Alpgen+Herwig 108.72 1.195
Z/γ∗ → e+e− + 2p (m`` ∈ [10, 60] GeV) Alpgen+Herwig 52.83 1.195
Z/γ∗ → e+e− + 3p (m`` ∈ [10, 60] GeV) Alpgen+Herwig 11.31 1.195
Z/γ∗ → e+e− (m`` ∈ [60, 2000] GeV) Alpgen+Herwig 711.82 1.229
Z/γ∗ → e+e− + 1p (m`` ∈ [60, 2000] GeV) Alpgen+Herwig 155.17 1.229
Z/γ∗ → e+e− + 2p (m`` ∈ [60, 2000] GeV) Alpgen+Herwig 48.74 1.229
Z/γ∗ → e+e− + 3p (m`` ∈ [60, 2000] GeV) Alpgen+Herwig 14.23 1.229
Z/γ∗ → e+e− + 4p (m`` ∈ [60, 2000] GeV) Alpgen+Herwig 3.76 1.229
Z/γ∗ → e+e−+ ≥ 5p (m`` ∈ [60, 2000] GeV) Alpgen+Herwig 1.09 1.229
Z/γ∗ → µ+µ− (m`` ∈ [10, 60] GeV) Alpgen+Herwig 3477.1 1.195
Z/γ∗ → µ+µ− + 1p (m`` ∈ [10, 60] GeV) Alpgen+Herwig 108.75 1.195
Z/γ∗ → µ+µ− + 2p (m`` ∈ [10, 60] GeV) Alpgen+Herwig 52.74 1.195
Z/γ∗ → µ+µ− + 3p (m`` ∈ [10, 60] GeV) Alpgen+Herwig 11.29 1.195
Z/γ∗ → µ+µ− (m`` ∈ [60, 2000] GeV) Alpgen+Herwig 712.11 1.229
Z/γ∗ → µ+µ− + 1p (m`` ∈ [60, 2000] GeV) Alpgen+Herwig 154.77 1.229
Z/γ∗ → µ+µ− + 2p (m`` ∈ [60, 2000] GeV) Alpgen+Herwig 48.91 1.229
Z/γ∗ → µ+µ− + 3p (m`` ∈ [60, 2000] GeV) Alpgen+Herwig 14.22 1.229
Z/γ∗ → µ+µ− + 4p (m`` ∈ [60, 2000] GeV) Alpgen+Herwig 3.78 1.229
Z/γ∗ → µ+µ−+ ≥ 5p (m`` ∈ [60, 2000] GeV) Alpgen+Herwig 1.09 1.229
Z/γ∗ → τ+τ− (m`` ∈ [10, 60] GeV) Alpgen+Herwig 3478.0 1.195
Z/γ∗ → τ+τ− + 1p (m`` ∈ [10, 60] GeV) Alpgen+Herwig 108.67 1.195
Z/γ∗ → τ+τ− + 2p (m`` ∈ [10, 60] GeV) Alpgen+Herwig 52.73 1.195
Z/γ∗ → τ+τ− + 3p (m`` ∈ [10, 60] GeV) Alpgen+Herwig 11.33 1.195
Z/γ∗ → τ+τ− (m`` ∈ [60, 2000] GeV) Alpgen+Herwig 711.69 1.229
Z/γ∗ → τ+τ− + 1p (m`` ∈ [60, 2000] GeV) Alpgen+Herwig 155.17 1.229
Z/γ∗ → τ+τ− + 2p (m`` ∈ [60, 2000] GeV) Alpgen+Herwig 48.74 1.229
Z/γ∗ → τ+τ− + 3p (m`` ∈ [60, 2000] GeV) Alpgen+Herwig 14.23 1.229
Z/γ∗ → τ+τ− + 4p (m`` ∈ [60, 2000] GeV) Alpgen+Herwig 3.76 1.229
Z/γ∗ → τ+τ−+ ≥ 5p (m`` ∈ [60, 2000] GeV) Alpgen+Herwig 1.09 1.229
tt̄ (≥ 1W± → `ν`) MC@NLO 112.9 1.2158
tW± MC@NLO 20.7 1.08
W+W− → `ν`ν Sherpa 5.5 1.07
ZZ → ``νν Sherpa 0.5 1.14

Photon conversion background processes
W±γ (W± → e±ν) Sherpa 162.88 1.0
W±γ (W± → µ±ν) Sherpa 162.88 1.0
W±γ (W± → τ±ν) Sherpa 162.96 1.0

Table 5.2: Simulated processes used for the charge misID and photon conversion background
modeling. For each process, the generator configuration, the cross-section times the generator filter
efficiency and the K-factor used to scale the simulated cross-section value to the latest theoretical
calculation are given. The full simulation setup is specified in Table 2.1. X + np with n integer
and X a generic process indicates the number of partons (quarks or gluons) produced at matrix
element level in addition to the process X.
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5.3 Event selection

The aim of the selection is to collect a pure sample of events with prompt same-sign

lepton pairs. The reducible backgrounds are suppressed with stringent lepton identification

requirements, while to reduce Standard Model prompt backgrounds, events containing Z

boson decays to leptons are rejected. The requirements on the same-sign lepton pair

kinematic variables are minimal in order to perform an inclusive measurement of same-

sign lepton pair production that is not model dependent.

5.3.1 Lepton selection

The reconstruction of leptons in ATLAS has been described in Section 2.4. A set of

general requirements on the acceptance and the quality of reconstructed leptons has also

been introduced in Section 2.4.1.2 for electrons and in Section 2.4.2.1 for muons. However,

leptons used in this analysis are required to pass additional criteria.

Two levels of selection are defined for reconstructed leptons: loose and tight . The

leptons selected by the loose requirements (loose leptons) are used for the data-driven

estimate of the non-prompt background, as explained in Section 5.4.4. The tight require-

ments select a sub-sample of loose leptons of higher quality (tight leptons), and these

leptons are used in the definition of the signal region selection. Table 5.3 contains the

definitions of loose and tight leptons.

The lepton transverse momentum requirements, pT > 20 GeV and at least one with

pT > 25 GeV, have been chosen to ensure high and flat trigger efficiency in all categories,

and to avoid a large contamination of non-prompt backgrounds as they typically produce

low pT leptons. The requirements on the impact parameters are relative to the precision

of z0 and d0. The measured d0 has to be less than three times its uncertainty, while

the requirement on z0 depends on the θ of the lepton. These conditions suppress leptons

produced by particles with a measurable lifetime like heavy flavour hadrons and leptons

produced in interactions with the detector. The d0 < 0.2 mm condition is applied to

reconstructed muons to avoid the cosmic ray background. Muons with poorly measured

charge are rejected by requiring the charge measurement in the IDet and the MS to be

the same (Q(IDet) = Q(MS)). Electrons are selected if they satisfy the medium++

identification criterion (Section 2.4.1.1); the conversion requirements from the tight++

identification criterion are also applied to reject electrons from charge misID and photon

conversion.

To avoid the case where a particle is reconstructed multiple times, when two recon-

structed particles are found to be very close in ∆R, one of them is rejected. For instance,

a muon can, in rare cases, release enough energy in Ecal and therefore be reconstructed

both as a muon and as an electron. In such cases, the reconstructed electron is removed.

Jets close to electrons are also removed.

Requirements on the etcone and ptcone isolations, and ∆R (`, jet), further reduce
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the non-prompt and charge misID backgrounds. The isolation requirements have been

optimized using simulation and opposite-sign di-lepton data. This study has been done

by collaborators, hence it is just briefly described in the following. The efficiency of the

isolation selection for prompt leptons is measured in H±±L pair production simulations;

cc̄ and bb̄ simulated events are used to determine the non-prompt lepton rejection power.

The isolation efficiency has also been measured in data with an opposite-sign lepton pair

with invariant mass compatible with the Z mass, and in Z/γ∗ → `+`− simulations. No

significant differences have been observed between the efficiencies in data and simulation

as a function of the lepton η and pT, and the number of primary vertices. Thus, no

corrections are applied to the efficiency of the isolation selection in simulated events.

Jets are used in the lepton selection to reject leptons of non-prompt origin. Jets are

also used in the estimate of the background with non-prompt electrons, as described in

Section 5.4.4.2. The baseline criteria for the jet selection are described in Section 2.4.6. In

addition, all jets considered have ∆R (jet, e) > 0.2, where e is any reconstructed electron,

to avoid the use of jets reconstructed from prompt electron signals in the calorimeters. If

a lepton is close to a high energy selected jet, determined by ∆R (`, jet) ≤ 0.4 for jets

with pT (jet) > 25 GeV + pT (`) × 0.05, the lepton is removed because it is considered

non-prompt. The efficiency of this selection requirement has been measured in data and

simulation from a Z → `+`− enriched region. The two measurements are compatible and

no correction is applied to the simulated events.

Alternative definitions of loose and tight leptons are used in the validation of the non-

prompt background estimate. These selections modify the nominal selection such that

more non-prompt leptons pass the tight and the loose selections. More details are given

in Section 5.4.5.4.

Nominal Muon Electron
Selection

loose pT > 20 GeV
pT > 25 GeV for the highest pT (leading) lepton of the pair

|z0 sin θ| < 1 mm
|d0|/σ(d0) < 3 and |d0| < 0.2 mm |d0|/σ(d0) < 3

Q(IDet) = Q(MS) medium++ ID
not flagged as from photon conversion

∆R (e, µ) > 0.2
∆R (`, jet) > 0.4 if pT (jet) > 25 GeV + pT (`)× 0.05

tight ptcone30/pT < 0.07 ptcone30/pT < 0.1
etcone30 < 3.5 + (pT − 20)× 0.06 GeV etcone20 < 3 + (pT − 20)× 0.037 GeV

tight++ ID

Table 5.3: Definitions of the loose and tight selections applied to muons and electrons. The
selection of jets used for the ∆R (`, jet) requirement is described in the text.
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5.3.2 Trigger requirements

Data containing pairs of leptons are selected using the di-lepton triggers. These triggers

were chosen after a careful analysis of the trigger options suitable for di-lepton event

acquisition: the single lepton and di-lepton triggers described in Section 2.4.4. Simulated

W±Z events where at least two leptons pass the lepton selection (Section 5.3.1) are used to

study the trigger performances. Events with two electrons can be collected with the single

electron trigger (SETrig) or the di-electron trigger (DETrig), while the single muon trigger

(SMTrig) and the di-muon trigger (DMTrig) are used for µ±µ± events. For mixed flavour

e±µ± events, the single lepton triggers combination (SETrig or SMTrig) and the electron-

muon trigger (EMTrig) are tested. Table 5.4 compares the efficiencies of the simulated

multi-lepton events to pass the several trigger requirements in each lepton flavour category.

e±e± category SETrig DETrig

Efficiency (%) 99.2± 0.5 97.6± 0.8

e±µ± category SETrig or SMTrig EMTrig

Efficiency (%) 97.9± 0.7 85.9± 1.8

µ±µ± category SMTrig DMTrig

Efficiency (%) 93.2± 1.1 93.8± 1.0

Table 5.4: Efficiencies to trigger the acquisition of multi-lepton W±Z events for several trigger
options and in the three lepton flavour categories considered in this analysis. The error reflects the
statistical uncertainty of the simulated samples.

The di-lepton triggers and the single lepton triggers have comparable efficiency except

in the e±µ± category. Here the single lepton trigger combination has 10% higher efficiency

than the EMTrig. However, there are differences in selecting di-lepton pairs that have to

be taken into account. Contrary to the di-lepton triggers, the single lepton triggers:

• do not apply any requirement to the other leptons in the event;

• impose isolation requirements on the trigger lepton to limit the firing rate to a level

adequate for acquisition.

The former difference is beneficial to the signal acceptance; the latter is detrimental to the

ability to precisely determine the non-prompt background.

The leptons selected for analysis, the tight leptons, are required to pass more stringent

requirements than those imposed by any of these triggers. However, the leptons used to

estimate the non-prompt background have looser isolation requirements compared to those

for the single lepton trigger. To avoid biases, the loose lepton selection should require at

least the same level of selection as the triggers. This means that to use single lepton

triggers, the loose lepton must require some ptcone isolation. This condition undermines
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the purpose of the loose lepton definition for selecting a large sample of non-prompt

leptons. The sample of loose leptons needs to be unbiased by any isolation requirements.

Di-lepton pairs selected by the single lepton triggers are also found inconsistent with

the method for the non-prompt background estimate for another reason: the triggers do

not set any condition on the second lepton in the event. The definition of the non-prompt

regions used in the non-prompt background estimate (Section 5.4.4.2 and Section 5.4.4.3)

is such that any non-prompt lepton satisfy the trigger requirements. The non-prompt

background estimate can be biased in events where the second lepton fails the trigger

requirement of the non-prompt region. No bias is observed for muons, but a significant

excess of predicted non-prompt background is found when the electron fails the trigger

(see Figure B.1(b,d)). More details on this issue are given in Section B.2.

Given the potential issues affecting the background estimate in events selected by the

single lepton triggers, only di-lepton triggers are used in this analysis. In the e±µ± cate-

gory, the EMTrig is combined with a single electron trigger without isolation requirements

(SENoIsoTrig) that works for electrons with pT > 60 GeV. This additional trigger is used

to recover efficiency losses at high electron pT. The EMTrig trigger requires the leakage

in the hadronic calorimeter of the energy associated with the electron to be smaller than

1 GeV at L1. This requirement does not consider the absolute energy of the interacting

electron. Energetic electrons can therefore produce leakage and not be accepted by the

EMTrig. The SENoIsoTrig recover the inefficiency at high pT and does not bias the non-

prompt background estimate because no isolation requirement is applied. The DETrig

does not show loss of efficiency for large electron pT and therefore the SENoIsoTrig is not

used in e±e± events.

The chosen trigger configuration ensures high efficiency over the whole pT range con-

sidered and allows for a reliable estimate of the non-prompt background in each category.

Any pair of same-sign leptons selected in the analysis is required to activate the di-lepton

trigger specific to the lepton flavour combination of the pair.

5.3.3 Selection of same-sign pairs

The events must contain at least two leptons (electrons or muons) satisfying the selection

criteria in Section 5.3.1 and with the same electric charge. The pairs activate the event

acquisition via the di-lepton triggers described in the previous section.

The selection does allow for additional leptons and other reconstructed particles like

jets, photons and τhad in the event. If more same-sign lepton pairs are reconstructed, any

pair is considered for analysis. The lepton pairs are divided in three categories depending

on their flavour: e±e±, e±µ±, µ±µ±. These categories are studied separately.

The expected fraction of events with multiple same-sign lepton pairs in the same cat-

egory for the considered backgrounds is as little as 0.1%. These events usually contain

four leptons with null total charge (`+`+`−`−) forming two same-sign lepton pairs. In new
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physics processes the generation of multiple same-sign pairs can be favoured. For instance,

for the φ±± pair production, both same-sign lepton pairs are reconstructed between 0.5%

and 10% of the time depending mainly on the φ±± mass, but also on the flavour category.

Therefore the use of all reconstructed same-sign lepton pairs increases the sensitivity to

some new physics models.

The same-sign lepton pairs considered have invariant mass m (`±, `±) larger than

15 GeV to avoid contamination from low-mass hadronic resonances, like the J/ψ and

the Υ.

In the e±e± category, the m (e, e) region between 70 and 110 GeV is excluded from

the signal region. The charge misID background generated by Z/γ∗ → e+e− events in

this region is very large and does not allow precision measurement of non-Standard Model

physics. Rather, this region is used to calculate corrections for the charge misID back-

ground estimate and to validate it (Section 5.4.2.4 and Section 5.4.5.3).

The W±Z and ZZ productions are the main prompt backgrounds for this analysis.

Such processes can be reduced by requiring that events with same-sign lepton pairs have

no opposite-sign pairs of leptons with same flavour and with invariant mass within 10 GeV

from the Z mass.

Some new physics models can produce Z bosons in events with same-sign leptons. The

results presented are still valid for these models, but are less sensitive than dedicated anal-

yses. For the processes of new physics described in Section 5.1, no Z boson is produced.

In particular, in models with doubly charged particles, these particles cannot be produced

in exclusive association with a Z boson in proton-proton collisions due to charge conser-

vation. Even though these processes have no Z boson, some events could still be rejected

due to accidental combinations of opposite-sign and same flavour leptons from different

sources.

The constraint on the difference |m (`+, `−) −m (Z) | has been tuned to optimize the

sensitivity to H±±L pair production in the context of the Left-right symmetric model for

several H±±L mass hypotheses. The significance is evaluated considering the total Stan-

dard Model background (prompt + non-prompt + charge misID + photon conversion)

prediction and the signal expected for pair production of H±±L as a function of the ex-

cluded invariant mass interval around the Z mass. The significance is calculated as:

σ =
√

2× ((s+B) ln (1 + s/B)− s) (5.1)

where s is the expected signal yield for a given H±±L mass hypothesis, and B = b+ ∆b2 is

the total expected background plus its expected systematic error squared.

The two limit cases where ∆b is either 0% or 30% of the total expected background

yield have been considered. Uncertainties on predictions are expected to be below 10% for

prompt backgrounds and around 20% for non-prompt backgrounds, hence 30% is chosen

as the maximum systematic uncertainty on the expected background.
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Figure 5.4 shows the expected significance for several H±±L masses as a function of the

excluded invariant mass interval. The significance for null systematic uncertainty is shown

for each flavour category. For µ±µ±, the category most sensitive to the Z mass require-

ment, the significance for a 30% systematic uncertainty is also shown. The significance is

expressed in relation to the baseline significance calculated for no Z mass requirement.

The significance rises steeply with the increase of the excluded interval around the Z

mass up to about 5 − 10 GeV depending on the category and the H±±L mass. It then

flattens out for high H±±L masses, while it decreases for low masses due to the higher

probability of accidental di-lepton combinations compatible with the Z mass.

The biggest improvement in significance is achieved in the µ±µ± category since W±Z

and ZZ are the dominant backgrounds in that category. Other backgrounds dominate in

the e±e± and e±µ± categories. The significance in the µ±µ± category for |m (`+, `−) −
m (Z) | < 10 GeV increases by 20− 40%, depending on the H±±L mass for ∆b = 0%.

If systematic uncertainties are considered, the significance increases even more. Larger

exclusion intervals are favoured. The significance, however, still flattens out or decreases

above 10 GeV. For ∆b = 30% and |m (`+, `−)−m (Z) | < 10 GeV, the significance increases

of 70− 90% in the µ±µ± category, about 10% in the e±e± category, and about 20% in the

e±µ± category. The smallest improvement is for H±±L with a mass of 150 GeV. For this

mass the significance decreases if the exclusion interval is extended beyond 10 GeV, even

considering systematic uncertainties. Resonant Standard Model production of opposite-

sign lepton pairs is indeed confined within 10 GeV of the Z mass and any further extension

of the exclusion range would reduce just non-resonant processes. The production of H±±L

pairs forms non-resonant opposite-sign lepton pairs as well. The lighter the H±±L , the lower

the invariant masses of the opposite-sign lepton combinations. For a mass of 150 GeV a

consistent amount of combinations falls in the window around the Z mass, so the extension

of the exclusion region reduces the significance. For higher masses the combinations have

generally invariant masses sensibly higher than m (Z), and larger exclusion ranges improve

the significance.

Based on these optimization studies, events are excluded if the opposite-sign same

flavour lepton pair has |m (`+, `−) − m (Z) | < 10 GeV. Events that lie within the Z

mass interval are still used to validate the prompt background estimate as explained in

Section 5.4.5.

Many prompt background events also produce W±. To reject such background upper

limits on EmissT and MT would be needed. However, several non-Standard Model processes

can produce neutrinos or other invisible particles in the final state. Therefore, no selection

is applied to suppress backgrounds with W± decaying to lepton and neutrinos.

The requirements described in this section define the events and the di-lepton pairs used

in this analysis. For background validation, alternative regions are defined by changing

some of the event and lepton selection requirements as described in Section 5.4.5.
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(b) e±µ±, ∆b = 0%
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(d) µ±µ±, ∆b = 30%

Figure 5.4: Expected significance for H±±L pair production for several H±±L mass hypotheses as
a function of the size of the excluded invariant mass interval around the Z mass. The significance
is expressed in terms of the significance calculated for no Z mass requirement. The significance is
computed assuming no systematic uncertainties for the e±e± (a) and the e±µ± (b) categories. For
the µ±µ± category the significance for both no systematic uncertainty (c) and 30% uncertainty on
the background prediction (d) is calculated.



100 CHAPTER 5. NEW PHYSICS IN SAME-SIGN LEPTONS

5.4 Background estimate

The Standard Model processes that produce same-sign leptons in the final state, or that

for experimental reasons can be reconstructed as same-sign leptons, have been described

in Chapter 4. These backgrounds are grouped as prompt backgrounds, the charge misID

background from opposite-sign lepton pair sources, backgrounds with photon conversions

and backgrounds with non-prompt leptons.

This section describes the methods used to estimate these types of backgrounds.

5.4.1 Prompt backgrounds

The prompt background processes producing same-sign lepton pairs in decreasing order

of importance for this analysis are: W±Z, ZZ, W±W±, tt̄W±, multi parton diboson

(MPI V V ) and tt̄Z productions. At large di-lepton invariant masses (> 500 GeV), the

W±W± yields are expected to be as large as those from W±Z. The Feynman diagrams

for the production of W±Z, ZZ and W±W±, with subsequent decay into final states

with a positively charged same-sign lepton pair, are shown in Figure 5.5. The tt̄W±, tt̄Z

and MPI V V productions constitute less than 5% of the expected prompt background.

Other Standard Model processes with same-sign leptons give negligible contributions to

the backgrounds in the signal regions.

Simulations are used to model the sources of prompt background. The list of simulated

samples and their cross-sections is given in Table 5.1. Only reconstructed leptons generated

by prompt leptons produced at generator level from the decay of aW± boson, a Z/γ∗ boson

or a τ lepton are considered in these simulations. Non-prompt leptons are not considered

because they are accounted for in the data-driven non-prompt background estimate.

5.4.2 Charge misID backgrounds

The main processes producing opposite-sign lepton pairs that are reconstructed with the

same charge due to charge mis-identification effects are, in decreasing order of importance,

Z/γ∗, tt̄, W+W− and tW±. In the e±µ± category tt̄ and W+W− become dominant at

di-lepton invariant masses above 100 GeV. Other processes have been estimated to give

negligible contributions.

The charge misID background is modeled with simulations with corrections applied to

the charge misID rate. The list of simulated samples and their cross-sections is given in

Table 5.2. Only reconstructed leptons generated by prompt leptons or in trident events

are selected. Non-prompt leptons are ignored.

The measurement of the electron charge misID rate, its validation and its application

to the estimate of background events with charge misID electrons, are described in the

following. The charge misID rate for muons has been studied in Section 4.2.2 and found

to be negligible.
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Figure 5.5: Tree level Feynman diagrams for the productions of W±Z (a), ZZ (b) and W±W± (c).
The decay to final states with a positively charged lepton pair is shown. Other tree level diagrams
are possible.
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5.4.2.1 Measurement of the charge misID rate

The origins of charge misID electrons are trident interactions, incorrect charge measure-

ments and incorrect charge associations (see Section 4.2). Since the charge misID is due

to the interaction of the electron with the detector, the charge misID probability of an

electron is independent of the process that produced it, and only the electron kinematic

variables matter. The sources of charge misID electrons are accounted for by simulations.

However, due to the complexity of the charge misID processes, a study has been dedi-

cated to measure and compare the probability of charge misID for electrons in data and

simulation.

The events used for this measurement are di-electron events with 80 < m (e, e) <

100 GeV. In the case of same-sign electron pairs, 98% of the events are expected to be

produced by Z/γ∗ → e+e−, where the charge of one electron is mis-identified. For opposite-

sign electrons, the interval of invariant mass 80 < m (e+, e−) < 100 GeV is populated

at 99% by Z/γ∗ production. The lepton pairs, either opposite-sign or same-sign, with

invariant mass within 80 < m (e, e) < 100 GeV are used to calculate the charge misID

probability for electrons. The electrons are required to pass the tight selection used in

the analysis (Table 5.3). Note that the same-sign electrons used in the calculation of the

charge misID rate are not used in the search for new physics. The same-sign electron pairs

with invariant mass in the range 70 < m (e±, e±) < 110 GeV are indeed removed from the

signal region of the analysis.

The charge misID probability is measured by the minimization of a negative log like-

lihood function built with the observed numbers of same-sign and opposite-sign lepton

pairs. This method is called the likelihood method [157].

Suppose the electron kinematic observables are classified in a finite number of states

and εi is the charge misID probability for electrons in the i-th state. In this analysis, these

states are defined by intervals in pT and η in which the electron belongs. For a process

producing a pair of prompt opposite-sign electrons in the i-th and j-th states, the possible

final states, neglecting reconstruction inefficiencies, are:

1. e+e− without any charge misID electron, with a probability of (1− εi)× (1− εj),

2. e+e− with two charge misID electrons, with a probability of εi × εj ,

3. e±e± where only one of the two electrons is charge misID, with a probability of

εi × (1− εj) + (1− εi)× εj .

Since εi is very small for every state i, the probability of reconstructing same-sign leptons

can be approximated to εi+εj and events with two charge misID electrons can be neglected.

If N ij opposite-sign leptons are produced, the expected number of reconstructed same-

sign leptons reconstructed, λij , is:

λij = N ij(εi + εj). (5.2)



5.4. BACKGROUND ESTIMATE 103

The probability of observing k same-sign electron events with λ expected is described

by the Poisson distribution:

P (k, λ) =
λk · e−λ
k!

, (5.3)

Thus, the probability of observing N ij
SS same-sign electron events when N ij are produced

is:

P (N ij
SS , N

ij |εi, εj) =
[N ij(εi + εj)]

N ij
SS · e−N ij(εi+εj)

N ij
SS !

. (5.4)

The likelihood L of the parameters εi, εj given N ij and N ij
SS is:

L(εi, εj |N ij
SS , N

ij) = P (N ij
SS , N

ij |εi, εj) (5.5)

Taking into account all possible ij combinations, the likelihood for the charge misID

rate is:

L(~ε| ~Nss, ~N) =
∏
i,j

[N ij(εi + εj)]
N ij
sse−N

ij(εi+εj)

N ij
ss!

, (5.6)

where ~ε, ~Nss and ~N are vectors containing all the εi, N
ij
SS and N ij , respectively.

The likelihood function is used to obtain εi for each state i. The charge misID rates εi

are obtained by minimizing the − lnL defined as:

− lnL(~ε| ~Nss, ~N) =
∑
i,j

N ij(εi + εj)− ln[N ij(εi + εj)]N
ij
ss (5.7)

where the terms which do not depend on the rates εi, and hence do not influence the

minimization, are omitted.

The likelihood method allows to use the full available electron sample, since it uses the

information of both leptons in the pair. Therefore, the result is more statistically powerful

compared to other methods used in the literature [157].

5.4.2.2 Validation of the charge misID rate measurement

The likelihood method is validated with Z/γ∗ simulated events with 80 < m (e, e) <

100 GeV. Only events with exactly two reconstructed electrons are considered. The

rate εi is evaluated using either the likelihood method or the event generator information.

In the latter case, εi is extracted by comparing the charge of the reconstructed electrons

to that of the generator level electrons produced in the Z decay.

The charge misID rates are measured for intervals of pT and |η|. The width of the

pT intervals is variable to ensure small enough statistical uncertainty in each one. The

|η| range is divided into intervals such that a similar amount of material is crossed by

electrons in the same interval. The absolute value of η is used since intervals opposite in

η result in the same rate. The rates as obtained from the likelihood method and the event
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generator information are shown in Figure 5.6.

0 0.5 1 1.5 2 2.5

M
is

id
. 
R

a
te

410

310

210
Likelihood

truth misid

|η|
0 0.5 1 1.5 2 2.5

R
a
ti
o

0.8

1

1.2

(a)

40 60 80 100 120 140

M
is

id
. 
R

a
te

0.002

0.004

0.006 Likelihood

truth misid

 [GeV]
T

p
40 60 80 100 120 140

R
a
ti
o

0.7

1

1.3

(b)

Figure 5.6: Charge misID rate as a function of |η| (left) and pT (right) as obtained using the
likelihood method (solid blue) and using the event generator information (dashed red) in simulated
Z/γ∗ → e+e− events. The error bars correspond to the method errors in the first case and the
statistical error in the second case. The upper panels show the rates and the lower ones the ratio
of the rates measured by the likelihood method to the rates based on generator information.

The charge misID rate increases rapidly with |η| by up to two orders of magnitude. The

material crossed by electrons before reaching the calorimeter increases with |η|. This leads

to a greater probability of trident interactions and multiple scattering, and consequently of

charge misID. The charge misID rate increases to a minor degree with pT. The accuracy of

the charge measurement indeed worsens at higher pT and trident events are more frequent

due to the higher electron energy. The likelihood method results are compatible with the

probabilities based on the generator information within the statistical uncertainty of the

simulated sample for each pT and |η| interval. Thus, the likelihood method proves itself to

be a solid method for the measurement of charge misID rates.

5.4.2.3 Charge misID rate in data and simulation

The charge misID rates obtained with the likelihood method in data and simulation are

compared in Figure 5.7 in |η| and pT intervals. The rates as a function of pT are measured

up to 140 GeV due to the lack of electrons with higher pT in Z/γ∗ events. The rates

are in good agreement along the whole pT range with the largest difference being 25%

for 55 < pT < 75 GeV. A more significant difference is observed for |η| > 2.2. In that

range the probability of charge misID is the highest and the simulation overestimates the

charge misID rate by up to 30%. A pure simulation-based estimate of the charge misID

background would therefore over-predict the background yields. The rates measured in

data as a function of the electron η are used instead.

A cross-check of the measured rates is performed with opposite-sign di-electron pairs

scaled according to the charge misID rates to obtain an estimate of charge misID same-
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Figure 5.7: Charge misID rate as a function of |η| (left) and pT (right) as measured in data and
simulation using the likelihood method. The upper panels show the charge misID rates, while the
lower ones show the scale factors (SF) which are the ratio of the rates measured in data to the rates
measured in simulation. The error bars correspond to the uncertainty from the likelihood method.

sign pairs. The correction for opposite-sign pairs is
εi+εj−2εiεj

1−εi−εj+2εiεj
, where εi and εj are

calculated according to the pseudorapidity of the leptons in the pair. The scaled opposite-

sign di-electron pairs are compared to the observed same-sign di-electron pairs in the range

80 < m (e, e) < 100 GeV. The comparison is performed in both data and simulation.

The invariant mass distributions of the pairs used in the test are shown in Figure 5.8.

The distribution for scaled opposite-sign di-electron pairs is centred on the Z mass, while
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Figure 5.8: Same-sign lepton invariant mass distributions compared with those for opposite-sign
leptons scaled by the charge misID rates in data (left) and simulations (right). The difference in
yields is also indicated. The overall normalization of the simulated distributions is arbitrary.

the same-sign di-electron pairs have, on average, smaller invariant mass. This is due to

the lower energy of electrons produced in the trident events compared to the electron at

the origin of the interaction. For the same reason, events with same-sign pairs have a
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lower probability of being reconstructed, and this leads to about a 2% difference in the

background yield.

5.4.2.4 Estimation of the background with charge misID electrons

The prediction of the charge misID background is based on both data and simulation.

Since the opposite-sign pairs corrected for charge misID do not take into account the

subdivision of the energy that occurs in the trident processes, the use of simulated same-

sign events is preferred for the modeling of the kinematic behaviour of the charge misID

background. However, given the differences observed in charge misID rate between data

and simulation at large pseudorapidity (see Figure 5.7(a)), the simulated yields are scaled

by corrections that are a function of the |η| of the charge misID electron. The charge misID

electron is identified by means of the generator level information in the simulation.

The charge misID rate corrections SFi are the ratios of the charge misID rates in data

and in simulation as a function of |η|:

SFi = εdatai /εSimulationi (5.8)

where i is the i-th interval in |η|. The sources of uncertainties on the estimate of these

corrections considered are:

• the dependence on the process of production of the electrons;

• the trigger requirements;

• the selection of the Z/γ∗ → e+e− candidates;

• the electron selection, and in particular the electron isolation requirement;

• the increase of the charge mis-reconstruction at high pT.

To investigate the dependence of the charge misID rate on the additional activity in

the event, the charge misID rate is measured in tt̄ simulated events and compared to the

rate for Z/γ∗. More jets are indeed expected in the final state of tt̄ events. The rates are

found to be compatible, however the statistical errors on the rates from tt̄ are large.

The bias of the trigger requirement on the charge misID rate is investigated. Di-

electron pairs in Z/γ∗ → e+e− simulation are selected without any trigger requirements

or by imposing the DETrig. The charge misID rates calculated in the two cases are

compatible within uncertainties and therefore no systematic uncertainty is assigned.

Biases due to the Z/γ∗ → e+e− event selection are also studied by changing the in-

variant mass requirement. Charge misID rates are calculated for 75 < m (e, e) < 105 GeV

and 85 < m (e, e) < 95 GeV. The differences in rates with respect to the nominal ones are

smaller than 8 % and are taken as systematic uncertainties.
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The charge misID rates have been estimated for leptons that pass the tight selection.

However, charge misID background also populates the regions containing loose electrons,

which differ from the tight selection mainly in the isolation requirements (see Table 5.3).

These regions are used for the non-prompt background estimate and must be cleaned

of charge misID background contamination. The charge misID background estimate in

regions with loose leptons is the same described in this section and the same charge misID

corrections are applied to both tight and loose electrons. To check for potential biases

due to the different lepton selections, an estimate of charge misID rates for electrons with

loosened isolation (See Table 5.11) is made and the differences from the nominal rates are

used as a systematic uncertainty. The largest difference found is 11%.

The systematic uncertainties on the charge misID corrections from the above sources

as well as from the statistical uncertainties from the likelihood method are shown in Fig-

ure 5.9. The total error is also shown and varies between 6% and 20% depending on

the pseudorapidity. For electrons with pT > 100 GeV, an additional uncertainty of 20%

is assigned. This is to take into account that, at high pT, the fraction of charge misID

electrons due to wrong track measurement increases (see Figure 4.2). The uncertainty has

been determined by using a distorted geometry in simulations to emulate the imperfect

alignment of the detector that can affect the charge measurement.
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Figure 5.9: Relative uncertainties on the charge misID rate corrections as a function of |η| from
the likelihood method statistical error (blue), the interval of m (e, e) used in the measurement (red),
and the variation of isolation requirements (green). The total relative uncertainty (black) is also
shown.

The charge misID background prediction is obtained by summing the expected same-

sign lepton pairs from simulated Z/γ∗ + jets, tt̄, W± W∓ and tW± production, scaled

appropriately by the charge misID correction factors. The same-sign di-electron data are

compared with the charge misID estimate and the residual Standard Model backgrounds

in the 80 < m (e±, e±) < 100 GeV interval for validation in Section 5.4.5.3.
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5.4.3 Photon conversion backgrounds

Processes with prompt leptons and photons are expected to give a small but non-negligible

contribution to the background in the e±e± and e±µ± categories. This is due to the

possibility of photon conversion with one of the produced electrons having the same charge

of the prompt lepton produced in the event. The processes with converted photons relevant

for this analysis are W±γ and Zγ. These backgrounds are modeled with simulations. The

list of simulated samples and their cross-sections is given in Table 5.2. The Zγ production

is included in the Z/γ∗ simulation. Only reconstructed leptons generated by prompt

leptons or photon conversion are considered.

Contrary to the case of processes with charge misID electrons, there is no trivial way

to isolate a sample of events populated by photon conversions. Thus, the accuracy, which

simulations have in emulating the photon conversion process, is hard to directly evaluate.

The photon conversion is one of the two electromagnetic interactions with the detector

characterizing a trident event. Therefore, photon conversions are expected to be simulated

with a degree of accuracy similar to (or even better than) trident events. Since differences

have been found in the charge misID rates measured in data and simulation, especially

in the region where trident events occur more frequently, differences of the same order

are expected for photon conversion rates. The predictions from simulation are therefore

scaled by the same corrections used for charge misID processes as a function of the η of

the electron from photon conversion (Equation 5.8). The uncertainties on charge misID

corrections are also used for photon conversion corrections.

5.4.4 Non-prompt backgrounds

Backgrounds with non-prompt leptons contribute substantially to the same-sign di-lepton

background. The main sources of non-prompt electrons are hadrons reconstructed as

electrons and decays of hadrons containing b- or c-quarks. Non-prompt muons are mainly

produced in heavy flavour hadron decays. Smaller contributions come from pion and kaon

decays and hadronic showers piercing the calorimeters and activating the reconstruction

of muons.

The main processes composing the non-prompt backgrounds in this analysis are QCD

multi-jet and W± + jets productions with smaller contributions from Z + jets and tt̄

productions. The simulation of non-prompt backgrounds is limited by the statistical un-

certainty and the uncertainty on the modeling of non-prompt lepton reconstruction. The

non-prompt background is therefore obtained from data.

5.4.4.1 The Fake Factor Method

The estimate of the non-prompt background is based on the Fake Factor Method. This

data-driven method uses events enriched in non-prompt leptons in regions orthogonal to
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the signal region to estimate the non-prompt background contributions in the signal region.

The method accounts for backgrounds with either one or multiple non-prompt leptons.

The Fake Factor Method is also used to estimate the non-prompt background in the

validation regions of the background estimate, described in Section 5.4.5.

The non-prompt background estimate based on the Fake Factor Method proceeds

through the following steps:

• definition of two lepton selections, loose and tight ;

• calculation of fake factors in a non-prompt-dominated region;

• application of the fake factors to the same-sign lepton pairs with at least one non-

tight lepton.

The method considers leptons that satisfy two levels of selection. The tight (`) defini-

tion corresponds to the lepton selection with the highest quality standards and provides

the best rejection of non-prompt leptons. It is the lepton selection used in the signal region

of the analysis or, more generally, in the regions where the non-prompt background has

to be estimated (regions of interest). In the region of interest both leptons in the selected

pairs must pass the tight selection requirements. The loose (˘̀) selection has a loosened set

of quality requirements allowing more non-prompt leptons to be selected. The definitions

of tight and loose are given in Section 5.3.1 for the signal regions and in Section 5.4.5.4 for

the validation regions of the non-prompt background estimate. The non-tight leptons (�̀)

are defined as the ˘̀ leptons failing the tight selection.

The method is based on the calculation of the fake factors fFF` that represent the

relative probability of a non-prompt lepton of flavour ` to be identified as tight rather

than non-tight .

The fFF` are estimated in regions dominated by non-prompt leptons, the non-prompt

regions. These regions are defined in Section 5.4.4.2 and Section 5.4.4.3 for non-prompt

electrons and non-prompt muons, respectively. The non-prompt leptons in this region

must have origin and kinematic behaviour as similar as possible to those in the region of

interest, but the two regions must be independent. The fake factors are calculated as:

fFF` =
N`

N
�̀

(5.9)

where N` and N
�̀

are respectively the number of tight and non-tight leptons selected

in the non-prompt regions. The predicted contributions from other sources of back-

ground (prompt, charge misID, photon conversion) are subtracted from N` and N
�̀
.

The fake factors fFF` can depend on the lepton kinematic variables and the additional

activity in the event. The composition of the non-prompt leptons is connected to the pT

and η of the non-prompt leptons. The efficiency of the loose and tight requirements can

vary with η and pT and the fFF` is therefore calculated as a function of the η and pT of the
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non-prompt lepton. In this analysis, leptons are grouped in intervals of η and pT whose

widths are set according to the statistics available. For each interval in η and pT, a fake

factor is estimated. These factors are combined to obtain the fake factor as a function of

both pT and η:

fFF` (pT, η) =
fFF` (pT) fFF` (η)〈

fFF` (η)
〉 (5.10)

where
〈
fFF` (η)

〉
is the overall fake factor inclusive in lepton kinematic.

The estimate of the number of pairs with non-prompt leptons in the signal region is

obtained from the number of pairs with at least one non-tight lepton corrected for the

associated scale factor, as:

N``
FF =

N
`�̀∑
fFF` (pT (�̀) , |η (�̀)|)−

N
�̀ �̀
′∑
fFF` (pT (�̀) , |η (�̀)|)× fFF` (pT(�̀

′
), |η(�̀

′
)|) (5.11)

where the first sum is over pairs with only one non-tight lepton and fFF` is calculated with

the non-tight lepton pT and η; the second sum is over the pairs with two non-tight leptons

and fFF` is calculated for both leptons. The second term avoids double counting of pairs

with two non-prompt leptons.

In case of leptons with different flavours, the pairs with one tight electron and one

non-tight muon (e�µ) and the pairs with one non-tight electron and one tight muon (�eµ)

must both be considered separately. Equation 5.11 takes the form:

NFF
eµ =

Ne�µ∑
fFFµ (pT (�µ) , |η (�µ)|) +

N
�eµ∑
fFFe (pT (�e) , |η (�e)|) +

−
N
�e�µ∑
fFFe (pT (�e) , |η (�e)|)× fFFµ (pT (�µ) , |η (�µ)|) (5.12)

Equation 5.11 assumes that N
` �̀

, N
�̀ �̀
′ contain non-prompt lepton pairs only. The

contributions of prompt, charge misID and photon conversion lepton pairs is therefore

subtracted. Due to the lepton-dependent corrections applied, the subtraction is done only

at the end. The prediction of the number of non-prompt di-lepton pairs becomes:

N``
FF (non− prompt) = N``

FF (data)−N``
FF (prompt)−N``

FF (charge misID) +

−N``
FF (photonconversion) (5.13)

The Fake Factor Method allows the prediction of the kinematic distributions of non-

prompt di-lepton pairs in the signal region by using the distributions for pairs with non-

tight leptons appropriately corrected with fake factors.
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5.4.4.2 Measurement of the electron fake factors

The measurement of the electron fake factors is performed on a “di-jet” sample which is

enriched in events with either a jet/hadron misidentified as an electron or an electron

from heavy flavour hadron decays. The di-jet events are reconstructed with exactly one

electron, the non-prompt electron, and one jet pointing in the opposite azimuthal direction

(recoiling jet). The angular distance in the transverse plane of the two, ∆φ (e, jet), must

be greater than 2.4. The electron satisfies the loose electron selection for the region of

interest and the jet must have pT > 30 GeV in addition to the requirements described in

Section 2.4.6.1.

The events are selected by a set of single electron triggers that do not require track

isolation. The trigger identification requirements are also less stringent than those of the

loose selection. The trigger condition therefore does not bias the definition of the lepton

selection or consequently the fFF` measurement. The triggers have different pT thresholds

and are used to calculate fake factors in several pT ranges (see Table 5.5). Some triggers

are pre-scaled, i.e. the events that fire these triggers are recorded only once every PS

times due to the otherwise high rate of triggering. Pre-scaled triggers allow the selection

of leptons with looser selection requirements at the price of reduced statistics.

PS can be as big as 1000 for this analysis. The lower the pT threshold of the trigger,

the higher the PS. The simulated prompt backgrounds have to be scaled by the inverse of

the PS of the trigger used in order to be properly subtracted from data in these regions.

pT range [GeV ] Trigger threshold at EF PS

20 < pT < 25 15 GeV 975.97
25 < pT < 60 24 GeV 7.397
pT > 60 60 GeV 1

Table 5.5: pT thresholds and pre-scale factors of the triggers used to collect electrons for the
measurement of the electron fake factors in several pT ranges.

To suppress contamination from prompt electron backgrounds, an event selection is

applied. Events are rejected when:

• the transverse mass MT

(
e, EmissT

)
> 40 GeV, to reduce W± and tt̄ production;

• additional electrons are reconstructed and pass the loose++ identification criteria

(see Section 2.4.1.1) as expected in Z/γ∗ and tt̄ production;

• additional electrons, no matter their quality, are reconstructed and a pair of electrons

in the event has invariant mass between 80 and 100 GeV. This reduces Z production.

The residual prompt backgrounds (W±+ jets, tt̄, Z/γ∗+ jets and diboson) are subtracted

using simulation, before the selected electron is used to calculate fFFe as a function of pT

and η. The simulations used to model the W± + jets background are listed in Table B.1.



112 CHAPTER 5. NEW PHYSICS IN SAME-SIGN LEPTONS

The following sources of systematic uncertainty on the fake factor derivation are con-

sidered:

• prompt background subtraction via simulation;

• selection of the recoiling jet;

• non-prompt electron type;

• trigger biases.

The uncertainty on the estimation of the prompt background to be subtracted in the

di-jet region is estimated to be as big as 10% and accounts for theoretical uncertainties and

experimental uncertainties (see Section 5.5). This systematic uncertainty affects mainly

the high pT fake factors, since the fraction of prompt lepton events increases at high pT.

The jet selection can influence the electron fake factor value as a function of pT. Indeed,

the jet pT and the electron pT in the di-jet sample are correlated since the two have opposite

directions in the transverse plane and there is only soft additional activity in the event.

The recoiling jet pT balances the pT of the underlying jet faking the electron selection.

Therefore, the electron pT and the additional energy around the electron should balance

the recoiling jet pT too. For electrons with pT > 20 GeV, the recoiling jet has an average

pT of 30 GeV, hence the reason for the jet pT threshold value. For a given electron pT,

the requirement on the jet pT biases the activity around the electron or, in other words,

biases its isolation. A higher recoiling jet pT, means higher activity around the electron,

and thus a smaller probability of passing the isolation requirements at the basis of the fake

factor calculation. An uncertainty is assessed by varying the recoiling jet pT requirement

up to 50 GeV. This systematic uncertainty is dominant at low electron pT and can be as

large as 30%. It decreases significantly at higher electron pT.

The fake factors can depend on the types of process that fake the electron reconstruc-

tion. If the composition of the non-prompt electrons used to estimate fFFe is different

from that in the region of interest, the non-prompt prediction is biased. The fake factors

have been calculated for electrons reconstructed from jets with light quark content and

with heavy flavour content. The discrimination of the two types is done using a b-tagging

algorithm, described in Section 2.4.7, applied to the jet closest to the electron candidate.

The jet requirement ∆R (jet, e) > 0.2 is not applied in this case, since the target is the

jet producing the non-prompt electron. Fake factors are calculated separately for events

with and without a b-tagged jet associated to the electron. The maximum difference with

the nominal fake factors is 5% and is used as a systematic uncertainty.

To ensure that the fake factors are not biased by the trigger requirement, the fake fac-

tors obtained with the triggers in Table 5.5 are compared in overlapping pT intervals. The

fake factors obtained are compatible within the statistical uncertainties and no uncertainty

is added.
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The electron fake factors as a function of pT and η are shown in Figure 5.10, and

increase as a function of pT and |η|. The total uncertainty varies between approximately

40% at pT ≈ 20 GeV and 13% for pT ≈ 100 GeV. Due to a lack of di-jet events with

reconstructed electrons with pT > 100 GeV, the value of fFFe for 60 < pT < 100 GeV

electrons is also used above 100 GeV. However, the uncertainty is increased to 100%.
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Figure 5.10: Electron fake factors fFFe as a function of η (a) and pT (b). The blue shaded area in
the pT plot corresponds to the statistical and systematic uncertainties added in quadrature. For
the η plot only the statistical error, although too small to be visible, is included.

Electron fake factors have also been calculated for other electron selections and are

used in the estimate of the non-prompt background in the validation regions shown in

Section 5.4.5.4.

5.4.4.3 Measurement of the muon fake factors

The muon fake factor fFFµ is determined using a region that contains mainly muons from

decays of heavy flavour hadrons, the main type of non-prompt muon expected in the

signal regions. Given that the lifetimes of b- and c-hadrons are of the order of 10−12 s, the

muons produced in their decays have a large impact parameter. Same-sign di-muon events

with large d0 are dominated by bb̄ and cc̄ production, and constitute an ideal sample to

measure the muon fake factors. Contributions from other sources such as tt̄ and W±+jets

are not relevant. The muons in these events fulfil the Fail-d0 selection (see Table 5.13),

where the muon must have a significant transverse impact parameter (|d0|/σ(d0) > 3 and

|d0| < 10 mm). The DMTrig is used to collect data in this region and the event selection

follows the requirements in Section 5.3 for the µ±µ± event category. The prompt muon

contamination is almost negligible because both muons have large d0 and the same charge.

Nevertheless the prompt background expected from simulation is subtracted.

Muons from the decay of heavy flavour hadrons also tend to be surrounded by other

particles and therefore to be less isolated than prompt muons. For these muons, there

is a correlation between the d0 and the isolation requirements. As a consequence, the
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fake factor, which has isolation in its definition, can be sensitive to the d0 requirement.

The fake factors for muons selected with the Nominal selection (Table 5.3) and the Fail-d0

selection (Table 5.13) are measured in bb̄ and cc̄ simulations. The overall fake factor is 30%

larger for the Nominal selection, as shown in Table 5.6, confirming the correlation. No

significant pT dependence is observed though. The muon fake factor is therefore measured

in data with muons passing the Fail-d0 selection and increased by 30% to account for the

correlation between d0 and isolation.

Nominal isolation

|d0|/σ(d0) < 3, |d0| < 0.2 mm 0.191± 0.005
|d0|/σ(d0) > 3, |d0| < 10 mm 0.146± 0.05

Correction factor 1.30± 0.05

Table 5.6: Muon fake factors derived from bb̄ and cc̄ simulations for muons passing the Nominal
and Fail-d0 selection and the corresponding correction factor.

The sources of uncertainty considered for the muon fake factor estimate are:

• the statistical uncertainty on data that increases at high pT for non-tight muons up

to 16.6%;

• the uncertainty on the prompt background subtraction that is found to be negligible

for any pT and η;

• the uncertainty associated with the correction factor from small to large d0. The

correction factor is found to vary by 16% requiring exactly two or more than two

muons in the event. The difference is included as a systematic uncertainty in addition

to the statistical error on the correction factor;

• the uncertainty associated with the type of non-prompt muons results in a systematic

uncertainty of 0.6% as described below.

The composition of non-prompt muons that fulfil the Nominal selection and the Fail-d0

selection can be different, with the latter expected to have a larger fraction of muons from

heavy flavour hadron decays. The fraction of non-prompt muons from light flavour quarks

can be obtained by studying the difference between the reconstructed muon momentum

in the Inner Detector, pIDet, and the reconstructed momentum in the Muon Spectrometer

corrected for the energy loss in crossing the calorimeters (about 3 GeV usually), pMS . The

fractional momentum loss ∆p is defined as:

∆p = (pIDet − pMS)/pIDet (5.14)

For prompt muons and muons from heavy flavour hadronic decays, the fractional momen-

tum loss is expected to be null because the same particle is responsible for the track in
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the Inner Detector and the Muon Spectrometer. For muons originating from decays of

light flavour hadrons such as a pion or a kaon, or a hadronic shower leaking in the Muon

Spectrometer, a large positive momentum loss is expected. Templates of ∆p for heavy

flavour-originating muons and light flavour muons have been obtained from tt̄ simulation

(see Figure 5.11). The fraction of the two types of non-prompt muons in data is extracted
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Figure 5.11: Fractional momentum loss for muons from heavy flavour (black) and light
flavour (red) hadrons in simulated tt̄ events. The overall normalization of the distributions is
arbitrary.

with a template fit.

Table 5.7 shows the fractions obtained for non-tight muons passing the Nominal selec-

tion and non-tight muons selected with the Fail-d0 requirements. The light flavour fraction

Muon Selection Light flavour fraction

Nominal region 1.50± 0.03 %
Fail-d0 0.61± 0.01 %

Table 5.7: Light flavour fraction for non-tight muons collected using the Nominal selection and
the Fail-d0 selection.

is very small in both cases, but is smaller for the Fail-d0 selection, as anticipated. The

fake factors are calculated for light flavour non-prompt muon events with Equation 5.15

exploiting the asymmetric behaviour of these muons. The fraction of heavy flavour muons

indeed cancels out in the difference in the numerator and the denominator because of their

symmetric ∆p distribution.

fLF =
N` (∆p > 0.1)−N` (∆p < 0.1)

N
�̀
(∆p > 0.1)−N

�̀
(∆p < 0.1)

(5.15)

The light flavour fake factor obtained is 1.7 times higher than the nominal. Considering

the light flavour fractions measured, a systematic uncertainty of 0.6% is estimated.
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The total uncertainty on the muon fake factor fFFµ is 17% at low pT and increases to

23% for pT ≈ 60 GeV. A 100% uncertainty is used for pT > 60 GeV due to a lack of

statistics.

The fake factors as a function of muon pT and η after applying the correction factor

from high to low impact parameter significance are shown in Figure 5.12. The fake factor

for muons with pT > 60 GeV is equal to that for the highest pT interval.
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Figure 5.12: Muon fake factors fFFµ measured as a function of η (a) and pT (b). The blue shaded
area corresponds to the statistical and systematic uncertainties added in quadrature. For η fake
factors only the statistical error is shown.

The procedure explained in this section has also been applied to calculate the fake

factors for the muons selected with the Weak isolation requirements (Table 5.11) that are

used in the estimate of the non-prompt background in the validation regions shown in

Section 5.4.5.4.

5.4.5 Background validation regions

The predictions for the various types of backgrounds are tested using validation regions

orthogonal to the signal regions. Opposite-sign di-lepton pairs and same-sign di-lepton

pairs in events with a Z → `+`− decay candidate are considered. These samples are used

to validate the modeling of processes producing prompt leptons and the modeling of the

prompt lepton reconstruction in simulations. The opposite-sign validation region also tests

the production of the processes responsible for the charge misID background.

The charge misID rate corrections and the modeling of charge misID lepton kinematics

are tested in e±e± pairs with invariant mass close to the Z mass. Non-prompt background

enhanced validation regions are instead created by altering the lepton impact parameter,

the identification, the isolation or the pT criteria. The aim of these regions is to validate

the estimation of the Fake Factor Method method.

Table 5.8 contains a summary of the validation region definitions and their target

background. The validation regions are divided by lepton pair flavour for a total of 19



5.4. BACKGROUND ESTIMATE 117

Validation regions Selection and target of the validation

Opposite-sign leptons Two opposite-sign leptons, signal regions selection otherwise
Corrections for simulated samples (normalization, efficiencies, lep-
ton energy scale and resolution)

Prompt leptons A same flavour opposite-sign lepton pair in the event with
|m (`+, `−)−m (Z) | < 10 GeV, signal regions selection otherwise
Predictions of prompt background with Z

Charge misID Z peak
electron

Same-sign di-electron pair with 80 < m (e±, e±) < 100 GeV, sig-
nal regions selection otherwise
Charge misID rate corrections and charge misID modeling

Weak isolation Electron selection as in Table 5.11
electron Fake factors and non-prompt background predictions
Fail-ID electron Electron selection as in Table 5.12

Fake factors and non-prompt background predictions
Weak isolation muon Muon selection as in Table 5.11

Fake factors and non-prompt background predictions
Fail-d0 muon Muon selection as in Table 5.13

Fake factors and non-prompt background predictions
Low-pT muon Muon selection as in Table 5.14

Fake factors and non-prompt background predictions

Table 5.8: Description of the validation regions designed to test the several sources of background
expected from Standard Model processes with same-sign lepton pairs.

regions. The fraction of expected same-sign lepton pairs of a certain type of background

in each validation region is given in Table 5.9.

5.4.5.1 Opposite-sign lepton validation regions

A region with opposite-sign lepton pairs (the opposite-sign lepton validation region) is

defined to validate the modeling of prompt leptons in simulation (selection efficiency,

energy calibration and resolution) as well as the modeling of opposite-sign processes like

Z/γ∗ and tt̄ that are used for the charge misID background estimate. The selection

follows the criteria described in Section 5.3 with the exception of the total charge of the

lepton pair which is required to be 0 (opposite-sign leptons). The opposite-sign lepton

validation region is divided into lepton flavour categories and the estimated fraction of

prompt background events is 98% or more in all categories.

The invariant mass distribution for e+e−, e±µ∓ and µ+µ− pairs is shown in Figure 5.13.

Z/γ∗ production is dominant in the e+e− and µ+µ− categories, accounting for 99% of the

events, while tt̄ production is the largest in the e±µ∓ category, with a fraction of 63%. The

numbers of total predicted and observed lepton pairs are given in Table 5.15. The observed

number of pairs is higher than predicted by 3%, 5% and 2% in the e+e−, e±µ∓ and µ+µ−

categories respectively, but this is within the theoretical systematic uncertainties on Z/γ∗
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Composition of electron pairs (%)
Validation region Prompt Non-prompt Charge misID Photon conv.
Opposite-sign electrons 99.8 0.2 – < 0.1
Prompt electrons 82.2 17.8 < 0.1 < 0.1
Charge misID Z peak electron 1.1 1.6 97.1 0.2
Weak isolation on both electrons 0.4 89.2 10.3 < 0.1
Weak isolation on leading electron 7.0 81.9 8.4 2.7
Weak isolation on sublead. electron 5.3 83.4 8.5 2.8
Fail-ID electron 1.5 57.0 37.1 4.4

Composition of electron–muon pairs (%)
Validation region Prompt Non-prompt Charge misID Photon conv.
Opposite-sign leptons 97.6 2.0 – 0.4
Prompt leptons 88.6 10.2 1.1 < 0.1
Weak isolation on electron 12.5 71.5 12.8 3.2
Weak isolation on muon 12.5 86.3 0.5 0.7
Fail-d0 muon 15.1 79.1 4.5 1.3
Low-pT muon 40.1 44.7 9.0 6.2

Composition of muon pairs (%)
Validation region Prompt Non-prompt
Opposite-sign muons 99.6 0.4
Prompt muons 96.5 3.5
Weak isolation on both muons 1.0 99.0
Weak isolation on leading muon 21.0 79.0
Weak isolation on sublead. muon 15.9 84.1
Fail-d0 muon 19.0 81.0

Table 5.9: Contributions of the background categories to the total Standard Model prediction in
the validation regions. For the opposite-sign lepton regions, Z/γ∗, tt̄, W+W− and tW± processes
are included in the prompt background category.
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and tt̄ production. A good modeling of the background kinematic behaviour is observed

in all ranges of invariant mass studied. This confirms that the lepton reconstruction is

accurate within the expected degree of uncertainty at any energy.

5.4.5.2 Prompt lepton validation regions

A region with events containing lepton pairs from a Z decay (prompt lepton validation re-

gion) is defined to validate the modeling of leptons in simulation (selection efficiency, en-

ergy calibration and resolution) as well as the modeling of processes that produce prompt

same-sign lepton pairs like W±Z and ZZ. The selection follows the criteria described in

Section 5.3 with the exception that there must be at least one pair of same flavour opposite-

sign leptons in the event (in addition to the same-sign lepton pair) and its invariant mass

must be compatible with the Z mass (|m (`+, `−)−m (Z) | < 10 GeV).

The prompt lepton validation region is divided into lepton flavour categories. The

composition of the background in this region is given in Table 5.9. The invariant mass

distribution for e±e±, e±µ± and µ±µ± pairs is shown in Figure 5.14. Prompt backgrounds

are dominant and account for the 82.2%, 88.6% and 96.5% of the expected predictions in

the e±e±, e±µ± and µ±µ± categories, respectively. The numbers of total predicted and

observed lepton pairs in these regions are collected in Table 5.15.

The statistical analysis of data in the signal regions is performed in several m (`±, `±)

intervals, as described later in Section 5.6.3. The background predictions in these valida-

tion regions are compared to data in the same m (`±, `±) intervals used in the analysis.

The ratio between data and expected pairs for each m (`±, `±) interval is given Table 5.10.

The predictions are compatible with the observed numbers of pairs for each category and

invariant mass interval.

Category Ratio between observed and expected pairs for m (`±, `±)
> 15 GeV > 100 GeV > 200 GeV > 300 GeV > 400 GeV > 500 GeV > 600 GeV

e±e± 0.97± 0.09 0.95± 0.10 0.96± 0.17 0.93± 0.27 1.3± 0.6 1.5± 1.0 1.3± 1.9

e±µ± 1.05± 0.07 1.06± 0.08 1.25± 0.14 1.11± 0.21 1.5± 0.4 2.2± 0.9 2.5± 1.5

µ±µ± 1.10± 0.07 1.13± 0.09 1.03± 0.14 1.16± 0.26 0.8± 0.4 0.9± 0.7 1.3± 1.8

Table 5.10: Ratio between observed and expected same-sign pairs in the prompt lepton valida-
tion region for e±e±, e±µ± and µ±µ± categories and for various requirements on the di-lepton
invariant mass. The uncertainties account for both statistical and systematic errors.

5.4.5.3 Charge misID Z peak electron validation region

The di-electron pairs with 80 < m (e, e) < 100 GeV have been used to calculated cor-

rections to the charge misID rate. These corrections are verified by comparing same-sign

di-electron pairs data with the charge misID background prediction in the same interval

of invariant mass, 80 < m (e, e) < 100 GeV. The selection otherwise follows the criteria
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(a) e+e− (b) e±µ∓

(c) µ+µ−

Figure 5.13: Invariant mass distributions for e+e− (a), e±µ∓ (b), and µ+µ− (c) pairs in the
opposite-sign leptons validation region. Events in data (black dots) are compared to the expected
stacked contributions from Standard Model processes, as described in Section 5.4. Prompt back-
ground components, Z/γ∗, tt̄ and V V , are shown separately. Overflow events are added to the last
bin. The lower panel shows the ratio of observed events in data to expected Standard Model events.
The error bars on the data points show the statistical uncertainty and the dashed band shows the
total uncertainties of the predictions. Note that the bin width is variable but the contents of all
bins are normalized as if they are 20 GeV wide.
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(a) e±e± (b) e±µ±

(c) µ±µ±

Figure 5.14: Invariant mass distributions of e±e± (a), e±µ± (b) and µ±µ± (c) pairs in the prompt
lepton validation region. In the e±e± category, the mass range between 70 GeV and 110 GeV is
omitted because it is not included in the signal region. Events in data (black dots) are compared
to the expected stacked contributions from Standard Model processes, as described in Section 5.4.
Overflow events are added to the last bin. The lower panel shows the ratio of observed events in
data to expected Standard Model events. The error bars on the data points show the statistical
uncertainty and the dashed band shows the total uncertainties of the predictions. Note that the
bin width is variable but the contents of all bins are normalized as if they are 20 GeV wide.
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described in Section 5.3. The composition of the background in this region is given in

Table 5.9 and the invariant mass distribution of the selected electron pairs is shown in

Figure 5.15. The charge misID background is dominant and accounts for 97.1% of the

expected prediction. The numbers of total predicted and observed lepton pairs are given

in Table 5.15 and are compatible within uncertainties.

Figure 5.15: Invariant mass distributions of e±e± pairs in the charge misID Z peak electron
validation region. Events in data (black dots) are compared to the expected stacked contributions
from Standard Model processes, as described in Section 5.4. The lower panel shows the ratio of
observed events in data to expected Standard Model events. The error bars on the data points show
the statistical uncertainty and the dashed band shows the total uncertainties of the predictions.

5.4.5.4 Non-prompt leptons validation regions

Regions with enhanced non-prompt lepton backgrounds (non-prompt leptons validation re-

gions) are defined by inverting some of the lepton selection requirements used to suppress

non-prompt leptons, like impact parameter, identification, isolation and pT. These regions

are used to test the predictions of the Fake Factor Method and are divided into lepton

flavour categories to test both electron and muon fake factors.

The event selection follows the criteria described in Section 5.3 but one or both leptons

in the pair is selected with alternative requirements to those specified in Table 5.3. The

alternative selections are:

• the Weak Isolation selection, defined in Table 5.11, collects leptons that fail the

nominal isolation selection;

• the Fail-ID Electron selection (Table 5.12) has electrons with medium++ identifica-

tion at most;
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• the Fail-d0 Muon selection (Table 5.13) requires the muons to have large transverse

impact parameter;

• the Low-pT Muon selection (Table 5.14) limits the muon pT to the range 18 to

20 GeV, where more non-prompt muons are expected.

Weak Muon Electron
Isolation
Selection

loose same as loose muon in Table 5.3 same as loose electron in Table 5.3
ptcone30/pT > 0.07 or ptcone30/pT > 0.1 or

etcone30 > 3.5 + (pT − 20)× 0.06 GeV etcone20 > 3 + (pT − 20)× 0.037 GeV

tight ptcone30 < 4 + 0.07× pT GeV ptcone30 < 4 + 0.1× pT GeV
etcone30 < 7.5 + (pT − 20)× 0.06 GeV etcone20 < 7 + (pT − 20)× 0.037 GeV

tight++ ID

Table 5.11: Definitions of the tight and loose Weak Isolation lepton selections used for the val-
idation of the non-prompt background estimate. The differences from the nominal selections in
Table 5.3 are highlighted.

Fail-ID Electron Selection

loose pT > 20 GeV
pT > 25 GeV for the highest pT (leading) lepton of the pair

|z0 sin θ| < 1 mm
|d0|/σ(d0) < 3

loose++ ID
fail tight++ ID
∆R (e, µ) > 0.2

∆R (e, jet) > 0.4 if pT (jet) > 25 GeV + pT (e)× 0.05

tight ptcone30/pT < 0.1
etcone20 < 3 + (pT − 20)× 0.037 GeV

medium++ ID
not flagged as from photon conversion

Table 5.12: Definitions of the tight and loose Fail-ID electron selections used for the validation
of the non-prompt background estimate. The differences from the nominal selections in Table 5.3
are highlighted.

For each alternative lepton selection used in these regions, the fake factors are recalcu-

lated using the procedure explained in Section 5.4.4, but the associated systematic uncer-

tainties are not re-evaluated. For any alternative lepton selection, the relative systematic

uncertainty for a certain scale factor is assumed to be equal to the relative uncertainty of

the nominal.

Four validation regions with e±e± pairs are defined to test the predictions of back-

ground with non-prompt electrons:
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Fail-d0 Muon Selection

loose pT > 20 GeV
pT > 25 GeV for the highest pT (leading) lepton of the pair

|z0 sin θ| < 1 mm
|d0|/σ(d0) > 3 and |d0| < 10 mm

Q(IDet) = Q(MS)
∆R (µ, jet) > 0.4 if pT (jet) > 25 GeV + pT (µ)× 0.05

tight ptcone30/pT < 0.07
etcone30 < 3.5 + (pT − 20)× 0.06 GeV

Table 5.13: Definitions of the tight and loose Fail-d0 muon selections used for the validation of
the non-prompt background estimate. The differences from the nominal selections in Table 5.3 are
highlighted.

Low-pT Muon Selection

loose 18 GeV < pT < 20 GeV
|z0 sin θ| < 1 mm

|d0|/σ(d0) < 3 and |d0| < 0.2 mm
Q(IDet) = Q(MS)

∆R (µ, jet) > 0.4 if pT (jet) > 25 GeV + pT (µ)× 0.05

tight ptcone30/pT < 0.07
etcone30 < 3.5 + (pT − 20)× 0.06 GeV

Table 5.14: Definitions of the tight and loose Low-pT muon selections used for the validation of
the non-prompt background estimate. The differences from the nominal selections in Table 5.3 are
highlighted in red.
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Weak isolation on both electrons : the electrons fail the nominal electron isolation

but pass a looser definition as described in Table 5.11.

Weak isolation on the leading electron : the electron with higher pT fails the nom-

inal electron isolation but passes a looser definition, described in Table 5.11. The

electron with lower pT passes the nominal selection, described in Table 5.3. Since

one of the electrons passes the nominal selection, this validation region can test the

nominal electron fake factors.

Weak isolation on the subleading electron : the electron with lower pT fails the

nominal electron isolation but passes a looser definition, described in Table 5.11.

The electron with higher pT passes the nominal selection, described in Table 5.3.

Since one of the electrons passes the nominal selection, this validation region can

test the nominal electron fake factors.

Fail-ID electron : at least one electron fails the nominal electron identification but

passes a looser definition described in Table 5.12. One electron may pass the nominal

selection, described in Table 5.3, and therefore this validation region can test the

nominal electron fake factors.

The composition of the background in the e±e± non-prompt validation region is given in

Table 5.9. The non-prompt background is dominant in all validation regions and accounts

for 89.2%, 81.9%, 83.4% and 57.0% of the expected predictions in the Weak isolation on

both electrons, Weak isolation on the leading electron, Weak isolation on the subleading

electron and Fail-ID electron regions, respectively. The invariant mass distributions of

e±e± pairs in these regions are shown in Figure 5.16 and the numbers of total predicted

and observed electron pairs are collected in Table 5.15. The observed number of pairs is

compatible with the prediction in each region, with the maximum difference in the Fail-ID

electron region equal to 0.7 times the total uncertainty on the prediction.

Four validation regions with µ±µ± pairs are defined to test the non-prompt muon

predictions:

Weak isolation on both muons : the muons fail the nominal muon isolation but pass

a looser definition as described in Table 5.11.

Weak isolation on the leading muon : the muon with higher pT fails the nominal

muon isolation but passes a looser definition as described in Table 5.11. The muon

with lower pT passes the nominal selection, described in Table 5.3. Since one of

the muons passes the nominal selection, this validation region can test the nominal

muon fake factors.

Weak isolation on the subleading muon : the muon with lower pT fails the nominal

muon isolation but passes a looser definition as described in Table 5.11. The muon
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(a) (b)

(c) (d)

Figure 5.16: Invariant mass distributions of e±e± pairs in the non-prompt electron validation re-
gions. The Weak isolation selection is applied to both electrons in (a), to the leading electron
in (b), to the subleading electron in (c), while the Fail-ID selection is applied to electrons in (d).
The mass range between 70 GeV and 110 GeV is omitted because it is not included in the sig-
nal region. Events in data (black dots) are compared to the expected stacked contributions from
Standard Model processes, as described in Section 5.4. Overflow events are added to the last bin.
The lower panel shows the ratio of observed events in data to expected Standard Model events.
The error bars on the data points show the statistical uncertainty and the dashed band shows the
total uncertainties of the predictions. Note that the bin width is variable but the contents of all
bins are normalized as if they are 20 GeV wide.
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with higher pT passes the nominal selection, described in Table 5.3, and therefore

this validation region can test the nominal muon fake factors.

Fail-d0 muon : at least one muon fails the nominal muon d0 impact parameter require-

ment but passes a looser definition as described in Table 5.13. One muon may pass

the nominal selection, described in Table 5.3, and therefore this validation region

can test the nominal muon fake factors.

The compositions of the background in these regions are given in Table 5.9. The non-

prompt background is dominant in all validation regions and accounts for 99.0%, 79.0%,

84.1% and 81.0% of the expected predictions in the Weak isolation on both muons, Weak

isolation on the leading muon, Weak isolation on the subleading muon and Fail-d0 muon

regions, respectively. The invariant mass distributions for µ±µ± pairs in these regions are

shown in Figure 5.17 and the numbers of total predicted and observed lepton pairs are

collected in Table 5.15. The observed number of pairs is compatible with the prediction in

each region, with the maximum difference in the Weak isolation on the subleading muon

region equal to 0.5 times the total uncertainty on the prediction.

Finally, four validation regions with e±µ± pairs are defined to test the non-prompt

muon and the non-prompt electron predictions:

Weak isolation on the electron : the electron fails the nominal electron isolation but

passes a looser definition as described in Table 5.11. The muon passes the nominal

selection described in Table 5.3. Since the muon passes the nominal selection, this

validation region can test the nominal muon fake factors.

Weak isolation on the muon : the muon fails the nominal muon isolation but passes

a looser definition as described in Table 5.11. The electron passes the nominal

selection described in Table 5.3. Since the electron passes the nominal selection, this

validation region can test the nominal electron fake factors.

Fail-d0 muon : the muon fails the nominal muon d0 impact parameter requirement but

passes a looser definition as described in Table 5.13. The electron passes the nominal

selection described in Table 5.3 and therefore this validation region can test the

nominal electron fake factors.

Low-pT muon : the muon fails the nominal pT > 20 GeV requirement and has 18 <

pT < 20 GeV as described in Table 5.14. The electron passes the nominal selection

described in Table 5.3 and therefore this validation region can test the nominal

electron fake factors.

The compositions of the background in these regions are given in Table 5.9. The non-

prompt background is dominant in all validation regions and accounts for 71.5%, 86.3%,

79.1% and 44.7% of the expected predictions in the Weak isolation on the electron, Weak
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(a) (b)

(c) (d)

Figure 5.17: Invariant mass distributions of µ±µ± pairs in the non-prompt muon validation re-
gions. The Weak isolation selection is applied to both muons in (a), to the leading muon in (b), to
the subleading muon in (c), while the Fail-d0 selection is applied to one of the muons in (d). Events
in data (black dots) are compared to the expected stacked contributions from Standard Model pro-
cesses, as described in Section 5.4. Overflow events are added to the last bin. The lower panel
shows the ratio of observed events in data to expected Standard Model events. The error bars on
the data points show the statistical uncertainty and the dashed band shows the total uncertainties
of the predictions. Note that the bin width is variable but the contents of all bins are normalized
as if they are 20 GeV wide.
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isolation on the muon, Fail-d0 muon and Low-pT muon regions, respectively. The invariant

mass distributions for e±µ± pairs in these regions are shown in Figure 5.18 and the numbers

of total predicted and observed lepton pairs are collected in Table 5.15. The observed

number of pairs is compatible with the prediction in each region, with the maximum

difference in the Fail-d0 muon region equal to 1.7 times the total uncertainty on the

prediction.

5.4.5.5 Validation regions summary

The same-sign lepton pairs expected for Standard Model processes and observed in data

for each validation region are collected in Table 5.15. The agreement between data and

prediction is typically within the error. The largest difference is observed in the µ±µ± Fail-

d0 muon validation region and is 1.7 times the uncertainty on the prediction. The estimate

of all the Standard Model background components is therefore considered realistic.

Number of electron pairs
Validation region Predictions Data Difference/Error

Opposite-sign electrons 4740000± 330000 4895830 −0.5
Prompt electrons 275± 23 268 +0.3
Charge misID Z peak electron 12700± 1300 11793 +0.7
Weak isolation on both electrons 280± 130 285 0.0
Weak isolation on leading electron 190± 60 224 −0.6
Weak isolation on subleading electron 620± 120 574 +0.4
Fail-ID electron 195± 32 217 −0.7

Number of electron–muon pairs
Validation region Predictions Data Difference/Error

Opposite-sign leptons 70400± 4700 71771 −0.3
Prompt leptons 950± 60 1001 −0.8
Weak isolation on electron 750± 150 965 −1.4
Weak isolation on muon 790± 130 800 −0.1
Fail-d0 muon 249± 19 216 +1.7
Low-pT muon 211± 12 201 +0.8

Number of muon pairs
Validation region Predictions Data Difference/Error

Opposite-sign muons 8144000± 10000 8216983 −0.7
Prompt muons 651± 43 714 −1.5
Weak isolation on both muons 280± 40 283 −0.1
Weak isolation on leading muon 199± 25 199 0.0
Weak isolation on subleading muon 697± 90 652 +0.5
Fail-d0 muon 250± 31 255 −0.2

Table 5.15: Expected and observed numbers of lepton pairs in each validation region. The
uncertainties on the predictions include statistical and systematic uncertainties. The column “Dif-
ference/Error” is calculated by dividing the difference between the prediction and data by the
uncertainty of the prediction.
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(a) (b)

(c) (d)

Figure 5.18: Invariant mass distributions of e±µ± pairs in the non-prompt lepton validation re-
gions. The Weak isolation selection is applied to the electron in (a) and to the muon in (b). The
Fail-d0 selection is applied to the muon in (c) while the Low-pT selection is applied to the muon
in (d). Events in data (black dots) are compared to the expected stacked contributions from Stan-
dard Model processes, as described in Section 5.4. Overflow events are added to the last bin. The
lower panel shows the ratio of observed events in data to expected Standard Model events. The
error bars on the data points show the statistical uncertainty and the dashed band shows the total
uncertainties of the predictions. Note that the bin width is variable but the contents of all bins
are normalized as if they are 20 GeV wide.
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5.5 Systematic uncertainties

The systematic uncertainties affecting the predictions of Standard Model backgrounds

and of new physics models can be classified as: theoretical, statistical, experimental or

data-driven uncertainties.

Theoretical uncertainties. For each simulated process the uncertainties on the pro-

duction cross-section and the modeling of the final state are considered. The renormaliza-

tion and factorization scales in the fixed-order QCD calculations are varied by a factor of

two and one half relative to their nominal values. The PDF and the value of the strong

coupling constant αs are also varied to determine uncertainties following dedicated pro-

cedures [158]. The modeling of specific processes in simulation is tested with different

generators, parton shower and hadronization models. These uncertainties are summed

together into an overall uncertainty on the production cross-section of the process. The

uncertainties on the production cross-section for each simulated process are given in Ta-

ble 5.16. Variations on the selection efficiency are not considered, since the sources of

uncertainty considered affect mainly the hadronic activity in the event which is not par-

ticularly relevant for the selection applied in this analysis. For the W±W± and the multi

parton diboson production (MPI V V ) the cross-section uncertainty is conservatively set

to 50% and 100% respectively, since at the time of the analysis no experimental measure-

ment of these processes were sensitive enough to constrain the cross-section value. The

cross-section uncertainty for pair production of H±±L is 10-15% depending on the mass of

the particle [152]. No theoretical uncertainty is evaluated for the other new physics signals

considered because the analysis procedure used is not affected by the uncertainty on the

cross-section of these processes.

Simulation statistical uncertainties. The number of events generated for processes

modeled with simulation is at least one order of magnitude larger than what is expected

in 20.3 fb−1 and is usually large enough to make the statistical uncertainty on predictions

small compared to other uncertainties (less than 3% for m (`±, `±) > 15 GeV). However,

when small regions of the phase space are considered, like the m (`, `) > 500 GeV region,

the statistical uncertainty can be dominant. The largest statistical uncertainty on the

background prediction is 40% for m (e±, e±) > 600 GeV.

Experimental uncertainties. These account for the finite accuracy in the simulation of

the collisional conditions of the LHC as well as the event acquisition and particle detection.

The integrated luminosity of proton-proton collisions at the ATLAS interaction point is

measured with a 2.8% uncertainty [89]. The modeling of pileup conditions is described in

Section 2.3. An uncertainty is applied based on the variation of the predictions due to the

change of the mean value of the average number of interactions per bunch crossing within
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its uncertainty. This uncertainty is smaller than 1%.

The uncertainties associated to the lepton reconstruction and the event trigger have

been described in Section 2.4.5 and are propagated to the predictions in the signal regions.

The largest uncertainties come from the electron identification efficiencies and from the

efficiency for lepton pairs to trigger the acquisition of the event. For the simulation of

some new physics samples, including H±±L pair production, the fast simulation [130] of

the particle interaction with the detector has been used. The main difference compared

to the standard simulation is the use of a parametrisation of the calorimeter response,

which generally results in a reduced accuracy on electron and hadron reconstruction. A

few H±±L pair production samples have been generated with both fast and full simulation.

The average difference in number of same-sign lepton pairs in each flavour category is used

as a systematic uncertainty on the predictions from fast simulated samples. An uncertainty

of 2.9% (1.6%) is applied to fast simulation in the e±e± (e±µ±) category. The uncertainty

for the µ±µ± category is 0.6%.

Data-driven uncertainties. The uncertainty on the non-prompt background predic-

tion with the Fake Factor Method has two components. Part of the uncertainty is due

to the error on the fake factor estimate, and is described in Section 5.4.4.2 and Sec-

tion 5.4.4.3 for electron and muon fake factors respectively. In addition, the uncertainties

on the predictions of non-prompt lepton pairs with non-tight leptons, N
` �̀

and N
�̀ �̀
′ , used

in Equation 5.11, are accounted for. The uncertainties considered are the statistical error

on data and the systematic uncertainties on the subtracted backgrounds.

For the charge misID and the photon conversion backgrounds, the uncertainties on

the charge misID rate described in Section 5.4.2.4 are considered in addition to the other

uncertainties applied to simulated samples.

Process Production cross-section uncertainty

W±Z 7% [159]
ZZ 5% [159]
tt̄W±, tt̄Z 22% [160–162]
W±W± 50%
MPI V V 100%
Z/γ∗ 7% [163]
W+W− 7% [159]
tt̄, tW± 5% [164–170]
W±γ 14%

Table 5.16: Systematic uncertainties on the production cross-sections of the simulated back-
grounds.

The impact of the sources of uncertainty considered on the predictions of H±±L pair

production and of Standard Model background categories is shown in Table 5.17. When
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sources of systematic uncertainties differently affect these processes a range of uncertainties

is given. Note that the uncertainties are relative to the prediction for the processes specified

and not for the total Standard Model background. Table 5.18, Table 5.19 and Table 5.20,

instead, list the uncertainties on the total Standard Model predictions in the e±e±, e±µ±

and µ±µ± categories, respectively. The uncertainties are given for severalm (`±, `±) ranges

as these are used in the statistical analysis of the results.

The Fake Factor Method uncertainty is dominant in all categories. For large masses

a significant uncertainty arises from the limited statistics in simulation and theoretical

uncertainties. The former is particularly large in the e±e± category because of the low

numbers of simulated charge misID pairs in this region; the latter is mainly due to the

larger fraction of W±W± production expected as prompt backgrounds, with 50% uncer-

tainty.

Systematic uncertainties on different physics processes from the same source are con-

sidered 100% correlated. For instance, the charge misID rate uncertainties for the Z/γ∗,

tt̄, W+W− and W±γ are 100% correlated. The experimental uncertainties are correlated,

while the theoretical and simulation statistical uncertainties are independent.
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Source Processes Uncertainty
affected e±e± e±µ± µ±µ±

Determination of Non-prompt
22% 24% 17%

non-prompt background background

Electron charge Charge misID
9% 1.2%

misidentification rate background

Photon conversion
W±γ 13% 11%

rate

Electron simulation
Signal and simulated

2.7-2.9% 1.4-1.7%
background

Muon simulation
Signal and simulated

0.3-0.6% 0.7-1%
background

Trigger
Signal and simulated

2.1-2.6% 2.1-2.6% 2.6-2.9%
background

Fast Signal
2.9% 1.6% 0.6%

simulation

Luminosity
Signal and simulated

2.8% 2.8% 2.8%
background

Pileup
Signal and simulated

0.1-0.4% 0.1-0.7% 0.1%
background

Simulation Signal and simulated
1.6-6% 1-9% 1.3-3%

statistics background

Theoretical Simulated
5-7% 5-6% 6%

cross-section background

Table 5.17: Percentage uncertainties on the numbers of predicted same-sign pairs for the type
of process specified in the second column, for the mass range m (`±, `±) > 15 GeV. A range of
uncertainties is given when the source of systematic uncertainty differently affects the signal, the
prompt background, the charge misID background and the photon conversion background estimate.
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Source m (e±, e±)
> 15 GeV > 200 GeV > 400 GeV > 600 GeV

Determination of
6% 5% 12% 22%

non-prompt background

Electron charge misID
3.4% 3.2% 2.9% 4%

and Conversion rate

Electron simulation 1.6% 1.5% 1.6% 2.2%

Trigger 1.4% 1.6% 1.7% 2.3%

Luminosity 2.0% 1.9% 1.8% 2.4%

Pileup 0.1% 0.9% 1.2% 5%

Simulation
2.8% 6% 18% 41%

statistics

Theoretical
5% 4% 4% 6%

cross-section

Table 5.18: Percentage uncertainties on the expected Standard Model background in the e±e±

category for several m (e±, e±) ranges.

Source m (e±, µ±)
> 15 GeV > 200 GeV > 400 GeV > 600 GeV

Determination of
8% 7% 10% 13%

non-prompt background

Electron charge misID
1.0% 1.2% 0.9% 1.9%

and Conversion rate

Electron simulation 0.8% 0.9% 0.7% 0.9%

Muon simulation 0.2% 0.2% 0.3% 0.3%

Trigger 1.6% 1.8% 1.7% 1.9%

Pileup 0.1% 0.3% <0.1% 1.2%

Luminosity 1.8% 2.0% 1.9% 2.2%

Simulation
1.4% 2.2% 6% 13%

statistics

Theoretical
3.6% 5% 6% 6%

cross-section

Table 5.19: Percentage uncertainties on the expected Standard Model background in the e±µ±

category for several m (e±, µ±) ranges.
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Source m (µ±, µ±)
> 15 GeV > 200 GeV > 400 GeV > 600 GeV

Determination of
4% 7% 32% 1.1%

non-prompt background

Muon simulation 0.5% 0.6% 0.7% 1.0%

Trigger 2.0% 2.5% 2.5% 2.9%

Luminosity 2.1% 2.5% 2.4% 2.8%

Pileup <0.1% 0.3% 0.7% 0.9%

Simulation
0.9% 3.3% 9% 25%

statistics

Theoretical
6% 9% 13% 21%

cross-section

Table 5.20: Percentage uncertainties on the expected Standard Model background in the µ±µ±

category for several m (µ±, µ±) ranges.

5.6 Results

The data sample selected with the requirements presented in Section 5.3 is now analysed.

The background due to Standard Model processes that produces same-sign lepton pairs

has been extensively studied in Section 5.4. The modeling of each background component,

namely prompt, charge misID, non-prompt and photon conversion backgrounds, appears

to be accurate as confirmed by the comparison with data in the validation regions defined

in Section 5.4.5. The determination and validation of the background predictions is per-

formed before analysing the data events accepted in the signal regions to avoid biases.

Once the the background estimate is consolidated, data in the signal regions are analysed

and compared to the estimated backgrounds. The analysis signal regions are studied in

Section 5.6.1. Data and Standard Model predictions are compared to test the existence of

beyond Standard Model processes producing same-sign leptons. Non-resonant anomalous

production is studied in Section 5.6.3, while doubly charged resonances are searched for

in Section 5.6.4.

5.6.1 Signal regions

Table 5.21 indicates the observed and expected numbers of same-sign lepton pairs in each

category and for several m (`±, `±) requirements. The expected pairs for each type of

background are also given. The contributions to the background divided according to

individual processes can be found in Appendix B (Table B.3, Table B.4 and Table B.5).

Figure 5.19 shows the distributions of the invariant mass of same-sign lepton pairs in the
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signal regions categorized by lepton flavour. For the e±e± and e±µ± categories, pairs are

found with masses up to around 1 TeV and are added to the last mass interval in the

corresponding figures. The events with the most massive observed same-sign lepton pair

in each category are displayed as recorded by ATLAS in Figure 5.20. The background

composition varies widely with the flavour category.

In the µ±µ± category, the prompt background is dominant and constitutes 74% of

the total background. The W±Z production is the biggest of the prompt backgrounds,

but for m (µ±, µ±) > 500 GeV, ZZ and W±W± production can be as large as the W±Z

production.

In the e±e± category, the dominant sources of same-sign di-electron pairs are charge misID

processes accounting for 54% of the total background. Charge misID di-electron pairs are

also predicted at very large m (e±, e±), since the charge measurement is less accurate for

high pT electrons. However, the estimate of this background in this region is affected by a

large uncertainty due to the limited simulated statistics. The larger number of events in

the e±e± categories compared to µ±µ±, is mainly due to charge misID processes, which do

not produce µ±µ± pairs, and secondly to the larger selection of non-prompt electrons com-

pared to non-prompt muons. The prediction of prompt backgrounds in the µ±µ± category

instead exceeds that in the e±e± category. The Standard Model processes considered have

the same probability of producing same-sign muons or same-sign electrons. However, due

to the higher efficiency of selecting muons compared to electrons, the prompt prediction

in the µ±µ± category is higher.

The e±µ± category contains large fractions of prompt and non-prompt backgrounds

(40% and 35%, respectively) and smaller contributions from charge misID and photon

conversion backgrounds. The fraction of prompt processes increases at large m (e±, µ±).

The prompt and non-prompt background predictions in this category are larger than in the

others. In diboson processes, which constitute a large fraction of prompt background, the

probability of producing same-sign leptons with different flavour is twice the probability

for same flavour leptons. In processes with only one prompt lepton, such as W±+jets and

tt̄, the other reconstructed lepton can be either a non-prompt electron or a non-prompt

muon in the e±µ± category, but it has to be exactly a non-prompt electron (muon) in the

e±e± (µ±µ±) category. This explains the larger backgrounds in this region and the larger

number of observed lepton pairs.

The same-sign lepton pairs are also studied divided by total charge (+2 and −2), since

Standard Model and new physics processes can be asymmetric in charge. The valence

quarks in protons are mainly up type (charge +2/3), thus the final states with positive

total charge are favoured. Prompt backgrounds with positive total charge, like W+Z,

are more likely than those with negative total charge, like W−Z. This is true also for

non-prompt backgrounds like W± + jets production. New physics models can also be

asymmetric in the di-lepton charge sign. The production of right-handed W bosons is one

of these cases. Table B.6 compares data with predictions separately for `+`+ and `−`−
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pairs.

General good agreement is seen in all categories in terms of total yields and modeling

of Standard Model processes within the given uncertainties. No significant indication of

new physics is observed. The largest difference is found in the e±µ± category where the

prediction exceeds the observation by 1.8 times the error on the prediction for m (e±, µ±) >

200 GeV.

Number of electron pairs
m (e±, e±)

Prompt Non-prompt Charge misID Photon Conv. Total SM Data
[GeV]
> 15 347± 25 520± 120 1020± 150 180± 40 2060± 190 1976
> 100 174± 14 250± 50 550± 80 75± 16 1050± 100 987
> 200 51.5± 4.9 72± 13 150± 27 22± 5 296± 31 265
> 300 15.7± 1.9 23± 5 43± 12 8.0± 2.3 89± 14 83
> 400 5.3± 0.9 8.1± 2.4 16± 8 3.8± 1.3 33± 8 30
> 500 2.3± 0.5 3.1± 1.5 6± 5 2.7± 1.0 14± 5 13
> 600 0.91± 0.28 0.8+1.0

−0.8 6± 5 1.0± 0.6 9± 5 7

Number of electron–muon pairs
m (e±, µ±)

Prompt Non-prompt Charge misID Photon Conv. Total SM Data
[GeV]
> 15 1030± 50 910± 220 370± 40 270± 50 2580± 240 2315
> 100 458± 26 340± 80 87± 11 104± 20 990± 90 859
> 200 130± 9 79± 17 29± 4 28± 6 265± 22 226
> 300 43± 5 24± 6 9.5± 1.9 8.1± 2.4 84± 8 85
> 400 16.0± 2.1 9.2± 3.0 2.5± 0.8 2.7± 1.1 31± 4 31

> 500 6.8± 1.1 2.8± 1.5 1.5± 0.4 1.6± 0.8 12.6± 2.1 13

> 600 3.5± 0.7 1.6± 1.0 0.9± 0.4 1.2± 0.7 7.4± 1.5 9

Number of muon pairs
m (µ±, µ±)

Prompt Non-prompt Total SM Data
[GeV]
> 15 580± 40 203± 34 780± 50 843
> 100 245± 21 56± 11 301± 24 330
> 200 67± 7 8.7± 2.3 76± 8 87
> 300 20.7± 2.9 1.9± 1.0 22.6± 3.1 27
> 400 7.7± 1.5 1.2± 0.9 9.0± 1.7 9
> 500 2.9± 0.8 0.32+0.41

−0.32 3.2± 0.9 4
> 600 0.9± 0.4 0.0+0.2

−0.0 0.9± 0.4 1

Table 5.21: Expected and observed numbers of same-sign di-lepton pairs in the e±e±, e±µ± and
µ±µ± categories for various invariant mass intervals. The errors shown are the overall uncertainties
on the predictions.

5.6.2 Statistical analysis

A statistical analysis of data is performed to quantify the compatibility of the observed

data with the Standard Model background estimate. The predictions of Standard Model

processes and the relative uncertainties have been evaluated for each signal region. Since

several processes compose the background and each process is affected by a variety of
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(a) e±e± (b) e±µ±

(c) µ±µ±

Figure 5.19: Invariant mass distributions of (a) e±e± (b) e±µ± and (c) µ±µ± pairs in the sig-
nal regions. The mass range between 70 GeV and 110 GeV is not included in the e±e± category
since this region is highly affected by charge misID background and is used for its estimate. Events
in data (black dots) are compared to the expected stacked contributions from Standard Model
processes, as described in Section 5.4. Overflow events are added to the last bin. The lower panel
shows the ratio of observed events in data to expected Standard Model events. The error bars on
the data points show the statistical uncertainty and the dashed band shows the total uncertainties
of the predictions. Note that the bin width is variable but the contents of all bins are normalized
as if they are 20 GeV wide.
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(a) e±e±

(b) e±µ±

(c) µ±µ±

Figure 5.20: Displays of data events with same-sign leptons collected by ATLAS. The events
have one reconstructed e±e± (a), e±µ± (b) and µ±µ± (c) pair with invariant masses of 964 GeV,
736 GeV and 628 GeV, respectively. The electrons are represented by purple tracks and muons by
red tracks. The blue boxes show the modules of the muon spectrometer activated and the green
and yellow boxes display the magnitudes of the energy deposits in the electromagnetic calorimeter
and hadronic calorimeter, respectively. Additional charged particles reconstructed in the Inner
Detector are shown in orange.
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systematic uncertainties, a statistical model is built to allow the coherent use of all available

information.

5.6.2.1 Statistical model

The statistical model is built with HistFactory [171], and can handle:

• multiple processes (signals and backgrounds);

• multiple regions of estimate (categories);

• unconstrained normalization parameters;

• variations in normalization due to systematic uncertainties;

• variations in shape of the process distributions due to systematic effects;

• variations due to the statistical uncertainties on the predicted processes;

• correlation of variations among multiple categories and processes.

HistFactory has also been used to define the statistical model of the analysis described

in the next chapter. In the following, a generic description of the statistical model is given.

The properties of the statistical model specific to this analysis are discussed at the end

of the section. Since the analyses used in this thesis study the number of events or the

number of di-lepton pairs in specific categories, and not the kinematic properties of the

events in these regions, the handling of shape variations is omitted.

The statistical model is composed of the probability density functions associated with

predictions in the considered categories. The core of the model is formed by Poisson

probability functions that are combined with other probability density functions to reflect

the a priori knowledge of the predicted events.

For each category c of the analysis and each process s, the number of predicted events

νcs (~αcs) is expressed via a set of parameters ~αcs. These parameters model the way in

which the predictions change under variations of the quantities associated to them, such

as luminosity, cross-sections, reconstruction efficiencies, charge misID efficiencies and fake

factors. Some of the parameters in ~αcs can be free (Parameters of Interest or PoIs), while

others are constrained by auxiliary measurements (Nuisance Parameters or θ). The models

used in this thesis have only one PoI that is indicated with µ. The PoI is the quantity

that is investigated in the analysis. For instance, µ could be the cross-section of the signal

targeted by the analysis.

The Nuisance Parameters are used to account for systematic uncertainties on the pre-

dictions. When an uncertainty is correlated among processes or among categories, a single

parameter is used to model the variation of the predictions in each category and for each

process associated with that uncertainty. For instance, the luminosity uncertainty affects
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each simulated process and each category in the same way, therefore one nuisance param-

eter is used for it; on the other hand, the statistical uncertainty on a simulated event for

a specific process and a specific category is not correlated with the simulated statistical

uncertainty in other processes and categories. The model therefore uses one Nuisance

Parameter associated to the statistical uncertainty for each region and each process.

The model of the total expected production in a category c is obtained by summing

up the process predictions νcs:

νc (~αc) =
∑

s∈processes

νcs (~αcs) (5.16)

where ~αc =
⋃

s∈processes
~αcs. The probability of observing nc events in the category c when

νc (~αc) are expected follows the Poisson statistics:

Pois (nc|νc (~αc)) =
(νc (~αc))

nce−νc(~αc)

nc!
(5.17)

Since the predictions are affected by uncertainties, these have to be reflected in the model.

The probability density function in Equation 5.17 is corrected with functions fp of the

Nuisance Parameters θp to include information on the uncertainties and values of these

parameters obtained from auxiliary measurements. Each θp, where p is the index of the

Nuisance Parameter, has an associated fp, where the type of function depends on the

type of uncertainty associated with the Nuisance Parameter. The function is different for

experimental uncertainties, data-driven uncertainties, theoretical uncertainties and simu-

lated statistical uncertainties.

For experimental systematic uncertainties and data-driven uncertainties the measured

value ap of the Nuisance Parameter θp is expected to be distributed as a Gaussian with

width σp equal to the uncertainty on the parameter, as estimated from the auxiliary

measurement:

G(ap|θp, σp) =
1√

2πσ2
p

exp

[
−(ap − θp)2

2σ2
p

]
(5.18)

The Nuisance Parameter can assume either positive or negative values.

The theoretical uncertainties affect the production cross-section of processes. Some-

times these uncertainties can be as large as 100%. If a Gaussian constraint is used, the

Nuisance Parameter could assume a value such that the predicted cross-section, and con-

sequently the predicted yields, would be negative. This has a non-physical meaning and

therefore must be avoided. A Gaussian truncated at negative values can lead to numerical

instabilities, hence a log-normal probability function is used in this case:

PLN (np|θp, σp) =
1√

2π ln kp

1

np
exp

[
− ln(np/θp)

2

2(ln kp)2

]
(5.19)
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where lnnp and ln kp are proportional to the theoretical estimate and its uncertainty, here

called θp and σp for consistency. This function avoids negative predictions and for small

uncertainties assumes the form of the Gaussian pdf.

The events used to form predictions for a given process are scaled with several cor-

rection factors, like pileup, reconstruction efficiency and others. These are event-by-event

corrections, thus the Poisson distribution cannot represent the probability distribution

associated to the statistics of the predicted events. The Gamma distribution, which is an

extension of the Poisson distribution to real numbers, is used instead:

Gamma(ap|θp) =
θ
ap
p e−θp

Γ (ap + 1)
(5.20)

The probability of observing nc events in category c is given by the product of the

Poisson distribution and the constraint functions for the Nuisance Parameters:

p(nc|~αc) = Pois (nc|νc (~αc))
∏

p∈parameters

fp (5.21)

fp can be either G(ap|θp, σp), PLN (np|θp, kp) or Gamma(ap|θp) depending on the type of

uncertainty associated with the parameter p.

If more event categories are considered, a combined model with a Poisson distribution

for each category is used:

p(~n|~α) =
∏

c∈categories

Pois (nc|νc (~α))
∏

p∈parameters

fp (5.22)

The vectors ~α contain the Parameter of Interest (µ), the Nuisance Parameters (θ) from

each category, ~n = [n1, n2, ..., nK ], are the numbers of events observed in each category,

and K is the number of categories. The likelihood function for the set of parameters

(µ, θ) is obtained from the probability density function with given observed events in each

category ~n:

L(µ, θ) = L(~α|~n) = p(~n|~α) (5.23)

In this analysis, the likelihood L(µ, θ) is built to investigate the number of di-lepton

pairs in the signal regions. The signal regions, separated by lepton flavour, are not com-

bined. A likelihood is used for each di-lepton invariant mass interval and each flavour cate-

gory considered. The PoI of this analysis is the number of pairs due to non-Standard Model

processes in the category considered. The uncertainties described in Section 5.5 are ac-

counted for with θ. The experimental uncertainties are correlated among simulated pro-

cesses; charge misID uncertainties are correlated among charge misID and photon conver-

sion processes.
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5.6.2.2 Test Statistic

The compatibility of the predictions for certain µ values with the observed data is quan-

tified by the test statistic based on the profile likelihood ratio method [172]. The profile

likelihood ratio λ(µ) is the ratio between the conditional maximum likelihood fit L(µ,
ˆ̂
θ(µ))

and the unconditional maximum likelihood fit L(µ̂, θ̂). In the unconditional fit, θ and µ

vary simultaneously and assume values that maximize the likelihood: µ̂, θ̂. In the condi-

tional fit, µ is fixed and θ varies to the set of values
ˆ̂
θ(µ) that maximize the likelihood for

the given value of µ. The resulting profile likelihood ratio is a function that depends only

on µ:

λ(µ) =
L(µ,

ˆ̂
θ(µ))

L(µ̂, θ̂)
(5.24)

In this thesis µ represents the magnitude of a signal (either a new physics process or

tt̄H production), hence it has physical meaning only when positive. λ(µ) is modified to

account for downward fluctuations of the observed events:

λ̃(µ) =


L(µ,

ˆ̂
θ(µ))

L(µ̂,θ̂)
µ̂ ≥ 0

L(µ,
ˆ̂
θ(µ))

L(0,
ˆ̂
θ(0))

µ̂ < 0

(5.25)

The calculation of the significance of an excess of data over the background uses the test

statistic:

q̃0 =


−2 ln λ̃(0) µ̂ > 0

0 µ̂ ≤ 0

(5.26)

The value of q̃0 increases with the level of incompatibility between the data and the

background-only hypothesis. Given the probability density function of q̃0, f(q̃0), the prob-

ability of the test statistic being equal or greater than the observed value, q̃obs
0 , is called

p0 and is given by:

p0 =

ˆ ∞
q̃obs
0

f(q̃0)dq̃0 (5.27)

f(q̃0) is a known parametric function under certain hypotheses (asymptotic approximation)

and can be determined via the “Asimov” data set [172]. The p0 is also expressed in terms

of Gaussian standard deviations σ. In particle physics the standard for the evidence of an

excess is to have at least 3σ significance.

To evaluate the validity of the signal-plus-background null hypothesis for a given value
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of µ, the test statistics q̃µ is built according to:

q̃µ =


−2 ln λ̃(µ) µ̂ ≤ µ

0 µ̂ > µ

(5.28)

The value of q̃µ is higher when the model for a given µ is less compatible with data. Note

that q̃0 is zero if the data fluctuate downward, but q̃µ is zero if the data fluctuate upward.

The probability that the q̃µ test statistic for a given µ assumes a value equal to or

higher than the observed value, q̃obs
µ , is:

pµ =

ˆ ∞
q̃obs
µ

f(q̃µ)dq̃µ (5.29)

The probability density function of q̃µ, f(q̃µ), is also known under certain hypotheses [172].

If no significant excess is present in data, upper limits can be set on µ as described in

the next section.

5.6.2.3 The CLS method

The upper limit at 95% Confidence-Level (CL) is defined as the highest value of µ for which

pµ is equal to 5%. In other words, it is the maximum value of µ for which the signal-plus-

background hypothesis is compatible with the observed events with a probability higher

than 5%.

When data fluctuates downward below the expected background, this upper limit on

µ can assume an arbitrarily small value beyond the sensitivity of the measurement. This

problem is solved by the use of limits calculated with the CLS method [173]. The value

of the limit is given by

CLS(µ) =
pµ

1− pb
(5.30)

The numerator is the probability associated to the signal-plus-background hypothesis for

a given µ, while the denominator quantifies the probability of the background-only hy-

pothesis, where pb is given by:

pb = 1−
ˆ ∞
q̃obsµ=0

f(q̃µ=0)dq̃µ=0 (5.31)

The 95% CLS upper limit is given by the value of µ for which CLS(µ) = 0.05. In

case of downward fluctuations, the observed results would be compatible with neither

the background-plus-signal nor the background-only hypotheses, but the ratio of the two

probabilities would be seizable, and by product the upper limit. For upwards fluctuations

the CLS upper limit is similar to the CL upper limit.
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5.6.3 Inclusive search for new physics

The observations in the signal regions are interpreted as 95% CLS upper limits on the

number of same-sign lepton pairs due to non-Standard Model processes. The pairs are di-

vided according to lepton flavour and di-lepton invariant mass intervals: m (`±, `±) > mth

where mth ∈ [15, 100, 200, 300, 400, 500, 600] GeV. The limits for each of these categories

are shown in Table 5.22 and are the statistical combinations of the limits for pairs with

positive total charge and those with negative total charge. The observed and expected

limits agree within 2σ.

95% CLS upper limit
e±e± e±µ± µ±µ±

Mass range Expected Observed Expected Observed Expected Observed

m (`±, `±) > 15 GeV 382
+101(269)
−126(164) 312 410

+49(223)
−81(145) 294 110

+39(83)
−31(59) 151

m (`±, `±) > 100 GeV 185
+61(136)
−55(66) 135 152

+55(91)
−25(69) 119 55

+20(46)
−21(30) 78

m (`±, `±) > 200 GeV 66
+26(51)
−16(25) 52 51

+19(38)
−9(25) 34 22

+8(20)
−7(14) 27

m (`±, `±) > 300 GeV 32
+13(29)
−4(16) 32 25

+10(21)
−7(12) 27 12

+5(10)
−1(5) 16

m (`±, `±) > 400 GeV 20
+7(15)
−2(4) 20 15

+4(12)
−5(7) 16 7.8

+3.0(6.8)
−1.9(2.8) 8.5

m (`±, `±) > 500 GeV 12
+4(9)
−3(3) 11 10

+3(10)
−3(5) 11 5.0

+1.8(4.6)
−1.1(1.8) 7.6

m (`±, `±) > 600 GeV 9.7
+3.3(6.2)
−2.0(2.6) 10.0 7.9

+2.5(5.8)
−2.8(3.5) 9.3 4.1

+1.1(3.1)
−0.6(1.7) 4.5

Table 5.22: The 95% CLS upper limit on the number of same-sign lepton pairs due to non-
Standard Model physics in each signal region and for several invariant mass ranges. The 1σ (2σ)
errors on the expected limit are also given.

These limits are independent of any theoretical assumption on new physics models.

The format of these results is, however, not practical for testing new physics models. Each

process would need to be simulated following the chain of events explained in Section 2.3,

and the event selection would need to be applied to obtain the expected number of same-

sign pairs for that model in the signal regions. The process of testing can be simplified

if the limits are independent of experimental effects. This is achieved by the definition of

a fiducial selection and ultimately the calculation of a fiducial cross-section. The fiducial

selection is defined for generator level particles and resembles the selection applied to

the reconstructed lepton pairs. The efficiency with which pairs that pass the fiducial

selection are reconstructed and pass the analysis selection is called the fiducial efficiency.

The fiducial efficiency tends to represent the efficiency with which the fiducial selected

lepton pairs are reconstructed. The fiducial cross-section of a process is the production

cross-section of the process multiplied by the efficiency of generating lepton pairs with the

topology specified by the fiducial selection. In the next sections, the 95% CLS upper limits

on the fiducial cross-sections for new physics processes are calculated. The procedure uses
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benchmark processes for the calculation of the fiducial efficiencies, but is such that the

impact of these processes on the limits is minimal.

5.6.3.1 Fiducial selection and efficiency

The definition of the fiducial selection has a key role in the calculation of model inde-

pendent and effective limits. Its aim is to select generator level di-lepton pairs that have

characteristics suitable to be reconstructed and to pass the analysis selection. The region

shaped by the fiducial selection is called the fiducial region. The more the fiducial selection

is similar to the analysis selection applied to reconstructed leptons, the more the fiducial

selection assumes the meaning of reconstruction efficiency of the di-lepton pair. As a con-

sequence, the fiducial efficiency is less dependent from the characteristics of the production

process and the limits that can be obtained from it are “largely” model independent.

The fiducial selection applied to generator level particles in this analysis is summarized

in Table 5.23. The leptons fulfil the same kinematic requirements on pT and η imposed

Selection Electron requirement Muon requirement
Leading pT lepton pT > 25 GeV pT > 25 GeV
Subleading pT lepton pT > 20 GeV pT > 20 GeV
Lepton η |η| < 1.37 or 1.52 < |η| < 2.47 |η| < 2.5
Isolation ptcone30/pT < 0.1 ptcone30/pT < 0.07

Selection Event selection
Lepton pair Same-sign lepton pair with m (`±, `±) > 15 GeV
Electron pair For e±e± pairs m (e±, e±) < 70 GeV or m (e±, e±) > 110 GeV
Z veto No opposite-sign same flavour lepton pair with |m (`±, `∓)−m (Z) | < 10 GeV

Table 5.23: Definition of the fiducial selection applied to particles at generator level to select
same-sign lepton pairs.

on the reconstructed leptons. Isolation requirements are also applied.

etcone and ptcone isolation requirements are calculated using stable particles (exclud-

ing neutrinos) and stable charged particles in place of reconstructed energy deposits and

tracks, respectively. For the ptcone, the sum is over particles with pT > 1 (0.4) GeV and

within ∆R = 0.3 from the muon (electron) direction. The particles used to calculate the

etcone have pT > 1 GeV and ∆R = 0.3 (0.2) from the muon (electron) direction. The

lepton itself is not included.

The ptcone distribution for generator level leptons and reconstructed leptons have

been found to be compatible, and therefore a ptcone requirement equivalent to that of the

analysis is included in the fiducial selection (the ptcone value cannot exceed 7% of the

muon pT and 10% of the electron pT).

The etcone value calculated from generated particles is instead generally different from

the etcone calculated from calorimeter signals. The resolution effects dominate the shape

of the reconstructed etcone distribution, making it not reproducible at particle level. The
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application of an etcone requirement on generator level particles would lead to an increase

of the leakage and to no significant improvement in the fiducial efficiency. The leakage is

defined as the fraction of di-lepton pairs that pass the analysis selection due to generated

di-lepton pairs outside the fiducial region. The definition of the fiducial selection should

be such that the leakage is minimal. If a consistent portion of lepton pairs, successfully

selected in the analysis, lies outside the fiducial region, the exclusion power of the limits

would be reduced. No etcone requirement is therefore applied at generator level.

The ∆R requirements on leptons with close-by jets have also been studied and are not

applied at particle level for arguments similar to the etcone case.

The requirements on the event and di-lepton pair kinematic variables applied in the

analysis selection are also considered in the fiducial selection. The pair of generated

same-sign lepton pairs must satisfy m (`±, `±) > 15 GeV and not be in the range 70 <

m (e±, e±) < 110 GeV for the e±e± category. Events with an opposite-sign same flavour

lepton pair with |m (`±, `∓)−m (Z) | < 10 GeV are excluded.

The fiducial efficiency, εfid, is the ratio of the number of selected same-sign lepton pairs

to the number of generator level same-sign lepton pairs in the fiducial region. The fiducial

efficiency ideally represents the average reconstruction efficiency for di-lepton pairs. How-

ever, because the reconstruction efficiency may be different for di-lepton pairs in different

parts of the fiducial region, the fiducial efficiency can depend on the process considered.

For instance, the efficiency of reconstruction for a lepton varies with its energy and di-

rection, so processes with different lepton kinematic behaviour can have different fiducial

efficiencies. Additional fiducial efficiency differences among processes can be due to the

impossibility of reproducing the whole analysis selection applied on reconstructed pairs

at generator level due to resolution effects. For example, since the etcone requirement is

not part of the fiducial selection, processes with less isolated leptons could have a lower

fiducial efficiency than processes with isolated particles.

Variations in fiducial efficiency are studied by considering several processes that form

same-sign lepton pairs. The selected processes cover several regions of the same-sign lepton

system kinematic phase space and have various levels of additional activity in the event.

The model considered are described in Section 5.2. They are: pair production of H±±L ,

production of a WR boson, production of b′b̄′ pairs and diquark production. Several mass

hypotheses are included.

For each process, the fiducial selection efficiencies are calculated for several di-lepton

invariant mass requirements: mth ∈ [15, 100, 200, 300] GeV. The distributions of εfid ob-

tained from the considered processes in the three categories are shown in Figure 5.21.

Outliers are due to production of H±±L with mass smaller than or equal to the invariant

mass requirement. These measurements have low-to-null lepton pairs leading to meaning-

less results. They are therefore excluded.

The fiducial efficiencies vary between 46% and 74% with similar values for the e±e±,

e±µ± and µ±µ± categories. The lowest values of εfid are found in the case of b′b̄′ pair
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production, while WR boson production and H±±L pair production have the highest ef-

ficiencies. The value of εfid increases with the di-lepton invariant mass requirement for

each process and it is therefore expected a higher εfid for invariant mass thresholds of

[400, 500, 600] GeV. The fiducial efficiencies have also been derived separately for posi-

tively and negatively charged same-sign lepton pairs and no charge dependence has been

found.

The leakage is limited to less than 10% for each process, category and mass value.

The highest leakage is found for production of a WR boson and the lowest for diquark

production.

The most inclusive and model independent limits can be obtained by using the lowest

measured fiducial efficiency in each category: 48.3% for the e±e± category, 49.7% for the

e±µ± category, and 46.0% for the µ±µ± category.

ee

Entries  180

Mean    60.58

RMS     9.029

0 10 20 30 40 50 60 70 80 90 100
0

5

10

15

20

25

ee

Entries  180

Mean    60.58

RMS     9.029

εfid (%)

(a) e±e±

em

Entries  180

Mean    62.87

RMS     7.311

0 10 20 30 40 50 60 70 80 90 100
0

5

10

15

20

25

30

em

Entries  180

Mean    62.87

RMS     7.311

εfid (%)

(b) e±µ±

mm

Entries  180

Mean    58.51

RMS     8.128

0 10 20 30 40 50 60 70 80 90 100
0

5

10

15

20

25

30

mm

Entries  180

Mean    58.51

RMS     8.128

εfid (%)

(c) µ±µ±

Figure 5.21: The distributions of the fiducial efficiencies calculated for the processes considered
in this analysis divided according to flavour category: e±e± (a), e±µ± (b) and µ±µ± (c).

5.6.3.2 Fiducial cross-section limits

The determination of limits on the number of produced non-Standard Model lepton pairs,

N95, and on the fiducial efficiency, εfid, allow the calculation of 95% CLS upper limits
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on the cross-section for new physics processes producing same-sign leptons in the fiducial

region:

σfid95 (`±`±) =
N95

εfidL
(5.32)

where L is the integrated luminosity of the collected data. The observed and expected 95%

CLS upper limits on the fiducial cross-section are shown in Figure 5.22 and in Table 5.24

separately for each signal region category. Table 5.24 also shows the limits separately for

positively and negatively charged pairs. Limits are calculated for pairs with lower invariant

mass requirement mth ∈ [15, 100, 200, 300, 400, 500, 600] GeV. The observed limits range

between 32 fb and 0.48 fb combining positively and negatively charged pairs. Smaller

limits are found for larger mth. The µ±µ± category limits are stronger due to the lower

Standard Model background. For all final states the observed limits are generally within

2σ of the expected limits.

The choice of the lower fiducial efficiency in each category from a set of heterogeneous

processes leads to conservative but general limits on σfid95 . The limits can therefore be

used to test other models producing same-sign lepton pairs. To investigate a process, the

final state at generator level must be simulated. The simulation of the detection process

is not needed. The selection described in Table 5.23 and one of the lower invariant mass

requirements can be applied to the lepton pairs in the simulated events to obtain the

fraction of generated same-sign pairs that pass this selection (A). The cross-section of a

process can then be compared with the observed 95% upper limit σ95 given by:

σ95 =
σfid95

RpairA
(5.33)

where Rpair is the average number of same-sign lepton pairs produced per event. The lowest

σ95 limit can be obtained by choosing the best invariant mass requirements, which depends

on the behaviour of the process kinematic. Processes with lepton charge asymmetry may

be able to be tested more effectively by using the positively or negatively charged pair

limits.

This analysis has targeted generic anomalous production of same-sign lepton pairs by

imposing minimal kinematic requirements and by using data to set fiducial cross-section

limits. This procedure allows to test the prediction of any new physics process that

produces same-sign lepton pairs. In some cases, however, the limits may not be as sensitive

as process-specific studies. For instance, processes producing a Z boson, or with intense

hadronic activity, have low probability of being selected (small A), hence the resulting

limits are weak. For processes where same-sign leptons are the main signature, the limits

set in this analysis can be very powerful. The next section is dedicated to the setting of

limits on the production of doubly charged particles.
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95% CLS upper limit [fb]
e±e± e±µ± µ±µ±

Mass range Expected Observed Expected Observed Expected Observed

> 15 GeV 39+10
−13 32 41+5

−8 29 12+4
−3 16

> 100 GeV 19+6
−6 14 15.1+5.5

−2.6 11.8 5.9+2.2
−2.3 8.4

> 200 GeV 6.8+2.6
−1.7 5.3 5.0+1.9

−0.9 3.4 2.4+0.9
−0.8 2.9

> 300 GeV 3.3+1.3
−0.4 3.3 2.5+1.0

−0.7 2.7 1.25+0.55
−0.15 1.69

> 400 GeV 2.02+0.74
−0.21 2.03 1.5+0.4

−0.5 1.6 0.83+0.32
−0.20 0.91

> 500 GeV 1.25+0.36
−0.26 1.10 1.02+0.30

−0.27 1.06 0.54+0.19
−0.12 0.82

> 600 GeV 0.99+0.34
−0.20 1.02 0.78+0.24

−0.28 0.92 0.44+0.11
−0.06 0.48

e+e+ e+µ+ µ+µ+

Mass range Expected Observed Expected Observed Expected Observed

> 15 GeV 27+11
−6 28 25+10

−4 23 9.5+3.3
−3.1 14

> 100 GeV 14.3+5.4
−2.8 13.5 11+4

−2.1 9 5.0+1.6
−1.3 6.3

> 200 GeV 5.4+2.0
−1.4 4.6 3.6+1.3

−0.7 3.6 2.2+0.8
−0.5 3.6

> 300 GeV 2.5+0.9
−0.6 2.0 1.9+0.8

−0.5 2.6 1.11+0.46
−0.29 1.42

> 400 GeV 1.59+0.47
−0.34 1.64 1.10+0.46

−0.23 1.39 0.74+0.27
−0.17 0.74

> 500 GeV 1.44+0.34
−0.36 1.55 0.79+0.21

−0.22 0.89 0.42+0.24
−0.10 0.38

> 600 GeV 1.27+0.37
−0.26 1.10 0.65+0.14

−0.16 0.77 0.37+0.09
−0.05 0.32

e−e− e−µ− µ−µ−

Mass range Expected Observed Expected Observed Expected Observed

> 15 GeV 23+8
−5 19 19.0+8.0

−2.8 16.0 6.8+2.7
−1.5 8.3

> 100 GeV 10.8+4.4
−2.4 9.0 8.2+2.2

−2.1 5.6 3.5+1.4
−0.9 5.1

> 200 GeV 3.9+1.4
−1.2 3.5 2.8+1.2

−0.9 1.5 1.41+0.54
−0.33 1.29

> 300 GeV 2.1+0.7
−0.5 2.6 1.6+0.6

−0.4 1.3 0.79+0.30
−0.16 1.0

> 400 GeV 1.56+0.41
−0.31 1.35 0.91+0.34

−0.26 0.77 0.52+0.20
−0.13 0.59

> 500 GeV 0.69+0.27
−0.17 0.64 0.62+0.12

−0.12 0.65 0.355+0.139
−0.013 0.683

> 600 GeV 0.58+0.21
−0.08 0.61 0.49+0.16

−0.10 0.59 0.332+0.014
−0.011 0.454

Table 5.24: The 95% CLS upper limits on the fiducial cross-section of new physics in same-sign
lepton pairs divided according to lepton flavour (e±e± , e±µ± and µ±µ±) and lower bound on
the lepton pair mass. The expected limits and their 1σ uncertainties are given together with the
observed limits derived from data. Limits are given separately for positively and negatively charged
pairs and for their combination.
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(a) e±e± (b) e±µ±

(c) µ±µ±

Figure 5.22: Observed and expected 95% CLS upper limits on the fiducial cross-section of new
physics in same-sign lepton pairs divided according to flavour e±e± (a), e±µ± (b) and µ±µ± (c)
and as a function of the lower bound on the lepton pair mass. The green and yellow bands show
the ±1σ and ±2σ errors on the expected limits.



5.6. RESULTS 153

5.6.4 Doubly charged particle search

The cleanest way to search for doubly charged particles at the LHC is to look for same-

sign lepton pair resonances. As already discussed at the beginning of this chapter, doubly

charged particles are expected in the Type-II see-saw and classic Zee-Babu models of

neutrino mass generation. The Left-right symmetric model, which allows Type-II see-

saw neutrino mass production, proposes two doubly charged particles: H±±L and H±±R .

According to this model, the dominant production mode of these particles at the LHC

is pair production via a virtual Z/γ∗ exchange, as shown in Figure 5.1(b). This analysis

studies the H±±L pair production in the Left-right symmetric model and sets limits on

its cross-section as a function of the doubly charged particle mass. Simulations of this

process are used to determine the expected reconstructed width of the doubly charged

resonances and their reconstruction efficiencies as a function of their mass, as described

in more detail later. The limits can apply to other models that allow doubly charged

particle pair production as long as the width of the doubly charged particle is negligible

compared to the experimental resolution, and the production dynamic is the same as that

of the H±±L . This is the case for the doubly charged particle k±±, of the classic Zee-Babu

model, whose production mode is identical to that of the H±±L . The H±±R boson has

a smaller coupling to the Z boson than H±±L , hence a smaller cross-section. The final

state kinematic behaviour of the pair production mode is the same though. The decay

widths of both k±± and H±±R are negligible, therefore the limits obtained on the H±±L pair

production are also valid for these particles.

The doubly charged particles can decay either into pairs of same-sign fermions or

pairs of same-sign W± bosons. For the H±±L , the decay mode depends on the vacuum

expectation value of the triplet of which the doubly charged field is part [174]. For small

vacuum expectation values (< 0.1 MeV), a more natural condition for Type-II see-saw

models, the decay to fermions is favoured and this is the case considered here. There are

no indirect constraints on any individual coupling governing these decays, but there are

constraints on the product of couplings. For example, the product of the e±e± and e±µ±

decay widths is constrained by the upper limit on the µ+ → e+e+e− branching ratio to

be less than 1.0× 10−12 [146].

The final state of H±±L pair production is characterized by two resonant same-sign

lepton pairs. The sample of same-sign lepton pairs collected in this analysis is scanned in

ranges of invariant mass compatible with the resolution of the reconstructed H±±L mass.

Since no significant excesses are observed, 95% CLS upper limits are calculated on the

number of same-sign pairs due to new physics in each interval and these are translated

into limits on the production cross-section of H±±L H±±R and k±± pairs as a function of

their mass. Lower limits on the doubly charged particle masses are also set considering

the theoretical production cross-sections of these particles.
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5.6.4.1 Determination of the mass intervals for the search

To study the production of doubly charged resonances, the same-sign lepton pairs collected

in data and the Standard Model expectation are compared in several windows of invariant

mass and divided according to lepton flavour. The mass intervals have to be large enough

to contain most of theH±±L events but also avoid unnecessary Standard Model background.

The interval is centred on the considered H±±L mass and the half-width of the interval is

parametrized as a function of the H±±L mass:

a×m(H±±L )/GeV + b×m(H±±L )2/GeV2 (5.34)

where the coefficients a and b depend on the flavour of the lepton pair. The width of

the reconstructed resonance increases with the mass, however the increase depends on

the flavour of the lepton pair. Muons have better energy resolution than electrons at

low energies but worse at higher energies. The intrinsic width of the H±±L resonance is

narrow for the mass range considered, and the width of the reconstructed mass peak is

consequently dominated by the detector resolution. The invariant mass distribution of

reconstructed µ±µ± pairs is therefore broader than that for e±e± pairs at larger masses.

For 300 GeV H±±L , the resolution in e±e± pairs is already better than that in the other

flavour categories, as shown in Figure 5.23. The coefficients a and b have been tuned to have

√
s = 8 TeV, 20.3 fb−1

Figure 5.23: The invariant mass distributions of reconstructed same-sign lepton pairs originating
from the decay of a H±±L with mass of 300 GeV. The decays to e±e± (black), e±µ± (blue) and
µ±µ± (red) are shown separately.

about 80% of the reconstructed same-sign pairs from H±±L pair production falling inside

the mass interval for any H±±L mass condition. These numbers have been calculated using

simulated H±±L with masses between 50 and 1000 GeV (see Table B.2). The coefficients

that determine the width of the invariant mass interval as a function of the H±±L mass are

given in Table 5.25.



5.6. RESULTS 155

Category e±e± e±µ± µ±µ±

a 0.04 0.06 0.06
b 0.2 · 10−4 0.7 · 10−4 1.5 · 10−4

Table 5.25: The values of the coefficients used in Equation 5.34 to calculate the half-width of the
invariant mass interval investigated in the analysis.

The same-sign lepton pair invariant mass distribution for each flavour category is

scanned using a sliding window whose half-width changes with mass as explained above.

Data and Standard Model expectations are compared but no significant differences are

found. The 95% CLS upper limits on the number of same-sign lepton pairs due to new

physics are calculated as a function of the H±±L mass. The limits on the production

cross-section of H±±L H±±R and k±± pairs as a function of their mass are then obtained,

as described in Section 5.6.4.3. The acceptance times efficiency of reconstructing a H±±L

decay into leptons is calculated to extract the cross-section limits.

5.6.4.2 Reconstruction acceptance and efficiency

A key element for setting limits on the H±±L production cross-section is the calculation of

the acceptance and reconstruction efficiency of the pairs of same-sign leptons. The same-

sign lepton pair has to pass the analysis selection and its invariant mass must be within

the mass window around the H±±L mass defined above. In other words, the percentage of

H±±L particles produced by pair production that are reconstructed, selected and that fall

inside the mass window must be obtained as a function of the H±±L mass. The product of

the acceptance and the reconstruction efficiency (A × ε) is calculated for each simulated

H±±L mass point and for each decay mode. The value of A × ε between simulated mass

points is obtained from a fit with an empirical function. The function has the form

shown in Equation 5.35. It has four free parameters (p0, p1, p2 and p3) and a fifth (p4)

determined by requiring continuity at m(H±±L ) = 450 GeV for the e±e± category and at

m(H±±L ) = 300 GeV for the e±µ± and µ±µ± categories.

A× ε =

p0 · (1− e−(m−p1)/p2), if m < 300 GeV (450 GeV for e±e±)

p3 + p4 ·m, if m ≥ 300 GeV (450 GeV for e±e±)
(5.35)

The fit to the A × ε as a function of the H±±L mass is show in Figure 5.24 for each

H±±L decay mode. The values of the parameters obtained from the fit are summarized in

Table 5.26. The efficiency is smaller at lower masses due to the lower probability for low

energy leptons to pass the analysis selection. For H±±L masses above 300 GeV the A × ε
assumes stable values between 45% and 50% in all categories.
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Figure 5.24: The product of the acceptance and the reconstruction efficiency (A × ε) of the
same-sign lepton pair from the H±±L decay computed as a function of the H±±L mass and for the
e±e± (blue), e±µ± (green), and µ±µ± (red) decay modes. The fitted A× ε curves as a function of
the H±±L mass are also shown.

Parameter Value
e±e± e±µ± µ±µ±

p0 4.76× 10−1 4.99× 10−1 4.98× 10−1

p1 2.94× 10+1 3.06× 10+1 2.95× 10+1

p2 1.05× 10+2 7.64× 10+1 5.14× 10+1

p3 4.51× 10−1 4.79× 10−1 5.05× 10−1

Table 5.26: The values obtained from the fit of the parametric function in Equation 5.35 to the
A× ε dependence on the H±±L mass for each decay mode.
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5.6.4.3 Limits on doubly charged particle production

The 95% CLS upper limit on the cross-section for pair production of H±±L H±±R and k±±

multiplied by the branching ratio (BR) in each of the three flavour categories is extracted

as a function of the particle mass. These limits are obtained from the 95% CLS upper

limits on the number of same-sign lepton pairs due to new physics and the value of A× ε
calculated above.

The expected number of H±±L pairs produced at the LHC is given by:

NHH = σHH · L (5.36)

where σHH is the pair production cross-section and L is the integrated luminosity. The

expected number of H±±L decays in a given lepton flavour mode with branching ratio BR

at the LHC is therefore:

NH = 2 ·NHH · BR (5.37)

Given the likelihood of the H±±L decay to be reconstructed (A × ε) and the 95% CLS

upper limit on the number of reconstructed H±±L decays (NH
95), a 95% CLS upper limit

on σHH times branching ratio can be set:

σHH95 × BR =
NH

95

2 ·A× ε · L (5.38)

The limits on the pair production cross-section of doubly charged particles times

branching ratio are shown in Figure 5.25 as a function of the particle mass. The cross-section

values expected for H±±L and H±±R pair production in the Left-right symmetric model are

also shown.

The limits are of the order of femtobarns for m(H±±L ) < 200 GeV and around 0.3 fb

for m(H±±L ) > 500 GeV. The limits in the µ±µ± category are stronger in the low mass

region than in the other categories thanks to the smaller Standard Model background.

At high masses, the limits are similar among flavour categories. This is due to the larger

mass window used for µ±µ± resonances which increases the background contamination.

The scatter between adjacent mass intervals in the observed limits is due to fluctuations

in the yields derived from limited statistics. In general, good agreement is seen between

observed and expected limits with maximum deviations of 2σ.

5.6.4.4 Mass limits

Considering the theoretical predictions for the pair productions of H±±L and H±±R , a lower

limit on the mass of these particles can be set. The 95% CLS lower mass limits for H±±L

and H±±R obtained in each flavour category, assuming BR = 1 in that category, are given

in Table 5.27. In addition to the uncertainties on the cross-section limits, the 1σ errors

on the expected limits take into account the theoretical uncertainties on the cross-section
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(a) e±e± (b) e±µ±

(c) µ±µ±

Figure 5.25: Observed and expected 95% CLS upper limits on the cross-section of H±±L pair
production times BR as a function of the H±±L mass for the e±e± (a), e±µ± (b) and µ±µ± (c) decay
modes. The green and yellow bands show the ±1σ and ±2σ errors on the expected limits. Also
shown are the expected cross-sections as a function of mass for H±±L (solid red) and H±±R (dashed
red) pair production in the Left-right symmetric model. The mass range between 70 GeV and
110 GeV is not included in the e±e± category since this region is highly affected by charge misID
background and has been used for its estimate.

95% CLS lower limit [GeV]
e±e± e±µ± µ±µ±

Signal Expected Observed Expected Observed Expected Observed

H±±L 553± 30 551 487± 41 468 543± 40 516

H±±R 425± 30 374 396± 34 402 435± 33 438

Table 5.27: Observed and expected 95% CLS lower limits on the mass of H±±L and H±±R bosons,
assuming a 100% branching ratio to e±e±, e±µ± or µ±µ± pairs. The 1σ variations are also shown
for the expected limits.
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for H±±L and H±±R production (about 10%). The uncertainties are symmetrized to reduce

the effect of statistical fluctuations.

The best limits are obtained for H±±L in the e±e± category with a limit of 553 GeV

and for H±±R in the µ±µ± category with a limit around 435 GeV. The limits are from

10 to 20% worse in the e±µ± category due to the larger background at high invariant

masses from W±Z production. The signal yields are similar in all three categories, but

the W±Z background is approximately twice as large in the e±µ± category than in the

other categories.

Lower mass limits are also calculated as a function of the decay branching ratio in each

category. These 95% CLS limits are displayed in Figure 5.26 for both H±±L and H±±R .

The mass limits on the H±±L mass are stronger due to the higher expected production

cross-section. The limits obtained for the H±±L are also valid for the k±± predicted in the

classic Zee-Babu model as the cross-sections and decay kinematics are identical.

5.6.5 Summary

This analysis has investigated the production of same-sign lepton pairs due to physics

beyond the Standard Model. No significant excess over the predicted Standard Model

background is observed. An inclusive search has been developed to set upper limits on the

fiducial cross-section of new physics processes producing same-sign lepton pairs. These

limits, shown in Figure 5.22, can be used to test new physics models after calculating the

efficiency with which same-sign lepton pairs produced in these processes pass the fiducial

selection given in Table 5.23. A comparison of these limits with other measurements is

not trivial due to the analysis-dependent definition of fiducial efficiencies. For processes

with significant additional activity beside the same-sign lepton pair, dedicated analyses

may lead to better limits.

The search for H±±L , k±± and H±±R pair production has not found significant excesses

attributable to a doubly charged resonance. The limits obtained (Table 5.27 and Fig-

ure 5.26) improve on the results of previous analyses by ATLAS [175], CMS [176] and

CDF [177]. Compared to the results based on the 7 TeV data collected by ATLAS [175],

the limits on the doubly charged particle masses have been increased by 30-40%. ATLAS

has recently also published results with 13 TeV data [178] obtaining limits compatible

with those obtained in this thesis (570 GeV for H±±L and 420 GeV for H±±R ).
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(a) e±e± (b) e±e±

(c) e±µ± (d) e±µ±

(e) µ±µ± (f) µ±µ±

Figure 5.26: Observed and expected 95% CLS lower limits on the H±±L (left colum) and
H±±R (right column) masses as a function of the branching ratio to e±e± (top) e±µ± (centre)
and µ±µ± (bottom) pairs. The cyan area is excluded by observation and the expected limit is
shown as a black dashed line. The band delimited by dashed red lines is the ±1σ error on the
expected limits.



Chapter 6

Study of tt̄H production

This chapter investigates the production of the Higgs boson in association with a top

anti-top quark pair at the LHC. The Higgs boson and its properties have been introduced

in Section 1.2. The ATLAS and CMS experiments have discovered this particle in 2012

and measured its mass to be mH = 125.09± 0.21 (stat.)± 0.11 (syst.) GeV [26]. Despite

evidences of the Higgs boson in numerous production and decay modes, the associated

production of a Higgs boson with a top anti-top quark pair (tt̄H) remains unobserved.

The tt̄H production has indeed the smallest cross-section among the Standard Model

Higgs boson production modes that can be investigated at the LHC.

The study presented here is part of the first search for the tt̄H production mode

with the data collected by the ATLAS experiment at
√
s = 8 TeV. The targeted final

state comprises one same-sign lepton pair (e±e±, e±µ± or µ±µ±) and jets. There are no

additional reconstructed leptons or τhad. This final state, labelled as 2`0τhad, is expected

to be the most sensitive to tt̄H production. The tt̄H production has also been searched in

final states with three leptons (3`), four leptons (4`), one same-sign lepton pair and one

τhad (2`1τhad), and one lepton and two τhad (1`2τhad). These studies have been combined

and published [3].

Table 6.1 shows the contribution of the Higgs boson decay modes to the investigated

final states (categories). These analyses target mainly the decay modes to WW ∗, τ+τ−

and ZZ∗. In the 2`0τhad category, about 80% of the signal events are produced via

H → WW (∗) decays and 15% via H → τ+τ− decays. The tt̄H productions with the

Higgs boson decaying to bb̄ and γγ are studied in independent analyses based on 8 TeV

data [31,32].

This chapter focuses on the study of the 2`0τhad analysis, where the author had major

involvement. In this category, the author has conducted the validation of the background

estimate and the evaluation of the systematic uncertainties. He has also studied alternative

approaches to the estimate of the non-prompt backgrounds, while the non-prompt and

charge misID background estimates used for publication and the event selection have been

developed by collaborators. The contributes by the author to the other categories are

161
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Higgs boson decay mode
Category WW ∗ ττ ZZ∗ Other

2`0τhad 80% 15% 3% 2%
3` 74% 15% 7% 4%
2`1τhad 35% 62% 2% 1%
4` 69% 14% 14% 3%
1`2τhad 4% 93% 0% 3%

Table 6.1: Fraction of tt̄H events expected for different Higgs boson decay modes in each category.
H → µ+µ− and H → bb̄ are the main decays contributing to the “other” column.

summarized in Appendix C.

The goal of this study is to measure the tt̄H signal strength (µ), which is defined

as the ratio of the measured tt̄H cross-section to the one expected in Standard Model.

The results are compared with other measurements of tt̄H production and are used to

determine the Top Yukawa coupling at the end of the chapter.

6.1 tt̄H production and decay topology

The production of the Higgs boson with a tt̄ pair at the LHC is initiated by gluon-gluon

interaction at leading order in the perturbation theory. The top-quarks subsequently decay

to a b-quark and a W± boson (t → W+b, t̄ → W−b̄), while the Higgs boson can decay

in several modes as illustrated in Figure 1.1(b). Leptons with same charge are produced

in the tt̄H decay when, for instance, the Higgs boson decays to WW ∗, and in addition

one W± from the Higgs boson and one W± from a t-quark with same charge decay into

leptons as shown in Figure 6.1(a). In addition to leptons, the final state presents four jets

(sometimes more from additional radiation) and at least two of those are initiated by a

b-quark. When the Higgs boson decays to τ+τ− or ZZ∗, the final state can have same-sign

leptons, but an additional lepton or τhad is also produced, as shown in Figure 6.1(b,c).

These processes enters in the 2`0τhad category when the additional lepton or τhad is not

detected. The collision data are therefore scanned in search for events with same-sign

lepton pairs and multiple jets.
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Figure 6.1: The Feynman diagram of tree level tt̄H production and decay to final states with a
same-sign lepton pair. The Higgs boson decays toWW ∗, τ+τ− and ZZ∗ in (a), (b), (c) respectively.
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6.2 Data and simulation

The analysis of the tt̄H production is performed on the proton-proton collisions collected

by ATLAS at a centre-of-mass energy of
√
s = 8 TeV. Only events with full operational

detectors are considered. Events affected by significant noise, beam background and cosmic

ray background are also excluded. The integrated luminosity of the dataset is 20.3 fb−1.

Simulation are used in the estimate of tt̄H production and Standard Model back-

grounds. The simulation of collisional events is a multi-step process that uses dedicated

programs to model specific aspects of the interaction. In addition to the process gen-

eration, the simulation takes into account the interaction of particles with the ATLAS

detector and the resulting readout signals generated. Details on the simulation have been

given in Section 2.3.

The simulations used in the estimate of the signal and background processes are listed

in the Table 6.2. For each process the generator, the cross-section used to scale the

simulated yields and the integrated luminosity corresponding to the statistics generated

in the simulation are given. The complete set of simulations used in the generation of a

process is specified in Table 2.1. The simulations of processes are sometimes divided by

final state and filters can be applied at matrix element to select a specific decay mode,

to simulate additional partons or to apply kinematic requirements. This is done in order

to simulate the processes of interest with enough statistics. The cross-sections provided

take into account the efficiency of these event filters and higher order corrections to the

production cross-section in the perturbation theory.

The tt̄H production is computed at NLO in QCD and includes all the Higgs boson

decay modes with branching ratios calculated at NNLO in QCD [15,179–182].

The prompt background and the photon conversion background are estimated with

simulations in this analysis. The relevant processes producing prompt same-sign leptons

are: tt̄W±, tt̄Z, tZ, W±Z, ZZ, tt̄W+W−, tHqb and tHW±. The tt̄W± and tt̄Z simu-

lations consider up to two additional partons and up to one additional parton at matrix

element, respectively. For diboson processes, the Sherpa qq̄ and qg originated samples

include diagrams with additional partons at the matrix element. The processes produc-

ing Z bosons, like tt̄Z, tZ, W±Z, ZZ productions also include off-shell Z and virtual

photon components. The production of the Higgs boson with a single t-quark are con-

sidered a background in this analysis. The tHqb and tHW± productions are simulated

but the s-channel production of tH is neglected due to the much smaller cross-section in

Standard Model.

The main process contributing to photon conversion background is the W±γ produc-

tion with additional hadronic activity. This process is simulated with up to five extra

partons at matrix element. The tt̄, tW±, Z + jets and W± + jets productions constitute

the main non-prompt and charge misID backgrounds in this analysis. The contributions

due to these processes in the signal regions are extracted from data, however simulations of
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these processes have been used during the analysis as specified in Section C.1. The simu-

lations considered are summarized in Table C.1. The Z+jets and W±+jets contributions

are produced with up to five additional partons at matrix element.

All the simulations are corrected to match the pileup conditions observed in data, and

the real detector performances such as particle detection efficiencies, energy calibration

and energy resolution, as specified in Section 2.4.

Table 6.2: Simulated processes used for signal and background

modeling. For each process, the generator, the cross-section (in-

cluding the generator filter efficiency and the K-factor) and the in-

tegrated luminosity equivalent to the statistics generated is given.

The full simulation setup is specified in Table 2.1. X + np with

n = 1, 2, 3, 4, 5 and X a generic process indicates the number of

partons (quarks or gluons) produced at matrix element level in

addition to the process.

Process Generator σ × εfilter Equivalent

×K-factor [fb] L [fb−1 ]

Signal processes

tt̄H
(
tt̄→ bb̄qqqq

)
PowHel+Pythia8 59.09 2146.5

tt̄H
(
tt̄→ bb̄qq`ν`

)
PowHel+Pythia8 56.63 2238.9

tt̄H
(
tt̄→ bb̄`ν``ν`

)
PowHel+Pythia8 13.58 9332.0

Background processes

tt̄W± MadGraph+Pythia6 122.84 2633.2

tt̄W± + p MadGraph+Pythia6 62.98 6347.7

tt̄W±+ ≥ 2p MadGraph+Pythia6 48.95 7450.8

tt̄Z (≥ 1`) MadGraph+Pythia6 93.23 5362.0

tt̄Z (Z/γ∗ → `+`−) + ≥ 1p MadGraph+Pythia6 12.55 7968.0

tt̄Z (no Z/γ∗ → `+`−) + ≥ 1p MadGraph+Pythia6 48.85 8188.2

tZ inclusive (tW± channel, Z/γ∗ → `+`−) MadGraph+Pythia6 4.13 24212.8

tZ inclusive (s+ t channel, Z/γ∗ → `+`−) MadGraph+Pythia6 3.12 32051.3

tHqb (H →W+W−) MadGraph+Pythia8 3.65 273595.6

tHW± MG5+Herwig 1.43 34925.5

tt̄tt̄ MadGraph+Pythia8 0.69 291441.1

tt̄W+W− MadGraph+Pythia8 1.90 104890.0

gg → H → ZZ → 4` Powheg+Pythia8 5.57 35913.1

W±W± + 2p MadGraph+Pythia8 344.42 551.7

W±γ∗ → `νee(m`` < 7 GeV) MadGraph+Pythia6 11256.00 35.5

W±γ∗ → `νµµ(m`` < 7 GeV) MadGraph+Pythia6 2769.18 108.2

W±γ∗ → `νττ(m`` < 7 GeV) MadGraph+Pythia6 295.81 101.4

W±Z → ```ν Sherpa 10231.79 263.8

W±Z → ```ν + 2p(6EWcoupling) Sherpa 12.56 1592.5

ZZ → ````+ 2p(6EWcoupling) Sherpa 0.74 679628.6

ZZ → 4e(m`` > 4 GeV) Powheg+Pythia8 66.71 16488.7
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Table 6.2: Simulated processes used for signal and background

modeling. For each process, the generator, the cross-section (in-

cluding the generator filter efficiency and the K-factor) and the in-

tegrated luminosity equivalent to the statistics generated is given.

The full simulation setup is specified in Table 2.1. X + np with

n = 1, 2, 3, 4, 5 and X a generic process indicates the number of

partons (quarks or gluons) produced at matrix element level in

addition to the process.

Process Generator σ × εfilter Equivalent

×K-factor [fb] L [fb−1 ]

ZZ → 2e2µ(m`` > 4 GeV) Powheg+Pythia8 141.29 11319.4

ZZ → 2e2τ(m`` > 4 GeV) Powheg+Pythia8 99.54 11048.7

ZZ → 4µ(m`` > 4 GeV) Powheg+Pythia8 67.06 16398.8

ZZ → 2µ2τ(m`` > 4 GeV) Powheg+Pythia8 100.30 10960.8

ZZ → 4τ(m`` > 4 GeV) Powheg+Pythia8 7.79 38491.4

gg → ZZ → 4e gg2ZZ+Herwig 0.67 134328.4

gg → ZZ → 4µ gg2ZZ+Herwig 0.67 134328.4

gg → ZZ → 2e2µ gg2ZZ+Herwig 1.35 66666.7

Zγ∗ → 4e(m``1 > 4, m``2 < 4 GeV)+p Sherpa 2828.60 282.8

Zγ∗ → 2µ2e(m``1 > 4, m``2 < 4 GeV)+p Sherpa 2345.00 255.4

Zγ∗ → 2τ2e(m``1 > 4, m``2 < 4 GeV)+p Sherpa 1593.30 31.9

Zγ∗ → 2e2µ(m``1 > 4, m``2 < 4 GeV)+p Sherpa 486.10 308.6

Zγ∗ → 4µ(m``1 > 4, m``2 < 4 GeV)+p Sherpa 508.40 294.8

Zγ∗ → 2τ2µ(m``1 > 4, m``2 < 4 GeV)+p Sherpa 422.90 354.7

Zγ∗ → 2e2τ(m``1 > 4, m``2 < 4 GeV)+p Sherpa 4.00 5000.0

Zγ∗ → 2µ2τ(m``1 > 4, m``2 < 4 GeV)+p Sherpa 4.00 5000.0

Zγ∗ → 4τ(m``1 > 4, m``2 < 4 GeV)+p Sherpa 4.10 4878.0

W±γ + 4p Alpgen+Herwig 2440.76 149.5

W±γ + 5p Alpgen+Herwig 536.04 111.9

W±γ (γ → e+e−) Alpgen+Herwig 82935.65 172.4

W±γ + p (γ → e+e−) Alpgen+Herwig 30712.27 174.1

W±γ + 2p (γ → e+e−) Alpgen+Herwig 13396.59 216.4

W±γ + 3p (γ → e+e−) Alpgen+Herwig 5156.53 166.7

6.3 Selection of 2`0τhad events

The final state of the tt̄H production can be rather crowded as shown in Figure 6.1.

The decay modes producing same-sign leptons also generate jets, b-jets and non-vanishing

EmissT . Compared to other Standard Model processes producing same-sign leptons, the tt̄H

have a generally larger jet and b-jet multiplicity, while large EmissT is present also in several
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backgrounds. The selection of tt̄H events is therefore based on optimized requirements

to target prompt leptons from tt̄H processes and on the counting of jets and b-jets in the

event. The other analysis categories, 3`, 4`, 2`1τhad and 1`2τhad, also adopt the same

strategy.

Requirements aiming at reconstructing the sequence of decays initiated by the a tt̄H

production have not been used in this analysis due to the combinatorial background arising

from the several sources the leptons and jets can be originated by. In addition, the limited

statistics expected in the signal regions of this analysis makes the comparison of continuous

variables not more effective than a yields comparison. The expected number tt̄H events

produced in the
√
s = 8 TeV collisions at the ATLAS interaction point is about 2500 and

less than 2% of these events have decayed in a final state with same-sign leptons.

6.3.1 Lepton and jet selection

The techniques used to reconstruct and identify leptons and jets as well as the definition

of a preliminary particle selection have been described in Section 2.4. The leptons and

jets are required to satisfy additional conditions as explained in the following.

The selection of leptons and τhad are listed in Table 6.3, while the conditions for

selecting jets and b-jets are in Table 6.4. The leptons have requirements on the longitudinal

and the transverse impact parameter of the lepton track in the Inner Detector (z0 and

d0 respectively) to suppress leptons produced in the decay of long lifetime particles like

heavy flavour hadrons and in interactions of other particles with the detector. Isolation

requirements reduce the number of reconstructed leptons originated in a jet. The electron

very tight Likelihood identification criterion is imposed to reduce the probability of hadrons

to be reconstructed as electrons. B-jets are identified using a multivariate technique (MV1

b-tagging) as explained in Section 2.4.7. Several properties of the jet and of the tracks

associated with it are considered to assess b-jet likeliness of the jet. The analysis also

looks for τhad in order to distinguish between the 2`0τhad and the 2`1τhad categories. The

τhad selection is described in Section 2.4.8, but the minimum pT requirement is raised to

25 GeV in this analysis.

To avoid that multiple particles are reconstructed from the interaction of a single parti-

cle with the detector, reconstructed particles very close in direction are removed according

to the rules in Table 6.5. The distance ∆R between any two particles is used in this

process. When an electron is superimposed to a muon, the electron is removed. A muon

can indeed deposit energy in the calorimeter and be reconstructed as an electron, while

the electron is absorbed by the calorimeter and cannot generate a signal in the MS. The

jet reconstruction algorithm considers the electron energy deposit in the electromagnetic

calorimeter as candidate energy cluster for the jet reconstruction, therefore jets overlap-

ping with electrons are removed. Hadrons forming jets can hardly reach the MS but muons

can be produced in their decays. When a muon is superimposed to a jet, the muon has a
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high chance to be a non-prompt one and is removed. The ∆R requirement is optimized

to maximize the acceptance for prompt muons at a fixed rejection factor for non-prompt

muon candidates.

The selection described above establishes the pool of particles and jets that are used to

define the event categories used in this analysis. This common selection ensures that the

dataset analysed in each category are independent and can be combined in the statistical

analysis. Further requirements on particles are imposed to optimize the sensitivity of each

category. The next section describes the selection of the 2`0τhad category, while the other

categories are described in Appendix C.

Muon Electron τhad

pT > 10 GeV pT > 10 GeV pT >25 GeV
|z0 sin θ| < 1 mm |z0 sin θ| < 1 mm
|d0|/σ(d0) < 3 |d0|/σ(d0) < 4

very tight Likelihood ID
ptcone20/pT < 0.1 ptcone20/pT < 0.05
etcone20/pT < 0.1 etcone20/pT < 0.05

Table 6.3: Baseline selections for light leptons and τhad. A pre-selection is applied to the recon-
structed particles as explained in Section 2.4.

Jet selection

pT > 25 GeV
|η| < 2.5

B-jet selection

Pass jet selection and
the MV1 b-tagging criterion

Table 6.4: Selection applied on reconstructed jets and b-jets. A pre-selection is applied to the
reconstructed jets as explained in Section 2.4.6.

Kept Particle Removed Particle ∆R requirement

Muon Electron < 0.1
Electron (leading pT) Electron (subleading pT) < 0.1

Electron Jet < 0.3

Jet Muon < 0.04 + 10 GeV
pT(µ)

Electron τhad < 0.2
Muon τhad < 0.2
τhad Jet < 0.3

Table 6.5: The sequence of criteria used to remove particles and jets that overlap in the η × φ
phase space.
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6.3.2 2`0τhad event category

The 2`0τhad category is defined by imposing conditions on the number of the reconstructed

particles:

• number of reconstructed leptons, N (`), equal to two

• number of reconstructed τhad, N (τhad), equal to zero

Other criteria are applied to define the signal region and other regions used for background

estimate and validation. The selection of signal region events is summarized in Table 6.6.

The leptons must have the same electric charge and pT > 20 GeV to reduce the background

from non-prompt leptons. The isolation requirements for muons are tightened to further

reduce the non-prompt background. Electrons with pseudorapidity |η| > 1.37 are rejected

because of the high rate of charge misID electrons at large |η|.
The number of reconstructed jets N (jet) must be at least four including at least

one identified as b-jet to reduce prompt backgrounds and low jet multiplicity non-prompt

backgrounds. The selected events are separated by lepton flavour (e±e±, e±µ± and µ±µ±)

and number of jets (exactly four jets and at least five jets) into six categories with different

fractions of signal and background. The higher jet multiplicity categories have larger signal

fraction but smaller statistics. The division of the events in several categories lead to a

higher overall sensitivity when the results from these categories are combined.

Events are acquired with the single lepton triggers described in Section 2.4.4. In the

e±e± category one of the selected electrons must have activated the SETrig. Similarly,

one of the selected muons in the µ±µ± category leptons has activated the SMTrig. Either

the electron or the muon can activate the respective single lepton trigger in the e±µ±

category. The triggered lepton must have pT > 25 GeV to be in the pT range of high

trigger acceptance.

As for the other analyses presented in this thesis, data must have been acquired during

optimal running conditions, and events containing signals identified as detector effects,

beam background and cosmic ray showers are rejected. In all events, the reconstructed

interaction vertex with the highest
∑
p2

T (track) must have at least three associated tracks

with pT > 0.4 GeV.

The event selection for the other categories contributing to the measurement of the

tt̄H cross-section are described in Section C.3.



170 CHAPTER 6. STUDY OF T T̄H PRODUCTION

Leptons Jets B-jets τhad

N (`) = 2

N (jet) ≥ 4 N (b-jet) ≥ 1 N (τhad) = 0

ΣQ` = ±2
|η (electron energy cluster)| < 1.37

pT > 20 GeV
≥ 1 lepton with pT > 25 GeV and

trigger compatibility
ptcone20/pT < 0.05
etcone20/pT < 0.05

Table 6.6: Event selections for the 2`0τhad category.

6.4 Background estimate

The background that populates the 2`0τhad signal regions is composed by prompt back-

ground, charge misID background from Standard Model processes with opposite-sign lep-

ton pairs, processes with photon conversions and with non-prompt leptons. The origin of

each background is described in Chapter 4. The processes contributing to these categories

however differ from those considered for the new physics search described in Chapter 5.

This is due mainly to the requirement of high jet multiplicity applied in this analysis

that has not been considered before. The contributions from prompt backgrounds are

determined with simulations. The contributions from charge misID and non-prompt back-

grounds are determined with data-driven methods described in the following.

6.4.1 Prompt backgrounds

The Standard Model process with topology most similar to the tt̄H in the 2`0τhad final

state is the associated production of a top anti-top pair with a vector boson, either W±

or Z/γ∗, called tt̄W± and tt̄Z, respectively. tt̄W± is the biggest prompt background in

the 2`0τhad category and tt̄Z the second biggest. The leading order Feynman diagrams of

tt̄W±, tt̄Z productions with the consequent decays in final states with positively charged

same-sign leptons are shown in Figure 6.2.

Diboson production processes (W±Z, ZZ and W±W±) can also enter the signal region

selection if additional partons are produced from initial or final state radiation. The

contributions with a virtual photon in place of a Z are also considered. These processes

will be referred to as V V and their contributions in the 2`0τhad category come in order of

magnitude after tt̄W± and tt̄Z.

A smaller contribution comes from the single top production in association with a Z/γ∗

(tZ). The irreducible tt̄W+W− background is also considered although small compared

to other prompt backgrounds. Other rare processes are considered but their expected

contribution to the signal regions yields is almost negligible. These processes include the

Higgs boson production via gluon-gluon fusion and decay to H → ZZ(∗), the Higgs boson



6.4. BACKGROUND ESTIMATE 171

g b

b̄

W−

W+

ℓ+

νℓ

q′

q̄

t

t̄

W+

ℓ+

νℓ

q′

q̄

(a)

g

b

b̄

W−

W+

ℓ+

νℓ

q′

q̄

t

t̄

ℓ+

ℓ−

g

g

Z/γ∗

(b)

Figure 6.2: The Feynman diagram of tree level for tt̄W± (a) and tt̄Z (b) production. The decay
to final states with a positively charged lepton pair is shown.

production in association with a single top quark (tHqb, tHW±) and tt̄tt̄ production. In

the validation regions and signal regions shown in Section 6.5 and Section 6.7.1, respec-

tively, the small contributions from tZ, tt̄W+W−, H → ZZ(∗), tHqb, tHW± and tt̄tt̄ are

plotted together and labeled as “Rare” to simplify the exposition.

The backgrounds with prompt leptons are modeled with simulations as described in

Section 6.2. The simulated events with reconstructed non-prompt or charge misID leptons

are discarded since already considered in the respective background estimate methods. All

the simulations are corrected for differences between data and simulation in pileup condi-

tions, particle detection efficiencies, energy calibration and energy resolution by means of

data-driven corrections. These corrections are specified in Section 2.4.

6.4.2 Charge misID background

The events that constitute the charge misID background in this analysis produce high

jet and b-jets multiplicities in addition to two prompt opposite-sign leptons. The tt̄ pro-

duction is the dominant source of this background followed by Z/γ∗ events. Smaller

backgrounds are due to tW± and W+W− production. Processes like tt̄W± and tt̄Z can

also form opposite-sign leptons and can contribute to the charge misID background in a

small amount.

Since the charge mis-identification is due to detection conditions, the ways in which
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charge misID occurs for electrons and muons are different (see Section 4.2). The elec-

tron charge misID background is significant and its estimate is described in the following

sections. The muon charge misID background is instead negligible as determined in in

Section 4.2.2.

6.4.2.1 Estimate of the background with charge misID electrons

The strategy used to estimate the electron charge misID background in this analysis is

similar to what used in the new physics search. First, the charge misID rate is estimated

using the likelihood method described in Section 5.4.2.1. The rate obtained is not identical

to that used in the new physics search due to differences in the electron selection require-

ments. The rate is then applied to data events passing the event selection but having

two opposite-sign leptons in the final state to obtain the estimate of the charge misID

background in the signal regions.

6.4.2.2 Measurement of the electron charge misID rate

Since the probability of an electron to be reconstructed with wrong charge does not depend

on the process of production but rather on the kinematic of the electron, the charge misID

rate can be measured in principle from any process. A sample of Z events is used to

measure the charge misID rate since it can be selected with higher purity and higher

statistics than other charge misID processes, like tt̄. Events with two electrons selected

according to the selection in Table 6.3 and either mutual charge are considered. The

single electron trigger is used to acquire these events and the electron that activates the

trigger must have pT > 25 GeV. The electron pairs must be compatible with a Z decay by

restricting them (e, e) to near the Z mass value. For opposite-sign leptons, m (e+, e−) must

be between 78.5 and 102.3 GeV; for same-sign leptons, 76.5 < m (e±, e±) < 101.3 GeV.

The intervals of invariant mass have been determined by fitting the distribution of the

Z peak with a Gaussian function and considering an interval as large as eight standard

deviations centred at the mean value of the fit. For same-sign leptons the interval is larger

and shifted to lower values due to the energy lost by trident event electrons.

The charge misID rate is then estimated with the likelihood method described in Sec-

tion 5.4.2.1, as a function of |η| and pT of the electron. The electrons from tt̄ events have

generally pT higher than those from Z decays. The statistics of Z events with high pT

(> 130 GeV) electron is not enough to make accurate measurements of the charge misID

rates in that pT range. Hence, the likelihood method is used to measure charge misID

rates ε(|η|, pT) in data up to 130 GeV of electron pT and an extrapolation to higher pT

is performed based on tt̄ simulations. The charge misID rate estimated for electrons with

pT ∈ [90, 130] GeV is multiplied by correction factors αtt̄ as a function of |η| obtained from
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tt̄ simulated events. The charge misID rates for high pT electrons are defined as

ε(|η|, pT > 130 GeV) = ε(|η|, pT ∈ [90, 130] GeV)× αtt̄(|η|) (6.1)

The correction αtt̄(|η|) is defined as the ratio of the charge misID rate for electron with

pT > 130 GeV and that for electron with pT ∈ [90, 130] GeV measured in the tt̄ simulation:

αtt̄(|η|) =
ε(|η|, pT > 130 GeV)tt̄

ε(|η|, pT ∈ [90, 130] GeV)tt̄
(6.2)

The rates ε(|η|, pT)tt̄ are measured using the generator information of the simulation, i.e.

by counting the fraction of reconstructed electrons with charge opposite to the electron

generated in the W± decay. The extrapolation is valid under the hypothesis that the tt̄

simulation predicts accurately the fraction of charge misID electrons with pT > 130 GeV

compared to those with pT ∈ [90, 130] GeV.

The estimated charge misID rates are shown in Figure 6.3. The error bars include

statistical and systematic uncertainties.
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Figure 6.3: Electron charge misID rates measured with the likelihood method on Z data (black
points, red squares and green triangles) as a function of electron |η| and extrapolated for pT >
130 GeV (blue triangles). Error bars show the total uncertainties.

The uncertainties considered in the measurement of the charge misID rates are:

• The statistical uncertainty from the likelihood method. It is the dominant uncertainty

for pT < 130 GeV.

• The statistical uncertainty on the extrapolation factor αtt̄(|η|) that affects only the

pT > 130 GeV region and is dominant there.

• The variation of charge misID rates due to the variation of the Z mass interval

of measurement by 1 σ. This uncertainty is bigger at low |η| where the statistics

collected is lower.
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• The difference between the charge misID rates measured with the likelihood method

on simulated Z → e+e− events and those evaluated using the generator information

similarly to what done in Section 5.4.2.2.

• The difference between charge misID rates for positrons and electrons. This was

investigated with a dedicated study that found some differences at large |η| and

negligible otherwise.

The magnitude of each uncertainty relative to the rate in the several (|η|, pT) intervals

considered is shown in Figure 6.4. Since the sources of uncertainties are independent, the

total uncertainty on the rates is calculated as the quadratic sum of the uncertainties.
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Figure 6.4: Relative uncertainty on the charge misID rate for intervals of |η| and pT ∈
[0, 60] GeV (a), pT ∈ [60, 90] GeV (b), pT ∈ [90, 130] GeV (c), pT > 130 GeV (d).

6.4.2.3 Determination of the charge misID background in the signal regions

Known the electron charge misID rates, it is possible to estimate the charge misID back-

ground in the analysis signal regions by applying these rates to events with opposite-sign

leptons. The data events must be selected with the same selection criteria of the signal re-

gions except for the relative charge sign requirement of the leptons. These samples are
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very pure of prompt opposite-sign leptons and the non-prompt background is negligible.

Events with an e±µ∓ pair are used to estimate the background in the e±µ± category; anal-

ogously events with a e+e− pair the background in the e±e± category. If N i e±µ∓ events

are produced with the electron in the i− th interval of |η| and pT, then N i
SS = εi×N i are

expected to be reconstructed as same-sign leptons and N i
OS = (1−εi)×N i as opposite-sign

leptons. The estimated number of same-sign lepton events in the e±µ± category due to

charge misID background is therefore:

NSS =
∑
i

εi
1− εi

×N i
OS (6.3)

where the sum is over all the possible intervals (|η|, pT). In the e±e± category, the

charge misID background estimate is complicated by the fact that both electrons can

be reconstructed with opposite charge. The estimate number of charge misID events in

the e±e± category is:

NSS =
∑
i

∑
j≥i

εi + εj − 2εiεj
1− εi − εj + 2εiεj

×N ij
OS (6.4)

where both sums are over the (|η|, pT) intervals. In addition to the total event yields,

one can obtain the distributions of the charge misID background from opposite-sign data

distribution scaled with charge misID rate corrections. The shapes of the predicted pseu-

dorapidity distribution of the leading pT electron for the charge misID background and

tt̄H signal in the e±e± category are shown in Figure 6.5. The charge misID background

has a clear excess at |η| > 1.5 due to the increase of charge misID rate with |η|, while in

tt̄H events smaller values of |η| are favoured. For this reason, events with an electron with

|η| > 1.5 are excluded from the signal regions. Since the region 1.37 < |ηcl| < 1.52 was

already excluded due to the transition between calorimeter units, the electron considered

in the signal region results in being limited to |ηcl| < 1.37.

There are few differences between this charge misID background estimate and that

used in the new physics search (Section 5.4.2.1). The estimate used here is totally data-

driven with charge misID rates estimated in data (except for electrons with pT > 130 GeV)

and applied to opposite-sign data. In Chapter 5 instead, corrections derived from rates

measured in data and simulation were applied to simulated events. The difference in

strategy is justified by the type of analysis. This analysis compares the number of observed

and expected events with a rare topology: large jet and b-jet multiplicities in addition to

same-sign leptons. Only a tiny fraction of Z/γ∗ and tt̄ events is accepted and in order

to produce accurate predictions, large simulated statistics would be needed. Further, the

modeling of simulations in this rare topology has never been tested before and this would

be reflected in large systematic uncertainties. The full data-driven approach is therefore

preferred, but such method does not compensate for differences in kinematics between the
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Figure 6.5: Pseudorapidity distribution of the higher pT lepton in the 2`0τhad e
±e± categories for

charge misID background and tt̄H signal expectation. The hatched region shows the uncertainty
on the background prediction. The signal is magnified 26 times.

prompt leptons and the charge misID leptons. The latter ones, if created in a trident event,

would have energy and direction different from the electron initiating the interaction. This

has not a large impact on the tt̄H analysis because the analysis considers predictions in

number of events in the signal region and, does not make use of the lepton kinematics1. In

the search for new physics where the di-lepton invariant mass is scanned for excesses, the

correct modeling of the kinematic is required. The simulation with corrected charge misID

rates is hence used in that case.

6.4.3 Photon conversion backgrounds

Processes radiating a photon and having additional prompt leptons and jets can be a

background for the tt̄H analysis when the photon converts in a e+e− pair due to interaction

with detector material. These events are accounted for in the simulation of the prompt

backgrounds. In addition, W±γ events are simulated and their contribution is added to the

contributions from the other V V processes. These simulations are corrected for detection

differences between data and simulation as specified in Section 2.4.

6.4.4 Non-prompt backgrounds

Processes that produce one prompt lepton and large jet and b-jet multiplicities in the

final state constitute the non-prompt background for this analysis. In these processes, a

non-prompt lepton is produced in the jet activity and forms with a prompt lepton the

1The analysis imposes pT and |η| restrictions but does not used the lepton kinematic distribution to
measure the signal. The correction of the charge misID kinematic is therefore not necessary.
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same-sign pair. For this analysis, the tt̄ production is the largest non-prompt background.

Smaller sources are single-top, tW±, W± + jets, Z + jets and W+W−.

A tt̄ simulation is studied to investigate the type of non-prompt leptons that pass the

analysis selection. The tt̄ must have two reconstructed same-sign leptons, one prompt and

one non-prompt, and one reconstructed b-jet. The lepton type is determined accessing the

generator information of the simulation. The 95% of non-prompt electrons and the 99%

of non-prompt muons are produced in the decay of hadrons containing b-quarks. In other

words, the non-prompt background is nearly produced by a single source which makes

simpler and more reliable estimate. The remaining non-prompt leptons are produced by

other hadrons or are hadrons reconstructed as leptons.

Since the jet multiplicity is a key element of the non-prompt background estimate,

the fraction of non-prompt leptons from hadron containing b-quarks is also studied as

a function of the jet multiplicity in the event. This fraction is steady for muons and

decreases at higher multiplicity for electrons due to the larger number of light-flavour

particles produced in jets that can be reconstructed as electrons. The variation of the

b-quarks originated non-prompt fraction does not exceed 10%.

6.4.4.1 The θ Method

The non-prompt background is estimated in this analysis with a simplified version of the

Fake Factor Method introduced in Section 5.4.4.1. This method is called the θ Method and

uses correction factors θ` and the number of non-prompt events estimated in orthogonal

non-prompt background dominated regions to predict the non-prompt background yields

in the signal regions. The estimate of the non-prompt background in the signal regions

where the leptons satisfy a selection called here tight (`) consists of:

• Definition of a non-tight (�̀) lepton selection to target non-prompt leptons.

• Definition of a non-prompt-dominated region orthogonal to the signal regions.

• Evaluation of the θ` factor, the fraction of events with tight leptons to events with

non-tight leptons in the non-prompt-dominated region.

• Application of the θ` factor to events with a non-tight lepton, but satisfying the

signal region selection otherwise.

The tight selection for electrons and muons correspond to that used in the 2`0τhad sig-

nal region, defined in Table 6.3 with additional requirements from Table 6.6. The non-tight

selection is designed to target non-prompt leptons that, in this case, are the soft and not

isolated leptons typical of the decay of heavy flavour hadrons.

The definitions of non-tight muon differs from the tight one for the pT requirement: the

non-tight muon has 6 < pT < 10 GeV. Further a non-tight muon directionally overlapping

with a jet according to the requirement in Table 6.5 is not removed. This is due to the
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pT dependent ∆R requirement (∆R (jet, µ) < 0.04 + 10 GeV
pT(µ) ) that would be otherwise too

large.

For electrons, the non-tight selection differs from the tight one for the identification

and isolation criteria: non-tight electrons fails the very tight Likelihood criterion, have

ptcone20/pT > 0.05 and have etcone20/pT > 0.05.

The θ` factor is the ratio of the number of ` non-prompt leptons to the number of �̀ non-

prompt leptons calculated in the non-prompt dominated region. θ` has the same meaning

of the fake factor fFF` , but is not calculated as a function of the lepton kinematic. In

this analysis, the θ` factors are estimated in a region with two same-sign and same flavour

leptons, either e±e± or µ±µ±, at least one b-jet and low jet multiplicity: 1 ≤ N (jet) ≤ 3

in e±e± events and 2 ≤ N (jet) ≤ 3 in µ±µ± events. In the µ±µ± case, the restriction to

two or three jets enhances the fraction of tt̄ events in the non-prompt background. The

one jet events are indeed enriched in other processes like W± + jets. On the other side,

e±e± events with |m (e±, e±) −m (Z) | < 10 GeV are removed to reduce the fraction of

charge misID background in this region. Only events with two tight leptons (N``) or with

one tight lepton and one non-tight (N
` �̀

) are considered.

The θ` factors is calculated as the ratio of N`` to N
` �̀

:

θ` =
N``

N
` �̀

(6.5)

Any contribution from prompt, charge misID and photon conversion background to the

yields in these regions are subtracted from data before θ` is calculated. The θ` factors for

electrons, θe, and for muons, θµ, are obtained from e±e± and µ±µ± events, respectively,

and are given in Table 6.7. Note the larger value of θµ does not mean that the fraction

Factor θe θµ
Value 0.016± 0.006 0.25± 0.05

Table 6.7: The measured values of the θ` factors.

of background with non-prompt muons in the signal regions is larger, but just that the

fraction of non-prompt muons selected as tight in relation to those selected as non-tight is

higher.

Assumed that the θ` factors do not depend on the multiplicity of jets in the event, the

estimate of non-prompt events with two tight leptons and n jets is obtained by multiplying

the number of events with n jets and one tight +non-tight lepton pair by θ`. The non-

prompt background estimates produced by the θ Method, N θ
``′ , in each category `, `′ = e, µ

are:

N θ
ee (n jets) = Ne�e

(n jets)× θe (6.6)
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N θ
µµ (n jets) = Nµ�µ

(n jets)× θµ (6.7)

N θ
eµ (n jets) = Ne�µ

(n jets)× θµ +Nµ�e
(n jets)× θe (6.8)

where N �̀̀′ is the number of data events with one tight +non-tight lepton pair after sub-

traction of prompt, charge misID and photon conversion backgrounds. The charge misID

background in events with a non-tight electron is not estimated with the likelihood method.

The charge misID contributions from tt̄, Z/γ∗ + jets, tW± and W+W− productions are

estimated with pure simulations. The simulations considered are given in Table C.1.

The non-prompt background predictions for the 2`0τhad signal regions are given by

Equation 6.6, Equation 6.7 and Equation 6.8 for number of jets n = 4 and n ≥ 5. Since the

e±µ± events are not used in the determination of θe and θµ, Equation 6.8 with 1 < n ≤ 3

can be used as validation region of the non-prompt background estimate. N θ
eµ is compared

with data after background subtraction in this region with 2 or 3 jets and 1 b-jet and an

e±µ± pair:

N θ
eµ

Neµ(Data)−Neµ(prompt + charge misID + photonconversion)
= 1.43± 0.46 (stat.)

(6.9)

The θ Method is based on the assumption that the θ` factors for electrons and muons

are stable with respect to the jet multiplicity. This has been tested using tt̄ simulations.

The selected events contain one non-prompt and one prompt lepton determined via gen-

erator information with same charge and can contain one reconstructed b-jet. The value

of θe and θµ calculated from these events as a function of the jet multiplicity is shown in

Figure 6.6. The θ` seem compatible within the statistical error for any jet multiplicity.

Lower θe values are found for N (jet) ≥ 5, but these are measured with less accuracy. The

θµ value for N (jet) = 1 is smaller too, but events with one jet are excluded from the

estimate.

As a test of the θ Method, the prediction of tt̄ non-prompt background from simulation

NMC
`` is compared to NMC

` �̀
×θMC

` , the estimate from the θ Method applied to the simulated

events with the θMC
` factors measured in the same simulation (closure test). The test is

repeated for different numbers of b-jets and variations of the lepton selection and of the

generator used in the simulation. The largest difference between NMC
`` and NMC

` �̀
× θMC

`

among any of these cases is taken as systematic uncertainty of the method (∆θsyst
µ (closure)

and ∆θsyst
e (closure)). Additional systematic uncertainties are considered.

The uncertainties on the background (prompt, charge misID and photon conversion)

subtracted from data when estimating θ` and N �̀̀′ , are accounted for and propagated to

the non-prompt estimate. The correlations between the uncertainties on the subtraction

and those on the prompt, charge misID and photon conversion estimates are taken into
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Figure 6.6: Stability of θe and θµ in tt̄ simulated events as a function of the number of jets and
requiring any number of b-jets (black) or at least one b-jet (red).

account. Since charge misID rate is not calculated for �̀ electrons, for N
` �̀

events, the

subtracted charge misID background is estimated with simulations and an uncertainty on

this estimate of 100% is applied.

The influence of sources of non-prompt background other than tt̄ production to the

prediction of non-prompt background is evaluated. Processes like W±+jets and Z/γ∗+jets

are expected to be suppressed at high jet multiplicity. However, the fraction of W±+ jets

and Z/γ∗ + jets in the low jet multiplicity used to estimate the θ` factors is larger. If for

these processes θ` is different from that measured in tt̄ events, a bias can be introduced

in the non-prompt background estimate. The fraction of single boson production in the

studied sample is varied by changing the b-jet pT requirement and introducing a require-

ment on the EmissT . The largest variation in the value of θ` obtained from these tests is

taken as systematic uncertainty due to non-tt̄ processes on the non-prompt background

estimate (∆θsyst
µ (non-tt̄) and ∆θsyst

e (non-tt̄)).

In addition to the uncertainties listed above, the statistical uncertainties on the θ`

(∆θstat
e and ∆θstat

µ ) and on the yields in the `�̀ regions (∆N stat
` �̀

) are also accounted. The

total uncertainties on the non-prompt predictions are given in Table 6.8 for each signal re-

gion category. The larger uncertainties are due to the statistical error and the differences

in the closure tests with tt̄ simulations.

The θ Method is different from the Fake Factor Method presented in Section 5.4.4.1.

One difference is that θ` is an overall factor and does not account for lepton kinematic

dependences. In other words, if the same tight and non-tight definitions are used for the

θ Method and the Fake Factor Method, θ` would be the average fake factor:

θ = 〈f (pT, η)〉 (6.10)
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Channels
Uncertainties (%) 4 jets ≥ 5 jets

e±e± µ±µ± e±µ± e±e± µ±µ± e±µ±

∆θstat
e 40 – 9.7 40 – 14

Statistical ∆θstat
µ – 22 16 – 22 14

∆N stat
` �̀

6.8 20 13 8.4 30 16

∆θsyst
e (closure) 22 – 6.8 27 – 8.9

Systematic ∆θsyst
µ (closure) – 25 19 – 31 21

∆θsyst
µ (non-tt̄) – 14 11 – 14 9.2

∆θsyst
e (non-tt̄) 19 – 4.7 19 – 6.5

charge misID (`�̀) 2.2 – 0.7 2.4 – 0.8

Total 50 41 32 52 50 37

Correlated charge misID (``) 24 – 6.8 24 – 7.9
Systematic tt̄W± cross-section 4.0 4.1 5.1 4.0 4.1 4.5

tt̄W± PDFs2 2.7 2.7 1.8 2.8 2.7 3.2
tt̄Z 0.5 0.5 0.5 0.5 0.5 0.6

Table 6.8: Summary of the uncertainties (in %) on the non-prompt background estimate in the
e±e±, µ±µ± and e±µ± categories. The “correlated” systematic uncertainties are anti-correlated to
the systematic on other background processes on the signal region.

Unless the fake factors are not affected by the lepton kinematic, the θ Method would not

predict accurately the kinematic properties of the non-prompt background. This does not

create a problem in this analysis because the kinematic properties of the signal region

events are not investigated. The results are obtained from the comparison of data yields

with the prediction. Since the available statistics for this analysis is limited, the fake

factors would have been dominated by the statistical error, preventing the observation of

any significant pT or η dependence.

Another difference with the Fake Factor Method is that in the θ Method also assumes

that the non-prompt background due to events with two non-prompt leptons is considered

negligible compared to the one with only one non-prompt lepton. This is a reasonable

assumption since the main non-prompt background is tt̄ with one prompt lepton.

In the next years, ATLAS will collect more statistics and more accurate background

estimates will be feasible. The uncertainties related to the non-prompt background esti-

mate have the largest impact on this measurement as will be shown later. One goal for

future analyses is to improve the non-prompt background estimate. Alternative methods

of estimate have been studied by the author and described in the following section.

6.4.5 Non-prompt background estimates for future analyses

In the second half of 2015, LHC has started to collide protons at a centre-of-mass energy of

13 TeV. The tt̄ production cross-section at this energy is more than three times larger the

one at
√
s = 8 TeV. Furthermore, the LHC has the potential to produce data in the order of
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tens of inverse femtobarns in 2016 and 2017. As a result, the number of tt̄ events produced

could be several times larger than in 2012. Assuming detection conditions similar to those

at
√
s = 8 TeV3, the non-prompt background due to tt̄ would also increase by a similar

fraction. In terms of non-prompt background estimate, each region used will contain more

non-prompt background events leading to a reduction of the statistical uncertainty on the

non-prompt estimate. More complex techniques could therefore be employed including

those resolving the kinematics of the signal events against the non-prompt background and

offering more discrimination power. This would allow to investigate alternative analysis

strategies. For instance, a template fit of kinematic distributions in the signal regions

could be used in place of the yields comparison to obtain higher sensitivity.

This section investigates the use of the Fake Factor Method, introduced in Section 5.4.4.1,

and another technique called the Matrix Method [183] as candidate methods to estimate

non-prompt background in future tt̄H analyses. The Matrix Method is introduced in

the next section. Both methods require the definition of two levels of lepton selection

and a non-prompt background enriched region where correction factors are calculated.

The lepton selections used in this study are defined in Section 6.4.5.2, while several non-

prompt background enriched regions are investigated in Section 6.4.5.3. The Fake Fac-

tor Method and Matrix Method predictions are then compared using simulated tt̄ events

and
√
s = 8 TeV data in Section 6.4.5.5 and Section 6.4.5.6, respectively.

6.4.5.1 The Matrix Method

The Matrix Method estimate of non-prompt background is based on the calculation of the

efficiencies for non-prompt and prompt leptons to pass certain selection criteria. These ef-

ficiencies are used to scale data in non-prompt enriched regions and obtain the non-prompt

background prediction in the signal regions. This method accounts for backgrounds with

either one or multiple non-prompt leptons. The Matrix Method is based on the definition

of:

• a loose and a tight lepton selection (as in the Fake Factor Method);

• a non-prompt lepton dominated region orthogonal to the signal regions (similarly

to the Fake Factor Method) used to calculate the efficiency for non-prompt leptons

selected with the loose requirements to pass the tight selection;

• a prompt lepton dominated region orthogonal to the signal regions used to calculate

the efficiency for prompt leptons selected with the loose requirements to pass the

tight selection;

• a data sample with loose leptons scaled with factors built from prompt and non-

prompt efficiencies to obtain the non-prompt background prediction.

3Differences in the running conditions, e.g. pileup, and in the reconstruction techniques could alter the
efficiency to select non-prompt leptons.
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Equivalently to the Fake Factor Method, reconstructed leptons have to pass a prelimi-

nary loose (˘̀) selection. A mix of prompt and non-prompt leptons is selected. Implications

due to the presence of leptons from other background sources are discussed later. The loose

leptons are divided in tight (`) and non-tight (�̀) leptons depending on whether the lepton

satisfies the tight selection or not, respectively. The tight selection matches the leptons

selection used in the signal regions and aims at reducing the fraction of non-prompt lep-

tons. Typically this is obtained by imposing isolation and identification requirements. As

a consequence, non-prompt leptons are predominantly classified as non-tight leptons.

The efficiencies for non-prompt and prompt leptons to pass the tight selection, f` and

r` respectively, are calculated in ad-hoc regions populated by events with non-prompt or

prompt leptons:

f` =
N` (non− prompt lepton)

N˘̀(non− prompt lepton)
(6.11)

r` =
N` (prompt lepton)

N˘̀(prompt lepton)
(6.12)

where N` and N˘̀ are respectively the number of leptons of the type specified to pass the

tight and loose selection, respectively. The efficiency for prompt leptons to pass the tight

selection must be much higher than that for non-prompt leptons to obtain an accurate esti-

mate of the non-prompt background. The efficiencies for prompt and non-prompt leptons

are calculated in regions orthogonal to the signal regions. Since the characteristics of the

event can affect the probability of leptons to pass the loose and tight selections, the defi-

nition of these orthogonal regions should be as close as possible to the signal regions. For

non-prompt enriched regions, the composition of the selected non-prompt lepton sample

(e.g. the fractions of non-prompt leptons from heavy flavour hadrons and mis-identified

particles) must be similar to the one in the signal region to not introduce biases. Candi-

dates for non-prompt enriched regions are studied in Section 6.4.5.3. The f` and r` are

calculated in data, but potential contaminations from other types of leptons (charge misID,

photon conversion electrons and non-prompt leptons for r` or prompt leptons for f`) are

subtracted from N` and N˘̀.

The f` and r` can be calculated as a function of a set of parameters, for instance the lep-

ton |η| and pT. This allows to better model the kinematics of the non-prompt background

instead of just predicting yields. The efficiency of the tight selection is indeed expected to

not be constant because the event kinematic influences the selection requirements. The

variables that are expected to have the larger impact on f` and r` are the lepton |η| and pT

because of differences in the detection performances and selection efficiency of leptons de-

pending on their direction and momentum. Once the prompt and non-prompt efficiencies

are obtained, it is possible to relate the number of events with prompt and non-prompt

leptons selected with the loose requirement, Nr and Nf , to the number of expected events

with tight and non-tight selected leptons, N` and N
�̀
. For events with one lepton, this
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relation takes the form of:(
N`

N
�̀

)
=

(
r` f`

1− r` 1− f`

)(
Nr

Nf

)
= M (r`, f`)

(
Nr

Nf

)
(6.13)

The matrix M (r`, f`), which this method takes its name from, can be inverted (if r` 6= f`)

to find Nf and consequently the number of events with one non-prompt lepton passing

the tight selection, Nf→` = f`Nf .

In the case of events with two leptons, the estimate of the non-prompt background is

more complex. The events can have lepton pairs formed by any combination of prompt

and non-prompt leptons. For convenience, events are divided in Nrr, Nrf , Nfr and Nff ,

where the first subscript refers to the type of the leading pT lepton and the second to

the type of the subleading one. The subscripts r indicates a prompt lepton, while f a

non-prompt one. The prompt and non-prompt efficiencies are used to obtain the relations

that connect Nrr, Nrf , Nfr and Nff to the numbers of events with any combination of

tight (`) and non-tight (�̀) reconstructed leptons (N``, N` �̀
, N

�̀`
and N

�̀ �̀
):

N``

N
` �̀

N
�̀`

N
�̀ �̀

 = M (r1, r2, f1, f2)


Nrr

Nrf

Nfr

Nff

 (6.14)

M (r1, r2, f1, f2) =


r1r2 r1f2 f1r2 f1f2

r1(1− r2) r1(1− f2) f1(1− r2) f1(1− f2)

(1− r1)r2 (1− r1)f2 (1− f1)r2 (1− f1)f2

(1− r1)(1− r2) (1− r1)(1− f2) (1− f1)(1− r2) (1− f1)(1− f2)


where the subscripts 1 and 2 refer respectively to the leading and subleading pT lepton in

the pair. The efficiencies r1 (f1) can be different from r2 (f2) because they are parametrised

according to the pT, |η| and flavour of the lepton. The matrix M (r1, r2, f1, f2) of Equa-

tion 6.14 can be inverted if r1 6= f1 and r2 6= f2 in order to obtain the number of events

with loose lepton pairs with non-prompt leptons: Nrf , Nfr and Nff . The conditions

r1 > f1 and r2 > f2 are typically satisfied because the tight selection is defined such that

is more efficiently passed by prompt leptons than non-prompt ones.

The number of events with non-prompt leptons that pass the tight selection, Nf→``
MM ,

is obtained multiplying Nrf , Nfr and Nff for the efficiencies of the leptons that constitute

the pair to pass the tight selection:

Nf→``
MM = r1f2Nrf + f1r2Nfr + f1f2Nff (6.15)
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Equation 6.15 can also be rewritten in terms of N``, N` �̀
, N

�̀`
and N

�̀ �̀
as:

Nf→``
MM = AN`` +BN

` �̀
+ CN

�̀`
+DN

�̀ �̀
A = 1− r1r2(1− f1)(1− f2)α

B = r1r2(1− f1)f2α

C = r1r2f1(1− f2)α

D = −r1r2f1f2α

α = 1
(r1−f1)(r2−f2)

(6.16)

Note that A,D ≤ 0 and B,C ≥ 0 for r1 > f1 and r2 > f2. The closer ri is to fi, the larger

|A|, B, C and |D| become and, consequently, the more sensitive Nf→``
MM is to statistical

fluctuations on N``, N` �̀
, N

�̀`
and N

�̀ �̀
. Therefore, the Matrix Method works best when

ri � fi.

To account for the dependence of f` and r` on the lepton pT, |η| and flavour, Equa-

tion 6.16 becomes:

Nf→``
MM =

N`∑̀
A (`1, pT1, |η1| , `2, pT2, |η2|) +

N
`�̀∑
B (`1, pT1, |η1| , `2, pT2, |η2|) +

+

N
�̀∑̀
C (`1, pT1, |η1| , `2, pT2, |η2|) +

N
�̀ �̀∑
D (`1, pT1, |η1| , `2, pT2, |η2|) (6.17)

where the coefficientsA,B,C,D are now calculated with the efficiencies fi = fi (`i, pTi, |ηi|)
and ri = ri (`i, pTi, |ηi|) that are functions of the lepton properties (transverse momentum,

pseudorapidity and flavour). The Nf→``
MM , as computed in Equation 6.17, is the Ma-

trix Method estimate of the non-prompt background in events with two leptons. In the

limit r` → 1, Nf→``
MM is equal toN``

FF (Equation 5.11) used in the Fake Factor Method4.

The main difference between the Matrix Method and Fake Factor Method lies in the

way in which the backgrounds other than the non-prompt one are accounted for. In the

Fake Factor Method, background events other than non-prompt ones are subtracted from

N
` �̀

, N
�̀`

and N
�̀ �̀

(Equation 5.13), while in the Matrix Method the prompt background

is excluded by definition. In this case, the events are scaled with different factors, which

account for prompt background contaminations.

The description of the Matrix Method given above considers only events with prompt

and non-prompt leptons. Special considerations must be made for the e±e± and e±µ±

categories where events with electrons from charge mis-identification or photon conversion

constitute a significant background. In this analysis, the photon conversion background

is almost negligible, but the charge misID background can be comparable to the non-

prompt and prompt backgrounds in magnitude. The Matrix Method provides the correct

4Note that the non-prompt efficiency is connected to the fake factor by the relation: fFF` = f`
1−f`

.
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estimate of non-prompt background if the efficiency for charge misID and photon con-

version electrons to pass the tight selection is equal to that for prompt electrons. If not,

the Matrix Method would still give the correct estimate for the other backgrounds if r`

is not interpreted any more as an efficiency for prompt leptons but rather as an average

efficiency for leptons from any process but the non-prompt ones. In that case, Nrf , Nfr

and Nrr would represent the events with at least one lepton that is not a non-prompt

lepton. The efficiency r` should be measured in a region with a composition of prompt,

charge misID and photon conversion electron events as close as possible to the one expected

in the signal regions. Alternatively, efficiencies should be calculated in regions enhanced

with either prompt or charge misID or photon conversion electrons and then combined

according to their expected fractions in the signal regions. These complications could be

avoided by choosing an appropriate loose electron definition, such that r` for prompt and

charge misID electrons are similar. In fact, r` and f` depend on the requirements chosen

to differentiate between loose and tight leptons. The tight lepton definition is typically

optimized to reject background in the signal regions, while the loose selection can be ad-

justed as best suits for the non-prompt estimate. The definition of loose electron can be

calibrated in order to have small efficiency for non-prompt electrons but large and similar

efficiencies for prompt, charge misID and photon conversion electrons. Considerations on

the loose selection definitions are given below.

As explained in Section 4.2, there are several types of charge misID electrons. Their

reconstructed signals can present differences from those of prompt leptons, leading to

differences in selection efficiencies. If the charge misID electron is due to a wrong recon-

structed track curvature, the electron has similar properties to a prompt one, but a less

accurate cluster energy over track momentum ratio (Ecl/p), which is used in the electron

identification. If a mismatch between track and cluster occurs, the impact parameter and

the ratio Ecl/p of the reconstructed electron could be different compared to prompt elec-

trons. An electron produced in the interaction with the detector, i.e. in a trident event or

in a photon conversion, has generally an impact parameter larger than a prompt lepton.

Isolation and Ecl/p can also be biased by the additionally produced electrons.

If requirements on the Ecl/p, impact parameter and isolation are used to discriminate

tight and non-tight electrons, there could be a difference in the selection efficiency for

prompt, charge misID and photon conversion electrons. However, these properties are ef-

fective to discriminate prompt and non-prompt leptons: the leptons produced in the decays

of an heavy flavour hadrons have a non-vanishing impact parameter; electron produced

in jets are less isolated than prompt electrons; hadrons reconstructed as electrons would

have Ecl/p 6= 1 due to the difference in the type of interactions with the calorimeters.

The use of requirements on these variables, especially on the isolation, to define the tight

electron selection are therefore important to satisfy the conditions of the Matrix Method

(r` � f`). In this study, the impact parameter requirement is used as part of the loose

electron selection, therefore it has no affect on the efficiencies for charge misID and photon
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conversion electrons. However, both Ecl/p and isolation requirements are included in the

tight electron definition. These requirements may reduce more the selection efficiency for

charge misID and photon conversion electrons than for prompt electrons. The magnitude

of this difference should be investigated. A solution to reduce potential biases due to the

isolation requirements could be the use of a condition on the electromagnetic energy de-

posits surrounding the electron within the loose selection. Additional isolation conditions

would then be used in the tight selection. The charge misID and photon conversion elec-

tron with additional electrons would be removed by the loose selection and the additional

selection would have a small impact on their selection efficiency. On the other hand, a

large fraction of non-prompt electrons would be able to pass the loose selection but not

the tight selection. Since the collisional conditions in the
√
s = 13 TeV data involve a

reassessment of the lepton selection definitions, the study of differences in selection effi-

ciency for charge misID, photon conversion and prompt electrons and the optimization of

the loose selection are postponed to the analysis of new data.

6.4.5.2 Preliminary information for non-prompt background studies

To use the Fake Factor Method and the Matrix Method [183], the leptons are required

to pass a preliminary selection, the loose selection, and are then tested against the tight

selection. The tight selection corresponds to the selection passed by the leptons in the

region where the non-prompt background is estimated (usually the signal regions of the

analysis). The lepton selections used for this study are given in Table 6.9. The loose

selection does not require isolation and uses a looser identification for electrons and a

relaxed d0 condition for muons to ensure a high statistics of non-prompt leptons in the

regions used for the non-prompt background estimate. The tight selection for this study

is not identical to that of the published tt̄H analysis. As a consequence, the signal regions

may also be somewhat different. The differences in the lepton selection are highlighted in

red and are not significant for the aim of the study. Furthermore, the lepton selection will

undergo a re-optimization in the analysis of
√
s = 13 TeV data.

The jet selection, the τhad selection and the removal criteria for overlapping particles

follow the indications of the main analysis (Table 6.4 and Table 6.5). The definition of the

2`0τhad signal region is identical to the main analysis (Table 6.6).

The prompt and photon conversion backgrounds are estimated with simulations as

in the main analysis, while the charge misID background is obtained from simulations

with corrected charge misID rates following the method used in the new physics search

(Section 5.4.2.1). The sources of charge misID background considered are Z/γ∗ + jets, tt̄,

single-top, tW± and W+W−.
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Selection Muon Electron

loose pT > 10 GeV pT > 10 GeV
|η| < 2.5 |ηcl| < 1.37 or 1.52 < |ηcl| < 2.47

|z0 sin θ| < 1 mm |z0 sin θ| < 1 mm
|d0|/σ(d0) < 10 |d0|/σ(d0) < 3

Q(IDet) = Q(MS) medium++ ID
not flagged as from photon conversion

tight ptcone20/pT < 0.05 ptcone20/pT < 0.05
etcone20/pT < 0.05 etcone20/pT < 0.05
|d0|/σ(d0) < 3 tight++ ID

Table 6.9: Definitions of the loose and tight selections applied to muons and electrons used for
the non-prompt background estimate. The tight requirements are applied in addition to the loose
ones. The differences from the lepton selection of the published analysis are highlighted in red.

6.4.5.3 Non-prompt enriched region for fake factor and efficiency measure-

ments

The fake factors, fFF` , and the non-prompt efficiencies, f`, are estimated in a region domi-

nated by non-prompt background and with large statistics. The same“non-prompt region”

can used for both the Fake Factor Method and the Matrix Method. These methods assume

that the selection efficiencies calculated for non-prompt leptons in the non-prompt region

are equal to the selection efficiencies for non-prompt leptons in the signal regions. This

is expected if the composition of the non-prompt leptons and the event activity in the

non-prompt region are similar to those in the signal regions. The event activity can for

instance affect the lepton isolation and as a consequence the selection efficiency.

The tt̄ events are the main source of non-prompt background in the signal regions and

produce non-prompt leptons predominantly via the decays of b-quark flavoured hadrons.

Non-prompt muons are produced almost exclusively in this way, while non-prompt elec-

trons can also come from light flavour hadrons. A region dominated by tt̄ non-prompt

background is therefore a natural candidate to estimate fFF` and f`. Non-prompt regions

dominated by other processes and other types of non-prompt leptons would introduce bi-

ases on the measurement due to the different non-prompt lepton composition and event

activities. However, the resulting systematic uncertainties may be offset by reduced sta-

tistical errors or by smaller uncertainties on other systematic sources (like background

contamination).

Three regions enriched in non-prompt leptons are investigated. The measurement of

fFF` for electrons is relatively more complex than for muons because the non-prompt elec-

trons have multiple origins and the non-prompt regions can be significantly contaminated

by charge misID and photon conversion background. Therefore this section focuses mainly

on the study of non-prompt regions for electrons. A discussion about the non-prompt re-

gion used for muons is given at the end of this section.



6.4. BACKGROUND ESTIMATE 189

The electron non-prompt regions studied are:

W± + jets regions: a non-prompt electron is reconstructed from a jet in event with a

candidate W± → µ±ν decay. Events with opposite-sign and same-sign leptons are

considered separately with dedicated selections to reduce the prompt background:

• one tight muon with pT > 25 GeV that has activated the SMTrig;

• EmissT > 25 GeV and MT

(
µ,EmissT

)
> 40 GeV to select W± → µ±ν events;

• one loose electron;

• if opposite-sign leptons, then N (jet) = 0;

• if same-sign leptons, then 30 < m (e±, µ±) < 150 GeV.

The last two requirements are applied to suppress the dominant prompt background:

tt̄ production in events with opposite-sign leptons and diboson production in e±µ±

events. Events having electrons with large impact parameters are also studied to

increase the non-prompt background fraction. In that case, the electrons selected

have |d0|/σ(d0) > 3 instead of |d0|/σ(d0) < 3 and pass the other loose requirements.

Z + jets regions: a non-prompt electron is reconstructed from a jet in event with a can-

didate Z → µ+µ− decay. Two selections (MT and ∆φ) are studied to reduce the

prompt background in these regions:

• two opposite-sign tight muons, one of which has pT > 25 GeV and has activated

the SMTrig;

• |m (µ+, µ−)−mZ | < 15 GeV to select Z → µ+µ− events;

• one loose electron;

• for the MT selection:

– MT

(
e, EmissT

)
< 40 GeV;

– EmissT +MT

(
e, EmissT

)
< 60 GeV.

• for the ∆φ selection:

– ∆φ
(
e, EmissT

)
< 0.5;

– EmissT < 30 GeV.

The last two requirements are applied to suppress in a complementary way the W±Z

prompt background.

tt̄ region: a non-prompt electron is reconstructed from a jet in event with an additional

lepton and b-jets. The selection targets tt̄ events where one W± decays in hadrons

and the other in leptons. The selection requires:

• one tight lepton with pT > 25 GeV that has activated the SLTrig;
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• if the tight lepton is an electron, then |η| < 1.37 to reduce charge misID con-

taminations;

• N (b-jet) ≥ 1;

• 0 < N (jet) < 4 to avoid overlaps with the signal regions;

• one loose electron;

• same-sign leptons to avoid the large prompt opposite-sign background;

• if two electrons then |m (e±, e±)−mZ | > 10 GeV to avoid Z → e+e− events

with charge misID electrons.

One of the challenges with the non-prompt region definition is the suppression of

background from either prompt, photon conversion or charge misID sources. These back-

grounds can be significant especially in events where the loose electron satisfies also the

tight selection. Before the fake factors or efficiencies are calculated from the non-prompt re-

gion, the expected background of events with prompt, photon conversion and charge misID

electrons must be subtracted from data. The number of observed events in the considered

regions and the expected background fractions are given in Table 6.10. The largest back-

ground contamination and the lowest statistics is found in events with tight electrons, as

expected.

Region
tight electron non-tight electron

Data
Background

Data
Background

fraction (%) fraction (%)

W± + jets (opposite-sign lep.) 7818 86% 9327 27%
W± + jets (opposite-sign lep., |d0|/σ(d0) > 3) 1022 72% 2710 22%
W± + jets (same-sign lep.) 1303 65% 6997 15%
W± + jets (same-sign lep., |d0|/σ(d0) > 3) 421 42% 3725 11%
Z + jets (∆φ sel.) 128 46% 517 25%
Z + jets (MT sel.) 338 52% 1468 27%
tt̄ (same-sign lep.) 355 47% 2435 11%

Table 6.10: Observed event yields in the electron non-prompt regions divided for tight and non-
tight electrons, together with the expected background contamination from prompt, charge misID
and photon conversion processes.

The largest background is found in the W± + jets regions with opposite-sign leptons.

The distributions of the electron pT and |η| in these regions are shown in Appendix C (Fig-

ure C.1 and Figure C.2). The N (jet) = 0 requirement suppresses tt̄ events with prompt

leptons, but the W+W− and Z → τ+τ− processes are still dominant (> 70% of the yields)

and make these regions not suitable for fFF` (and f`) measurements.

The W±+ jets regions with same-sign leptons have less statistics but a larger fraction

of non-prompt events. This is due to the smaller number of prompt events with same-sign

leptons opposed to the similar number of non-prompt events with same-sign and with
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opposite-sign leptons. These regions can contain a significant charge misID background

though.

The distributions of the pT and |η| for tight electrons and for non-tight electrons in the

W±+ jets region with same-sign leptons are shown in Figure 6.75. The non-tight electron

region has less than 15% of background, while in events with tight electrons the expected

backgrounds accounts for the 65% of data. The background contribution is larger at high

pT and uniform in |η|. The majority of the background is due to W±Z production.

Events where the loose electrons have |d0|/σ(d0) > 3 instead of |d0|/σ(d0) < 3 have

also been considered. The inversion of the impact parameter requirement reduces the

prompt background fraction, but increases the fraction of photon conversion background

and charge misID background from trident events. The statistics is smaller than the

other W± + jets regions, but the overall background fraction is smaller too. The main

background is due to tt̄ events with charge misID electrons and W±γ. The distributions

of the pT and |η| of tight electrons and non-tight electrons are shown in Figure 6.8. As

observed previously, charge misID electrons and electrons from photon conversion have

higher production rate at larger |η|. In the pseudorapidity range to |η| < 1.37, which is

the requirement imposed in the 2`0τhad category, the background contamination for tight

electrons reduces to 25%.

The Z + jets non-prompt region selected with the ∆φ requirement has very little

statistics and therefore is not suitable for measuring fake factors as a function of the

lepton kinematics. The distributions of the pT and |η| for tight electrons and non-tight

electrons in this region are shown in Appendix C (Figure C.3), but have not been used to

calculate fake factors.

The Z + jets region that uses MT requirements has larger statistics. The pT and |η|
distributions for tight and non-tight electrons in this region are shown in Figure 6.9. The

main background in this region is the W±Z production. The total background in events

with tight electrons is about 50%.

The tt̄ non-prompt region is one of the purest in non-prompt electrons. The electron

pT and |η| distributions in this region are shown in Figure 6.10. Events with either e±e±

or e±µ± leptons are considered. In the first case, if both electrons pass the tight selection,

have |η| < 1.37 and have activated the trigger, the electron with lower pT is used in the

determination of the fake factors. The tt̄ simulation shows indeed that the lowest pT lepton

in the pair is more likely to be the non-prompt one. The region with tight electrons is

affected, especially for large |η|, by a significant contribution of charge misID background

from tt̄ and Z + jets productions. The purity is still one of the best among the regions

investigated though.

The fake factors have been measured in both W±+jets regions with same-sign leptons,

5Note that the charge misID and photon conversion backgrounds in the non-prompt regions with same-
sign leptons are not shown as a whole but rather as individual Standard Model processes (tt̄, single-top,
Z/γ∗, W+W− and W±γ).
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(a) (b)

(c) (d)

Figure 6.7: The |η| (top) and pT (bottom) distributions of electrons passing (right) and fail-
ing (left) the tight selection in the W± + jets same-sign lepton non-prompt region. Events in
data (black dots) are compared to the expected stacked background contributions, non-prompt
background excluded. Overflow events are added to the last bin. The lower panel shows the frac-
tion of expected background yields. The error bars on the data points and the dashed band on the
simulated background show the statistical uncertainties.
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(a) (b)

(c) (d)

Figure 6.8: The |η| (top) and pT (bottom) distributions of electrons with |d0|/σ(d0) > 3 pass-
ing (right) and failing (left) the tight selection in the W±+jets same-sign lepton non-prompt region.
Events in data (black dots) are compared to the expected stacked background contributions, non-
prompt background excluded. Overflow events are added to the last bin. The lower panel shows
the fraction of expected background yields. The error bars on the data points and the dashed band
on the simulated background show the statistical uncertainties.
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(a) (b)

(c) (d)

Figure 6.9: The |η| (top) and pT (bottom) distributions of electrons passing (right) and fail-
ing (left) the tight selection in the Z+ jets MT selection non-prompt region. Events in data (black
dots) are compared to the expected stacked contributions from prompt Standard Model processes.
Overflow events are added to the last bin. The lower panel shows the fraction of expected prompt
background yields. The error bars on the data points and the dashed band on the simulated
background show the statistical uncertainties.
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(a) (b)

(c) (d)

Figure 6.10: The |η| (top) and pT (bottom) distributions of electrons passing (right) and fail-
ing (left) the tight selection in the tt̄ non-prompt region. Events in data (black dots) are compared
to the expected stacked background contributions, non-prompt background excluded. Overflow
events are added to the last bin. The lower panel shows the fraction of expected background
yields. The error bars on the data points and the dashed band on the simulated background show
the statistical uncertainties.
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(a) (b)

Figure 6.11: Electron fake factors as a function of |η| (left) and pT (right) obtained from the Z+jets
MT selection region (magenta), from the W± + jets same-sign lepton with electron |d0|/σ(d0) <
3 (blue) and electron |d0|/σ(d0) > 3 (red) regions and from the tt̄ region (black). The error bars
account for the statistical uncertainties on data and the subtracted background.

in the Z+jets region with MT requirements and in the tt̄ region. The values obtained from

each region as a function of the electron pT and |η| are shown in Figure 6.11. The error

on each fake factor accounts for the statistical uncertainty on data and on the subtracted

background. All measurements are statistically compatible. Apart the fake factors from

the Z+jets region, that have the largest uncertainties, the fake factors have overall similar

values and similar statistical uncertainties.

The fake factors are larger at low pT and for |η| > 1.52. The pT dependences of the

fake factors appear slightly different for the tt̄ and the W±+jets regions. The fake factors

calculated in the tt̄ region seem to be higher at low pT and seem to decrease faster with pT.

The origin of this difference could be a bias in the background subtraction or a dependence

on the targeted process and in particular on the composition of the non-prompt electron

sample collected. These regions are indeed populated by different background processes

and the selected non-prompt electrons are produced more often from heavy flavour hadron

decays in the tt̄ region than in the W± + jets regions. The effect of these sources of

systematic uncertainties on the fake factors should be further investigated. Given the

change in experimental conditions in the 13 TeV data, the study of the systematic effects

affecting the fake factors calculation is postponed to the new data.

The fake factors used in the remaining of this study are those calculated from the tt̄

non-prompt region because the non-prompt electrons in this region are produced mainly

by tt̄ production as expected to occur in the signal regions. Systematic uncertainties

related to the composition of non-prompt electron sample are probably smaller than in

any other non-prompt region, as well as the background subtraction uncertainties because

of the smallest background contamination6. In future analyses, a proper evaluation of the

6This last point should be further investigated because the charge misID background, dominant in
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non-prompt compositions and of the systematic uncertainties could allow a combination

of the fake factors from different regions. This could improve the precision of the estimate

if the statistical error is still the dominant uncertainty on the fake factors.

The tt̄ non-prompt region is additionally used to calculate the efficiencies f` for the

Matrix Method. The f` are indeed obtained from the fFF` via: fFF` = f`
1−f` .

A tt̄ enriched region with non-prompt muons is used to measure muon fake factors and

efficiencies. The definition of the muon tt̄ non-prompt region is:

• one tight lepton with pT > 25 GeV that has activated the SLTrig;

• if the tight lepton is an electron, then |η| < 1.37 to reduce charge misID contamina-

tions;

• N (b-jet) ≥ 1;

• 0 < N (jet) < 4;

• one loose muon;

• same-sign leptons to avoid prompt opposite-sign lepton backgrounds;

This region differs from the electron one for the selection of loose muons instead of loose

electrons. When two muons pass the tight selection, have pT > 25 GeV and activate the

SMTrig, there is an ambiguity in the choice of the non-prompt muon in the pair. The

muon with lower pT is considered non-prompt, as supported by simulation studies, and is

used in the determination of the fake factors. The distributions of the non-prompt muon

pT and |η| in the tt̄ non-prompt region are shown in Figure 6.12. This region is consid-

erably purer than the non-prompt electron one because there is very little charge misID

background contamination. The total expected background is less than 20% and is due

mainly to prompt same-sign lepton processes. Given the low background contamination

and the similarity in non-prompt muon composition with the signal regions, the tt̄ non-

prompt region is that used to estimate muon fake factors and efficiencies. A combination

of several non-prompt regions may be considered in future to improve the statistics.

The fake factors calculated from the tt̄ non-prompt regions are shown for electrons and

muons as a function of pT and |η| in Figure 6.13. Despite the different selections, the fake

factors for muons and electrons have similar magnitudes and pT dependence. The non-

prompt leptons are reconstructed about ten times more frequently as non-tight leptons

than as tight ones. The fake factors seem to decrease with pT. The electron fake factors

have a larger error mainly due to the larger background contamination in the electron

non-prompt region. Non-prompt efficiencies, f`, are obtained from fFF` via: f` =
fFF`

1+fFF`
.

the tt̄ region, may have a larger uncertainty than the prompt background, dominant in the W± + jets
regions. Therefore the uncertainty on the background subtraction could also even result bigger in the tt̄
non-prompt region.
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(a) (b)

(c) (d)

Figure 6.12: The |η| (top) and pT (bottom) distributions of muons passing (right) and failing (left)
the tight selection in the tt̄ non-prompt region. Events in data (black dots) are compared to the
expected stacked background contributions, non-prompt background excluded. Overflow events
are added to the last bin. The lower panel shows the fraction of expected background yields. The
error bars on the data points and the dashed band on the simulated background show the statistical
uncertainties.
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(a) (b)

Figure 6.13: Fake factors as a function of the lepton |η| (left) and pT (right) for muons (blue)
and electrons (red) as obtained from the tt̄ non-prompt regions. The error bars account for the
statistical uncertainties on data and the subtracted background.

For this study, only statistical uncertainties on data and predictions have been con-

sidered. However, a preliminary study of the biases due to the use of SLTrig on the fake

factors has been performed. This is reported in Section C.2.3 and shows a potential bias

in the muon fake factors. A full evaluation of systematic uncertainties should be per-

formed in future analyses, similarly to what has been done for the fake factors estimated

in Section 5.4.4.2 and Section 5.4.4.3.

6.4.5.4 Prompt background enriched regions for the evaluation of r`

The Matrix Method requires the measurement of tight selection efficiencies for prompt

leptons, r`. The measurement is performed in a region highly pure in prompt leptons.

Opposite-sign di-lepton events are produced in large quantity by processes with prompt

leptons. Therefore the r` are estimated in a region with opposite-sign leptons and addi-

tional jets and b-jets to be close to the signal region selection, the prompt region. The

region is defined by:

• one tight lepton with pT > 25 GeV that has activated the SLTrig;

• N (b-jet) ≥ 1;

• 0 < N (jet) < 4;

• one loose lepton;

• opposite-sign leptons.

If the leptons have same flavour and both are tight , have pT > 25 GeV and are compatible

with the SLTrig, the lepton used to calculate the efficiencies is chosen randomly since

both are expected to be prompt leptons. The selection is identical to that defining the
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tt̄ non-prompt regions except for the requirement of opposite-sign leptons. The electron

efficiencies are obtained from events with e+e− and e±µ∓ pairs, while the muon efficiencies

from events with µ+µ− and e±µ∓ pairs. The b-jet and jet requirements are introduced

to select events with an activity similar to the signal regions. The requirement 0 <

N (jet) < 4 is set to match the condition on the hadronic activity of the non-prompt region.

Since the isolation of a prompt lepton and so the prompt efficiencies can depend on the

additional hadronic activity in the event, the selection should resemble the signal region

one. Uncertainties on prompt efficiencies due to the prompt region selection should be

evaluated in future analyses. Currently, the statistics in the N (jet) ≥ 4 region is too small

to measure r`, but when more data will be collected, the use of this requirement may be

convenient in terms of overall statistical and systematic uncertainties.

The main process in the prompt region is the tt̄ production with both W± decay-

ing to leptons. In events with same flavour leptons, the Z/γ∗ + jets production is also

important. Events with non-tight leptons present a small contamination of non-prompt

background. The impact of the background contamination on the prompt efficiencies and

the Matrix Method predictions is studied in Section C.2.2. The bias on the non-prompt

predictions due to this contamination is smaller than 4% in the e±e± category, 7% in the

e±µ± category and 10% in the µ±µ± category. This effect is small compared to the other

uncertainties of the method in this study, but it might be significant in future analyses.

For convenience and consistence, real factors (rFF` ) are defined as the ratio of the

number of prompt leptons passing the tight selection to the number of prompt leptons

failing it. The real factors calculated from the prompt region are shown for electrons and

muons as a function of pT and |η| in Figure 6.13. The prompt efficiencies r` are obtained

from rFF` via: r` =
rFF`

1+rFF`
. On average prompt electrons have four times more chances to

(a) (b)

Figure 6.14: Real factors as a function of the lepton |η| (left) and pT (right) for muons (blue)
and electrons (red) as obtained from the prompt regions. The error bars account for the statistical
uncertainty.

be reconstructed as tight electron than non-tight . Eight out of nine times loose prompt
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muons are reconstructed as tight muons. Real factors increase with pT for both leptons,

since the isolation requirements allow for more activity around the higher pT leptons.

For this study no systematic uncertainties are considered for rFF` , however a prelimi-

nary study of the biases due to the use of SLTrig on the real factors has been performed.

This is reported in Section C.2.3 and shows biases in the measurement of electron real fac-

tors. A full evaluation of systematic uncertainties should be performed in future analyses

similarly to what has been done for fake factors in Section 5.4.4.2 and Section 5.4.4.3.

6.4.5.5 Validation studies with tt̄ simulations

The predictive power of the Matrix Method and the Fake Factor Method is tested on

simulated tt̄ events. In this case, the inputs needed by the methods are obtained exclusively

from simulation: the tt̄ sample is used to calculate the non-prompt and prompt efficiencies

(and the fake factors); then tt̄ events are scaled according to the Fake Factor Method

and Matrix Method procedures. In the tt̄ non-prompt regions, defined in Section 6.4.5.3,

the simulated events with charge misID electrons are excluded, so that only non-prompt

background events are used to calculate non-prompt efficiencies and fake factors. In the

prompt regions instead, the events with non-prompt leptons are not considered in the

determination of the prompt efficiencies. The tt̄ events that pass the 2`0τhad category

selection and have two loose same-sign leptons of which at least one is non-prompt, are

then scaled with the factors obtained from efficiencies following the prescriptions of the

methods.

The accuracy of the two methods is tested comparing their non-prompt background

predictions with the estimate obtained directly from simulation. If the base assumptions

of the Matrix Method and the Fake Factor Method are valid, their predictions should

be compatible with those from pure simulation. Differences may arise especially in the

modeling of the event kinematic, if the parametrisation of fake factors and efficiencies

is not sufficiently refined. For instance, these quantities may depend on other properties

beside the lepton pT and |η| or may significantly change in value within the intervals which

the pT and |η| ranges are divided into. The complexity of the parametrisation is limited by

the statistics available. If significant differences are observed, these should be considered

as systematic uncertainties associated to the methods.

The distributions of the jet multiplicity in the e±e±, e±µ± and µ±µ± categories

estimated directly from simulation, from the Matrix Method and from the Fake Fac-

tor Method applied to simulated events are shown in Figure 6.15. The predictions of the

Fake Factor Method and the associated uncertainties are within 1% of those from the

Matrix Method. The reason is that in this test the prompt efficiencies are very close to

the unity and have uncertainties negligible compared to those of non-prompt efficiencies.

Thus, the scaling applied by the Matrix Method is very similar to the one of the Fake Fac-

tor Method. Furthermore, this Fake Factor Method estimate does not require background
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Figure 6.15: Distributions of the jet multiplicity for e±e± (top), e±µ± (centre) and µ±µ± (bot-
tom) events in the tt̄ simulation. Simulated tt̄ non-prompt events (black dots) are compared to
the predictions from the Fake Factor Method applied to the tt̄ simulated events (light blue) and
from the Matrix Method applied to the same events (light green). Overflow events are added to
the last bin. The lower panel shows the ratio between the predictions from simulation and from
the data-driven methods. The error bars and the dashed band show the statistical uncertainties
on simulation and on the data-driven predictions, respectively. Uncertainties on the fake factors
and the rates are not included.
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subtraction because all the events considered contain non-prompt leptons. The predictions

of the two methods are therefore equivalent as shown in more details in Section C.2.4. In

the rest of this section only the Matrix Method predictions are discussed, but the same

statements apply to the Fake Factor Method predictions.

In Figure 6.15, the requirement of N (jet) ≥ 4, that defines the 2`0τhad category,

has been dropped to show the agreement in both the signal regions and the low N (jet)

regions (N (jet) ≤ 3). The yields predicted from simulation and by the Matrix Method in

the signal regions and the low N (jet) regions are shown in Table 6.11. The uncertainty

on the simulated yields is the statistical error on the simulated events that have two tight

leptons. The statistical error for the Matrix Method is smaller due to the additional

statistics with non-tight leptons used in the prediction. For the Matrix Method, the error

due to the statistical uncertainty on non-prompt efficiencies (f`) is also given. In the low

N (jet) regions, the statistical error is partly included in the f` uncertainty because the

scaled events are also those used to calculate the non-prompt efficiencies. In this case, the

predictions can be compared without considering the statistical errors. The uncertainty

due to the statistics in the prompt regions, used to measure the prompt efficiencies, is less

than 0.1 and therefore is omitted.

The uncertainty on the f` measurement has the largest impact on the Matrix Method

predictions. This uncertainty is obtained by re-evaluating the predictions with all the

efficiencies scaled either up or down of their uncertainty simultaneously. The uncertainties

on the efficiencies in different |η| and pT ranges are therefore assumed correlated, even

if the measurements in different ranges are independent from each other. The statistical

uncertainty quoted for f` is therefore conservative. A more accurate estimate of the

uncertainty could be obtained by generating pseudo-experiments, where each efficiency is

varied independently within its error. The standard deviation of the predictions from the

pseudo-experiments would give a better estimate of the uncertainty.

The low N (jet) regions are also called the closure regions because contain mostly the

same events used to compute the non-prompt efficiencies. If the procedures of estimate are

valid, they should provide predictions compatible with the pure simulation in this region.

In the signal regions, the jet multiplicity requirement is higher than in the regions

where efficiencies are calculated. Indeed, efficiencies are deliberately calculated in a sample

independent and with low signal contamination. In order for Matrix Method to work in

the signal regions, the measured efficiencies should not depend significantly on the jet

multiplicity. The comparison of the Matrix Method predictions and the pure simulation

in the signal regions tests this assumption.

Table 6.11 shows that the Matrix Method and the pure simulation produce compat-

ible estimates. Indeed most of them agree within the statistical error on simulations.

The largest difference is found in the e±e± closure region, where the Matrix Method es-

timate is 40% lower than the simulation. The power of the Matrix Method to model the

non-prompt background kinematic is also tested. This method indeed should be able to
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Region Simulation Matrix Method

e±e± (N (jet) ≤ 3) 5.0± 0.6(stat.) 2.9± 0.1(stat.)+6.0
−1.5(f`)

e±e± (N (jet) ≥ 4) 1.4± 0.3(stat.) 1.2± 0.1(stat.)+2.8
−0.6(f`)

e±µ± (N (jet) ≤ 3) 11.1± 0.9(stat.) 11.5± 0.2(stat.)+12.7
−4.9 (f`)

e±µ± (N (jet) ≥ 4) 6.2± 0.7(stat.) 5.4± 0.1(stat.)+6.6
−2.3(f`)

µ±µ± (N (jet) ≤ 3) 11.0± 0.9(stat.) 9.5± 0.2(stat.)+5.9
−3.7(f`)

µ±µ± (N (jet) ≥ 4) 3.7± 0.6(stat.) 4.4± 0.1(stat.)+3.5
−1.7(f`)

Table 6.11: The predicted tt̄ non-prompt background yields from simulation and from the Ma-
trix Method in the 2`0τhad signal regions and the closure regions. For Matrix Method in addition
to the statistical error, the statistical uncertainty on f` is accounted. The uncertainty on r` is
negligible for each category.

reproduce the properties of the non-prompt background if the measured efficiencies are

properly parametrised. The invariant mass distributions in signal and closure regions as

obtained from simulation and from the Matrix Method are shown in Figure 6.16. In the re-

gions with larger statistics (e±µ± with N (jet) ≤ 3, e±µ± with N (jet) ≥ 4 and µ±µ± with

N (jet) ≤ 3), the Matrix Method is able to reproduce accurately the shape of the simulation

distribution. In the other regions, the simulation distributions are subject to large fluctu-

ations, but there is still agreement within uncertainties. The Fake Factor Method predicts

shapes and associated uncertainties very similar to the Matrix Method (Figure C.8 and

Figure C.9). The methods are equivalently valid to predict the non-prompt background

properties.

The tests performed on the Matrix Method and Fake Factor Method with tt̄ simulated

events show that the methods deliver solid non-prompt background estimates. The yields

predicted by the methods in the closure regions are compatible with those from simulation

validating the procedures and the parametrisations of the efficiencies. The good agreement

in the signal regions shows that the efficiencies calculated from the N (jet) ≤ 3 region

are applicable to N (jet) ≥ 4 events without introducing additional uncertainties7. The

methods are therefore able to predict the yields and the kinematic properties of the non-

prompt background events accepted in the 2`0τhad signal regions. The limit with both

methods seems to be the statistics available in the non-prompt region used to calculate

the fake factors and non-prompt efficiencies.

6.4.5.6 Validation with data

After having tested the internal consistency of the method with simulation, the predic-

tions of non-prompt backgrounds in the 2`0τhad signal regions and in the closure regions

as obtained with the Matrix Method and Fake Factor Method are validated in data. In

this case, the methods are completely based on data: the factors and efficiencies are mea-

7At least in this condition where the predictions are dominated by the non-prompt efficiency statistical
error.
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(a) e±e±, closure region (b) e±e±, signal region

(c) e±µ±, closure region (d) e±µ±, signal region

(e) µ±µ±, closure region (f) µ±µ±, signal region

Figure 6.16: Distributions of the di-lepton invariant mass for e±e± (top), e±µ± (centre) and
µ±µ± (bottom) events in tt̄ simulation. The distributions are shown separately for the closure
regions (left) and for the signal regions (right). Simulated tt̄ non-prompt events (black dots) are
compared to the predictions from the Matrix Method applied to the tt̄ simulated events (light
green). Overflow events are added to the last bin. The lower panel shows the ratio between the
predictions from simulation and from the Matrix Method. The error bars and the dashed band
show the statistical uncertainties on simulation and on the Matrix Method predictions, respectively.
Uncertainties on the rates are not included.
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sured in data as shown in Section 6.4.5.3 and are used to scale data events with same-sign

loose leptons. The Matrix Method and the Fake Factor Method predicted yields in the

closure regions and in the signal regions are summarized in Table 6.12. The jet multiplic-

ity distributions of the non-prompt background in the e±e±, e±µ± and µ±µ± categories

obtained from the two methods are compared in Figure 6.17(right). The methods pro-

Region Fake Factor Method Matrix Method

e±e± (N (jet) ≤ 3) 3.6± 0.5(stat.)+13.0
−0.5 (fFF` ) 3.9± 0.5(stat.)+11.6

−2.1 (f`)

e±e± (N (jet) ≥ 4) 1.4± 0.3(stat.)+4.4
−0.5(fFF` ) 1.5± 0.3(stat.)+4.1

−0.8(f`)

e±µ± (N (jet) ≤ 3) 17± 1(stat.)+20
−7 (fFF` ) 18± 1(stat.)+21

−8 (f`)

e±µ± (N (jet) ≥ 4) 6.2± 0.6(stat.)+8.0
−3.2(fFF` ) 6.3± 0.6(stat.)+8.4

−2.7(f`)

µ±µ± (N (jet) ≤ 3) 16± 1(stat.)+10
−7 (fFF` ) 17± 1(stat.)+11

−6 (f`)

µ±µ± (N (jet) ≥ 4) 6.0± 0.5(stat.)+4.5
−2.7(fFF` ) 6.1± 0.5(stat.)+4.8

−2.4(f`)

Table 6.12: The predicted non-prompt background yields from Fake Factor Method and from
the Matrix Method in the 2`0τhad signal regions and the closure regions. For Matrix Method
(Fake Factor Method) in addition to the statistical error, the uncertainty on f` (fFF` ) is accounted.
The uncertainty on r` is negligible for each category.

duce very similar estimates with comparable uncertainties. The largest uncertainty on the

methods is by far due to the precision which the f` and fFF` are calculated with. The

uncertainties on the r` have a negligible effect on the Matrix Method predictions and are

omitted in Table 6.12. In the µ±µ± category, the differences between the methods are

as little as 2%, while in the e±e± category the Matrix Method predictions can exceed

the Fake Factor Method ones by 10%. The origin of the differences lies in the way the

prompt, charge misID and photon conversion backgrounds are treated in the two methods

as explained in Section 6.4.5.1. The larger difference in the categories with electrons has

to be attributed to the additional background produced by charge misID processes.

The predictions of the methods are tested against data. Figure 6.17(left) shows the jet

multiplicity distributions observed in data and the total background predictions, where the

non-prompt background is obtained with the Matrix Method. Predictions are compatible

with data for any jet multiplicity and lepton flavour combination. The largest difference

is found in µ±µ± events with four jets. This difference is well within the uncertainty

associated to the non-prompt efficiencies. The effect of these uncertainties on the total

background predictions are shown in Figure C.11. Equivalent predictions are obtained with

the Fake Factor Method since the differences in the predicted non-prompt background are

not significant, as shown in Figure 6.17(right).

The modeling of the event kinematic is tested in the closure regions. The di-lepton

invariant mass distributions in data and predictions for e±e±, e±µ± and µ±µ± events

are shown in Figure 6.18. Agreement is found in any region, however the statistics and

the large fraction of backgrounds from other sources do not allow to perform sensitive

tests, especially in the e±e± category. In the e±µ± and µ±µ± categories that are less
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(a) e±e± (b) e±e±

(c) e±µ± (d) e±µ±

(e) µ±µ± (f) µ±µ±

Figure 6.17: Distributions of the jet multiplicity for e±e± (top), e±µ± (centre) and µ±µ± (bot-
tom) events. (left): Events in data (black dots) are compared to the expected stacked contri-
butions from Standard Model processes with their ratio shown in the lower panel. The error
bars and the dashed band show the statistical uncertainties on the data and the predictions, re-
spectively. (right):Matrix Method predictions (black dots) are compared to Fake Factor Method
predictions (open squares) with their ratio shown in the lower panel. The error bars and the light
blue band show the statistical uncertainties on the Matrix Method and the Fake Factor Method
predictions, respectively. In all the plots, overflow events are added to the last bin.
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(a) e±e± (b) e±e±

(c) e±µ± (d) e±µ±

(e) µ±µ± (f) µ±µ±

Figure 6.18: Distributions of the di-lepton invariant mass for e±e± (top), e±µ± (centre) and
µ±µ± (bottom) events in the closure region (N (jet) ≤ 3). (left): Events in data (black dots) are
compared to the expected stacked contributions from Standard Model processes with their ratio
shown in the lower panel. The error bars and the dashed band show the statistical uncertainties
on the data and the predictions, respectively. (right):Matrix Method predictions (black dots)
are compared to Fake Factor Method predictions (open squares) with their ratio shown in the
lower panel. The error bars and the light blue band show the statistical uncertainties on the
Matrix Method and the Fake Factor Method predictions, respectively. In all the plots, overflow
events are added to the last bin.
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contaminated by other backgrounds, the methods seem to model well the invariant mass

distributions. The comparison of di-lepton invariant mass distributions for signal regions

events shows no significant differences as the statistics collected in these regions is even

smaller (see Figure C.10).

The limited statistics do not allow to determine whether the Matrix Method or the

Fake Factor Method give a better modeling of the non-prompt background. However, it

would be important to understand if any of the two methods can improve the estimates ob-

tained with the θ Method. The θ Method is a simplified version of the Fake Factor Method,

where only one overall fake factor, θ`, is measured and events with two non-tight leptons

are neglected. Assuming the latter condition valid, the Fake Factor Method and the

θ Method should in principle produce similar estimates in terms of yields predictions,

but there are exceptions. Suppose that the fake factors depend heavily on a certain vari-

able, the pT for instance. If the pT distribution of non-prompt leptons is significantly

different in the non-prompt regions and in the signal regions (or where the non-prompt

background is estimated), the θ Method prediction presents a bias because the average

tight/non-tight ratio in the signal regions is different from the value of θ`. By using fake

factors parametrised in pT instead, their average would adjust to the tight/non-tight ratio

expected in the signal regions. In this study, the predictions obtained by the two methods

in the signal regions are compatible but the limited statistics do not allow to investigate

if a bias in the θ Method estimate exists. What can be investigated instead is the ability

of the methods to model the non-prompt background kinematic.

As already mentioned, the θ Method itself is not designed to predict the properties of

the estimated background. However, the yields predicted by the θ Method could be used to

scale non-prompt background distributions obtained either from simulation or from data

with non-tight leptons. The former solution requires the study of the systematic uncertain-

ties associated with the modeling of non-prompt leptons in simulation. This is typically

challenging, which is the reason of the search for alternative solutions based on data. The

use of data containing non-tight leptons to obtain shape distributions assumes that there

is no difference in kinematics between the events with tight and non-tight non-prompt lep-

tons. This is also partly assumed in the Matrix Method and the Fake Factor Method but

the methods parametrise their corrections factors as a function of those variables which are

more affected by the change in the lepton selection condition from non-tight to tight . In

this analysis, the fake factors and efficiencies have been parametrised as a function of the

pT and |η| of the non-prompt lepton. The probability of a non-prompt lepton to pass tight

selection depends indeed by its kinematic as the non-constant fake factors in Figure 6.13

show. Therefore, samples with tight and non-tight leptons present at least a difference in

the kinematic of the non-prompt leptons that pass the tight and non-tight selections.

The clearest difference for what concerns kinematic modeling between the Fake Fac-

tor Method and the θ Method, which uses the shapes of data with non-tight leptons,

should be observed in the pT and |η| distributions of the non-prompt leptons. Since the
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muon fake factors have been estimated with a precision superior to the electron ones, and

the µ±µ± category presents the lowest background beside the non-prompt one, the non-

prompt lepton kinematic modeling of the θ Method and the Matrix Method are studied in

the µ±µ± closure region. The non-prompt lepton is typically the one with lower pT in the

pair, as emerged from simulation studies. Thus, a difference in modeling of the θ Method

and the Fake Factor Method is expected mainly in the pT and |η| distributions of the

lowest pT lepton. Comparisons of the pT and |η| distributions of the leading (Lep0) and

subleading (Lep1) pT leptons in µ±µ± events obtained with the two methods are shown

in Figure 6.19. The predictions of the leading pT lepton distributions are similar but some

remarkable differences can be observed in the subleading pT lepton distributions. The

largest differences are observed for pT < 35 GeV and |η| > 2, where the Matrix Method

estimate exceeds the θ Method one. The comparison of the total Standard Model predic-

tion with data, Figure 6.19(bottom), seems to indicate that the distributions obtained with

the Matrix Method are more in agreement with data in these regions8. The comparison of

the predictions in the other lepton flavour final states do not lead to conclusive observa-

tions due to the larger uncertainties and background contaminations. The signal regions

have not enough statistics to test the modeling of the Matrix Method and the θ Method.

The use of the Matrix Method and Fake Factor Method seems to lead to some advantages

over the θ Method, in particular if variables sensitive to the non-prompt lepton kinematic

are used in future analysis.

6.4.5.7 Summary of the non-prompt background studies

The predictive power of the Matrix Method and Fake Factor Method for the estimate

of non-prompt backgrounds in the tt̄H analysis has been investigated with data and tt̄

simulation. The performed tests show no biases with the predictions of the two methods.

However, the study is limited by the statistics and by the large uncertainty associated

with the fFF` and f` measurements attributable as well to the low statistics in the non-

prompt regions.

With these limitations, the Matrix Method and the Fake Factor Method do not provide

predictions significantly superior to those of the θ Method which are used in the published

analysis. Some difference are observed in the modeling of the variables associated to the

non-prompt lepton kinematic, like the subleading pT lepton distributions. Indeed, the

fFF` and the f` show a dependence on these variables, which is not accounted for by the

θ Method. The modeling with the θ Method, with the current statistics, is still compat-

ible with those by the other methods, but with more data it would eventually exhibit

significant biases in the determination of the non-prompt background kinematic. The

Matrix Method and Fake Factor Method should instead be able to correct the kinematic

8There are observations which would favourite the θ Method prediction, like the 0.5 < |η| < 1 region,
but the differences in predictions of the two methods here are significantly smaller.
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Figure 6.19: The pT (left) and |η| (right) distributions of the leading pT lepton (top) and the
subleading pT lepton (centre) expected from the Matrix Method (black dots) and the θ Method
(open squares) in the µ±µ± closure region (N (jet) ≤ 3). The error bars and the light blue band
show the statistical uncertainty on the Matrix Method and the θ Method predictions, respectively.
For the subleading pT lepton the observed events and the total Standard Model expected ones are
also shown (bottom). The error bars and the dashed band show the statistical uncertainty on the
data and the predictions, respectively.
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biases thanks to the additional information intrinsic to the parametrisation of efficiencies

and fake factors. These methods are therefore preferable in future analyses that will make

use of the kinematic properties of the signal regions.

In light of these studies, the Matrix Method and Fake Factor Method predictions are

equivalent. If smaller fFF` and f` uncertainties will be achieved, the predictions and the

associated uncertainties obtained with the Matrix Method and Fake Factor Method may

become significantly diverse. The two methods indeed deal differently with the sources of

leptons other than the non-prompt processes. The r` of the Matrix Method are measured

in the prompt region from data, thus the statistics in this region and the contamination

from non-prompt background are sources of uncertainty. Another uncertainty comes from

the fact that the r` should also account for the selection efficiencies for charge misID and

photon conversion electrons in the e±µ± and e±e± regions, as discussed in Section 6.4.5.1.

This may be the largest uncertainty on the electron r`, because the efficiencies of these

types of electrons may be significantly different from the prompt ones and their deter-

mination requires the definition of regions enriched of charge misID and photon conver-

sion electrons selected with tight and non-tight requirements. On the other side, the

Fake Factor Method requires an accurate estimate of the prompt, charge misID and pho-

ton conversion backgrounds in events with non-tight leptons and otherwise identical to

the signal regions. These backgrounds must indeed be subtracted from data as described

in Section 5.4.4.1. The background predictions may have a significant error, especially

large statistical fluctuations, because of the very selective requirements that define these

regions. Theoretical uncertainties on the simulated processes may also be large in these

regions. Future analyses will establish which method have the lowest associated systematic

uncertainties, thus which one is preferable.

The main problem to solve at the moment in order to obtain a better non-prompt

background prediction seems to be the statistics especially in the non-prompt regions

where the non-prompt efficiencies and fake factors are calculated. A reduction of this

uncertainty is achievable in future since the dataset collected at 13 TeV will contain a

higher non-prompt background statistics and multiple non-prompt regions could also be

combined to obtain more precise efficiency measurements.

6.5 Validation regions

Validation regions are used to establish the quality of the background predictions. Each

validation region is designed to be enriched of a specific background so that its model-

ing can be validated via comparison with data. The requirements used for the particle

selection in the validation regions is identical to the signal regions (see Section 6.3.1).

The validation regions however are orthogonal to the signal regions and differ for particle

multiplicity and lepton kinematic.

The background in these regions is estimated according to Section 6.4, with few ex-
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ceptions as specified below. The tt̄W± region is the only validation region with significant

non-prompt background contamination, and this is estimated with the θ Method. For the

other validation regions, the non-prompt background prediction is obtained from simu-

lations. The considered non-prompt background processes are described in Section C.1,

and the process contributing the most to the non-prompt background is tt̄ production. In

the validation regions with opposite-sign leptons, the processes listed in Table C.1 are also

used to estimate the prompt background. The uncertainties on background predictions

include experimental, theoretical, statistical and data-driven uncertainties as described in

Section 6.6.

The main backgrounds for the 2`0τhad category are non-prompt, charge misID, tt̄W±,

tt̄Z and W±Z processes. A validation test of the non-prompt prediction with the θ Method

has been described in Section 6.4.4.1 (see Equation 6.9). The θ factors and the charge misID

rates have been further tested with simulations. The author had no involvement in these

studies that are described elsewhere [184].

The definitions of the validation regions is designed to target the dominant background

processes of the 2`0τhad category are defined in Table 6.13. Additional validation regions

are used to test processes dominant in other signal region categories. These regions are

described in Section C.4.

Validation region Selection and target of the validation

tt̄ opposite-sign
(e+e−,e±µ∓,µ+µ−)

two opposite-sign leptons, leading lepton pT > 25 GeV, N (jet) ≥ 2
and N (b-jet) ≥ 1, |mOS SF

`` −mZ | > 10 GeV
Check b-tag corrections for simulated samples, check composition of
the data used to estimate charge misID background

tt̄W± Same as the 2`0τhad category selection
but N (b-jet) ≥ 2 and N (jet) ≤ 3
Verify tt̄W± normalization, modeling

tt̄Z Same as the 3` category selection (see Table C.2), but |mOS SF
`` −mZ | <

10 GeV
Verify tt̄Z normalization, modeling

W±Z Same as the 3` category selection (see Table C.2), but |mOS SF
`` −mZ | <

10 GeV, N (b-jet) = 0 and any number of jets
Verify W±Z normalization and N (jet) spectrum

W±γ∗ Same as the 3` category selection (see Table C.2), but N (b-jet) = 0
and any number of jets
Verify W±γ∗ modeling

W±Z + b-jet Same as the 3` category selection (see Table C.2), but |mOS SF
`` −mZ | <

10 GeV, N (b-jet) ≥ 1 and any number of jets
Verify W±Z modeling when heavy flavour hadrons are detected

Table 6.13: Definition of the validation regions designed to check the prediction of the dominant
backgrounds affecting the 2`0τhad category.
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tt̄ opposite-sign validation region. A region with opposite-sign leptons, at least two

jets and at least one b-jet is defined to test the modeling of prompt leptons, jets and b-jets

reconstruction in simulations. Events with same flavour lepton pairs with |mOS SF
`` −mZ | <

10 GeV are vetoed to exclude Z + jets events The region is dominated by tt̄ events where

both the W± bosons from the t and t̄ decay into leptons. Figure 6.20 shows the jet and b-jet

multiplicity for these events. To conveniently represent the two quantities, the combination

N (jet) + 10 · N (b-jet) is shown. Data and predictions are in agreement for any number

of jets and for any lepton flavour combination. This indicates a good modeling of the

reconstruction and selection efficiencies of leptons and jets in simulation. Furthermore, the

events of this region with N (jet) ≥ 4 are used in the charge misID background estimate9.

The almost total tt̄ nature of the predictions and the good agreement with data, indicate

that processes with non-prompt leptons, like W± + jets and QCD multi-jet productions,

are a negligible background. The charge misID prediction in the same-sign regions is

therefore not influenced significantly by background contaminations.

tt̄W± validation region. In the decay of a tt̄W± event in same-sign leptons two b-

quarks and additional quarks are produced (see Figure 6.2(a)). Therefore the tt̄W± val-

idation region is defined by N (b-jet) ≥ 2 and N (jet) ≤ 3 in addition to two same-sign

leptons. The number of jets is limited to three to avoid overlaps with the signal regions.

The combined jet and b-jet multiplicity and the electron multiplicity of the tt̄W± valida-

tion regions are shown in Figure 6.21. The electron multiplicity is chosen to conveniently

display the lepton flavour composition of the events in this region (e±e±, e±µ± and µ±µ±).

The non-prompt, charge misID and tt̄W± processes have similar magnitude and together

form the 90% of the background. This region therefore validates also the predictions for

non-prompt and charge misID backgrounds. The e±e± region is particularly sensitive to

the charge misID background, while the µ±µ± one to non-prompt and tt̄W± processes.

Data and predictions agree within uncertainties in any flavour category and for any jet

multiplicity.

tt̄Z validation region. tt̄Z events are selected by requiring three leptons and the pres-

ence of an opposite-sign same flavour (OS SF) lepton pair compatible with the Z decay

(|mOS SF
`` −mZ | < 10 GeV). The tt̄Z decay produces also two b-quarks and additional

quarks (see Figure 6.2(b)). The selected events have N (jet) ≥ 4 and N (b-jet) ≥ 1. Events

with N (b-jet) ≥ 2 and N (jet) = 3 are also accepted. The jet and b-jet multiplicity and

the lepton flavour composition of the tt̄Z validation regions are shown in Figure 6.22. The

largest discrepancy between data and predictions is in events with three muons and is 1.6

times the error. Good agreement is observed otherwise.

9Events with |mOS SF
`` −mZ | < 10 GeV are used as well.
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(a) e+e− (b) e±µ∓

(c) µ+µ−

Figure 6.20: Distributions of the combined jet and b-jet multiplicities (N (jet) + 10 · N (b-jet))
in the tt̄ opposite-sign validation region for e+e− (a), e±µ∓ (b) and µ+µ− (c) events. In case
of N (jet) > 9 events, these are accounted in the 9 + 10 · N (b-jet) interval to avoid mixing with
events with an additional b-jet. Events in data (black dots) are compared to the expected stacked
contributions from Standard Model background processes. The expected signal contributions are
overlaid to the backgrounds (red line). The lower panel shows the ratio of observed events in
data to expected Standard Model events. The error bars on the data points show the statistical
uncertainty and the dashed band shows the total uncertainties of the background predictions.
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(a) (b)

Figure 6.21: Distributions of the combined jet and b-jet multiplicities (left) and electron multi-
plicity (right) in the tt̄W± validation region. In case of N (jet) > 9 events, these are accounted in
the 9 + 10 ·N (b-jet) interval of the N (jet) + 10 ·N (b-jet) plot to avoid mixing with events with an
additional b-jet. Events in data (black dots) are compared to the expected stacked contributions
from Standard Model background processes. The expected signal contributions are overlaid to the
backgrounds (red line). The lower panel shows the ratio of observed events in data to expected
Standard Model events. The error bars on the data points show the statistical uncertainty and the
dashed band shows the total uncertainties of the background predictions.



6.5. VALIDATION REGIONS 217

(a) (b)

Figure 6.22: Distributions of the combined jet and b-jet multiplicities (left) and electron multi-
plicity (right) in the tt̄Z validation region. In case of N (jet) > 9 events, these are accounted in
the 9 + 10 ·N (b-jet) interval of the N (jet) + 10 ·N (b-jet) plot to avoid mixing with events with an
additional b-jet. Events in data (black dots) are compared to the expected stacked contributions
from Standard Model background processes. The expected signal contributions are overlaid to the
backgrounds (red line). The lower panel shows the ratio of observed events in data to expected
Standard Model events. The error bars on the data points show the statistical uncertainty and the
dashed band shows the total uncertainties of the background predictions.
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W±Z+b-jet validation region. W±Z events are targeted requiring three leptons and an

opposite-sign same flavour (OS SF) lepton pair with |mOS SF
`` −mZ | < 10 GeV. Contrary to

the tt̄Z production, W±Z events are generally produced with less partons. The modeling

of W±Z events in events with b-jets is tested by requiring N (b-jet) ≥ 1 and any number

of jets. Figure 6.23 shows the jet and b-jet multiplicity and the lepton flavour composition

of this region. Data and predictions are in good agreement. The large jet multiplicity

region is however only marginally populated by W±Z production10.

(a) (b)

Figure 6.23: Distributions of the combined jet and b-jet multiplicities (left) and electron multiplic-
ity (right) in the W±Z + b-jet validation region. In case of N (jet) > 9 events, these are accounted
in the 9 + 10 ·N (b-jet) interval of the N (jet) + 10 ·N (b-jet) plot to avoid mixing with events with
an additional b-jet. Events in data (black dots) are compared to the expected stacked contributions
from Standard Model background processes. The expected signal contributions are overlaid to the
backgrounds (red line). The lower panel shows the ratio of observed events in data to expected
Standard Model events. The error bars on the data points show the statistical uncertainty and the
dashed band shows the total uncertainties of the background predictions.

W±Z and W± γ∗ validation regions. The modeling of W±Z events with high multi-

plicity of reconstructed jets is tested in events with N (b-jet) = 0. The events must contain

three leptons and an OS SF lepton pair with |mOS SF
`` −mZ | < 10 GeV. This region offers

a way to test the W±Z production complementary to the W±Z + b-jet validation region.

The jet multiplicity and the lepton flavour composition of the selected events are shown

in Figure 6.24. The W±Z production is the main process also at large jet multiplicity.

There is good agreement between data and predictions.

The modeling of off-shell production (W± γ∗) is also tested. In this case, the require-

ment of an opposite-sign same flavour (OS SF) lepton pair is inverted (|mOS SF
`` −mZ | ≥

10Note that by definition the hight jet multiplicity region is the tt̄Z validation region.
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10 GeV). The jet multiplicity and the lepton flavour composition of these events are

shown in Figure 6.25. Good agreement is found for any jet multiplicity and lepton flavour

category.

(a) (b)

Figure 6.24: Distributions of the jet multiplicity (left) and electron multiplicity (right) in theW±Z
validation region. Events in data (black dots) are compared to the expected stacked contributions
from Standard Model background processes. The expected signal contributions are overlaid to the
backgrounds (red line). The lower panel shows the ratio of observed events in data to expected
Standard Model events. The error bars on the data points show the statistical uncertainty and the
dashed band shows the total uncertainties of the background predictions.

The data yields and the predictions in the validation regions described in this section

are summarized in Table 6.14, Table 6.15 and Table 6.16. The contributions of the most

relevant processes to the predictions are also given. Although the predictions tend to be

smaller than the observed yields, the differences are everywhere compatible with the un-

certainties on the predictions. The contamination of signal events in the validation regions

is negligible. The highest contamination is expected in the tt̄W± validation region and is

less than 3%.
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(a) (b)

Figure 6.25: Distributions of the jet multiplicity (left) and electron multiplicity (right) in the
W±γ∗ validation region. Events in data (black dots) are compared to the expected stacked contri-
butions from Standard Model background processes. The expected signal contributions are overlaid
to the backgrounds (red line). The lower panel shows the ratio of observed events in data to ex-
pected Standard Model events. The error bars on the data points show the statistical uncertainty
and the dashed band shows the total uncertainties of the background predictions.

tt̄ opposite-sign

V + jets 14800± 1600
tt̄, single-top, tW± 77800± 5300
tt̄W± 122± 30
tt̄Z 99± 31
V V 483± 44
Rare 25.5± 3.6
tt̄H 65± 12

Tot. Background 93400± 6600

Data 99016

Data/Background 1.060± 0.075

Table 6.14: Predicted and observed yields
on the tt̄ opposite-sign lepton validation re-
gion. The yields from the e+e−, e±µ∓ and
µ+µ− final states are combined. The full
systematic uncertainties on the predictions
are shown. Statistical data uncertainty is
not included in the ratios.

tt̄W±

Charge misID 6.0± 1.9
Non-prompt 8.0± 2.2
tt̄W± 6.7± 1.7
tt̄Z 1.06± 0.36
V V 0.78± 0.71
Rare 0.58± 0.12
tt̄H 0.62± 0.13

Tot. Background 23.1± 4.1

Data 27

Data/Background 1.17± 0.30

Table 6.15: Predicted and observed yields
on the tt̄W± validation regions. The yields
from the e±e±, e±µ± and µ±µ± final states
are combined. The full systematic uncer-
tainties on the predictions are shown. Sta-
tistical data uncertainty is not included in
the ratios.
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W±Z W±γ∗ W±Z + b-jet tt̄Z

Non-prompt 127± 56 172± 76 9.7± 4.3 0.71± 0.31
tt̄W± 0.301± 0.093 2.40± 0.62 1.39± 0.35 0.39± 0.10
tt̄Z 6.4± 2.1 1.84± 0.59 24.0± 7.5 15.8± 5.0
V V 1780± 140 442± 36 46± 23 5.6± 3.2
Rare 10.4± 2.4 3.6± 1.3 12.4± 1.4 2.94± 0.39
tt̄H 0.201± 0.041 0.95± 0.19 0.81± 0.15 0.53± 0.10

Tot. Background 1920± 160 622± 85 93± 32 25.4± 8.3

Data 2140 642 109 33

Data/Background 1.113± 0.093 1.03± 0.15 1.17± 0.41 1.30± 0.48

Table 6.16: Predicted and observed yields on in the three lepton validation regions. The full
systematic uncertainties on the predictions are shown. Statistical data uncertainty is not included
in the ratios.

6.6 Systematic uncertainties

The uncertainties on the prediction of Standard Model backgrounds and the tt̄H signal are

divided in four groups: theoretical, statistical, experimental and data-driven uncertainties.

Theoretical uncertainties. For each simulated process the uncertainties on the pro-

duction cross-section and the modeling of the final state are evaluated by varying the

parameters of the event generation process. These are the renormalization and factoriza-

tion scales, the strong coupling constant, the parton density functions (PDF) tunes, the

parton shower and the underlying event models. For the predictions of the signal and

the main prompt backgrounds, tt̄W± and tt̄Z production, the effects of the variations

are accounted for separately in the determination of the results. For secondary prompt

backgrounds, an overall uncertainty that combines the uncertainties from different sources

is instead considered.

The uncertainties on both the production cross-section and the category acceptances

are evaluated. The category acceptance is the probability for events of the considered

process to pass the signal region selection. Since the analysis signal regions have require-

ments on the number of jets and b-jets, the category acceptance is sensitive to parton

shower modeling, PDF and QCD scales. Note that in the search for new physics described

in Chapter 5, where jets are not used to define the signal regions, only the uncertainty

on the total cross-section are evaluated. The category acceptance uncertainty for a given

source is calculated separately in each category of the tt̄H analysis. The acceptance and

cross-section uncertainties due to a given source are correlated among categories.

In the nominal tt̄H simulation the renormalization and factorization scales are both

set to µ0 = m(t) + m(H)/2 (static scale). The tt̄W± and tt̄Z simulations use as renor-

malization and factorization scales µ0 = m(t) and µ0 = m(t) + m(Z)/2, respectively. To

assess the uncertainty due to the choice of the renormalization and factorization scales,
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the total cross-section and the category acceptance are calculated for scales 2µ0 and µ0/2.

The difference with the nominal scale is taken as systematic uncertainty. For tt̄H, a

scale that depends on the kinematic of the event (dynamic scale) is also considered:

µ = (MT(t)MT(t̄)MT(H))1/3 where MT(p) =
√
m2(p) + p2

T(p), thus the scale depend

on the pT of the generated particles. The comparison of static and dynamic scales allows

to understand how the tt̄H system kinematic is sensitive to extra QCD radiation. The

effects of the scale choice on the tt̄H predictions in the 2`0τhad category are shown in

Figure 6.26(a). The difference between dynamic and static scale is as big as the difference

between the nominal static scale and its variations. Since both differences account for

the same source of uncertainty, the difference between static and dynamic scale (made

symmetric) is taken as scale uncertainty. For tt̄W± and tt̄Z productions, the difference

between the nominal static scale and its variations is the uncertainty considered.
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Figure 6.26: Impact of the theoretical uncertainties on the tt̄H predictions in the 2`0τhad cate-
gory as a function of jet multiplicity. (left): Effect of the renormalization and factorization scale
choice. The distributions obtained with the static scale, its variations by a factor of 2 and the
dynamic scale are shown. (right): Effect of the parton shower and underlying event modeling on
the jet multiplicity distribution. The Pythia8 and Herwig modelings are shown. The absolute
normalization of the histograms is arbitrary. The lower panel shows the ratio between the predic-
tion of nominal and the alternative simulations. The gray bands in the lower panels represent the
statistical uncertainties on the predictions of the nominal simulation.

The uncertainty of the tt̄H event selection due to the PDF modeling and the choice

of the strong coupling constant αs is estimated comparing the predictions from three

PDF sets: CT10 [96], MSTW2008NLO [185] and NNPDF2.1 [186]. For each set, the

predictions are evaluated for several αs values. The width of the envelope is taken as

systematic uncertainty following a dedicated procedure [160]. The uncertainties on tt̄W±

and tt̄Z productions due to the PDFs and the strong coupling are obtained analogously.

The parton shower and the underlying event in the tt̄H, tt̄W± and tt̄Z simulations

are modeled with Pythia. An alternative modeling for the parton showering and the

underlying event is offered by Herwig++. The comparison of the two simulations is used
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to estimate the systematic uncertainties on the modeling of these processes. Figure 6.26(b)

shows the jet multiplicity for tt̄H events in the 2`0τhad category (the N (jet) requirement

is omitted) produced with Pythia8 and Herwig++. The predictions can be as far as

20% for some jet multiplicities. The systematic uncertainty on the parton shower and

underlying event modeling is calculated as the difference in category acceptance predicted

by the two simulations. An uncertainty has been estimated for each signal region category.

The same procedure is also used to calculate the uncertainties on the underlying event and

parton shower modeling for tt̄W± and tt̄Z productions.

For the tt̄W± and tt̄Z simulations, uncertainties on the matrix element-to-parton

shower matching scheme (matching) and on the LO modeling of jet multiplicity (LO

modeling) are also evaluated. The uncertainty on the matching is obtained comparing the

predictions of the baseline simulation for this analysis (MadGraph) with an alternative

simulation (Sherpa). The difference in acceptance between the two simulations in each

category is taken as uncertainty on the matching. In the tt̄H simulation, the matching

is mediated by Powheg-BOX and the associated uncertainty is found to be small [114].

The tt̄W± and tt̄Z productions are simulated at LO in QCD, although their cross-sections

are calculated at NLO. In order to determine the accuracy with which the LO calculation

models the jet multiplicity (so the category acceptance), these processes have been also

simulated with Sherpa and Sherpa-Oneloop. The former simulation performs a LO

calculation, while the latter considers also the next order in perturbation theory. The

difference in category acceptance obtained from the two simulations is taken as uncer-

tainty on the LO modeling. The tt̄H production is simulated at NLO in QCD, so no LO

modeling uncertainty has been considered for it.

The diboson production cross-sections are known with few percent accuracy as shown in

Table 5.16. Because of the jet and b-jet requirements in the signal regions, the uncertainties

on the predictions of diboson processes can be significantly higher. The selection favourites

events where b-quarks or c-quarks are produced in addition to V V , mainly W±Z + b-jet

production. Since the constraints from analyses [187] on the production of this process

are not very strong, a conservative 50% uncertainty is assigned to W±Z production and

a 25% one for the other diboson productions.

The theoretical uncertainties considered for each simulated process are summarized in

Table 6.17.

Simulation statistical uncertainties. The processes modeled with simulations are

usually produced with a statistics that is tens of times larger than the expected statistics

in data (see Table 6.2). The resulting uncertainty on the predictions is typically small. Few

exceptions in this analysis are the processes that produce preferentially low jet and b-jet

multiplicities and that do not contain filters to increase the statistics of events produced

with extra partons. The statistical uncertainty is particularly relevant for V V simulations,

and can be as big as 50% in some signal regions.
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Type Description Uncertainty

tt̄H

QCD Scale Cross Section +3.8%
−9.3%

Category Acceptance 0.0-2.6%

PDF+αS Cross Section ± 8.1%
Category Acceptance 0.3-1.0%

Parton Shower Category Acceptance 0.2-1.4%

tt̄W±

QCD Scale Cross Section ±12%
Category Acceptance 1.5-1.6%

PDF+αS Cross Section ± 9%
Category Acceptance 1.1-4.8%

Matching Category Acceptance 0.2-10.2%
LO Modeling Category Acceptance 0.1-15.6%
Parton Shower Category Acceptance 2.4-13.0%

tt̄Z

QCD Scale Cross Section ±12%
Category Acceptance 1.3-2.9%

PDF+αS Cross Section ± 9%
Category Acceptance 0.9-2.7%

Matching Category Acceptance 0.5-16.0%
LO Modeling Category Acceptance 3.5-10.5%
Parton Shower Category Acceptance 2.4-13.0%

V V

W±Z ± 50%
Overall ZZ, W+W− ± 25%

W±γ, W±γ∗ and Zγ∗ ± 25%

Table 6.17: Summary of theoretical uncertainties considered in the tt̄H analysis. The category
acceptance uncertainties are estimated for each signal regions and the table report the minimum
and maximum uncertainty found among these categories.
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Experimental uncertainties. The level of accuracy to which the LHC collisional con-

ditions and the ATLAS particle detection are known and are reproduced in simulations

is reflected in uncertainties on the predicted yields. There are multiple sources of experi-

mental uncertainties. The integrated luminosity of the data sample analysed is measured

with a 2.8% uncertainty [89]. The uncertainty on the average number of interactions per

bunch crossing (〈µ〉) is about 3%. An uncertainties due to pileup conditions is obtained

by varying 〈µ〉 of as much as its uncertainty in simulations. The variation in the predicted

yields is less than 0.5% in the 2`0τhad category and smaller than 2% in any other category.

Uncertainties on the lepton, τhad, jet and b-jet modeling are also considered. These

uncertainties are described in Section 2.4 and include selection efficiencies, energy and

momentum calibration and energy and momentum resolution and event acquisition effi-

ciencies. The sources of uncertainties for lepton, jet, b-jet and τhad are given in Table 2.2,

Table 2.3, Table 2.4 and Table 2.5, respectively.

The three most important sources of experimental uncertainties affecting the predic-

tions of tt̄H, tt̄W± and tt̄Z yields in each 2`0τhad category are listed in Table 6.18, Ta-

ble 6.19 and Table 6.20. The luminosity uncertainty is not considered here since it is a

constant 2.8% in any category and any process, but it is obviously accounted in the de-

termination of the results. The uncertainties related to the lepton isolation and the jet

Category
1st Unc. 2nd Unc. 3rd Unc.

Down-Up(%) Down-Up(%) Down-Up(%)

e±e± + 4jets El. Isolation El. ID b-tag eff. b-quark 5
-4.0 4.1 -1.6 1.6 -1.2 1.2

e±e±+ ≥ 5jets El. Isolation JES Flav. Comp. JES Method Modeling 1
-4.1 4.2 -3.8 2.4 -3.8 2.3

e±µ± + 4jets El. Isolation Muon Isolation JES Flav. Comp.
-2.0 2.0 -2.0 2.0 1.3 -2.4

e±µ±+ ≥ 5jets JES Flav. Comp. JES Method Modeling 1 El. Isolation
-2.9 3.2 -2.5 3.1 -2.0 2.00

µ±µ± + 4jets Muon Isolation JES Flav. Comp. JES Flav. Resp.
-3.9 4.0 3.9 -2.2 3.3 -1.0

µ±µ±+ ≥ 5jets Muon Isolation JES Flav. Comp. JES Method Modeling 1
-3.9 4.0 -3.4 2.7 -3.1 3.1

Table 6.18: The three most relevant experimental sources of uncertainty on the tt̄H expected
yields in the 2`0τhad categories.

energy calibration are dominant in all the categories and for each simulated process. The

main uncertainties for other signal region categories are shown in Table C.6, Table C.7

and Table C.8.

An overall experimental systematic uncertainty is calculated by summing in quadra-

ture the uncertainties from independent sources. The overall uncertainties are shown in

Table 6.21 for the 2`0τhad categories and in Table C.9 for the other categories. The ex-
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Category
1st Unc. 2nd Unc. 3rd Unc.

Down-Up(%) Down-Up(%) Down-Up(%)

e±e± + 4jets El. Isolation JES Flav. Comp. b-tag eff. b-quark 5
-4.3 4.4 -2.5 -1.5 -1.8 1.8

e±e±+ ≥ 5jets El. Isolation JES Flav. Comp. JES Method Modeling 1
-4.4 4.5 -3.3 4.8 -4.0 4.6

e±µ± + 4jets El. Isolation Muon Isolation JES Method Modeling 1
-2.2 2.2 -2.0 2.0 0.2 2.7

e±µ±+ ≥ 5jets JES Flav. Comp. JES Method Modeling 1 JES pileup ρ
-5.2 3.5 -4.9 3.9 -2.9 2.7

µ±µ± + 4jets Muon Isolation b-tag eff. b-quark 5 JES Flav. Comp.
-4.0 4.1 -1.3 1.3 0.4 1.51

µ±µ±+ ≥ 5jets Muon Isolation JES Flav. Comp. JES Method Modeling 1
-4.1 4.2 -3.7 2.2 -3.5 2.4

Table 6.19: The three most relevant experimental sources of uncertainty on the tt̄W± expected
yields in the 2`0τhad categories.

Category
1st Unc. 2nd Unc. 3rd Unc.

Down-Up(%) Down-Up(%) Down-Up(%)

e±e± + 4jets El. Isolation JES pileup NPV JES Method Modeling 1
-4.2 4.3 -2.6 -2.3 -1.7 -3.4

e±e±+ ≥ 5jets El. Isolation JES Flav. Comp. JES Method Modeling 1
-4.5 4.6 -1.5 5.3 -1.5 4.7

e±µ± + 4jets JER El. Isolation Muon Isolation
— 3.6 -2.2 2.2 2.0 -2.0

e±µ±+ ≥ 5jets JES Method Modeling 1 JES Flav. Comp. El. Isolation
-4.3 2.4 -3.0 2.0 -2.3 2.3

µ±µ± + 4jets Muon Isolation JES Flav. Comp. JER
-4.0 4.1 2.9 3.9 — 3.3

µ±µ±+ ≥ 5jets JES Flav. Comp. Muon Isolation JES Method Modeling 1
-5.5 4.2 -4.1 4.2 -4.5 3.3

Table 6.20: The three most relevant experimental sources of uncertainty on the tt̄Z expected
yields in the 2`0τhad categories.
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pected uncertainties from experimental sources on the simulated yields vary between 3.5%

and 12% depending on the category and the process considered. In the determination of

the results, the experimental sources of uncertainty are accounted separately to improve

the statistical power.

Total Systematic e±e± + 4jets e±e±+ ≥ 5jets e±µ± + 4jets e±µ±+ ≥ 5jets
Uncertainty Down-Up Down-Up Down-Up Down-Up

tt̄H -4.7 5.8 -8.2 6.1 -5.1 3.5 -5.5 6.4
tt̄W± -7.2 5.5 -8.7 11.3 -3.6 6.2 -9.7 8.0
tt̄Z -9.7 5.1 -5.9 11.0 -4.1 6.2 -8.4 5.0

Total Systematic µ±µ± + 4jets µ±µ±+ ≥ 5jets
Uncertainty Down-Up Down-Up

tt̄H -5.2 7.5 -7.3 6.8
tt̄W± -4.5 5.2 -8.6 6.9
tt̄Z -5.2 8.7 -9.7 8.2

Table 6.21: Sum in quadrature of all the experimental systematic uncertainties on the number of
tt̄H, tt̄W± and tt̄Z event predictions divided per signal region. The luminosity uncertainty is not
considered in the sum.

Data-driven uncertainties. The non-prompt and the charge misID backgrounds are

estimated in this analysis using data-driven methods. For the θ Method, used to evaluate

the non-prompt background, the uncertainties on the measured θ` and the predictions of

events with a non-tight lepton N �̀̀′ are accounted. The statistical error and the systematic

uncertainties have been estimated in Section 6.4.4.1.

The uncertainty on the charge misID predictions is due to the uncertainties on the

charge misID rates described in Section 6.4.2.2 and to the statistics of opposite-sign lepton

data used in the estimate (Equation 6.3 and Equation 6.3).

6.7 Results

The data events observed in the signal region categories are analysed in this section. The

expected contributions by Standard Model processes to the event yields in these categories

have been estimated as explained in Section 6.4. The uncertainties affecting the signal and

background predictions have been obtained in Section 6.6. The signal and background

determinations have been performed before analysing the data events accepted in the

signal regions to avoid biases. Data in the signal regions are here studied in search for

evidence of the tt̄H production. The analysis signal regions are displayed in Section 6.7.1

and the measurement of the tt̄H cross-section is described in Section 6.7.2. The results

are also interpreted as constraints on the Top Yukawa coupling for several scenarios.
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6.7.1 Signal regions

The number of data events observed in the 2`0τhad signal regions is given in Table 6.22,

together with the expected signal and background events. The largest number of signal

events is expected in the e±µ± category. The tt̄H events have preferentially five or more

jets while the background prevails in four jets. Thus the division of the signal regions in jet

multiplicity increase the sensitivity of the tt̄H cross-section measurement. In most of the

categories, the largest contribution to the background is due to non-prompt lepton events,

followed by tt̄W± events. The tt̄W± production is instead the dominant background in

the µ±µ±+ ≥ 5jets category.

Overall, predictions are in agreement with data. The largest uncertainty on the back-

ground predictions comes from the non-prompt background estimate. For this reason,

investigations on alternative methods for non-prompt background estimates, like those de-

scribed in Section 6.4.5, are important for the sensitivity of future analyses. The largest dif-

ferences between data and predictions are observed in the e±e±+ ≥ 5jets, e±µ±+ ≥ 5jets

and µ±µ±+ 4jets. The jet and b-jet multiplicities for observed and expected events in the

2`0τhad categories are shown in Figure 6.27. The largest excess of data over the prediction

is observed in e±µ± and µ±µ± events with two b-jets. Additional distributions of 2`0τhad

event properties are given in Section C.6. In that case, the shape of the non-prompt

background predictions are obtained from simulation.

The event yields for the other analysis categories (3`, 4`, 2`1τhad and 1`2τhad) are

summarized in Table C.10. The combined jet and b-jet multiplicities and the lepton

flavour composition of the events in these categories are shown in Section C.7. Among all

the tt̄H analysis categories, the 2`0τhad and the 3` categories present the largest observed

excess and have also the largest expected number of signal events. The findings in each

category are used in the next section to measure the tt̄H production cross-section and are

combined to provide a more solid measurement.
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(a) e±e± (b) e±e±

(c) e±µ± (d) e±µ±

(e) µ±µ± (f) µ±µ±

Figure 6.27: Distributions of the jet multiplicity (left) and the b-jet multiplicity (right) in
the 2`0τhad signal region for e±e± (top), e±µ± (centre) and µ±µ± (bottom) events. Events in
data (black dots) are compared to the expected stacked contributions from Standard Model back-
ground processes. The expected signal contributions are overlaid to the backgrounds (red line).
The lower panel shows the ratio of observed events in data to expected Standard Model events.
The error bars on the data points show the statistical uncertainty and the dashed band shows the
total uncertainties of the background predictions.
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Category Charge misID Non-prompt tt̄W± tt̄Z V V Total bkg. tt̄H Observed

e±e± + 4jets 1.8 ± 0.7 3.4 ± 1.7 2.0 ± 0.4 0.75 ± 0.20 0.74 ± 0.42 9.1 ± 2.1 0.44 ± 0.06 9
e±µ± + 4jets 1.4 ± 0.6 12 ± 4 6.2 ± 1.0 1.5 ± 0.3 1.9 ± 1.0 24 ± 5 1.16 ± 0.14 26
µ±µ± + 4jets – 6.3 ± 2.6 4.7 ± 0.9 0.80 ± 0.22 0.53 ± 0.30 12.7 ± 2.9 0.74 ± 0.10 20
e±e±+ ≥ 5jets 1.1 ± 0.5 2.3 ± 1.2 1.4 ± 0.4 0.98 ± 0.26 0.47 ± 0.29 6.5 ± 1.8 0.73 ± 0.14 10
e±µ±+ ≥ 5jets 0.85 ± 0.35 6.7 ± 2.4 4.8 ± 1.2 2.1 ± 0.5 0.38 ± 0.30 15 ± 3 2.13 ± 0.41 22
µ±µ±+ ≥ 5jets – 2.9 ± 1.4 3.8 ± 0.9 0.95 ± 0.25 0.69 ± 0.39 8.6 ± 2.2 1.41 ± 0.28 11

Table 6.22: Expected and observed event yields in each flavour category and jet multiplicity of the 2`0τhad signal region. The overall uncertainties
on the predictions are also given. Rare processes (tZ, tt̄W+W−, H → ZZ(∗), tHqb, tHW± and tt̄tt̄) are included in the total expected background
estimate.
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6.7.2 Measurement of the tt̄H production cross-section

The aim of the analysis is to search for a evidence of tt̄H production. The search is

performed by comparing the data observed in the signal regions with the expected Stan-

dard Model processes. To do so, a statistical model of the type described in Section 5.6.2

is used. The model combines the information from each category into a likelihood func-

tions where the uncertainties are treated with Nuisance Parameters and the tt̄H signal

strength is an unconstrained parameter. The signal strength µ is defined as the ratio of the

measured tt̄H production cross-section to the cross-section predicted by Standard Model.

µ = 1 is the expected signal strength from Standard Model, while µ = 0 represents the

background only hypothesis. In this model the decay modes and the branching ratio of the

Higgs boson are fixed to the Standard Model values. Correlations among the predictions

in any category are taken into account: experimental uncertainties are correlated among

simulated processes and categories; data-driven uncertainties are correlated among cate-

gories; theoretical uncertainties are correlated among categories but not among processes;

statistical errors are not correlated in simulated and observed events.

The statistical model is used to measure the tt̄H signal strength, to assign probabilities

to µ hypotheses and to set CLS upper limits on µ. The signal strength is determined with

a maximum likelihood fit to the observed data yields. The fit returns the best fit value

of the signal strength and of the Nuisance Parameters. The best value for µ in each of

the 2`0τhad categories and for their combination are shown in Figure 6.28. For each final

state flavour, the N (jet) = 4 and the N (jet) ≥ 5 constitute two separate categories that

are combined in the fit. This improves the sensitivity compared to the single category

with N (jet) ≥ 4. The best value of µ from the combination of the 2`0τhad categories is

2.8+2.1
−1.9. The largest source of error is the statistical uncertainty, which is about 1.5 in

the combination. The e±µ± category is the most sensitive because of the largest signal

fraction and statistics.

The best fit values for µ in the other signal regions categories and the best value for

the combined fit of all the categories signal regions are shown in Figure 6.29. The µ values

are all compatible with the Standard Model hypothesis. The biggest discrepancy between

the predicted µ and the Standard Model value is in the 1`2τhad category and it is 1.1

times the error. This category is the less sensitive to the tt̄H production and the negative

value of µ is due to the predicted background being larger than the observed events. In

the 4` category, the total expected yields would assume a non-physical negative value for

µ < −0.17, therefore that range is excluded. The 2`0τhad and the 3` categories have the

best sensitivity. They both measure a signal strength larger than the Standard Model one

but compatible within uncertainties. The value of µ from the combined fit is 2.1+1.4
−1.2.

In the 2`0τhad channel, the systematic uncertainties and the statistical uncertainty con-

tribute similarly to the total uncertainty on µ, while in the other categories the statistical

uncertainty is dominant due to the lower observed and expected yields. The dominant
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Figure 6.28: Best fit values of the signal strength parameter µ = σtt̄H,obs/σtt̄H,SM for the 2`0τhad

categories, where the = 4 jet and ≥ 5 jet categories are combined for each of the e±e±, e±µ±, and
µ±µ± lepton final states.

Figure 6.29: Best-fit values of the signal strength parameter µ = σtt̄H,obs/σtt̄H,SM. For the 4` Z-
depleted category, µ < −0.17 results in a negative expected total yield and so the lower uncertainty
is truncated at this point.
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systematic uncertainties in the combined fit are listed in Table 6.23. The largest uncer-

tainties are due to the θ` used in the 2`0τhad non-prompt background estimate and the

theoretical uncertainties.

Source ∆µ

θµ in the 2`0τhad category +0.38 −0.35
tt̄W± acceptance +0.26 −0.21
tt̄H inclusive cross section +0.28 −0.15
Jet energy calibration +0.24 −0.18
θe in the 2`0τhad category +0.26 −0.16
tt̄H acceptance +0.22 −0.15
tt̄Z inclusive cross section +0.19 −0.17
tt̄W± inclusive cross section +0.18 −0.15
Muon isolation efficiency +0.19 −0.14
Luminosity +0.18 −0.14

Table 6.23: Contributions to the signal strenth uncertainty from the main sources of systematic
uncertainty.

The maximum likelihood fit not only determines the optimal µ value but also the

optimal value for the Nuisance Parameters. Sometimes the data in the signal regions can

constrain significantly the error on the Nuisance parameters, especially if the accessory

measurement of the parameter has large uncertainty. The post-fit values of the Nuisance

parameters are all compatible with their pre-fit values within the errors. The combined

fit constrains significantly the NPs related to the θ factors of the non-prompt background

estimate in the 2`0τhad categories and to the non-prompt background normalization in

the 1`2τhad category11. The fitted values for these Nuisance Parameters are also those

that differ more from the pre-fit value. The difference is −1.0 times the error for the NP

associated to the non-prompt background in the 1`2τhad category and +0.4 times the error

for the NP associated to the θ` in the 2`0τhad category.

The compatibility of the signal-plus-background (µ = 1) and the background-only

(µ = 0) hypotheses with the observed data are quantified by the test statistics based on

the profile likelihood ratio method (see Section 5.6.2.2). The background only hypothesis

has an observed p-value of 0.037 and an expected one of 0.18, corresponding to a signif-

icance expressed in terms of Gaussian standard deviations of 1.8σ and 0.9σ respectively.

The observations are compatible with the µ = 1 hypothesis with a p-value of 0.18 cor-

responding to 0.9σ. These results reflect the excess of data compared to the predictions

which promotes a µ > 1.

The 95% CLS upper limits on the signal strength are also determined using the CLS

method [172, 173] introduced in Section 5.6.3. The observed and expected upper limits

in the 2`0τhad category and in the other categories are listed in Table 6.24 and shown

11In the 1`2τhad category, the non-prompt background estimate is not obtained with the θ Method.
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in Figure 6.30. The expected limits are calculated for background only and background

plus Standard Model signal hypotheses. The stronger limits are set in the 2`0τhad and 3`

channels. The observed combined limit is µ < 4.7 and the expected for background only

is µ < 2.4.

Observed Expected Limit
Channel Limit −2σ −1σ Median (µ = 0) +1σ +2σ Median (µ = 1)

2`0τhad 6.7 2.1 2.8 3.9 5.7 8.4 5.0
3` 6.8 2.0 2.7 3.8 5.7 8.5 5.1

2`1τhad 7.5 4.5 6.1 8.4 13 21 10
4` 18 8.0 11 15 23 39 17

1`2τhad 13 10 13 18 26 40 19

Combined 4.7 1.3 1.8 2.4 3.6 5.3 3.7

Table 6.24: Observed and expected 95% CLS upper limits on µ for various categories and their
combination. For the background only hypothesis, the median, the 1σ and the 2σ error bands are
indicated. The median for the Standard Model signal hypothesis is presented in the last column.

Figure 6.30: Observed and expected 95% CLS upper limits on µ for various categories and
their combination. The black dashed line and the red dashed lines show the expected limits for
background only hypothesis and Standard Model signal plus background, respectively. The black
line indicates the observed limit.

Excluding the analysis presented here, the most accurate measurements of tt̄H produc-

tion performed so far are by the CMS collaboration on 8 TeV data [30], and very recently

by ATLAS in 13 TeV data [33]. The measured values by CMS of the signal strength and

the 95% CLS upper limits are shown in Figure 6.31. The µ value from the 2`0τhad category

fit is 5.3+2.1
−1.8 and the observed 95% CLS upper limits is 9.0. The sensitivity of this analysis

and the CMS one to tt̄H production is very similar and both observe a signal strength

greater than 1 in the 2`0τhad category. The CMS analysis however measures a larger µ

with an observed limit that exceeds the expected limit for background only hypothesis by
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(a) (b)

Figure 6.31: The signal strenght measured by the CMS collaboration for several categories (left),
and the respective 95% CLS upper limits (right).

more than 2σ. The excess is driven by the µ±µ± category where µ = 8.5+3.3
−2.7. The signal

strength measured by CMS in the e±e±, e±µ± categories are, respectively, 2.7+4.6
−4.1 and

1.8+2.5
−2.3, in agreement with the results obtained by ATLAS.

A preliminary measurement of the tt̄H signal strength on a 13.2 fb−1 sample of 13 TeV

proton-proton collisions has been performed by ATLAS with the same analysis strategy de-

scribed here. The measured values of the signal strength and the 95% CLS upper limits are

(a) (b)

Figure 6.32: The signal strenght measured by the ATLAS collaboration at
√
s = 13 TeV for

several categories (left), and the respective 95% CLS upper limits (right).

shown in Figure 6.32. In the 2`0τhad category, the observed µ is 4.0+1.2
−1.1 (stat.)+1.7

−1.3 (syst.)

and the combination with the other categories gives a µ = 2.5±0.7 (stat.)+1.1
−0.9 (syst.). The

results obtained in the new data are compatible with what found in this thesis and have

similar precision. It is to note that the observed µ is again larger than 1 despite the use of

an independent data sample. The improvement in precision from the collection of a larger

dataset at 13 TeV and the use of a more precise determination of the backgrounds are
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expected to clarify if there is an anomalous event production in these regions or if what

has been observed is just a statistical fluctuation.

The ATLAS and CMS collaborations have investigated the mechanisms of production

and the decay modes of the Higgs boson with numerous analyses of
√
s = 7 and 8 TeV

data, including the search of tt̄H production in the final states with leptons. The results

of these analyses have been combined to achieve the most accurate measurements of the

production and decay modes of the Higgs boson and lastly of the coupling of the Higgs

boson to Standard Model particles. ATLAS and CMS have published independent results

[188, 189] and have performed a combination of their measurements [34]. The results of

this combination are obtained in the context of the κ-framework [14] and are described in

Section C.8. The measurements of the tt̄H signal strength (µ), of the relative cross-section

of tt̄H and gluon-gluon fusion productions (σtt̄H/σggF ) and of the Top Yukawa coupling

modifier (κt) have been relevantly influenced by the results obtained in this thesis. A

signal strength for tt̄H production of 2.3+0.7
−0.6 has been measured from the combination.

The observed relative cross-section σtt̄H/σggF value is 0.022+0.007
−0.006, which is more than 2σ

higher than the expected value of 0.0067 ± 0.0010. The ATLAS only combination is 1σ

higher than the expected value and has a smaller uncertainty than the CMS one.

The observations can also be reinterpreted in terms of coupling strength of the Higgs

boson to Standard Model particles, but assumptions on the Higgs boson boson interaction

vertices have to be done. In the Standard Model scenario, different production processes

and decay modes are sensitive to specific coupling constants as shown in Table 1.2. The tt̄H

production is sensitive to the Top Yukawa coupling, but the gluon-gluon fusion production

and the H → γγ decay are even more sensitive in this condition. If non-Standard Model

particles are introduced, the tt̄H production would still probe directly the Top Yukawa

coupling, but the gluon-gluon fusion production and the H → γγ decay would have their

coupling modified by the interactions of the non-Standard Model particles with the Higgs

boson field.

The Top Yukawa coupling strength is measured in units of the expected values for a

Standard Model Higgs boson with 125 GeV mass (coupling modifiers) under three hy-

potheses: no interaction vertices of the Higgs boson with beyond Standard Model (BSM)

particles; the Higgs boson cannot decay to BSM particles (BR(BSM) = 0); the coupling

modifiers for vector bosons κW and κZ must be at most 1 (κV ≤ 1). The measured κt un-

der these assumption are given in Table 6.25. The large κt observed in the BSM scenarios

is a consequence of the tt̄H signal strength measurement, while in the Standard Model

case the κt is heavily constrained by the gluon-gluon fusion and H → γγ measurements.

The choice of the condition for the BSM scenario, either BR(BSM) = 0 or κV ≤ 1, has

negligible impact on the κt measurement.

In a typical new physics scenario, one would observe a κt value compatible with one,

and modifiers associated to the gluon-gluon fusion production and H → γγ decay diagrams

(κg and κγ) significantly different. The current findings instead indicates a κt > 1 and



Hypothesis Combination Combination ATLAS CMS
Measured κt Expected κt uncertainty Measured κt Measured κt

BR(BSM) = 0 1.43+0.23
−0.22

+0.27
−0.32 1.31+0.35

−0.33 1.45+0.42
−0.38

κV ≤ 1 1.40+0.24
−0.21

+0.26
−0.39 1.32+0.31

−0.33 1.51+0.33
−0.32

no BSM particles 0.87+0.15
−0.15

+0.15
−0.18 0.98+0.21

−0.20 0.77+0.20
−0.18

Table 6.25: The measurement of the modifier κt of the Top Yukawa coupling for several parametri-
sations using ATLAS and CMS data. The first two parametrisations allow for non-Standard Model
particles in the loop couplings but have different hypotheses: in the former, the Higgs boson cannot
decay to BSM particles, in the latter, BSM particles can contribute to the Higgs boson width
but κV ≤ 1 with V = W,Z.

nearly unit value for κg and κγ . If this scenario is confirmed, the Top Yukawa coupling for

the discovered particle at 125 GeV is not that expected for a Standard Model Higgs boson

and therefore the particle itself is not the Higgs boson. In addition, there should be BSM

particles which contribute to the gluon-gluon fusion production and to the H → γγ decay

to compensate for the non-one κt value. This condition seems highly unlikely but cannot

be excluded a priori. An anomaly in tt̄H production measurement and so in the value of

κt could be also the consequence of unknown processes that match the tt̄H production

final state. For instance, BSM particles may be produced in association with top quark

pairs, and result in a large multitude of jets and leptons (photons and b-jets for analyses

considering other tt̄H decay modes). These processes would constitute a background for

this analysis which has not been taken into account resulting in an inflation of the measured

tt̄H signal strength.

At this stage, the observed κt deviation is not significant enough to constitute an

evidence of new physics but it is something that should be further investigated with new

data.
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Conclusions

This thesis has explored the physics of same-sign lepton pair production at the LHC

analysing the data collected by the ATLAS experiment. The targets of this study have been

the tt̄H and non Standard Model productions which lead to final states with same-sign

lepton pairs. The calibration of the τhad energy in data via the study of Z → τ+τ− events

has also been described. Although this study does not constitute the core of this thesis,

it has important outcomes as improves the τhad energy modeling in analyses studying

processes with τ leptons. One of these analyses is the search for tt̄H production, where

one or more τhad are required is some categories (2`1τhad and 1`2τhad) and are prohibited in

others (2`0τhad). If there is a difference in the τhad energy calibration for real and simulated

τhad, the use of a τhad pT requirement in the category definitions leads to differences in the

way real and simulated events would fill these categories. In the tt̄H analysis, where the

signal strength is extracted from comparisons of expected and observed events in several

categories, an accurate τhad energy calibration results fundamental. The calibration study

has found a correction to the energy calibration in data of 0.8% ± 1.3% (stat.) ± 0.6%

(syst.) for 1-track τhad and 1.1% ± 1.4% (stat.) ± 0.7% (syst.) for 3-tracks τhad.

In the main part of the thesis, the production of same-sign lepton pairs at the LHC

has been studied. The Standard Model contribution to final states of the tt̄H and new

physics searches has been characterised. The prompt, charge misID, photon conversion

and non-prompt backgrounds have been estimated with dedicated techniques, which have

been validated with data. The non-prompt background estimate carries one of the largest

uncertainties in both analyses. For this background, alternative methods of estimate have

been explored. Provided enough statistics, the Matrix Method and Fake Factor Method

could improve the modeling of the non-prompt background compared to the θ Method.

However, the study has not been able to determine whether the Matrix Method or the

Fake Factor Method would perform better in future analyses.

The search for new physics in same-sign lepton pairs has not observed significant

production over the Standard Model prediction. Data has been used to set 95% CLS

upper limits on the fiducial cross-section of new physics processes producing same-sign

lepton pairs. Limits are placed as a function of the di-lepton invariant mass within a

fiducial region which is defined according to the event selection criteria. The observed

limits vary between 0.48 fb and 32 fb depending on the di-lepton invariant mass and
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lepton flavour combination. These limits have general validity and can be used to test

new physics models upon calculation of the fiducial region acceptance. 95% CLS limits

on the production cross-section of doubly charged bosons in the context of the Left-right

symmetric model and on their mass are also obtained. The observed lower limits on the

H±±L mass vary between 468 and 551 GeV depending on the lepton flavour category and

between 374 and 438 GeV for the H±±R mass. These limits improve by 30-40% previous

results.

The analysis of tt̄H production in the 2`0τhad category has led to the measurement

of a tt̄H signal strength µ = 2.8+2.1
−1.9. The combination of the results from this and other

categories gives a value for the signal strength of 2.1+1.4
−1.2. The observed data are compat-

ible with the signal-plus-background (background-only) hypothesis with a p-value of 0.18

(0.037). The observed excess is therefore not statistically significant, even though other

measurements by ATLAS and CMS confirm a signal strength greater than one. These ob-

servations may constitute hints of new physics, such as an anomalous Top Yukawa coupling

or non-Standard Model processes contributing to the yields in the 2`0τhad signal region,

which seems to have largest excess. They could also be due to statistical fluctuations.

The collision of protons at a centre-of-mass energy of 13 TeV has started at the LHC

in 2016 and may conceal interesting physics. The observation of tt̄H production is one of

the main goals of the ATLAS collaboration, but the study of final states with same-sign

leptons may also reveal new physics connected with the mechanisms of neutrino mass

generation or anomalies in the coupling of the top quark with the Higgs boson.
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Appendix A

Additional information about the

τhad energy calibration

This appendix contains additional information about the analysis described in Chapter 3.

A.1 Lepton and τhad kinematic in the signal region

This section collects the distributions of the τhad and the muon kinematic in the Z → τ+τ−

events used for the TES measurement. Figure A.1 shows the kinematic distributions of

1-track and 3-tracks τhad, while Figure A.2 shows the muon kinematic and EmissT for the

same events.
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(a) 1-track τhad (b) 3-tracks τhad

(c) 1-track τhad (d) 3-tracks τhad

(e) 1-track τhad (f) 3-tracks τhad

Figure A.1: Energy (top), transverse momentum (centre) and pseudorapidity (bottom) distribu-
tions of τhad with one (left) or three (right) associated tracks in Z → τ+τ− events selected according
to Section 3.2. Events in data (black dots) are compared to the expected stacked contributions
from Z → τ+τ− (light blue) and background processes determined as described in Section 3.3.
Only statistical uncertainties are shown. Underflow and overflow events are added to the first and
last bin, respectively. The lower panel shows the ratio of observed events in data to the sum of
expected signal and background events.
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(a) 1-track τhad (b) 3-tracks τhad

(c) 1-track τhad (d) 3-tracks τhad

(e) 1-track τhad (f) 3-tracks τhad

Figure A.2: Muon transverse (top), muon pseudorapidity (centre) and EmissT (bottom) distribu-
tions in Z → τ+τ− events selected according to Section 3.2 and τhad with one (left) or three (right)
associated tracks. Events in data (black dots) are compared to the expected stacked contributions
from Z → τ+τ− (light blue) and background processes determined as described in Section 3.3.
Only statistical uncertainties are shown. Underflow and overflow events are added to the first and
last bin, respectively. The lower panel shows the ratio of observed events in data to the sum of
expected signal and background events.
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A.2 Estimators of TES variations

The effect of a TES variation in simulated background events only on the Mvis estimators

described in Section 3.4 is shown in Figure A.3.

Figure A.3: Difference in the value of the estimator measured in data due to the variation
of the TES in background events. The estimator considered are the mean, the median and
the parametric functions Bifurcated Gaussian (dark green) and Gaussian ⊗ Breit-Wigner
(red). The results for mean and median are also obtained for 40 GeV < Mvis < 100 GeV.

The difference in the value of the Composed Bifurcated Gaussian and Landau fit pa-

rameters in data and simulation as a function of α is shown in Figure A.4. each parameter

is highly non-linear for variations of α including the maximum position. The Composed

Bifurcated Gaussian and Landau is therefore not used in the estimate of TES differences.
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Figure A.4: The difference in the value of the Composed Bifurcated Gaussian and Landau
fit parameters in data and simulation as a function of α. The peak position parameter is
given in red.

A.3 Other TES corrections

Table A.1 shows the correction to apply to the TES in data in order to obtain matching

between the maximum position of the Mvis in data and simulation estimated with a

Polynomial (5th order) fit. τhad in the barrel region and in the end-cap regions are also

studied separately.

τhad selection TES correction

|η| < 0.8 0.4% ± 1.5% (stat.) ± 0.8% (syst.)
0.8 < |η| < 2.5 0.7% ± 1.2% (stat.) ± 0.6% (syst.)

Table A.1: Corrections for the TES of τhad reconstructed in data in the barrel region and in the
end-cap regions.





Appendix B

Additional information about new

physics searches

This chapter contains additional information regarding the new physics search described

in Chapter 5:

Section B.1 : list of simulated samples used to model new physics and to evaluate the

prompt background in the electron fake factor regions;

Section B.2 : analysis of the single lepton trigger bias on the non-prompt background

estimate;

Section B.3 : additional distributions from the signal regions and expected yields divided

by individual production processes and pair total charge;

Section B.4 : CLS limits divided by pair total charge.

B.1 Simulated samples for new physics and for W± + jets

background estimate

Simulated W±+jets samples have been used to model the prompt background in the region

of estimate of the electron fake factors as described in Section 5.4.4.2. The background

from W± + jets, as well as from other processes with at least a prompt lepton, must be

subtracted in order to have an accurate measurement of the electron fake factors. The

simulations used to model the W± + jets production are listed in Table B.1.

Several models of new physics producing same-sign lepton pairs have been considered

in this analysis as described in Section 5.1. These models are studied with simulations and

are listed in Table B.2. For each process the masses of the non-Standard Model particles

involved are varied to study how the detection probability of the same-sign lepton pair

changes with these parameters.
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Process Generator σ × εfilter [pb] K-factor

W± → e±ν Alpgen+Herwig 8037.1 1.176
W± → e±ν + 1p Alpgen+Herwig 1579.2 1.176
W± → e±ν + 2p Alpgen+Herwig 472.2 1.176
W± → e±ν + 3p Alpgen+Herwig 133.9 1.176
W± → e±ν + 4p Alpgen+Herwig 35.6 1.176
W± → e±ν+ ≥ 5p Alpgen+Herwig 10.6 1.176

W± → τ±ν Alpgen+Herwig 8035.8 1.176
W± → τ±ν + 1p Alpgen+Herwig 1579.8 1.176
W± → τ±ν + 2p Alpgen+Herwig 477.6 1.176
W± → τ±ν + 3p Alpgen+Herwig 133.8 1.176
W± → τ±ν + 4p Alpgen+Herwig 35.6 1.176
W± → τ±ν+ ≥ 5p Alpgen+Herwig 10.5 1.176

Table B.1: The W±+ jets simulations used to subtract prompt background contaminations from
the electron fake factor region. For each process, the generator configuration, the cross-section
times the generator filter efficiency and the K-factor used to scale the simulated cross-section value
to the latest theoretical calculation are given. The full simulation setup is specified in Table 2.1.
X +np with n integer and X a generic process indicates the number of partons (quarks or gluons)
produced at matrix element level in addition to the process X.
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Process Generator

H++
L H−−L → `+`+`−`− (m(H±±L ) = 50 GeV) Pythia8

H++
L H−−L → `+`+`−`− (m(H±±L ) = 100 GeV) Pythia8

H++
L H−−L → `+`+`−`− (m(H±±L ) = 150 GeV) Pythia8

H++
L H−−L → `+`+`−`− (m(H±±L ) = 200 GeV) Pythia8

H++
L H−−L → `+`+`−`− (m(H±±L ) = 250 GeV) Pythia8

H++
L H−−L → `+`+`−`− (m(H±±L ) = 300 GeV) Pythia8

H++
L H−−L → `+`+`−`− (m(H±±L ) = 350 GeV) Pythia8

H++
L H−−L → `+`+`−`− (m(H±±L ) = 400 GeV) Pythia8

H++
L H−−L → `+`+`−`− (m(H±±L ) = 450 GeV) Pythia8

H++
L H−−L → `+`+`−`− (m(H±±L ) = 500 GeV) Pythia8

H++
L H−−L → `+`+`−`− (m(H±±L ) = 600 GeV) Pythia8

H++
L H−−L → `+`+`−`− (m(H±±L ) = 1000 GeV) Pythia8

W±R → NR`
± (m(W±R ) = 1000 GeV, m(NR) = 250 GeV) Pythia8

W±R → NR`
± (m(W±R ) = 1000 GeV, m(NR) = 500 GeV) Pythia8

W±R → NR`
± (m(W±R ) = 1000 GeV, m(NR) = 750 GeV) Pythia8

W±R → NR`
± (m(W±R ) = 1400 GeV, m(NR) = 350 GeV) Pythia8

W±R → NR`
± (m(W±R ) = 1400 GeV, m(NR) = 700 GeV) Pythia8

W±R → NR`
± (m(W±R ) = 1400 GeV, m(NR) = 1050 GeV) Pythia8

W±R → NR`
± (m(W±R ) = 2000 GeV, m(NR) = 500 GeV) Pythia8

W±R → NR`
± (m(W±R ) = 2000 GeV, m(NR) = 1000 GeV) Pythia8

W±R → NR`
± (m(W±R ) = 2000 GeV, m(NR) = 1500 GeV) Pythia8

b′ → qW± (m(b′) = 400 GeV) Pythia8
b′ → qW± (m(b′) = 500 GeV) Pythia8
b′ → qW± (m(b′) = 600 GeV) Pythia8
b′ → qW± (m(b′) = 650 GeV) Pythia8
b′ → qW± (m(b′) = 700 GeV) Pythia8
b′ → qW± (m(b′) = 800 GeV) Pythia8
b′ → qW± (m(b′) = 900 GeV) Pythia8
b′ → qW± (m(b′) = 950 GeV) Pythia8
b′ → qW± (m(b′) = 1000 GeV) Pythia8
b′ → tW± (m(b′) = 450 GeV) Pythia8
b′ → tW± (m(b′) = 500 GeV) Pythia8
b′ → tW± (m(b′) = 550 GeV) Pythia8
b′ → tW± (m(b′) = 600 GeV) Pythia8
b′ → tW± (m(b′) = 650 GeV) Pythia8
b′ → tW± (m(b′) = 700 GeV) Pythia8
b′ → tW± (m(b′) = 800 GeV) Pythia8
b′ → tW± (m(b′) = 900 GeV) Pythia8
b′ → tW± (m(b′) = 1000 GeV) Pythia8

SDQ → SLQSLQ (m(SDQ) = 2500 GeV, m(SLQ) = 1000 GeV) MadGraph+Pythia8
SDQ → SLQSLQ (m(SDQ) = 2500 GeV, m(SLQ) = 1200 GeV) MadGraph+Pythia8
SDQ → SLQSLQ (m(SDQ) = 3000 GeV, m(SLQ) = 1000 GeV) MadGraph+Pythia8
SDQ → SLQSLQ (m(SDQ) = 3000 GeV, m(SLQ) = 1200 GeV) MadGraph+Pythia8
SDQ → SLQSLQ (m(SDQ) = 3500 GeV, m(SLQ) = 1000 GeV) MadGraph+Pythia8
SDQ → SLQSLQ (m(SDQ) = 3500 GeV, m(SLQ) = 1200 GeV) MadGraph+Pythia8
SDQ → SLQSLQ (m(SDQ) = 3500 GeV, m(SLQ) = 1400 GeV) MadGraph+Pythia8

Table B.2: Simulation used to model beyond Standard Model processes that produce same-sign
lepton pairs. The full simulation setup is specified in Table 2.1. The simulation cross-section is
not used in the analysis and therefore is not shown.
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B.2 Biases of the SLTrig in the e±µ± category

The electrons used to estimate the fake factors in Section 5.4.4.2 are responsible for the

event acquisition via the activation of one of the single electron triggers in Table 5.5. These

triggers check for energy leakages in the hadronic calorimeter of the cluster associated to

the electron at L1 for electrons with pT < 60 GeV. This condition affects the lepton selec-

tion and consequently the electron fake factors estimate. To be consistent, the electrons

used in the analysis should satisfy the same leakage requirement. The use of di-lepton

triggers enforces the application of this requirement on any electron considered making

the lepton pair selection consistent with the non-prompt background estimate.

If single lepton triggers are used instead, one of the leptons in the pair does not have

to satisfy the trigger requirements, hence its selection may be incompatible with the non-

prompt background estimate. No significant issues have been observed in the usage of

pairs with not triggered muons. However, a bias is observed when not triggered electrons

are considered. This is the case of events with e±µ± pairs where only the single muon

trigger has been activated.

Figure B.1 shows the invariant mass distribution of e±µ± pairs where the electron

passes the nominal selection (see Table 5.3) and the muon passes either the Fail-d0 selection

(see Table 5.13) or the Weak isolation selection (see Table 5.11). The events where the

single electron trigger is activated or only the muon trigger fires are shown separately. The

background predictions are in agreement with data when the electron trigger is activated,

but an excess of predicted non-prompt background is observed when only the muon trigger

is activated. To avoid biases in the non-prompt background estimate, the EMTrig is

preferred to the SLTrig in the e±µ± category.
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Figure B.1: Invariant mass distributions of e±µ± pairs with muon passing the Fail-d0 selection
(top) or the Weak Isolation selection (bottom). The pairs are divided on the base of the activation
of the SETrig: active (left) and inactive (right). Events in data (black dots) are compared to
the expected stacked contributions from Standard Model processes, as described in Section 5.4.
Overflow events are added to the last bin. The lower panel shows the ratio of observed events in
data to expected Standard Model events. The error bars on the data points show the statistical
uncertainty and the dashed band shows the total uncertainties of the predictions.
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B.3 Additional signal region tables and distributions

The expected number of e±e±, e±µ± and µ±µ± in the signal regions divided by single

process are shown in Table B.3, Table B.4 and Table B.5. The expected and observed

number of pairs in the three lepton flavour categories divided by total pair charge are

instead shown in Table B.6. The distributions of the pT and η of the leading pT lepton

are shown in Figure B.2, while the distributions of the subleading pT lepton are shown in

Figure B.3.

Sample Number of electron pairs with m (e±, e±)
> 15 GeV > 100 GeV > 200 GeV > 300 GeV > 400 GeV > 500 GeV > 600 GeV

Non-prompt 518.57± 120.17 247.49± 49.5 71.67± 13.15 22.66± 4.8 8.13± 2.42 3.12± 1.49 0.78± 1.01

W±Z 234.36± 22.24 132.79± 12.76 37.12± 3.9 10.95± 1.43 3.23± 0.61 1.5± 0.4 0.5± 0.22

ZZ 86.05± 7.21 22.42± 2.11 6.75± 0.84 1.78± 0.37 0.61± 0.2 0.34± 0.16 0.21± 0.12

W±W± 14.99± 7.59 12.1± 6.14 5.55± 2.84 2.35± 1.22 1.22± 0.66 0.4± 0.24 0.16± 0.11

MPI V V 4.04± 4.06 1.6± 1.61 0.38± 0.39 0.06± 0.07 0.02± 0.02 0± 0 0± 0

tt̄W± 5.33± 1.23 3.83± 0.89 1.32± 0.32 0.44± 0.11 0.14± 0.04 0.08± 0.03 0.03± 0.01

tt̄Z 1.73± 0.41 1.2± 0.29 0.4± 0.1 0.11± 0.04 0.03± 0.01 0.02± 0.01 0.01± 0.01

Prompt Total 346.51± 24.95 173.94± 14.44 51.52± 4.93 15.7± 1.92 5.25± 0.92 2.34± 0.49 0.91± 0.28

W±γ 175.25± 36.28 74.89± 15.62 22.42± 5.15 8.04± 2.26 3.84± 1.31 2.69± 1.05 1.02± 0.57

Z/γ∗ 968.61± 145.63 513.53± 77.7 130.91± 26.99 36.1± 12.17 12.8± 7.89 4.79± 4.86 4.79± 4.86

tt̄ 36.92± 6.01 30.1± 4.99 14.55± 2.8 5.05± 1.32 2.15± 0.78 1.05± 0.58 1.18± 0.56

W+W− 13.01± 2.34 10.74± 1.96 4.85± 0.97 1.86± 0.45 0.68± 0.22 0.43± 0.16 0.28± 0.13

Charge misID Total 1018.54± 145.78 554.37± 77.89 150.31± 27.16 43.01± 12.25 15.62± 7.93 6.27± 4.89 6.25± 4.89

Total Background 2058.86± 193.92 1050.69± 94.67 295.92± 30.99 89.41± 13.49 32.83± 8.44 14.41± 5.25 8.96± 5.04

Table B.3: Expected numbers of e±e± pairs for various di-electron invariant mass, m (e±, e±),
intervals. The errors shown are the overall uncertainties on the predictions.

Sample Number of electron-muon pairs with m (e±, µ±)
> 15 GeV > 100 GeV > 200 GeV > 300 GeV > 400 GeV > 500 GeV > 600 GeV

Non-prompt 910± 220 342± 77 79± 17 23.7± 5.8 9.2± 3.0 2.8± 1.5 1.6± 1.0

W±Z 710± 38 359± 20 98.5± 6.1 30.8± 2.5 10.9± 1.2 4.51± 0.75 2.32± 0.53
ZZ 235± 13 49.3± 3.2 12.6± 1.2 3.31± 0.53 1.33± 0.33 0.57± 0.22 0.39± 0.18
W±W± 46± 23 32± 16 13.2± 6.7 7.2± 3.7 3.1± 1.6 1.57± 0.84 0.74± 0.42

MPI V V 13± 13 4.6± 4.6 1.1± 1.1 0.24+0.25
−0.24 0.040+0.050

−0.040 0.0021+0.0029
−0.0021 0.0± 0.0

tt̄W± 16.6± 8.3 10.2± 5.1 3.2± 1.6 1.15± 0.58 0.41± 0.21 0.127± 0.070 0.066± 0.038
tt̄Z 6.4± 3.2 3.8± 1.9 1.37± 0.69 0.35± 0.18 0.143± 0.076 0.062± 0.036 0.020± 0.013

Prompt Total 1027± 49 458± 26 129.9± 9.3 43.1± 4.5 16.0± 2.1 6.8± 1.1 3.53± 0.70

Z/γ∗ 259± 37 12.3± 7.8 0.000046± 0.000046 0.0± 0.0 0.0± 0.0 0.0± 0.0 0.0± 0.0
tt̄ 86± 11 52.8± 7.2 20.9± 3.7 6.0± 1.7 1.09± 0.62 0.34± 0.34 0.34± 0.34
W+W− 19.7± 2.3 14.2± 1.7 5.97± 0.89 2.70± 0.51 1.47± 0.34 1.14± 0.31 0.55± 0.21
tW± 8.5± 2.1 7.9± 2.1 1.63± 0.82 0.80± 0.64 0.000± 0.014 0.0± 0.0 0.0± 0.0

Charge misID Total 372± 38 87± 11 28.5± 3.9 9.5± 1.9 2.54± 0.82 1.48± 0.41 0.89± 0.41

W±γ 271± 50 104± 20 27.7± 6.1 8.1± 2.4 2.7± 1.1 1.55± 0.77 1.24± 0.69

Total Background 2580± 240 991± 88 265± 22 84.4± 8.3 30.5± 4.0 12.6± 2.1 7.4± 1.5

Table B.4: Expected numbers of e±µ± pairs for various electron-muon invariant mass, m (e±, µ±),
intervals. The errors shown are the overall uncertainties on the predictions.



B.3. ADDITIONAL SIGNAL REGION TABLES AND DISTRIBUTIONS 269

Sample Number of muon pairs with m (µ±, µ±)
> 15 GeV > 100 GeV > 200 GeV > 300 GeV > 400 GeV > 500 GeV > 600 GeV

Non-prompt 203± 34 56± 11 8.7± 2.3 1.9± 1.0 1.22± 0.88 0.32± 0.41 0.0+0.2
−0.0

W±Z 412± 32 193± 15 49.8± 4.5 14.1± 1.6 4.72± 0.81 1.19± 0.37 0.11± 0.11

ZZ 113.3± 7.2 18.7± 1.6 4.66± 0.62 1.59± 0.35 0.60± 0.21 0.44± 0.18 0.25± 0.15

W±W± 37± 18 26± 13 10.7± 5.4 4.5± 2.3 2.3± 1.2 1.22± 0.67 0.55± 0.32

tt̄W± 6.1± 1.4 3.09± 0.71 0.91± 0.22 0.221± 0.066 0.069± 0.030 0.013± 0.013 0.013± 0.013

tt̄Z 1.58± 0.36 0.88± 0.21 0.163± 0.048 0.060± 0.024 0.023± 0.012 0.0+0.0
−0.0 0.0+0.0

−0.0

MPI V V 9.5± 9.5 3.6± 3.6 0.94± 0.95 0.25± 0.26 0.0027± 0.0037 0.0025± 0.0036 0.0025± 0.0036

Prompt Total 579± 41 245± 21 67.2± 7.3 20.7± 2.9 7.7± 1.5 2.87± 0.79 0.92± 0.37

Total Background 782± 54 301± 24 75.9± 7.6 22.6± 3.1 9.0± 1.7 3.19± 0.89 0.92+0.43
−0.37

Table B.5: Expected numbers of µ±µ± pairs for various di-muon invariant mass, m (µ±, µpm),
intervals. The errors shown are the overall uncertainties on the predictions.

m (`+, `+) e+e+ pairs e+µ+ pairs µ+µ+ pairs
[GeV] Expected Data Expected Data Expected Data

> 15 1120± 100 1124 1440± 130 1327 454± 32 502
> 100 610± 60 593 570± 50 523 184± 16 198
> 200 187± 22 167 146± 13 143 48± 6 62
> 300 61± 11 48 50± 5 56 15.3± 2.2 18
> 400 19± 6 18 18.4± 2.6 21 6.2± 1.2 6
> 500 9± 5 9 7.8± 1.4 8 2.6± 0.8 1
> 600 7± 5 5 4.8± 1.1 6 0.8± 0.4 0

m (`−, `−) e−e− pairs e−µ− pairs µ−µ− pairs
[GeV] Expected Data Expected Data Expected Data

> 15 940± 100 852 1140± 110 988 328± 23 341
> 100 440± 50 394 417± 40 336 117± 9 132
> 200 109± 16 98 119± 11 83 27.6± 2.8 25
> 300 29± 7 35 35± 4 29 7.3± 1.2 9
> 400 14± 5 12 12.1± 2.3 10 2.7± 0.7 3

> 500 5.0± 1.3 4 4.9± 1.5 5 0.64+0.33
−0.26 3

> 600 2.7± 0.9 2 2.5± 1.0 3 0.09+0.23
−0.09 1

Table B.6: Expected and observed numbers of positively or negatively charged lepton pairs for
various invariant mass, m (`±, `±), intervals. The errors shown are the overall uncertainties on the
predictions.
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(a) e±e± (b) e±e±

(c) e±µ± (d) e±µ±

(e) µ±µ± (f) µ±µ±

Figure B.2: Leading lepton pT (left) and η (right) distributions in e±e± (top) e±µ± (centre)
and µ±µ± (bottom) pairs. Events in data (black dots) are compared to the expected stacked
contributions from Standard Model processes, as described in Section 5.4. Overflow events are
added to the last bin. The lower panel shows the ratio of observed events in data to expected
Standard Model events. The error bars on the data points show the statistical uncertainty and the
dashed band shows the total uncertainties of the predictions.



B.3. ADDITIONAL SIGNAL REGION TABLES AND DISTRIBUTIONS 271

(a) e±e± (b) e±e±

(c) e±µ± (d) e±µ±

(e) µ±µ± (f) µ±µ±

Figure B.3: Subleading lepton pT (left) and η (right) distributions in e±e± (top) e±µ± (centre)
and µ±µ± (bottom) pairs. Events in data (black dots) are compared to the expected stacked
contributions from Standard Model processes, as described in Section 5.4. Overflow events are
added to the last bin. The lower panel shows the ratio of observed events in data to expected
Standard Model events. The error bars on the data points show the statistical uncertainty and the
dashed band shows the total uncertainties of the predictions.



272 APPENDIX B. MORE ABOUT NEW PHYSICS SEARCHES

B.4 Limits divided by pair charge sign

The 95% CLS upper limits on the number of e±e±, e±µ± and µ±µ± pairs due to non-

Standard Model processes are given divided by pair total charge in Table B.7 and Ta-

ble B.8. The 95% upper limits on the fiducial cross-sections divided by pair total charge,

flavour category and invariant mass requirement are shown in Figure B.4.

95% CLS upper limit
e+e+ e+µ+ µ+µ+

Mass range expected observed expected observed expected observed

M > 15 GeV 260.78
+100.84(207.83)
−62.89(100.49) 272.66 254.27

+100.68(183.94)
−41.91(123.70) 235.64 88.36

+31.15(70.02)
−28.41(49.22) 134.74

M > 100 GeV 140.02
+52.89(115.03)
−27.63(55.40) 131.82 108.69

+35.25(83.19)
−21.47(58.80) 92.60 47.05

+15.11(33.73)
−11.80(24.64) 58.90

M > 200 GeV 53.05
+19.90(43.39)
−13.87(21.49) 44.57 36.59

+12.91(29.93)
−6.65(11.28) 36.70 20.75

+7.14(15.96)
−4.49(10.04) 33.54

M > 300 GeV 24.14
+8.78(19.16)
−5.68(8.84) 19.72 19.35

+7.66(17.71)
−5.20(7.30) 26.12 10.37

+4.26(9.71)
−2.75(3.69) 13.28

M > 400 GeV 15.56
+4.63(10.75)
−3.29(5.22) 16.02 11.09

+4.65(10.54)
−2.37(4.22) 14.04 6.86

+2.48(4.16)
−1.58(3.13) 6.95

M > 500 GeV 14.13
+3.34(8.07)
−3.49(4.48) 15.15 7.94

+2.15(5.97)
−2.20(2.74) 8.94 3.95

+2.26(6.27)
−0.91(1.05) 3.57

M > 600 GeV 12.43
+3.67(6.72)
−2.58(4.02) 10.77 6.58

+1.40(9.42)
−1.60(2.81) 7.78 3.45

+0.86(2.78)
−0.48(0.84) 3.02

Table B.7: The 95% CLS upper limit on the number of positively charged lepton pairs due to
non-Standard Model physics in each signal region and for several invariant mass requirements. The
1σ (2σ) bands on the expected limit are also given.

95% CLS upper limit
e−e− e−µ− µ−µ−

Mass range expected observed expected observed expected observed

M > 15 GeV 224.35
+80.11(170.05)
−46.89(83.34) 186.74 191.82

+80.19(150.12)
−27.72(91.92) 161.46 63.33

+24.96(52.43)
−14.31(24.16) 77.50

M > 100 GeV 105.39
+42.59(85.42)
−23.62(45.49) 88.27 82.81

+21.64(51.43)
−21.12(27.08) 56.74 32.47

+12.71(26.54)
−8.44(15.90) 47.27

M > 200 GeV 37.85
+13.21(28.60)
−11.52(14.94) 34.06 28.38

+11.88(24.05)
−9.19(12.33) 15.36 13.18

+5.05(10.78)
−3.05(5.78) 12.06

M > 300 GeV 20.30
+6.70(14.37)
−5.13(7.52) 24.95 15.68

+5.57(13.42)
−3.94(6.53) 12.81 7.34

+2.83(6.60)
−1.49(2.23) 9.11

M > 400 GeV 15.26
+4.02(9.44)
−3.01(4.68) 13.24 9.17

+3.40(5.57)
−2.60(3.60) 7.79 4.82

+1.90(4.54)
−1.21(1.48) 5.48

M > 500 GeV 6.79
+2.61(6.03)
−1.67(2.45) 6.26 6.25

+1.16(2.83)
−1.25(2.37) 6.52 3.32

+1.30(3.02)
−0.12(0.27) 6.37

M > 600 GeV 5.69
+2.03(4.76)
−0.79(0.93) 5.99 4.91

+1.64(5.41)
−1.00(1.18) 5.91 3.10

+0.13(1.50)
−0.11(0.16) 4.24

Table B.8: The 95% CLS upper limit on the number of negatively charged lepton pairs due to
non-Standard Model physics in each signal region and for several invariant mass requirements. The
1σ (2σ) bands on the expected limit are also given.
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Figure B.4: Observed and expected 95% CLS upper limits on the fiducial cross-section of new
physics in e+e+ (a), e−e− (b), e+µ+ (c), e−µ− (d), µ+µ+ (e) and µ−µ− (f) pairs and as a function
of the lower bound on the lepton pair mass. The green and yellow bands show the ±1σ and ±2σ
bands on the expected limits.





Appendix C

Additional studies on tt̄H

production

This chapter contains additional information regarding the tt̄H analysis described in Chap-

ter 6:

Section C.1 : additional simulated samples used in validation studies;

Section C.2 : further studies on non-prompt background estimate;

Section C.3 : definition of the other signal regions used in the tt̄H cross-section combined

measurement;

Section C.4 : additional control distributions and other validation regions;

Section C.5 : systematic uncertainties on the predictions in the additional signal regions

used in the tt̄H cross-section combined measurement;

Section C.6 : additional distributions for events in the 2`0τhad category;

Section C.7 : distributions for events in the other signal region categories.

C.1 Additional simulated samples for background studies

and validation regions

Simulated tt̄, single-top, tW±, W+W−, W±+jets and Z/γ∗+jets samples have been used

to model the shapes of non-prompt backgrounds in the validation regions and the signal re-

gions. However, in the regions with same-sign leptons, the non-prompt background yields

for each jet multiplicity are obtained from data as described in Section 6.4.4. In the vali-

dation regions with opposite-sign leptons, these simulations are also used to determine the

prompt background. In the studies of non-prompt background estimate in Section 6.4.5.3,

these samples are again used to evaluate prompt backgrounds in the opposite-sign lepton
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regions but also charge misID backgrounds in same-sign lepton regions. Finally, the tt̄

simulations are used in the closure tests in Section 6.4.5.5 too.

The simulation used to generate tt̄, single-top, tW±, W+W−, W±+jets and Z/γ∗+jets

processes are listed in Table C.1.

Table C.1: Simulated processes used for charge misID and non-

prompt background modeling. For each process, the generator, the

cross-section and the luminosity equivalent to the statistics gener-

ated is given. The full simulation setup is specified in Table 2.1.

X + np with n = 1, 2, 3, 4, 5 and X a generic process indicates the

number of partons (quarks or gluons) produced at matrix element

level in addition to the process.

Process Generator Cross- Equivalent

section [fb] L [fb−1 ]

tt̄ (≥ 1W± → `ν`) Powheg+Pythia6 137320.39 363.91

single-top (s channel, W± → `ν`) Powheg+Pythia6 1817.64 660.1

single-top (t channel, t→ bW+ → `+ν`) Powheg+Pythia6 18396 271.8

single-top (t channel, t̄→ b̄W− → `−ν̄`) Powheg+Pythia6 9971.82 501.4

tW± Powheg+Pythia6 2337.67 424.8

W+W− → `ν`ν Sherpa 5679.00 475.4

W± → e±ν Alpgen+Pythia6 9573431 0.36

W± → e±ν + 1p Alpgen+Pythia6 1879129 4.39

W± → e±ν + 2p Alpgen+Pythia6 569426.9 6.63

W± → e±ν + 3p Alpgen+Pythia6 159138.7 6.28

W± → e±ν + 4p Alpgen+Pythia6 42215.25 5.92

W± → e±ν+ ≥ 5p Alpgen+Pythia6 12680.64 5.52

W± → µ±ν Alpgen+Pythia6 9575097 0.36

W± → µ±ν + 1p Alpgen+Pythia6 1881628 4.40

W± → µ±ν + 2p Alpgen+Pythia6 568117.9 6.64

W± → µ±ν + 3p Alpgen+Pythia6 159352.9 6.30

W± → µ±ν + 4p Alpgen+Pythia6 42818.58 5.84

W± → µ±ν+ ≥ 5p Alpgen+Pythia6 12386.71 1.58

W± → τ±ν Alpgen+Pythia6 9554153 0.37

W± → τ±ν + 1p Alpgen+Pythia6 1878653 1.25

W± → τ±ν + 2p Alpgen+Pythia6 568582 6.64

W± → τ±ν + 3p Alpgen+Pythia6 159471.9 6.30

W± → τ±ν + 4p Alpgen+Pythia6 41957.02 5.96

W± → τ±ν+ ≥ 5p Alpgen+Pythia6 12668.74 5.12

W± + bb̄ Alpgen+Pythia6 66261.58 7.16

W± + bb̄+ 1p Alpgen+Pythia6 53839.17 6.68

W± + bb̄+ 2p Alpgen+Pythia6 27662.74 6.3

W± + bb̄+ 3p Alpgen+Pythia6 13261.36 3.77

W± + cc̄ Alpgen+Pythia6 178726.10 7.13
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Table C.1: Simulated processes used for charge misID and non-

prompt background modeling. For each process, the generator, the

cross-section and the luminosity equivalent to the statistics gener-

ated is given. The full simulation setup is specified in Table 2.1.

X + np with n = 1, 2, 3, 4, 5 and X a generic process indicates the

number of partons (quarks or gluons) produced at matrix element

level in addition to the process.

Process Generator Cross- Equivalent

section [fb] L [fb−1 ]

W± + cc̄+ 1p Alpgen+Pythia6 157889.20 6.65

W± + cc̄+ 2p Alpgen+Pythia6 85450.33 6.12

W± + cc̄+ 3p Alpgen+Pythia6 36014.16 4.72

W± + c Alpgen+Pythia6 961389.1 6.64

W± + c+ 1p Alpgen+Pythia6 318455.9 6.5

W± + c+ 2p Alpgen+Pythia6 83089.37 6.2

W± + c+ 3p Alpgen+Pythia6 24450.93 4.5

W± + c+ 4p Alpgen+Pythia6 5125.21 3.9

Z/γ∗ → e+e− (m`` ∈ [60, 2000]GeV) Alpgen+Pythia6 875477.10 7.3

Z/γ∗ → e+e− + 1p (m`` ∈ [60, 2000]GeV) Alpgen+Pythia6 190859.10 7.0

Z/γ∗ → e+e− + 2p (m`` ∈ [60, 2000]GeV) Alpgen+Pythia6 59956.35 6.8

Z/γ∗ → e+e− + 3p (m`` ∈ [60, 2000]GeV) Alpgen+Pythia6 17496.75 6.3

Z/γ∗ → e+e− + 4p (m`` ∈ [60, 2000]GeV) Alpgen+Pythia6 4624.18 6.5

Z/γ∗ → e+e−+ ≥ 5p (m`` ∈ [60, 2000]GeV) Alpgen+Pythia6 1393.71 222.0

Z/γ∗ → µ+µ− (m`` ∈ [60, 2000]GeV) Alpgen+Pythia6 875895.30 7.5

Z/γ∗ → µ+µ− + 1p (m`` ∈ [60, 2000]GeV) Alpgen+Pythia6 190367.10 6.7

Z/γ∗ → µ+µ− + 2p (m`` ∈ [60, 2000]GeV) Alpgen+Pythia6 60161.76 6.7

Z/γ∗ → µ+µ− + 3p (m`` ∈ [60, 2000]GeV) Alpgen+Pythia6 17497.98 6.3

Z/γ∗ → µ+µ− + 4p (m`` ∈ [60, 2000]GeV) Alpgen+Pythia6 4654.07 6.4

Z/γ∗ → µ+µ−+ ≥ 5p (m`` ∈ [60, 2000]GeV) Alpgen+Pythia6 1395.07 220.3

Z/γ∗ → τ+τ− (m`` ∈ [60, 2000]GeV)1 Alpgen+Pythia6 34707.74 103.2

Z/γ∗ → τ+τ− + 1p (m`` ∈ [60, 2000]GeV)1 Alpgen+Pythia6 9009.69 270.5

Z/γ∗ → τ+τ− + 2p (m`` ∈ [60, 2000]GeV)1 Alpgen+Pythia6 3175.34 156.3

Z/γ∗ → τ+τ− + 3p (m`` ∈ [60, 2000]GeV)1 Alpgen+Pythia6 1028.86 173.4

Z/γ∗ → τ+τ− + 4p (m`` ∈ [60, 2000]GeV)1 Alpgen+Pythia6 317.18 106.1

Z/γ∗ → τ+τ−+ ≥ 5p (m`` ∈ [60, 2000]GeV) Alpgen+Pythia6 1398.02 221.6

Z/γ∗ → e+e− (m`` ∈ [10, 60]GeV)1 Alpgen+Pythia6 43274.26 159.2

Z/γ∗ → e+e− + 1p (m`` ∈ [10, 60]GeV)1 Alpgen+Pythia6 26370.87 170.6

Z/γ∗ → e+e− + 2p (m`` ∈ [10, 60]GeV)1 Alpgen+Pythia6 8702.67 151.4

Z/γ∗ → e+e− + 3p (m`` ∈ [10, 60]GeV)1 Alpgen+Pythia6 2795.55 156.5

Z/γ∗ → e+e− + 4p (m`` ∈ [10, 60]GeV)1 Alpgen+Pythia6 777.16 140.7

Z/γ∗ → e+e−+ ≥ 5p (m`` ∈ [10, 60]GeV) Alpgen+Pythia6 824.28 89.1

Z/γ∗ → µ+µ− (m`` ∈ [10, 60]GeV)1 Alpgen+Pythia6 44947.85 259.8

1 These samples have a filter to select events with two reconstructed leptons.
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Table C.1: Simulated processes used for charge misID and non-

prompt background modeling. For each process, the generator, the

cross-section and the luminosity equivalent to the statistics gener-

ated is given. The full simulation setup is specified in Table 2.1.

X + np with n = 1, 2, 3, 4, 5 and X a generic process indicates the

number of partons (quarks or gluons) produced at matrix element

level in addition to the process.

Process Generator Cross- Equivalent

section [fb] L [fb−1 ]

Z/γ∗ → µ+µ− + 1p (m`` ∈ [10, 60]GeV)1 Alpgen+Pythia6 27298.35 271.0

Z/γ∗ → µ+µ− + 2p (m`` ∈ [10, 60]GeV)1 Alpgen+Pythia6 8957.82 243.2

Z/γ∗ → µ+µ− + 3p (m`` ∈ [10, 60]GeV)1 Alpgen+Pythia6 2875.39 254.4

Z/γ∗ → µ+µ− + 4p (m`` ∈ [10, 60]GeV)1 Alpgen+Pythia6 794.01 137.7

Z/γ∗ → µ+µ−+ ≥ 5p (m`` ∈ [10, 60]GeV) Alpgen+Pythia6 825.54 96.3

Z/γ∗ → τ+τ− (m`` ∈ [10, 60]GeV)1 Alpgen+Pythia6 100.77 287.5

Z/γ∗ → τ+τ− + 1p (m`` ∈ [10, 60]GeV)1 Alpgen+Pythia6 176.04 170.4

Z/γ∗ → τ+τ− + 2p (m`` ∈ [10, 60]GeV)1 Alpgen+Pythia6 109.41 263.7

Z/γ∗ → τ+τ− + 3p (m`` ∈ [10, 60]GeV)1 Alpgen+Pythia6 52.13 396.0

Z/γ∗ → τ+τ− + 4p (m`` ∈ [10, 60]GeV) Alpgen+Pythia6 3084.48 70.0

Z/γ∗ → τ+τ−+ ≥ 5p (m`` ∈ [10, 60]GeV) Alpgen+Pythia6 824.55 141.6

Z/γ∗ → e+e− + bb̄ (m`` ∈ [40, 2000]GeV) Alpgen+Pythia6 10304.57 14.6

Z/γ∗ → e+e− + bb̄+ 1p (m`` ∈ [40, 2000]GeV) Alpgen+Pythia6 4001.07 20.0

Z/γ∗ → e+e− + bb̄+ 2p (m`` ∈ [40, 2000]GeV) Alpgen+Pythia6 1463.95 30.7

Z/γ∗ → e+e− + bb̄+ 3p (m`` ∈ [40, 2000]GeV) Alpgen+Pythia6 618.42 8.1

Z/γ∗ → µ+µ− + bb̄ (m`` ∈ [40, 2000]GeV) Alpgen+Pythia6 10300.27 14.5

Z/γ∗ → µ+µ− + bb̄+ 1p (m`` ∈ [40, 2000]GeV) Alpgen+Pythia6 4002.42 20.0

Z/γ∗ → µ+µ− + bb̄+ 2p (m`` ∈ [40, 2000]GeV) Alpgen+Pythia6 1452.63 31.0

Z/γ∗ → µ+µ− + bb̄+ 3p (m`` ∈ [40, 2000]GeV) Alpgen+Pythia6 623.23 8.0

Z/γ∗ → τ+τ− + bb̄ (m`` ∈ [40, 2000]GeV) Alpgen+Pythia6 10302.11 14.5

Z/γ∗ → τ+τ− + bb̄+ 1p (m`` ∈ [40, 2000]GeV) Alpgen+Pythia6 3988.52 20.1

Z/γ∗ → τ+τ− + bb̄+ 2p (m`` ∈ [40, 2000]GeV) Alpgen+Pythia6 1468.37 30.6

Z/γ∗ → τ+τ− + bb̄+ 3p (m`` ∈ [40, 2000]GeV) Alpgen+Pythia6 612.43 8.2

Z/γ∗ → e+e− + cc̄ (m`` ∈ [40, 2000]GeV) Alpgen+Pythia6 19254.42 31.4

Z/γ∗ → e+e− + cc̄+ 1p (m`` ∈ [40, 2000]GeV) Alpgen+Pythia6 8480.36 30.7

Z/γ∗ → e+e− + cc̄+ 2p (m`` ∈ [40, 2000]GeV) Alpgen+Pythia6 3592.09 30.6

Z/γ∗ → e+e− + cc̄+ 3p (m`` ∈ [40, 2000]GeV) Alpgen+Pythia6 1403.55 28.5

Z/γ∗ → µ+µ− + cc̄ (m`` ∈ [40, 2000]GeV) Alpgen+Pythia6 19248.27 31.2

Z/γ∗ → µ+µ− + cc̄+ 1p (m`` ∈ [40, 2000]GeV) Alpgen+Pythia6 8478.39 31.3

Z/γ∗ → µ+µ− + cc̄+ 2p (m`` ∈ [40, 2000]GeV) Alpgen+Pythia6 3588.65 32.0

Z/γ∗ → µ+µ− + cc̄+ 3p (m`` ∈ [40, 2000]GeV) Alpgen+Pythia6 1399.37 28.6

Z/γ∗ → τ+τ− + cc̄ (m`` ∈ [40, 2000]GeV) Alpgen+Pythia6 19251.96 31.2

Z/γ∗ → τ+τ− + cc̄+ 1p (m`` ∈ [40, 2000]GeV) Alpgen+Pythia6 8484.42 31.2

Z/γ∗ → τ+τ− + cc̄+ 2p (m`` ∈ [40, 2000]GeV) Alpgen+Pythia6 3579.30 26.2
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Table C.1: Simulated processes used for charge misID and non-

prompt background modeling. For each process, the generator, the

cross-section and the luminosity equivalent to the statistics gener-

ated is given. The full simulation setup is specified in Table 2.1.

X + np with n = 1, 2, 3, 4, 5 and X a generic process indicates the

number of partons (quarks or gluons) produced at matrix element

level in addition to the process.

Process Generator Cross- Equivalent

section [fb] L [fb−1 ]

Z/γ∗ → τ+τ− + cc̄+ 3p (m`` ∈ [40, 2000]GeV) Alpgen+Pythia6 1394.82 28.7

C.2 Further studies on the non-prompt background esti-

mate

This section extends the study of the non-prompt background estimate described in Sec-

tion 6.4.5.

C.2.1 More non-prompt regions

Section 6.4.5.3 compares candidates non-prompt regions for the estimate of fake factors

and efficiencies. Among the studied regions, there are two W±+jets regions with opposite-

sign leptons and a Z + jets region with ∆φ requirements. The |η| and pT distributions

of electrons in the W± + jets non-prompt regions with opposite-sign leptons are shown in

Figure C.1 for non-prompt electron with |d0|/σ(d0) < 3 and in Figure C.2 for those with

|d0|/σ(d0) > 3. The figures display separately the distributions for tight and non-tight

electrons. As stated in Section 6.4.5.3, the contamination of prompt background in these

regions is dominant, thus these regions are not appropriate for the calculation of fake

factors and efficiencies.

The electron pT and |η| distributions in events belonging to the Z+jets non-prompt re-

gion and selected with the ∆φ requirements are shown in Figure C.3 separately for tight

and non-tight electrons. The statistics in this region is very poor and there is a quite

significant diboson contamination, thus the region is not appropriate for the calculation

of fake factors and efficiencies.

C.2.2 Prompt regions

The prompt regions defined in Section 6.4.5.4 have been used to calculate r`. The pT and

|η| distributions of the electrons and muons in the prompt regions are shown in Figure C.4
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(a) (b)

(c) (d)

Figure C.1: The |η| (top) and pT (bottom) distributions of electrons passing (right) and fail-
ing (left) the tight selection in the W± + jets opposite-sign lepton non-prompt region. Events in
data (black dots) are compared to the expected stacked contributions from prompt Standard Model
processes. Overflow events are added to the last bin. The lower panel shows the fraction of ex-
pected prompt background yields. The error bars on the data points and the dashed band on the
simulated background show the statistical uncertainties.
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(a) (b)

(c) (d)

Figure C.2: The |η| (top) and pT (bottom) distributions of electrons with |d0|/σ(d0) > 3 pass-
ing (right) and failing (left) the tight selection in the W±+jets opposite-sign lepton non-prompt re-
gion. Events in data (black dots) are compared to the expected stacked contributions from prompt
Standard Model processes. Overflow events are added to the last bin. The lower panel shows the
fraction of expected prompt background yields. The error bars on the data points and the dashed
band on the simulated background show the statistical uncertainties.
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(a) (b)

(c) (d)

Figure C.3: The |η| (top) and pT (bottom) distributions of electrons passing (right) and fail-
ing (left) the tight selection in the Z + jets ∆φ selection non-prompt region. Events in data (black
dots) are compared to the expected stacked contributions from prompt Standard Model processes.
Overflow events are added to the last bin. The lower panel shows the fraction of expected prompt
background yields. The error bars on the data points and the dashed band on the simulated
background show the statistical uncertainties.
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and Figure C.5, respectively. In events with tight electrons and with tight muons, there

is a deficit of expected events in the Z mass peak. This has been observed also in the

control regions of the main analysis. Because the effect is isolated to the Z mass region, the

Z + jets simulations are underestimating the fraction of events passing the b-jet selection.

A non-prompt background contamination, that is not accounted for in the predictions for

this region, would not indeed be resonantly distributed around the Z mass. Therefore,

whenever Z + jets simulations have been used in the analysis to model the background

in events with b-jets, the predictions have been scaled to correct the mis-modeling. In

the tt̄ non-prompt region, where the Z + jets simulation is used in the estimate of the

charge misID background, the scaling is also applied.

In the regions with non-tight leptons, the predictions are generally lower than the

observations, in particular at lower lepton pT. Since the predictions account only for

prompt processes, the gap between data and predictions is due to non-prompt background

unless the prompt production estimate is wrong. This has been verified by adding to the

predictions the simulated processes in Table C.1 and allowing non-prompt leptons to be

selected2. It is found that the gap is due almost totally to tt̄ non-prompt background, and

very marginally to W± + jets non-prompt background.

The presence of a non-prompt background in the prompt regions affects the measure-

ment of the r`. To evaluate the effect of the non-prompt background contamination and

the Z + jets mis-modeling on the Matrix Method background estimate, the r` have been

calculated on the prompt background predictions obtained from simulations instead that

on data. The Matrix Method estimates of the non-prompt background obtained with r`

from simulated prompt leptons differ by 4% in the e±e± category, by 7% in the e±µ±

category and by 10% in the µ±µ± one from the estimates obtained with r` calculated in

data. These uncertainties are negligible compared to those related to the f`, but in future

studies they may be significant and may have to be considered.

C.2.3 Trigger biases

This section investigates if the condition of trigger activation by one of the leptons can

alter the lepton probability to be selected as a tight lepton and, as a consequence, if

can alter the non-prompt background estimate. The fake factors and the real factors have

been calculated separately for leptons that activate the SLTrig and for leptons that fail the

activation. Figure C.6 and Figure C.7 compare ,respectively, the fake factors and the real

factors as a function of pT obtained from leptons activating or failing the activation of the

single lepton triggers (SETrig condition for electrons and SMTrig condition for muons).

Electron and muon factors are studied separately. Note that the leptons with pT < 25 GeV

are below the trigger threshold, thus no factors are calculated for lepton activating the

2The non-prompt leptons in simulations are usually excluded using the generator information since the
non-prompt background is already accounted for with another method.
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(a) (b)

(c) (d)

(e) (f)

Figure C.4: Distributions of the electron |η| (top), the electron pT (centre) and m (e±, `∓) (bot-
tom) in events with a loose electron passing (right) and failing (left) the tight selection in the
prompt region. The plot shows the distribution of the invariant mass of the two opposite-sign lep-
tons in the event. Events in data (black dots) are compared to the expected stacked contributions
from prompt Standard Model processes. Overflow events are added to the last bin. The lower
panel shows the ratio of observed events in data to expected Standard Model events. The error
bars on the data points and the dashed band on the simulated background show the statistical
uncertainties.
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(a) (b)

(c) (d)

(e) (f)

Figure C.5: Distributions of the muon |η| (top), the muon pT (centre) and m (µ±, `∓) (bottom) in
events with a loose muon passing (right) and failing (left) the tight selection in the prompt region.
The plot shows the distribution of the invariant mass of the two opposite-sign leptons in the event.
Events in data (black dots) are compared to the expected stacked contributions from prompt
Standard Model processes. Overflow events are added to the last bin. The lower panel shows the
ratio of observed events in data to expected Standard Model events. The error bars on the data
points and the dashed band on the simulated background show the statistical uncertainties.
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(a) (b)

Figure C.6: Fake factors fFF` as a function of the lepton pT calculated on electrons (left) and
muons (right) that activate the trigger (red), fail its activation (blue) and either activate it or not
(black). The error bars account for the statistical uncertainty.

(a) (b)

Figure C.7: Real factors rFF` as a function of the lepton pT calculated on electrons (left) and
muons (right) that activate the trigger (red), fail its activation (blue) and either activate it or not
(black). The error bars account for the statistical uncertainty.
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triggers. There are significant differences in the electron real factors and muon fake factors

between 25 < pT < 35 GeV. The statistics is too poor to conclude anything about muon

fake factors for pT > 35 GeV and about electron fake factors. The muon real factors

seem to not be particularly affected by the trigger condition. The differences observed

can be justified by the isolation requirements that the leptons have to pass to activate the

SLTrig. This condition alters the probability for a loose lepton to pass the tight selection,

thus the measurements of fFF` and rFF` too. To avoid these biases in future analyses,

any lepton selected with the loose requirement must satisfy also the requirements imposed

by the trigger used to collect data at
√
s = 13 TeV. This condition would have been

satisfied in this study collecting data with the DLTrig, whose conditions are looser than

the requirements of the loose selection.

C.2.4 More on validation with tt̄ simulations

The Matrix Method has been applied to simulated tt̄ non-prompt background and com-

pared with the pure simulation prediction in Section 6.4.5.5. Here the predictions from

the Fake Factor Method applied to tt̄ simulations are also shown. The Matrix Method

and the pure simulation predictions are also shown for comparison. Figure C.8 and Fig-

ure C.9 show respectively the distributions of the di-lepton invariant mass for events with

N (jet) ≤ 3 and the di-lepton invariant mass for events with N (jet) ≥ 4 obtained from

the simulation, the Matrix Method and the Fake Factor Method. The Matrix Method

and Fake Factor Method predictions are almost identical and are both compatible with

the pure simulation estimate.

C.2.5 More on validation with data

The predictions of the Matrix Method and the Fake Factor Method in the closure re-

gions (N (jet) ≤ 3) for each same-sign lepton pair flavour combination are compared

in Section 6.4.5.6. The predictions of the non-prompt background in the signal regions

(N (jet) ≥ 4) are instead compared in Figure C.10(right). The observed data and the

total Standard Model predictions are shown in Figure C.10(left). The effect of the sys-

tematic uncertainties associated with the fake factor and efficiency measurements on the

jet multiplicity distribution of the total expected background is shown in Figure C.11.
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Figure C.8: Distributions of the di-lepton invariant mass for e±e± (top), e±µ± (centre) and
µ±µ± (bottom) events in N (jet) ≤ 3 region (closure region) in tt̄ simulation. Simulated tt̄ non-
prompt events (black dots) are compared to the predictions from the Fake Factor Method applied
to the tt̄ simulated events (light blue) and from the Matrix Method applied to the same events (light
green). Overflow events are added to the last bin. The lower panel shows the ratio between the
predictions from simulation and from the data-driven methods. The error bars and the dashed band
show the statistical uncertainties on simulation and on the data-driven predictions, respectively.
Uncertainties on the fake factors and the rates are not included.
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Figure C.9: Distributions of the di-lepton invariant mass for e±e± (top), e±µ± (centre) and
µ±µ± (bottom) events in N (jet) ≥ 4 region (signal regions) in tt̄ simulation. Simulated tt̄ non-
prompt events (black dots) are compared to the predictions from the Fake Factor Method applied
to the tt̄ simulated events (light blue) and from the Matrix Method applied to the same events (light
green). Overflow events are added to the last bin. The lower panel shows the ratio between the
predictions from simulation and from the data-driven methods. The error bars and the dashed band
show the statistical uncertainties on simulation and on the data-driven predictions, respectively.
Uncertainties on the fake factors and the rates are not included.
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(a) e±e± (b) e±e±

(c) e±µ± (d) e±µ±

(e) µ±µ± (f) µ±µ±

Figure C.10: Distributions of the di-lepton invariant mass for e±e± (top), e±µ± (centre) and
µ±µ± (bottom) events in the signal regions (N (jet) ≥ 4). (left): Events in data (black dots) are
compared to the expected stacked contributions from Standard Model processes with their ratio
shown in the lower panel. The error bars and the dashed band show the statistical uncertainties
on the data and the predictions, respectively. (right):Matrix Method predictions (black dots)
are compared to Fake Factor Method predictions (open squares) with their ratio shown in the
lower panel. The error bars and the light blue band show the statistical uncertainties on the
Matrix Method and the Fake Factor Method predictions, respectively. In all the plots, overflow
events are added to the last bin.
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(a) e±e± (b) e±e±

(c) e±µ± (d) e±µ±

(e) µ±µ± (f) µ±µ±

Figure C.11: Distributions of the total expected background events in e±e± (top), e±µ± (centre)
and µ±µ± (bottom) events. The non-prompt background is predicted with the Matrix Method
(Fake Factor Method) on the left (right) plots and the variation due to the increase and decrease
of the f` (fFF` ) of their uncertainty is shown by the red and gray lines.
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C.3 Definition of the other tt̄H signal regions

In addition to events with two same-sign leptons and no τhad, other events have been used

in the measurement of the tt̄H cross-section. The categorisation of these events has been

described in the introduction of Chapter 6. This section describes the additional selection

applied to each category to reduce the backgrounds. The description is taken from the

published paper [3]. The summary of the selection applied to each category is given in

Table C.2.

C.3.1 3` category

Selected events are required to include exactly three light leptons with total charge equal

to ±1. Candidate events arising from non-prompt leptons overwhelmingly originate as

opposite-sign prompt lepton events with one additional non-prompt lepton. As a result, the

non-prompt lepton is generally one of the same-sign leptons. To reduce these backgrounds,

a higher momentum threshold pT > 20 GeV is applied to the same-sign leptons. No

requirements are imposed on the number of τhad candidates. In order to suppress the

tt̄ and tt̄V backgrounds, selected events are required to include either at least four jets

of which at least one must be b-tagged, or exactly three jets of which at least two are

b-tagged. To suppress the tt̄Z background, events that contain an opposite-sign same

flavour lepton pair with the di-lepton invariant mass within 10 GeV of the Z mass are

vetoed. Events containing an opposite-sign lepton pair with invariant mass below 12 GeV

are also removed to suppress background from hadronic resonances that decay to light

leptons.

C.3.2 2`1τhad category

Selected events are required to include exactly two same-sign leptons, one with pT >

25 GeV and the other with pT > 15 GeV, and in addition one τhad. The reconstructed

charge of the τhad candidate has to be opposite to that of the leptons. In order to reduce tt̄

and tt̄V backgrounds, events must include at least four jets. In order to suppress diboson

and single boson backgrounds, at least one jet must be b-tagged. To suppress the Z + jets

background, events with di-electron invariant mass within 10 GeV of the Z mass are

vetoed.

C.3.3 4` categories

Selected events are required to include exactly four light leptons with total charge equal

to zero and leading (subleading) pT > 25 (15) GeV. No requirements are applied on

the number of τhad candidates. In order to suppress the tt̄ and tt̄V backgrounds, the

selected events are required to include at least two jets of which at least one must be

b-tagged. To suppress the tt̄Z background, events that contain an opposite-sign same
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flavour lepton pair with di-lepton invariant mass within 10 GeV of the Z mass are vetoed.

In order to suppress background contributions from resonances that decay to light leptons,

all opposite-sign same flavour lepton pairs are required to have a di-lepton invariant mass

greater than 10 GeV. The invariant mass of the four leptons is required to be between

100 and 500 GeV, which gives high acceptance for tt̄H, where H → WW (∗) → `ν`ν, but

rejects Z → 4` and high-mass tt̄Z events. Selected events are separated by the presence

or absence of an opposite-sign same flavour lepton pair into two categories, referred to

respectively as the Z-enriched and Z-depleted categories. In both cases the Z mass veto

is applied, but background events in the Z-enriched category can arise from off-shell Z

and γ∗ → `+`− processes while in the Z-depleted category these backgrounds are absent.

C.3.4 1`2τhad category

Selected events are required to include exactly one light lepton with pT > 25 GeV and

exactly two τhad candidates. The τhad candidates must have opposite charge. In order to

suppress the tt̄ and tt̄V backgrounds, events must include at least three jets. In order to

suppress diboson and single-boson backgrounds, at least one of the jets must be b-tagged.

This final state is primarily sensitive to H → τ+τ− decays, allowing use of the invariant

mass of the visible decay products of the τhadτhad system (Mvis) as a signal discriminant.

Signal events are required to satisfy 60 < Mvis < 120GeV.
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Category Leptons Jets B-jets τhad

Common N (`) ≥ 2 ≥ 1 trigger compatible lepton

3` N (`) = 3
pT (SS `) > 20 GeV N (jet) ≥ 4 & N (b-jet) ≥ 1

-ΣQ`=±1 or
|mOS SF

`` −mZ | > 10 GeV N (jet) = 3 & N (b-jet) ≥ 2

2`1τhad N (`) = 2

ΣQ` = ±2

N (jet) ≥ 4 N (b-jet) ≥ 1

N (τhad) = 1
pT > 15 GeV

≥ 1 lepton with pT > 25 GeV
Qτ = -Q`|m (e±, e±)−mZ | > 10 GeV

1`2τhad N (`) = 1 pT > 25 GeV N (jet) ≥ 3 N (b-jet) ≥ 1
N (τhad) = 2

ΣQτ = 0
60 < Mvis < 120 GeV

4` N (`) = 4

ΣQ`=0

N (jet) ≥ 2 N (b-jet) ≥ 1 -

pleadT > 25 GeV
psubT > 15 GeV

mOS SF
`` ≥ 10 GeV

100 < m4` < 500 GeV
|mOS SF

`` −mZ | > 10 GeV

Z-depleted
0 OS SF

lepton pairs

Z-enriched
≥1 OS SF
lepton pairs

Table C.2: Summary of event selections for the signal region categories other than the 2`0τhad. “OS SF” stands for an opposite sign same flavour
lepton pair. mOS SF

`` is the invariant mass of two leptons with opposite charge sign and of the same flavour, m4` is the invariant mass of the four lepton
system and Mvis is the two τhad system visible mass.
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C.4 Additional control distributions and validation regions

This section contains additional distributions from the validation regions described in Sec-

tion 6.5. The validation regions targeting the background processes in the other analysis

signal regions (non-2`0τhad) are also shown here. For some validation regions, the HT dis-

tribution is shown. HT is defined as the scalar sum of the pT of the leptons and jets in the

event. Table C.3 defines all the validation regions of the analysis and specifies the Figures

containing the distributions associated to the regions. The yields of the validation regions

not presented in Section 6.5 are given in Table C.5 and Table C.4. Predictions are generally

compatible with the observed events within uncertainties. The largest discrepancies are

observed in the inclusive opposite-sign validation region especially in the EmissT distribu-

tion. It has to be noted however that the non-prompt background is not estimated in this

region. The discrepancies are compatible with a non-prompt background contamination

from W± + jets and QCD multi-jet productions. In any case, this discrepancy does not

affect the signal region predictions.
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Validation region Selection and target of the validation

Inclusive
opposite-sign

two opposite-sign leptons, leading lepton pT > 25 GeV, m (`+, `−) >
40 GeV

(e+e−,e±µ∓,µ+µ−) Verify the corrections applied to leptons in simulated samples. Fig-
ure C.12 and Figure C.13

tt̄ opposite-sign
(e+e−,e±µ∓,µ+µ−)

Same as inclusive opposite-sign, but N (jet) ≥ 2 and N (b-jet) ≥ 1,
|mOS SF

`` −mZ | > 10 GeV
Check b-tag corrections for simulated samples, check composition of
the data used to estimate charge misID background. Figure C.14

tt̄W± Same as the 2`0τhad category selection
but N (b-jet) ≥ 2 and N (jet) ≤ 3
Verify tt̄W± normalization, modeling. Figure C.15

tt̄Z Same as the 3` category selection (see Table C.2), but |mOS SF
`` −mZ | <

10 GeV
Verify tt̄Z normalization, modeling. Figure C.19

W±Z Same as the 3` category selection (see Table C.2), but |mOS SF
`` −mZ | <

10 GeV, N (b-jet) = 0 and any number of jets. Figure C.16
Verify W±Z normalization and N (jet) spectrum

W±γ∗ Same as the 3` category selection (see Table C.2), but N (b-jet) = 0
and any number of jets
Verify W±γ∗ modeling. Figure C.17

W±Z + b-jet Same as the 3` category selection (see Table C.2), but |mOS SF
`` −mZ | <

10 GeV, N (b-jet) ≥ 1 and any number of jets
Verify W±Z modeling when heavy flavour hadrons are detected. Fig-
ure C.18

ZZ Same as the 4` category selection (see Table C.2), but require two pairs
of opposite-sign same flavour leptons have |mOS SF

`` −mZ | < 10 GeV
and any number of jets and bjets.
Verify ZZ normalization and N (jet) spectra. Figure C.20 and Fig-
ure C.21

Inclusive 4` Same as the ZZ validation region but at most one opposite-sign same
flavour lepton pair with |mOS SF

`` −mZ | < 10 GeV
Verify non-resonant 4` production modeling. Figure C.22 and Fig-
ure C.23

Table C.3: Definition of the validation regions designed to check the prediction of the backgrounds
affecting the tt̄H analysis. The Figures showing the validation regions are also specified.
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Inclusive opposite-sign

V + jets 13390000± 850000
tt̄, single-top, tW± 115100± 7500
tt̄W± 150± 36
tt̄Z 198± 62
V V 46800± 3000
Rare 153± 23
tt̄H 70± 13

Tot. Background 13560000± 860000

Data 15047800

Data/Background 1.110± 0.070

Table C.4: Predicted and observed yields on the two lepton opposite-sign validation region in-
clusive in jet multiplicity. The yields from the e+e−, e±µ∓ and µ+µ− final states are combined.
The full systematic uncertainties on the predictions are shown. Statistical data uncertainty is not
included in the ratios.

ZZ Inclusive 4`

Non-prompt 0.0± 0.0 1.16± 0.51
tt̄W± 0.0± 0.0 0.0133± 0.0081
tt̄Z 0.229± 0.077 4.6± 1.4
V V 117.4± 9.7 84.9± 7.5
Rare 0.0278± 0.0060 5.1± 2.3
tt̄H 0.0035± 0.0012 0.461± 0.088

Tot. Background 117.7± 9.8 96± 10

Data 124 126

Data/Background 1.05± 0.13 1.32± 0.19

Table C.5: Predicted and observed yields on in the four lepton validation regions. The full
systematic uncertainties on the predictions are shown. Statistical data uncertainty is not included
in the ratios.
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(a) e+e− (b) e±µ∓

(c) µ+µ−

Figure C.12: Distributions of the jet multiplicity in the inclusive opposite-sign validation region for
e+e− (a), e±µ∓ (b) and µ+µ− (c) events. Events in data (black dots) are compared to the expected
stacked contributions from prompt background processes. The expected signal contributions are
overlaid to the backgrounds (red line). The lower panel shows the ratio of observed events in
data to expected Standard Model events. The error bars on the data points show the statistical
uncertainty and the dashed band shows the total uncertainties of the background predictions.
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(a) e+e− (b) e+e−

(c) e±µ∓ (d) e±µ∓

(e) µ+µ− (f) µ+µ−

Figure C.13: Distributions of the di-lepton invariant mass (left) and EmissT (right) in the inclusive
opposite-sign validation region for e+e− (top), e±µ∓ (centre) and µ+µ− (bottom) events. Events
in data (black dots) are compared to the expected stacked contributions from prompt background
processes. The expected signal contributions are overlaid to the backgrounds (red line). The lower
panel shows the ratio of observed events in data to expected Standard Model events. The error
bars on the data points show the statistical uncertainty and the dashed band shows the total
uncertainties of the background predictions.
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(a) e+e− (b) e+e−

(c) e±µ∓ (d) e±µ∓

(e) µ+µ− (f) µ+µ−

Figure C.14: Distributions of the di-lepton invariant mass (left) and EmissT (right) in the tt̄
opposite-sign validation region for e+e− (top), e±µ∓ (centre) and µ+µ− (bottom) events. Events
in data (black dots) are compared to the expected stacked contributions from prompt background
processes. The expected signal contributions are overlaid to the backgrounds (red line). The lower
panel shows the ratio of observed events in data to expected Standard Model events. The error
bars on the data points show the statistical uncertainty and the dashed band shows the total
uncertainties of the background predictions.
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(a) (b)

(c) (d)

Figure C.15: Distributions of the di-lepton invariant mass (a), the HT (b), the EmissT (c) and
sum of the lepton charges (d) in the tt̄W± validation region. Events in data (black dots) are
compared to the expected stacked contributions from Standard Model background processes. The
expected signal contributions are overlaid to the backgrounds (red line). The lower panel shows
the ratio of observed events in data to expected Standard Model events. The error bars on the
data points show the statistical uncertainty and the dashed band shows the total uncertainties of
the background predictions.
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(a) (b)

(c) (d)

Figure C.16: Distributions of the two di-lepton opposite-sign invariant masses (a-b), the HT (c)
and the EmissT (d) in the W±Z validation region. The label 0 indicates the lepton with opposite
charge with respect to the other leptons (1 and 2). The lepton 1 is the closest in ∆R to the
lepton 0. Events in data (black dots) are compared to the expected stacked contributions from
Standard Model background processes. The expected signal contributions are overlaid to the
backgrounds (red line). The lower panel shows the ratio of observed events in data to expected
Standard Model events. The error bars on the data points show the statistical uncertainty and the
dashed band shows the total uncertainties of the background predictions.
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(a) (b)

(c) (d)

Figure C.17: Distributions of the two di-lepton opposite-sign invariant masses (a-b), the HT (c)
and the EmissT (d) in the W±γ∗ validation region. The label 0 indicates the lepton with opposite
charge with respect to the other leptons (1 and 2). The lepton 1 is the closest in ∆R to the
lepton 0. Events in data (black dots) are compared to the expected stacked contributions from
Standard Model background processes. The expected signal contributions are overlaid to the
backgrounds (red line). The lower panel shows the ratio of observed events in data to expected
Standard Model events. The error bars on the data points show the statistical uncertainty and the
dashed band shows the total uncertainties of the background predictions.
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(a) (b)

(c) (d)

Figure C.18: Distributions of the two di-lepton opposite-sign invariant masses (a-b), the HT (c)
and the EmissT (d) in the W±Z + b-jet validation region. The label 0 indicates the lepton with
opposite charge with respect to the other leptons (1 and 2). The lepton 1 is the closest in ∆R
to the lepton 0. Events in data (black dots) are compared to the expected stacked contributions
from Standard Model background processes. The expected signal contributions are overlaid to the
backgrounds (red line). The lower panel shows the ratio of observed events in data to expected
Standard Model events. The error bars on the data points show the statistical uncertainty and the
dashed band shows the total uncertainties of the background predictions.
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(a) (b)

(c) (d)

Figure C.19: Distributions of the two di-lepton opposite-sign invariant masses (a-b), the HT (c)
and the EmissT (d) in the tt̄Z validation region. The label 0 indicates the lepton with opposite
charge with respect to the other leptons (1 and 2). The lepton 1 is the closest in ∆R to the
lepton 0. Events in data (black dots) are compared to the expected stacked contributions from
Standard Model background processes. The expected signal contributions are overlaid to the
backgrounds (red line). The lower panel shows the ratio of observed events in data to expected
Standard Model events. The error bars on the data points show the statistical uncertainty and the
dashed band shows the total uncertainties of the background predictions.
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(a) (b)

Figure C.20: Distributions of the combined jet and b-jet multiplicities (left) and electron multi-
plicity (right) in the ZZ validation region. In case of N (jet) > 9 events, these are accounted in
the 9 + 10 ·N (b-jet) interval of the N (jet) + 10 ·N (b-jet) plot to avoid mixing with events with an
additional b-jet. Events in data (black dots) are compared to the expected stacked contributions
from Standard Model background processes. The expected signal contributions are overlaid to the
backgrounds (red line). The lower panel shows the ratio of observed events in data to expected
Standard Model events. The error bars on the data points show the statistical uncertainty and the
dashed band shows the total uncertainties of the background predictions.
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(a) (b)

(c) (d)

Figure C.21: Distributions of the two Z candidate lepton decay pairs invariant masses (a-b), the
HT (c) and the EmissT (d) in the ZZ validation region. Events in data (black dots) are compared
to the expected stacked contributions from Standard Model background processes. The expected
signal contributions are overlaid to the backgrounds (red line). The lower panel shows the ratio of
observed events in data to expected Standard Model events. The error bars on the data points show
the statistical uncertainty and the dashed band shows the total uncertainties of the background
predictions.
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(a) (b)

Figure C.22: Distributions of the combined jet and b-jet multiplicities (left) and electron multi-
plicity (right) in the 4` validation region. In case of N (jet) > 9 events, these are accounted in the
9 + 10 · N (b-jet) interval of the N (jet) + 10 · N (b-jet) plot to avoid mixing with events with an
additional b-jet. Events in data (black dots) are compared to the expected stacked contributions
from Standard Model background processes. The expected signal contributions are overlaid to the
backgrounds (red line). The lower panel shows the ratio of observed events in data to expected
Standard Model events. The error bars on the data points show the statistical uncertainty and the
dashed band shows the total uncertainties of the background predictions.
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(a) (b)

(c) (d)

Figure C.23: Distributions of the Z candidate lepton decay pair invariant mass (a), the sum
of the lepton charges (b), the HT (c) and the EmissT (d) in the 4` validation region. If no Z
candidate lepton decay pair is found the invariant mass is set arbitrarily to 70 GeV. Events
in data (black dots) are compared to the expected stacked contributions from Standard Model
background processes. The expected signal contributions are overlaid to the backgrounds (red
line). The lower panel shows the ratio of observed events in data to expected Standard Model
events. The error bars on the data points show the statistical uncertainty and the dashed band
shows the total uncertainties of the background predictions.
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C.5 Systematic uncertainties for the other analysis cate-

gories

The largest experimental sources of systematic on the tt̄H, tt̄W± and tt̄Z predictions in the

signal regions described in Section C.3 are shown in Table C.6, Table C.7 and Table C.8.

Category
1st Unc. 2nd Unc. 3rd Unc.

Down-Up(%) Down-Up(%) Down-Up(%)

1`2τhad Tau ID Tau Calibration Trigger
-6.6 6.8 -3.6 4.1 -1.3 1.3

2`1τhad Tau Calibration Tau ID JES Flav. Comp.
-3.2 3.2 -2.7 2.7 -2.3 0.9

3` Muon Isolation El. Isolation JES Method Modeling 1
-3.4 3.5 -2.6 2.7 -1.9 1.5

4` Muon Isolation El. Isolation El. ID
-4.7 4.9 -3.5 3.6 -1.8 1.8

Table C.6: The three most relevant experimental sources of uncertainty on the tt̄H expected
yields in the analysis categories.

Category
1st Unc. 2nd Unc. 3rd Unc.

Down-Up(%) Down-Up(%) Down-Up(%)

1`2τhad Tau Calibration Tau ID JES Flav. Comp.
-5.0 8.6 -4.1 4.2 -4.0 0.1

2`1τhad Tau Calibration Muon Isolation JES pileup NPV
-6.4 2.0 -2.3 2.3 0.2 3.2

3` Muon Isolation b-tag eff. b-quark 5 El. Isolation
-3.4 -3.5 -2.9 3.0 -2.9 2.9

Table C.7: The three most relevant experimental sources of uncertainty on the tt̄W± expected
yields in the analysis categories.
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Category
1st Unc. 2nd Unc. 3rd Unc.

Down-Up(%) Down-Up(%) Down-Up(%)

1`2τhad Tau ID Tau Calibration JES Method Modeling 1
-6.5 6.7 -3.5 4.9 -1.4 1.7

2`1τhad Muon Isolation JES Flav. Comp. JES Method Modeling 1
-2.3 2.3 -3.0 2.0 -2.7 1.9

3` Muon Isolation El. Isolation JES Method Modeling 1
-3.6 3.7 -2.7 2.8 -1.8 2.5

4` JER Muon Isolation El. Isolation
— -5.2 -4.8 5.0 -3.8 3.9

Table C.8: The three most relevant experimental sources of uncertainty on the tt̄Z expected yields
in the analysis categories.

Total Systematic 1`2τhad 2`1τhad 3` 4`
Uncertainty Down-Up Down-Up Down-Up Down-Up

ttH -7.9 8.4 -6.4 5.9 -5.8 5.6 -6.5 6.5
ttW -9.3 10.0 -7.5 7.8 6.4 8.2 — —
ttZ -8.1 9.2 -7.5 7.2 -6.1 6.7 -9.6 6.9

Table C.9: Sum in quadrature of all the experimental systematic uncertainties on the number of
tt̄H, tt̄W± and tt̄Z event predictions divided per signal region. The luminosity uncertainty is not
considered in the sum.

C.6 Additional 2`0τhad distributions

This section shows some of the properties of the events selected in the 2`0τhad category.

The di-lepton invariant mass, the EmissT , the HT
3 and the N (jet) + 10 ·N (b-jet) distribu-

tions are displayed in Figure C.24, Figure C.25, Figure C.26 for the e±e±, the e±µ± and

the µ±µ± categories, respectively. The shape of the non-prompt background prediction is

obtained from simulation. The predictions are in good agreement with observations.

3HT is defined as the scalar sum of the pT of the leptons and jets in the event.
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(a) (b)

(c) (d)

Figure C.24: Distributions of the di-lepton invariant mass (a), the HT (b), the EmissT (c) and the
combined jet and b-jet multiplicities (d) in the e±e± 2`0τhad signal regions. In case of N (jet) > 9
events, these are accounted in the 9 + 10 · N (b-jet) interval of the N (jet) + 10 · N (b-jet) plot
to avoid mixing with events with an additional b-jet. Events in data (black dots) are compared
to the expected stacked contributions from Standard Model background processes. The expected
signal contributions are overlaid to the backgrounds (red line). The lower panel shows the ratio of
observed events in data to expected Standard Model events. The error bars on the data points show
the statistical uncertainty and the dashed band shows the total uncertainties of the background
predictions.
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(a) (b)

(c) (d)

Figure C.25: Distributions of the di-lepton invariant mass (a), the HT (b), the EmissT (c) and the
combined jet and b-jet multiplicities (d) in the e±µ± 2`0τhad signal regions. In case of N (jet) > 9
events, these are accounted in the 9 + 10 · N (b-jet) interval of the N (jet) + 10 · N (b-jet) plot
to avoid mixing with events with an additional b-jet. Events in data (black dots) are compared
to the expected stacked contributions from Standard Model background processes. The expected
signal contributions are overlaid to the backgrounds (red line). The lower panel shows the ratio of
observed events in data to expected Standard Model events. The error bars on the data points show
the statistical uncertainty and the dashed band shows the total uncertainties of the background
predictions.
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(a) (b)

(c) (d)

Figure C.26: Distributions of the di-lepton invariant mass (a), the HT (b), the EmissT (c) and the
combined jet and b-jet multiplicities (d) in the µ±µ± 2`0τhad signal regions. In case of N (jet) > 9
events, these are accounted in the 9 + 10 · N (b-jet) interval of the N (jet) + 10 · N (b-jet) plot
to avoid mixing with events with an additional b-jet. Events in data (black dots) are compared
to the expected stacked contributions from Standard Model background processes. The expected
signal contributions are overlaid to the backgrounds (red line). The lower panel shows the ratio of
observed events in data to expected Standard Model events. The error bars on the data points show
the statistical uncertainty and the dashed band shows the total uncertainties of the background
predictions.
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C.7 Other signal regions

This section shows the signal regions with three leptons, four leptons or τhad in the final

state. The observed and expected events in each category are listed in Table C.10. The

distributions of the combined jet and b-jet multiplicities and the lepton flavour composition

of the events in the 3`, 4`, 2`1τhad and 1`2τhad categories are shown in Figure C.27 and

Figure C.28. The observed events exceed the prediction in the 3` category, where the

number of signal events expected is higher. Data events are below expectations in the

1`2τhad category dominated by non-prompt background from tt̄ production and where the

fraction od signal is the smallest. The observation in these regions are combined with

those in the 2`0τhad category in Section 6.7.2 to measure the tt̄H production cross-section.
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Category Non-prompt tt̄W± tt̄Z V V Total bkg. tt̄H Observed

3` 3.2 ± 0.7 2.3 ± 0.7 3.9 ± 0.8 0.86 ± 0.55 11.4 ± 2.3 2.34 ± 0.35 18
4` Z-enr. . 10−3 . 3× 10−3 0.43 ± 0.12 0.05 ± 0.02 0.55 ± 0.15 0.17 ± 0.02 1
4` Z-dep. . 10−4 . 10−3 0.002 ± 0.002 . 2× 10−5 0.007 ± 0.005 0.025 ± 0.003 0

2`1τhad 0.4 +0.6
−0.4 0.38 ± 0.12 0.37 ± 0.08 0.12 ± 0.11 1.4 ± 0.6 0.47 ± 0.08 1

1`2τhad 15 ± 5 0.17 ± 0.06 0.37 ± 0.09 0.41 ± 0.42 16 ± 5 0.68 ± 0.13 10

Table C.10: Expected and observed event yields in the analysis signal regions with three leptons, four leptons or τhad. The overall uncertainties on the
predictions are also given. Rare processes (tZ, tt̄W+W−, H → ZZ(∗), tHqb, tHW± and tt̄tt̄) are included in the total expected background estimate.
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(a) (b)

(c) (d)

Figure C.27: Distributions of the combined jet and b-jet multiplicities (left) and the electron
multiplicity (right) in the 3` (top), 4` (bottom) signal regions. In case of N (jet) > 9 events, these
are accounted in the 9+10 ·N (b-jet) interval of the N (jet)+10 ·N (b-jet) plot to avoid mixing with
events with an additional b-jet. Events in data (black dots) are compared to the expected stacked
contributions from Standard Model background processes. The expected signal contributions are
overlaid to the backgrounds (red line). The lower panel shows the ratio of observed events in
data to expected Standard Model events. The error bars on the data points show the statistical
uncertainty and the dashed band shows the total uncertainties of the background predictions.
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(a) (b)

(c) (d)

Figure C.28: Distributions of the combined jet and b-jet multiplicities (left) and the electron
multiplicity (right) in the 2`1τhad (top) and 1`2τhad (bottom) signal regions. In case of N (jet) > 9
events, these are accounted in the 9 + 10 · N (b-jet) interval of the N (jet) + 10 · N (b-jet) plot
to avoid mixing with events with an additional b-jet. Events in data (black dots) are compared
to the expected stacked contributions from Standard Model background processes. The expected
signal contributions are overlaid to the backgrounds (red line). The lower panel shows the ratio of
observed events in data to expected Standard Model events. The error bars on the data points show
the statistical uncertainty and the dashed band shows the total uncertainties of the background
predictions.
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C.8 Measurement of the Top Yukawa coupling

After the discovery of the Higgs boson, the ATLAS and CMS collaborations have in-

vestigated the mechanisms of production and the decay modes of the Higgs boson with

numerous analyses of
√
s = 7 and 8 TeV data, including the search of tt̄H production in

the final states with leptons. The results of these analyses have been combined to achieve

the most accurate measurements of the production and decay modes of the Higgs boson

and lastly of the coupling of the Higgs boson to Standard Model particles. ATLAS and

CMS have published independent results [188,189] and have performed a combination of

their measurements [34]. The results of the combination are obtained in the context of

the κ-framework [14] and are briefly described here with particular stress for those results

related to the tt̄H analysis findings.

The assumptions made in the study are that the properties of the signal investigated

are Standard Model Higgs boson-like. More precisely the particle is a scalar and even under

CP , has the tensor structure of the Standard Model interactions and has width enough

small to allow the factorisation of the production and decay mode. The production rate

and decay branching ratios are not constrained but the kinematic of each production and

decay mode is assumed to be the same of a Standard Model Higgs boson with 125 GeV

mass. For small deviations of production and decay rates from Standard Model, the

hypotheses made have negligible effects on the results [34].

The studied production modes are: gluon-gluon fusion (ggF ), vector boson fusion

(V BF ) and associated production with vector bosons (V H) or a pair of top quarks (tt̄H).

The decay channels considered are: H → ZZ(∗), H → W+W−, H → γγ, H → τ+τ−,

H → bb̄.

Several parametrisations have been used in the statistical model. The most generic

parametrisation uses ratios of cross-sections and of branching ratios. The production

cross-section times branching ratio of the process gg → H → ZZ(∗), that has the small-

est systematic uncertainties and one of the smallest overall uncertainties, is one of the

PoIs. The other parameters are the ratio of the production cross-section for a mode to

the ggF production cross-section and the ratio of the branching ratio of a decay mode

to the branching ratio of H → ZZ(∗). Many theoretical and experimental systematic

uncertainties cancel out in these ratios. There is no assumption on the total decay width.

The measured parameters normalized to the value expected by Standard Model are shown

in Figure C.29(a). The tt̄H analysis results affect mainly the measurement of σtt̄H/σggF

whose observed value is 0.022+0.007
−0.006. This is more than 2σ higher than the expected value

of 0.0067 ± 0.0010. The ATLAS on ly combination is 1σ higher than the expected value

and has a smaller uncertainty than those by CMS.

Production cross-sections and branching ratios cannot be measured simultaneously,

since the observed rate depends by their products. Assumed that the Higgs boson branch-

ing ratios are those expected in Standard Model, the signal strength of the Higgs boson
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(a) (b)

Figure C.29: (left): The measured values of the gg → H → ZZ cross-section, of the production
cross-sections relative to gluon-gluon fusion (ggF ) and of the branching ratios relative to H →
ZZ(∗) from the combination of ATLAS and CMS Higgs boson analyses. The values are normalized
to the Standard Model predictions. (right): The measured signal strengths for the Higgs boson
production modes from the combination of ATLAS and CMS Higgs boson analyses. Results from
the ATLAS measurement and CMS measurement are shown in blue and red respectively. The 1σ
(thick lines) and 2σ (thin lines) error intervals are indicated.
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production mechanisms can be measured. The signal strength for the Higgs boson produc-

tion modes are shown in Figure C.29(b). The signal strength for tt̄H production obtained

from the combination is 2.3+0.7
−0.6; the value measured by ATLAS is 1.9+0.8

−0.7. The observed

(expected) significance of the tt̄H production is 2.7 (1.6) for ATLAS and 3.6 (1.3) for

CMS. On the other hand, the production modes can be fixed to their Standard Model

values to measure the branching ratios. The tt̄H analysis is however less relevant for these

measurements.

Finally, the results can be reinterpreted in terms of coupling strength of the Higgs

boson to Standard Model particles. Different production processes and decay modes are

sensitive to different coupling constants. The coupling values are measured in units of the

expected values for a Standard Model Higgs boson with 125 GeV mass (coupling modifiers

κ). The ggF production and the H → γγ decay width diagrams contain loops and are

studied through either the effective coupling modifiers (κg and κγ) or the modifiers of the

Standard Model particles in the loops (κb, κW and κt).

The production cross-section and the decay widths parametrisation are expressed as a

function of coupling modifiers in Table 1.2. The associated production of the Higgs boson

and top quark pairs is the only process that depends exclusively from the Top Yukawa

coupling modifier (κt). The tt̄H cross-section is proportional to κ2
t . The Top Yukawa

coupling is otherwise contributing to processes with loops like ggF and H → γγ, but they

also depend on couplings to other Standard Model particles and potentially to beyond

Standard Model (BSM) particles.

In the assumption of no interaction vertexes of the Higgs boson with BSM particles,

i.e. there are no BSM particles in the loops and there is no Higgs boson decay mode to

BSM particles, the parametrisation of the cross-sections and decay widths is based on

the Yukawa coupling modifiers and the boson couplings modifiers: κt, κb, κτ , κµ, κW , κZ .

The measured coupling modifiers are shown in Figure C.30(a) and the value of κt is given

in Table 6.25.

To allow BSM particles in loops, the effective coupling modifiers κg and κγ are used

in addition to the other parameters. These parameters would reflect contributions from

new heavy particles with non-null electric charge or colour charge. Since BSM particles

could contribute to the Higgs boson decays width and consequently to the branching ratios

of each detectable decay mode, a hypothesis on the width is required. Two assumption

has been made: the Higgs boson cannot decay to BSM particles (BR(BSM) = 0) or

the coupling modifiers κW and κZ must be at most 1 (κV ≤ 1). The measured coupling

modifiers for the two conditions are shown in Figure C.30(b) and the value of κt is given

in Table 6.25.

There is a difference between the measured Top Yukawa coupling modifier depending

on whether BSM particles are allowed in the loops. In the Standard Model particle

only case, the modifier is compatible with 1 within the error and is determined from

the measurement of ggF production, H → γγ decay and tt̄H production. When BSM
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(a) (b)

Figure C.30: The measured couplings of the Higgs boson to Standard Model particles normalized
to the Standard Model value under three hypotheses. (left): No BSM particles affecting the
loops that couple the Higgs boson to gluons and to γ and no decay of the Higgs boson to BSM
particles. Results from the ATLAS measurement and CMS measurement are shown in blue and red
respectively. (right): BSM particles allowed in the loops but H cannot decay to BSM particles
(yellow) or κV ≤ 1 with V = W±, Z (black). The 1σ (thick lines) and 2σ (thin lines) error intervals
are indicated.
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particles are allowed, κt is determined from tt̄H production data only and its value is

larger than the Standard Model one by two times the error. In the ATLAS combination,

κt exceed the expected value by as much as the error. The choice of condition for the BSM

scenario, either BR(BSM) = 0 or κV ≤ 1, has negligible impact on the κt measurement.

In a typical new physics scenario, one would observe a κt value compatible with one,

and modifiers associated to the gluon-gluon fusion production and H → γγ decay diagrams

(κg and κγ) significantly different. The current findings instead indicates a κt > 1 and

nearly unit value for κg and κγ . If this scenario is confirmed, the Top Yukawa coupling for

the discovered particle at 125 GeV is not that expected for a Standard Model Higgs boson

and therefore the particle itself is not the Higgs boson. In addition, there should be BSM

particles which contribute to the gluon-gluon fusion production and to the H → γγ decay

to compensate for the non-one κt value. This condition seems highly unlikely but cannot

be excluded a priori. An anomaly in tt̄H production measurement and so in the value of

κt could be also the consequence of unknown processes that match the tt̄H production

final state. For instance, BSM particles may be produced in association with top quark

pairs, and result in a large multitude of jets and leptons (photons and b-jets for analyses

considering other tt̄H decay modes). These processes would constitute a background for

this analysis which has not been taken into account resulting in an inflation of the measured

tt̄H signal strength.

At this stage, the observed κt deviation is not significant enough to constitute an

evidence of new physics but it is something that should be further investigated with new

data.
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