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Abstract. We report an up-dated and complete list of the phase space factors
(PSF) for the β−β−, β+β+, ECβ+ and ECEC double beta decay (DBD) modes. In
calculation, the Coulomb distortion of the electron wave functions is treated by solving
numerically the Dirac equation with inclusion of the finite nuclear size and electron
screening effects. In addition to the previous recent calculations we used a Coulomb
potential derived from a realistic proton density distribution in nucleus, developed own
routines with improved precision for solving the Dirac equations and integrating the
PSF expressions, and used Qββ-values reported recently. In general, we found a good
agreement between our PSF values and those reported by other authors, especially for
β−β− and β+β+ decay modes and lighter nuclei. However, even in these cases we got
several relevant discrepancies (larger than 10%) between our results and those reported
in literature, while for the EC decay modes we got more and larger discrepancies. The
possible sources of these discrepancies are discussed. Accurate values of the PSF are
necessary ingredients both for theorists, to improve the DBD lifetime predictions and
constraint the neutrino parameters, and for experimentalists to plan their set-ups.
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1. INTRODUCTION

Double beta decay is the most rare nuclear process measured so far, which
presents a great interest especially for testing the lepton number conservation (LNC)
and understanding the neutrino properties. Within the Standard Model (SM) it can
occur through several decay modes that conserve the lepton number, with the emis-
sion of two neutrinos/anti-neutrinos (2ν). However, theories beyond SM predict that
this process may also occur without LNC, and hence without emission of neutrinos/anti-
neutrinos, through the so called neutrinoless (0ν) decay modes. According to the
number and type of the released leptons, we may have the following DBD modes:
i) two neutrino double-electron decay (2νβ−β−); ii) neutrinoless double-electron
decay (0νβ−β−); iii) two neutrino double-positron decay (2νβ+β+); iv) neutri-
noless double-positron decay (0νβ+β+); v) two neutrino electron capture positron
emitting decay (2νECβ+); vi) neutrinoless electron capture positron emitting de-
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2 Values of the phase space factors involved in double beta decay 873

cay (0νECβ+); vii) two neutrino double electron capture decay (2νECEC) and
viii) neutrinoless double electron capture decay (0νECEC). Complete information
about the achievements in the study of DBD can be found in several excellent recent
reviews [1–4], which, in turn, contain a comprehensive list of references in domain.
The lifetimes for the DBD modes can be written as follows [5, 6] :

(
T 2ν
1/2

)−1
=Gm2ν(E0,Z)g4A |mec

2M2ν |2 (1)(
T 0ν
1/2

)−1
=Gm0ν(E0,Z)g4A |M0ν |2 (<mν > /me)

2 ,

where G2ν,0ν and M2ν,0ν are the phase space factors and matrix elements for the 2ν
and 0ν decay modes,me andmν are the electron and neutrino masses, gA is the axial
vector coupling constant andm denotes one the DBD modes i)-vii). For the 0ν decay
mode we consider here only the light neutrino exchange mechanism.

The purpose of this work is to give an up-dated and complete list of the PSF
values for the i)-vii) DBD modes mentioned above for transitions to final ground
states (g.s.) and to (possible) excited 2+1 and 0+1 states. The decay mode 0νECEC
can not occur to the order of approximation that is presently considered in literature.
We developed new routines to compute the relativistic (Dirac) electron w.f., with the
inclusion of nuclear finite size and screening effects. In addition to the previous re-
cent calculations, we use a Coulomb potential derived from a realistic proton density
distribution in nucleus, develop own routines with improved precision for solving
the Dirac equations and integrating the PSF expressions, and take Qββ values from a
recent work [7]. Also, we report for the first time PSF values for transitions to final
excited 2+1 states computed with exact Dirac electron functions. In general, we found
a good agreement between our PSF values and those reported by other authors, espe-
cially for β−β− and β+β+ decay modes and lighter nuclei. However, even in these
cases we got several relevant discrepancies (larger than 10%) between our results and
those reported in literature, while for the EC decay modes we got more and larger
discrepancies. The possible sources of these discrepancies are discussed. Accurate
PSF values (besides the NME [8–24]) are necessary ingredients both for theorists to
improve the DBD lifetime predictions and constraint the neutrino parameters, and
for experimentalists to plan their set-ups.

2. THEORETICAL FRAMEWORK

To compute PSF for DBD decay modes we need first to obtain the w.f. of
the electron(s)/positron(s) emitted or electron(s) captured in the decay, which are
distorted by the Coulomb potential of the nucleus. Older calculations have used a
non-relativistic approach where the distortion of the w.f. by the Coulomb field was
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considered through Fermi (Coulomb) factors obtained (for the emitted particles) by
taking the square of the ratio of the Schrödinger scattering solution for a point charge
Z to a plane wave, evaluated at the origin [25, 26]. In a better approximation, the
Fermi factors are calculated using a relativistic treatment of the electron/positron
w.f, but with approximate Dirac functions (the Fermi factor is defined as the square
of the ratio of the values of the Dirac w.f. of the electron at the nuclear surface)
and without inclusion of screening effects [27–32]. Recently, Kotila and Iachello
(KI) recalculated the PSF using exact Dirac electron/positron w.f. and including the
screening effect [5, 6]. To obtain the radial electron/positron w.f. they solved the
Dirac equation using the subroutines package RADIAL [38]. In this work we adopt
this more rigorous relativistic treatment but building up own routines and including
additional ingredients, as it is described in the following.

2.1. THE RADIAL WAVE FUNCTIONS

For free states we use relativistic scattering electron/positron w.f., solutions of
the Dirac equation in a central (Coulomb) potential:

Ψ+
εκµ(r) =

(
gκ(ε,r)χµκ
ifκ(ε,r)χµ−κ

)
(2)

for β− decay and

Ψ−εκµ =

(
ifκ(ε,r)χ−µ−κ
−gκ(ε,r)χ−µκ

)
(3)

for β+ decay where κ = (l− j)(2j+ 1) is the relativistic quantum number and χµκ
are spherical spinors. The quantities gκ(ε,r) and fκ(ε,r) are the large and small
components of the radial w.f. which satisfy the radial equations:

dgκ(ε,r)

dr
=−κ

r
gκ(ε,r) +

ε−V +mec
2

c~
fκ(ε,r) (4)

dfκ(ε,r)

dr
=−ε−V −mec

2

c~
gκ(ε,r) +

κ

r
fκ(ε,r)

where V can be negative/positive (for β−/β+). These functions are normalized so
that they have the following asymptotic behavior:(

gk(ε,r)
fk(ε,r)

)
∼ ~e−iδk

pr

 √
ε+mec2

2ε sin(kr− lπ2 −η ln(2kr) + δk)√
ε−mec2

2ε cos(kr− lπ2 −η ln(2kr) + δk)

 (5)

Here c is the speed of the light, me/ε are the electron mass/energy, k = p/~ is the
electron wave number, η=Ze2/~v (withZ =±Z for β∓ decays), is the Sommerfeld
parameter, δκ is the phase shift and V is the Coulomb interaction energy between the
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4 Values of the phase space factors involved in double beta decay 875

electron and the daughter nucleus. For the continuum spectrum, the radial function
is normalized to the asymptotic form of the Coulomb function. The phase shifts are
obtained by matching the inner numerical solution to the analytic function.

The bound states w.f. for the electron

Ψb
εnκµ(r) =

(
gbn,κ(r)χµκ
if bn,κ(r)χµ−κ

)
(6)

are solutions of the Dirac equation (4) and correspond to the eigenvalues εn (n is
the radial quantum number). The quantum number κ is related to the total angular
momentum jκ =| κ | −1/2. For simplicity, the quantities gn,κ(r) = rgbn,κ(r) and
fn,κ(r) = rf bn,κ(r) are used in the following. These wave functions are normalized
such that ∫ ∞

0
[g2n,κ(r) +f2n,κ(r)]dr = 1. (7)

An asymptotic solution is obtained by means of the WKB approximation and by
considering that the potential V is negligible small:

fn,κ
gn,κ

=
c~

ε+mec2

(
g′n,κ
gn,κ

+
κ

r

)
(8)

where
g′n,κ
gn,κ

=−1

2
µ′µ−1−µ (9)

with

µ=

[
ε+mec

2

~2c2
(V − ε+mec

2) +
κ2

r2

]1/2
. (10)

In our calculations we use n=0 and n=1 number of nodes, for the orbitals 1s1/2 and
2s1/2, κ being -1. The eigenvalues of the discrete spectrum are obtained by matching
two numerical solutions of the Dirac equation: the inverse solution that starts from
the asymptotic conditions and the direct one that starts at r=0.

2.2. THE COULOMB POTENTIAL

The nuclear size corrections are usually taken into account by considering an
unscreened potential V obtained for a uniform charge distribution in a sphere of
radius RA [27], [5]:

V (Z,r) =

{
−Zα~c

r , r ≥RA,
−Z(α~c)

(
3−(r/RA)2

2RA

)
, r < RA,

(11)

where generalized atomic units are used. The values of ~, of the electron charge e
and its mass me are considered as unity. The energy unit is E0 =me4/h4 = 27.2114
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876 Mihail Mirea, Tudor Pahomi, Sabin Stoica 5

eV, the Bohr radius is a0 = ~2/mee
2=0.529177 and the speed of the light in vacuum

is c=137.036 (the inverse of the fine structure constant).
In this work we take into account the influence of the nuclear structure by using

a potential V (r) derived from a realistic proton density distribution in the nucleus.
This is done by solving the Schrödinger equation for a Woods-Saxon potential. In
this case:

V (Z,r) = α~c
∫

ρe(~r′)

| ~r− ~r′ |
d~r′ (12)

where the charge density is

ρe(~r) =
∑
i

(2ji+ 1)v2i |Ψi(~r) |2 (13)

Ψi is the proton (Woods-Saxon) w. f. of the spherical single particle state i and vi is
its occupation amplitude. The factor (2ji+ 1) reflects the spin degeneracy.

As an example, the difference between the behavior of the constant charge
density ρe and the realistic charge density is displayed in Fig. 1 for the daughter
nucleus 150Sm. We computed the Coulomb potential with formula (12). In this case,
the differences given by the charge densities are translated in a shift of 0.5 MeV
energy in the potential at r = 0. This difference in energy vanishes when r increases,
but is able to affect the values of the w.f.

The screening effect is taken into account by multiplying the expression of
V (r) with a function φ(r), which is the solution of the Thomas Fermi equation:
d2φ/dx2 = φ3/2/

√
x, with x= r/b, b≈ 0.8853a0Z

−1/3 and a0 = Bohr radius. It is
calculated within the Majorana method [33]. The boundary conditions are φ(0) = 1
and φ(∞) = 0. The screening effect is taken into account in the same manner as
in Ref. [5]. The modality in which the screening function modifies the Coulomb
potential depends on the specific mechanism and its boundary conditions.

In the case of the β−β− process, the potential used to obtain the electron w.f.
is:

rVβ−β−(Z,r) = (rV (Z,r) + 2)×φ(r)−2 (14)
to take into account the fact that DBD releases a final positive ion with charge +2.
V (Z,r) is negative. In our approach, we considered the solution of the Thomas-
Fermi equation as an universal function, giving an effective screening. Here, the
product α~c=1, for atomic units. The asymptotic potential between an electron and
a double ionized atom is rVβ−β− = −2. In this case, the charge number Z = Z0 +
2 corresponds to the daughter nucleus, Z0 being the charge number of the parent
nucleus. In the case of the β+β+ process, the potential used to obtain the electron
wave functions is:

rVβ+β+(Z,r) = (rV (Z,r) + 2)×φ(r)−2 (15)
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6 Values of the phase space factors involved in double beta decay 877

Fig. 1 – Profile of the realistic proton density ρe for 150Sm (thick line) compared with that given with
the constant density approximation (dot-dashed line).

where the final configuration is characterized by an ion with charge -2. V (Z,r) is
positive. In this case, the daughter nucleus has the charge number Z = Z0− 2. In
both approaches, at r=0 the potential is unscreened because φ(0)=1. Asymptotically
φ(r) tends to 0 and we are left with the charge number of the final system.

In the case of the EC process, the potential used to obtain the electron w.f.
reads:

rVEC(Z,r) = (rV (Z,r) + 1)×φ(r)−1 (16)
and the charge number Z = Z0 corresponds to the parent nucleus. V (Z,r) is neg-
ative. In the case of the β+ process, the potential used to obtain the positron wave
functions reads:

rVβ+(Z,r) = (rV (Z,r) + 1)×φ(r)−1 (17)
to take into account that in the final configuration we have an ion with charge -
1. V (Z,r) is positive. In this case the daughter nucleus has the charge number
Z = Z0− 1. In the case of the ECEC process, the potential used to obtain the
electron w. f. is:

VECEC(Z,r) = V (Z,r)×φ(r) (18)
and Z = Z0, the final system being neutral.

2.3. CALCULATION OF THE PHASE SPACE FACTORS

2.3.1. Double Electron and Double Positron decay modes

To compute the PSF, we have to obtain the electron phase factors f (0)jk

f
(0)
11 =| f−1−1 |2 + | f11 |2 + | f−11 |

2 + | f −11 |2 (19)
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878 Mihail Mirea, Tudor Pahomi, Sabin Stoica 7

with

f−1−1 = g−1(ε1)g−1(ε2) ; f11 = f1(ε1)f1(ε2), (20)

f−11 = g−1(ε1)f1(ε2) ; f −11 = f1(ε1)g1(ε2) (21)

from the solutions of the Dirac equation by considering s-wave states and neglecting
the neutrino mass. The values of the f and g functions are approximated with the
solutions at the nuclear surface (the method I from [5]).

g−1(ε) = g−1(ε,RA) ; f1(ε) = f1(ε,RA) (22)

where RA = 1.2A1/3 fm is the nuclear radius. For the 2νββ decay mode and transi-
tions to g.s., the PSF expression reads:

Gββ2ν (0+→ 0+) =
2Ã2

3ln2g4A(mec2)2

∫ Qββ+mec2

mec2
dε1

×
∫ Qββ+2mec2−ε1

mec2
dε2

∫ Qββ+2mc2e−ε1−ε2

0
dω1

×f (0)11 w2ν(〈KN 〉2 + 〈LN 〉2 + 〈KN 〉〈LN 〉) (23)

where Qββ = M(A,Z0)−M(A,Z0− 2)− 4mec
2 is the kinetic energy released in

the process. 〈KN 〉, 〈LN 〉 are expressions that depend on the electron/positron (ε1,2)
and neutrino (ω1,2) energies, and on the g.s. energy of the parent nucleus and on the
excited states energy of the intermediate nucleus [26].

〈KN 〉=
1

ε1 +ω1 + 〈EN 〉−EI
+

1

ε2 +ω2 + 〈EN 〉−EI
(24)

〈LN 〉=
1

ε1 +ω2 + 〈EN 〉−EI
+

1

ε2 +ω1 + 〈EN 〉−EI
(25)

Here, the difference in energy in the denominator can be obtained from the approxi-
mation Ã2 = [W0/2+ 〈EN 〉−EI ]2, where Ã= 1.12A1/2 (in MeV) gives the energy
of the giant Gamow-Teller resonance in the intermediate nucleus. The quantity W0

is related to the Q value of the process and

w2ν =
g4A(GcosθC)4

64π7~
ω2
1ω

2
2(p1c)(p2c)ε1ε2, (26)

where ω1 and ω2 =Qββ− ε1− ε2−ω1 + 2mec
2 are the neutrino energies. The PSF

are finally renormalized to the electron rest energy and are reported in [yr−1].
The PSF for the 2νββ decay mode and transitions to excited 0+1 states is calcu-

lated with a formula similar to (23), but replacing Qββ by Q(0+1 ) =Qββ−Ex(0+1 ),
which is the kinetic energy released in this transition. Ex(0+1 ) is the energy of the
excited 0+1 state of the daughter nucleus x.
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8 Values of the phase space factors involved in double beta decay 879

For the 2νββ decay mode and transitions to excited 2+1 states, the PSF formula
reads [5, 6, 32, 34, 35]:

Gββ2ν (0+→ 2+1 ) =
2Ã6

ln2g4A(mec2)6

∫ Qββ(2+1 )+mec2

mec2
dε1

×
∫ Qββ(2+1 )+2mec2−ε1

mec2
dε2

∫ Qββ(2+1 )+2mec2−ε1−ε2

0
dω1

×f (0)11 w2ν(〈KN 〉−〈LN 〉)2 (27)

where Q(2+1 ) =Qββ−Ex(2+1 ).
For the 0νββ decay and transitions to g.s. the PSF reads:

Gββ0ν (0+→ 0+) =
2

4g4AR
2
A ln2

∫ Qββ+mec2

mec2
f
(0)
11 w0νdε1 (28)

where

w0ν =
g4A(GcosθC)4

16π5
(mec

2)2(~c2)(p1c)(p2c)ε1ε2 (29)

For transitions to the 2+1 states, one uses Q(2+1 ) and instead of f (0)11 in Eq. (28), the
next expression is integrated

f1+ +f1− = 3(
~c

mec2RA
)2(|f−2−1|2 + |f−1−2|2 + |f21|2 + |f12|2). (30)

f−2−1 = g−2(ε1)g−1(ε2) ; f21 = f2(ε1)f1(ε2), (31)

f−1−2 = g−1(ε1)g−2(ε2) ; f12 = f1(ε1)f2(ε2) (32)

In our calculations, the Fermi constant is G = 1.16637× 10−5 GeV−2 and
cosθC=0.9737. In Eq.(23) it is convenient to redefine the PSF by a renormalization
that eliminates the constant gA and correlates (by dividing by 4R2

A) the dimension
of G0ν with the NME which are dimensionless. These are reflected in the lifetimes
formulas (1). Thus, the PSF are also reported in [yr−1]. A similar expression as
equation (28) is employed in the PSF calculation for the transitions to excited 0+1
states, but replacing Qββ by Qββ(0+1 ). The formula used for the PSF computation
for 2νβ+β+ decay mode is similar to that used for 2νβ−β− decay, but ε1,2 are now
the positron energies. Also, we use the same approximations as described above,
to evaluate the radial positron w. f. (g and f ) at the nuclear surface and replace
the excitation energy EN in the intermediate odd-odd nucleus by a suitable average
energy.
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2.3.2. The ECβ+ case

For theECβ+ decays the energy released in the process isQECβ =M(A,Z0)−
M(A,Z0−2)−2mc2e. If the numerical solutions of the Dirac equation are obtained
in Bohr units a0, the probability that an electron is found on the surface of a nucleus
of radius RA can be defined as:

B2
n,κ =

1

4π(mec2)3

(
~c
a0

)3( a0
RA

)2

[g2n,κ(RA) +f2n,κ(RA)] (33)

The PSF expression for 2νββ decay mode is

GECβ
+

2ν =
2A2

3ln2

(Gcosθ)4

16π5~
(mec

2)
∑
i=0,1

B2
i,−1

×
∫ QECβ+εi,−1+mec

2

mec2

∫ QECβ+εi,−1−εp+mec2

0

×[g2−1(εp) +f21 (εp)]

×(〈KN 〉2 + 〈LN 〉2 + 〈KN 〉〈LN 〉)ω2
1ω

2
2ppcεpdω1dεp (34)

where εn,κ are the binding energies of the electron while pp and εp are the momentum
and the energy of the positron. Here, the expressions for 〈KN 〉 and 〈LN 〉 are similar
to those from Eqs. (24)-(25), but where ε1 is replaced by εci,−1 = mec

2− εi,−1, the
energy of the captured electron and ε2 is replaced by εp, the energy of the emitted
positron. For the 0νββ decay process the PSF expression is:

GECβ
+

0ν =
1

4R2
A

2

ln2

(Gcosθ)4

4π3
(~c2)(mec

2)5

×
∑
i=0,1

B2
i,−1[g

2
−1(εp,i) +f21 (εp,i)]ppcεp (35)

where εp,i denotes the maximal value of the positron associated to the state i.

2.3.3. The 2νECEC case

The PSF expression is defined as:

GECEC2ν =
2Ã2

3ln2

(Gcosθ)4

16π3~
(mec

2)4×
∑
i,j=0,1

B2
i,−1B

2
j,−1

∫ QECEC+εi,−1+εj,−1

0

×(〈KN 〉2 + 〈LN 〉2 + 〈KN 〉〈LN 〉)ω2
1ω

2
2dω1 (36)

where QECEC = M(A,Z0)−M(A,Z0− 2) is the energy released in the process.
The expressions for 〈KN 〉 and 〈LN 〉 are similar to those from Eqs. (24)-(25), but
where ε(1,2) are replaced by εc(i,j)−1 = mec

2− ε(i,j)−1, the energies of the captured
electrons.
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10 Values of the phase space factors involved in double beta decay 881

Table 1

PSF for β−β− decays to final g.s.

Nucleus Qβ−β−
g.s. Gβ−β−

2ν (10−21 yr−1) Gβ−β−

0ν (10−15 yr−1)
(MeV) This work [5] [28–30] [32] This work [5] [28–30] [32]

48Ca 4.267 15536 15550 16200 16200 24.65 24.81 26.1 26.0
76Ge 2.039 46.47 48.17 53.8 52.6 2.372 2.363 2.62 2.55
82Se 2.996 1573 1596 1830 1740 10.14 10.16 11.4 11.1
96Zr 3.349 6744 6816 7280 20.48 20.58 23.1

100Mo 3.034 3231 3308 3860 3600 15.84 15.92 18.7 45.6
110Pd 2.017 132.5 137.7 4.915 4.815
116Cd 2.813 2688 2764 2990 16.62 16.70 18.9
128Te 0.8665 0.2149 0.2688 0.35 0.344 0.5783 0.5878 0.748 0.671
130Te 2.528 1442 1529 1970 1940 14.24 14.22 19.4 16.7
136Xe 2.458 1332 1433 2030 1980 14.54 14.58 19.4 17.7
150Nd 3.371 35397 36430 48700 48500 61.94 63.03 85.9 78.4
238U 1.144 98.51 14.57 32.53 33.61

3. NUMERICAL DETAILS

The numerical solutions of the Dirac equation were obtained by using the
power series method of Ref. [36]. We built up a code that use a numerical algo-
rithm similar to that described in Ref. [37], the normalization to unity for free states
being done as indicated in Ref. [38].

In the numerical procedure, the potential energy as function of the distance r
is approximated with a spline cubic function that interpolates values defined by an
increment x. The radial w. f. is expanded as an infinite power series that depends on
the increment and the coefficients of the spline function. Therefore, the values of the
w. f. are calculated step by step in the mesh points. The accuracy of the solutions
depends on the increment and the number of terms in the series expansion. We used
an increment interval of 10−4 fm and at least 100 terms in the series expansion.
These values exceed the convergence criteria of Ref. [37]. At very large distances,
the behavior of the w. f. must resemble to that of the Coulomb function. This last
condition provides a way to renormalize the amplitude to unity and to determine the
phase shift. For discrete states, the asymptotic behavior of the w.f. gives a boundary
for the inverse solutions. The eigenvalue is obtained when the direct solutions and
the inverse ones match together.

In order to find the bound states of the electron, a procedure which differ from
that given in Ref. [37] is developed. We start to compute numerical solution of the
Dirac equation for a total energy close to mec

2, and we span an interval of 0.3 MeV
under this energy in steps of 0.0002 MeV. In this range of energies, all the possible
bound solutions are found. In the Ref. [37], the interval of the allowed solutions is
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Table 2

PSF for β−β− decays to final excited 0+1 states

Nucleus Qβ−β−

0+1
Gβ−β−

2ν (0+1 ) (10−21 yr−1) Gβ−β−

0ν (0+1 ) (10−15 yr−1)

(MeV) This work [5] [32] This work [5]
48Ca 1.270 0.3518 0.3627 0.376 0.3041 0.2989
76Ge 0.9171 0.06129 0.06978 0.0769 0.1932 0.1776
82Se 1.508 4.170 4.80 0.9440
96Zr 2.201 169.4 175.4 190 4.594 4.566

100Mo 1.904 57.08 60.55 101 3.168 3.162
110Pd 0.5472 3.3×10−3 4.8×10−3 0.1223 0.08844
116Cd 1.056 0.7590 0.8737 0.89 0.7585 0.7163
130Te 0.7335 0.05460 0.07566 18.6 0.3651 0.3086
136Xe 0.8790 0.2823 0.3622 0.485 0.6746 0.6127
150Nd 2.631 4116 4329 4850 26.96 27.27
238U 0.2032 1.5×10−4 4.6×10−4 0.8229 0.7534

Table 3

PSF for β−β− decays to final excited 2+1 states

Nucleus Qβ−β−

2+1
Gβ−β−

2ν (2+1 ) (10−21 yr−1) Gβ−β−

0ν (2+1 ) (10−15 yr−1)

(MeV) This work [27] [32] This work [27]
48Ca 3.284 4074 4410 4400 57.09 60.4
76Ge 1.480 0.384 0.48 0.49 1.66 1.84
82Se 2.219 69.6 90.6 85 12.13 13.8
96Zr 2.571 745.5 850 33.87

100Mo 2.494 569.0 690 32.1
110Pd 1.359 0.46 2.41
116Cd 1.520 1.88 2.3 4.28
128Te 0.4255 6.8×10−7 1.36×10−6 1.3×10−6 0.049 0.067
130Te 1.990 79.6 116 120 18.34 22.8
136Xe 1.640 7.68 15 8.31
150Nd 3.037 30308 45600 49000 223 301
238U 1.099 2.66 26.3
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Table 4

PSF for β+β+ decay mode

Nucleus Qβ+β+
Gβ+β+

2ν (10−29 yr−1) Gβ+β+

0ν (10−20 yr−1)
(MeV) This work [6] [29, 30] This work [6] [29, 30]

78Kr 0.8023 9159 9770 13600 243.2 250 293
96Ru 0.6706 942.3 1040 1080 80.98 84.5 90.7
106Cd 0.7314 1794 2000 1970 91.75 92.6 102
124Xe 0.8203 4261 4850 4770 107.8 114 123
130Ba 0.5748 91.54 110 47.9 23.82 25.7 21
136Ce 0.3345 0.205 0.267 0.559 2.13 2.42 3.55

fixed by initial conditions, but its lower limit is an approximate one and sometimes
the equations cannot be solved numerically.

For the PSF computation, all integrals are performed accurately with Gauss-
Legendre quadrature in 32 points. We calculated up to 49 values of the radial func-
tions in the Q value energy interval, that are interpolated with spline functions. In
our calculations we used up-dated values of Qββ reported recently in Ref. [7].

4. RESULTS AND DISCUSSIONS

Our PSF values are presented in Tables 1-6, where, for comparison, other re-
sults from literature are also displayed. As we mentioned, the PSF values reported
by KI in Refs. [5, 6] are obtained with a similar approach as ours, namely, the use of
exact electron w.f. obtained by solving numerically the Dirac equation and with in-
clusion of the finite nuclear size and electron screening effects. The results reported
in Refs. [27–29], [32] are obtained by approximating the electron w.f. at the nuclear
surface and without inclusion of the screening effect.

The PSF values (G2ν , G0ν) for β−β− decays are presented in Tables 1,2 and
3 for transitions to g.s and excited 0+1 and 2+1 states, respectively. For the transitions
to g.s. (Table 1) our results are in very good agreement with the results reported
in Ref. [5], the differences being under 5% for the large majority of cases, with
two exceptions: the G2ν values for the nuclei 128Te (the difference is of 22%) and
238U (the difference is of a factor 7; however, we think this large difference might
be due to a possible uncontrolled numerical error in the value reported in [5]). For
the transitions to excited 0+1 states (Table 2), there are several cases, especially for
heavier nuclei (76Ge, 110Pd, 116Cd, 130Te, 136Xe), where the differences between
KI results and ours are in the range (10-40)%. Again, our G2ν value for 238U differs
much from the KI result. The comparison between our results and those reported in
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Refs. [27]-[28], [32] reveal larger discrepancies in several cases. For the transitions
to excited 2+1 states (Table 3) there are no recent results reported, and the existent
ones have been obtained with approximate w.f. Comparing our PSF values for 2+1
final states with those reported in Refs. [27], [32], one observes that the differences
range in a 30% interval, both for G0ν and G2ν . It is worth to mention that, although
they are not yet measured, the β−β− decays to excited 2+1 states are of interest to
probe alternative mechanisms for occurrence of the 0ν-decay mode, to the (most
common) mechanism of exchange of light LH neutrinos between two nucleons inside
the nucleus.

The PSF values for the β+β+ decays are displayed in Table 4. One can see dif-
ferences of (11-30)% between our G2ν values and the KI ones, in majority of cases,
while the agreement for G0ν values is very good with one exception, for 136Ce,
where we got a difference of 13% compared with their value. The differences be-
tween our PSF values and those reported in [29] are larger in majority of results.

The results for ECβ+ decay mode are shown in Table 5 and they are grouped
in two sectors: the first sector includes the six nuclei that can also undergo a β+β+

decay and the second one includes the other nuclei which can undergo only ECβ+

decays. One can see that the differences between KI results and ours are relevant in
many cases. For the nuclei from the first sector ( the most interesting experimentally
cases, having the largest QECβ values), we got several PSF values which differ by
more than 20% compared to those reported by KI and other authors. For the "pure"
ECβ+ decays, we got even more significant differences in several cases as compared
with KI results, while other (older) results reported are a few.

Finally, the PSF values for the 2νECEC decay mode are presented in Table 6.
Here, the nuclei are grouped in three sectors: the first sector includes the six nuclei
that can also undergo a β+β+ decay, the second one includes the nuclei that can
also undergo ECβ+ decays and the third one includes the nuclei which can undergo
only 2νECEC decays. The differences between our G2ν values and the KI ones
for the nuclei from the first sector are within (30-55)%, while for the other nuclei
they are even larger. The differences between the PSF values obtained with similar
approaches (KI and ours) on the one side, and other previous results on the other
side, might be explained by the use of less rigorous approaches, i.e. of approximate
electron w.f, non-inclusion of the screening effect, (possible) less efficient routines
at that time, etc. The differences between our results and those reported by KI may
arise from the additional ingredients used in our approach, mentioned above. For
example, we got relevant differences between their results and ours especially for
decays where the Qββ values are small. In these cases the numerical precision in
the integration of the PSF expressions is important and must be treated carefully. In
these situations a large number of mesh points in the numerical integration over Qββ

values is needed, in order to get stable results.
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Our calculations are done with up to 49 interpolation points. Around the zero
kinetic energy of the released electron/positron, we used an interval energy of about
10−4 MeV, because in this region a sudden variation of the w.f. amplitude is pro-
duced. We observed that after 40 interpolation points, the results remain unchanged,
in all the cases. It is worth to mention that, in many cases, the use of a smaller
number of mesh points can leads to results that can differ up to 20%. The use of a
realistic Coulomb potential can also lead to differences of a few percent, especially
for electron(s) captured decays. The use of recently reported Qββ values may also
contribute to these differences. We first computed the PSF using both the same Qββ

values used by KI and then with those taken from Ref. [7], and got differences up to
3% for several nuclei. In the cases involving bound electron states, important is the
numerical accuracy in the identification of electron/positron bound state 1s1/2 that
intervene in the Eq. (33). That is why we built up a different procedure for getting
the correct electron/positron bound states, as it was described in Section 2. We tested
the procedure described in Ref. [37] to obtain the bound states and we observed
that the Eq. (59) of this reference can give two solutions. One of them is correct,
giving the same number of nodes for the radial functions fn,κ and gn,κ, while the
other solution is useless because the number of nodes for the two amplitudes differs
by one unity. The incorrect identification of the electron/positron bound state 1s1/2
can lead to significant differences between the obtained PSF values. These possible
sources of uncertainties mentioned above can act cumulatively or not. In our opin-
ion, differences larger that 10% between the values of different PSF computations
are important for precise DBD calculations/estimations, hence the evaluation of the
PSF for DBD is still a challenge.

5. CONCLUSIONS

We calculated the PSF involved in the β−β−, β+β+, ECβ+ and 2νECEC
DBD modes using exact electron w.f. obtained by solving numerically the Dirac
equation and with inclusion of finite nuclear size and electron screening effects. In
comparison with a recent similar approach described in Refs. [5, 6], our method
of calculation includes several ingredients: i) the use a Coulomb potential derived
from a realistic proton density distribution in nucleus; ii) new numerical routines
both for solving the Dirac equations and integrating the PSF expressions; iii) a pro-
cedure to identify unambiguously the electron/positron bound states; iv) the use of
Qββ values taken from a recent mass evaluation [7]. Also, we reported for the first
time PSF values for transitions to final excited 2+1 states, computed with exact Dirac
electron w.f. For each decay mode we got several relevant differences between our
results and other similar ones, reported in literature. These ingredients, which can
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Table 6

PSF for 2νECEC decay mode

Nucleus QECEC ε0,−1 ε1,−1 GECEC
2ν (10−24 yr−1)

(MeV) (keV) (keV) This work [6] [29, 30]
78Kr 2.846 17.7 3.1 410 660 774
96Ru 2.715 26.2 4.9 1450 2400 2740
106Cd 2.775 31.1 5.9 4299 5410 6220
124Xe 2.864 39.4 7.8 15096 17200 20200
130Ba 2.619 42.4 8.5 14773 15000 16300
136Ce 2.379 45.6 9.2 12223 12500 15800

50Cr 1.169 8.3 1.2 0.238 0.422
58Ni 1.926 11.1 1.2 9.90 15.3 17
64Zn 1.095 12.6 2.0 1.03 1.41
74Se 1.209 16.0 2.7 3.41 5.65
84Sr 1.790 19.7 3.5 64.62 93.6
92Mo 1.652 23.9 4.4 82.32 208
102Pd 1.172 28.6 5.4 42.09 46
112Sn 1.920 33.7 6.5 869.7 1150
120Te 1.730 36.5 7.1 840.3 888
144Sm 1.782 52.3 10.7 6436 5150
156Dy 2.006 59.6 12.4 22078 17600
162Er 1.847 63.4 13.3 20085 15000 18100
168Yb 1.409 67.4 14.0 7872 4710
174Hf 1.099 71.6 15.2 3432 1580
184Os 1.451 80.4 17.3 24222 12900
190Pt 1.384 85.2 18.2 28153 12900

36Ar 0.4326 5.0 1.2 2.9×10−4
40Ca 0.1935 5.9 1.2 1.02×10−5 1.25×10−5
54Fe 0.6798 9.7 1.4 0.03021 0.0469
108Cd 0.2718 31.1 5.9 0.0682 0.0207
126Xe 0.9195 39.4 7.8 60.59 46.1
132Ba 0.8439 42.3 7.7 61.98 39.1
138Ce 0.6930 45.6 9.2 34.47 18.4
152Gd 0.05570 55.9 11.6 1.12×10−2
158Dy 0.2829 59.6 12.4 3.191 0.183
164Er 0.02506 63.4 13.3 8.3×10−3
180W 0.1433 75.8 16.0 1.4781 0.00156
196Hg 0.8206 89.9 19.5 3587 821
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act cumulatively or not, can be at the origin of these differences, and justify, in our
opinion, a re-computation of the PSF with improved methods. Accurate values of
the PSF (besides the NME) are very required in the DBD study, both for theorists
to improve the lifetimes predictions and constraint the neutrino parameters [39], and
for experimentalists [40], to plan their set-ups.
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