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FOREWORD

The International Centre fo r Theoretical Physics has maintained an 
interdisciplinary character in its research and training program as fa r as 
different branches o f theoretical physics are concerned. In pursuance o f 
this aim the Centre has organized extended research courses with a com
prehensive and synoptic coverage in varying disciplines. The firs t o f 
these -  on plasma physics -  was held in 1964; the second, in 1965, was 
concerned with the physics o f particles; the third, in 1966, covered nuclear 
theory; the fourth, in 1967, dealt with condensed matter; the fifth, in 1969, 
was a course on nuclear structure; the sixth, in 1970, concerned im per
fect crystalline solids. The proceedings o f all these courses were pub
lished by the International Atom ic Energy Agency. The present volume 
records the proceedings o f the seventh course, held from  13 January to 
12 March 1971, which dealt with the study o f nuclear structure. A  grant 
from  the Swedish International Development Authority, which made it 
possible to increase the participation o f physicists from  A frica , India and 
Pakistan, is gratefu lly acknowledged.

The program o f lectures was organized by P ro fessors L . Fonda 
(T r ies te , Italy) and G. Ripka (Saclay, France).

Abdus Salam
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IAEA-SMR-8/3

NUCLEAR SPECTROSCOPY 
WITH DIRECT REACTIONS 
INDUCED BY HEAVY IONS

W. VON OERTZEN 
Max-Planck-Institut fur Kernphysik,
Heidelberg,
Federal Republic of Germany 

Abstract

NUCLEAR SPECTROSCOPY WITH DIRECT REACTIONS INDUCED BY HEAVY IONS.
1. Introduction; 2. One-nucleon transfer reactions; 3. Multi-nucleon transfer reactions; 4. Nuclear- 

structure effects in the elastic scattering o f nuclei on nuclei.

1. INTRODUCTION

The study of the d irect interactions of complex nuclei with nuclei 
was started more than ten years ago. The development of this field of 
nuclear physics was rather slow, because of both experimental and 
theoretical problems. In recent years, more efforts have been devoted 
to this field . The main motivations which were put forward for the use 
of heavy ions as particu larly interesting probes for the study of nuclear 
properties may be listed as follows:

(1) The large mass of the projectile introduces large angular mo
menta and high reco il velocities to the residual nuclei. The sm all value 
of the ratio (nucleon mass/nuclear mass) can be used to introduce specific 
approximations in the analysis.

(2) The high charge of the projectile makes the Coulomb interaction 
the dominating feature at lower energies. E ffects observed below or at 
the Coulomb barr ier can be treated quantitatively; for large values of the 
Coulomb param eter sem i-c lass ica l models can be used.

(3) Transfer reactions involving many nucleons are possible, and
it is expected to obtain information on states with m any-particle excitations.

(4) The strong absorption of the projectile in the target nucleus for 
sm all impact parameters (strong absorption of the lower partia l waves) 
gives to the d irect reactions the character of surface reactions.

However, the theoretical complications in the quantitative in ter
pretation of d irect reactions above the Coulomb barr ier is s till one of the 
main obstacles in the application of the heavy-ion-induced d irect reaction to 
quantitative studies of nuclear structure. In the three sections, three sub
jects w ill be discussed for which.a satisfactory analysis of the data can 
be given or the information can be extracted qualitatively with a high degree 
of confidence.

3



4 VON OERTZEN

2. ONE-NUCLEON TRANSFER REACTIONS

One-nucleon transfer reactions induced by light ions have been used 
extensively as a spectroscopic tool. The methods of analysis are w ell 
developed for these reactions and it is possible to extract rather reliable 
spectroscopic information from  the experiments. The use of the heavy- 
ion reaction for the study of single-particle properties can be motivated 
by the following aspects: (a) transfer reactions below the Coulomb barrier 
can be subjected to rigorous quantitative analysis [1 - 3] (mostly restricted 
to ground-state transitions); (b) at energies w ell above the Coulomb 
b arr ier the single-nucleon transfer reaction is also only sensitive to the 
nuclear surface, because of the strong absorption of the scattering waves. 
The calculated cross-sections therefore become independent of the nuclear 
in teriors, i.e . much more independent of the choice of the scattering

re a c tio n :
A  + d - * ( A * n )  + p

Z e r o - r a n g e  a p p ro x im a t io n  in d e u te ro n  s tr ip p in g ,  

t r a n s f e r r e d  p a r t ic le  in r e la t iv e  S - s t a t e

H e a v y -io n  a p p ro x im a t io n  m c «  m A , m b lead ing  

to  z e r o - r a n g e  e q u iv a le n t con d ition  r; as r f

FIG. 1. Co-ordinates and mass relations in one-nucleon transfer reactions with light projectiles and 
with heavy ions.
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potential parameters than in reactions with light ions. The absolute cross- 
sections, as a rule, are difficult to reproduce quantitatively, whereas the 
re lative spectroscopic information fo r different nuclear levels is obtained 
rather accurately. Furtherm ore, the analysis of the single-nucleon 
transfer reaction gives insight into the problems of the multi-nucleon 
transfers reaction.

The analysis of the sub-Coulomb transfer reactions on the basis of 
the DWBA has been extensively discussed by Buttle and Goldfarb [2, 3]. 
Th eir method of calculating the transition amplitude w ill be sketched in 
the following. Under certain conditions, the same approach can then be 
used fo r reactions above the Coulomb barrier.

F o r a reaction A (a , b)B with a = (b+c), c being a nucleon, the DWBA 
transition amplitude reads

H ere  ̂ (k jr ; ) are the scattering wave-functions in the in itial and final 
channels (pure Coulomb wave-functions fo r energies up to 2/3 of the 
Coulomb barr ier). The interaction V (r2), in the representation chosen 
here, is the potential which binds the transferred particle in the final 
nucleus, and iptj (? i) are the bound-state wave-functions of the transferred 
particle in the in itial and final nuclei.

The six-dimensional integral can be reduced to a three-dim ensional 
integral by using approximations which are specific to the properties of 
heavy ions. A complete integration of the integral has been done by 
Yoshida [4]. The firs t approximation is to neglect term s of the order 
(nucleon mass/nuclear mass) in the co-ordinates of the scattering wave- 
functions (see F ig . l ) .  The neglect of these terms (together with the 
second approximation) makes it possible to separate the integration over 
the variables r 1 (or r 2) and r , the latter variable being the argument 
common to both scattering wave-functions. The second approximation 
rests on the fact that only the tails of the bound-state wave-functions are 
involved in the reaction, because of the large distances between the two 
nuclei at energies below the Coulomb barrier. F o r energies above the 
Coulomb barr ier the same approximations may be used. .The bound- 
state wave-functions are approximated by equivalent spherical Hankel 
functions (for bound states of charged particles reasonable descriptions 
by Hankel functions can be obtained using an effective binding energy [2]).

where Nj is the normalization constant and a  = J 2m c E B h '2'.
' The D W BA-cross-section  becdmes, under these conditions

i ~ S t i j l S {2j2 |At i-N 2 |2 £  ( j i i i O | j 2 |)2 |Tt a (0) | 2

lm
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With

■ J '  d r xM S,. r) h j1̂ (ior^) Y {m (?) x (+) (ki- ?)

This integral is equivalent to those integrals obtained in the zero-range 
approximation fo r light ions where the nucleons in the projectile are in 
anS-state. This fact is illustrated in F ig . l ,  where the co-ordinates used in 
the formulas are defined.

The normalization factor is an integral over the variable r i  and 
can be expressed analytically (for a i  -<*2 )

A (l = ( - ) '

Two facts, which give a certain distinction to transfer reactions induced 
by light ions, have to be noted. The absolute cross-section  depends on 
the product of two unknown spectroscopic factors Sjj , and for the
two nuclei involved. In reactions with light ions the factor for the light 
projectile is usually assumed to be unity. The absolute cross-section  
further depends on the normalization constants Ns of the single-particle 

■wave-functions in the outer region of the nuclei. This circumstance is due 
to the restriction  of the interaction region to the very surface of the

rc(fm)

FIG. 2. Normalization of the neutron bound-state wave-functions in their dependence on shell-model 
parameters (Ref.[£9).
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Lab Energy (MeV)

FIG. 3. Excitation functions o f neutron transfer reactions and their comparison with DWBA calculations (R e f. [5 ]).

nuclei. In reactions with light ions the integration in the transition matrix 
element gives contributions from  a ll parts of the nucleus because the 
scattering wave-functions s till have appreciable amplitudes in the in terior 
o f the nuclei.

The sub-Coulomb transfer reaction, as w ell as the heavy-ion trans
fe r  reaction dominated by strong absorption, are only sensitive to the . 
tails of the wave-functions and therefore indirectly sensitive to the choice 
of the shell-m odel potential used to calculate the single-particle wave- 
function and their asymptotic normalization. As an example. F ig .2 
(Ref. [5 ]) shows the normalization constant N in its dependence on the 
param eters of the Woods-Saxon w ell fo r nitrogen. The parameters ro 
and a are defined in the usual way. Assuming that the spectroscopic factors 
are w ell known from  other sources, for example Ref. [ 6 ], the experimental 
quantity obtained in the analysis of the data can be defined to be the norma
lization constant N. Using this approach a determination of the shell- 
model-potential parameters can be obtained as has been done, for example, 
with the sub-Coulomb (d, p)-reaction  on lead [7].
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FIG.4. Elastic scattering of 10B, UB and 1SF on 12 C at small angles. Optical-model calculations with 
the parameters given in Fig. 21; they are the same in all three cases.

Figure 3 gives an impression of the quality of the fits obtained to ex 
citation functions of neutron transfer reactions. Here the shell-m odel 
parameters of the single-particle wave-functions were adjusted fo r  fixed 
values of the spectroscopic factors.

Fo r the description of the one-nucleon transfer reactions above the 
Coulomb b arr ier the same formulas as discussed for the sub-Coulomb 
region can be applied i f  there are no contributions from  sm all internuclear 
distances. This is guaranteed i f  the wave-functions of re lative motion are 
generated by strongly absorbing optical potentials which give negligible 
contributions from sm all internuclear distances and sm all partial waves. 
Figure 4 shows that a good description of elastic scattering is obtained 
with these potentials. The use of "strongly absorbing potentials is important 
fo r  two reasons. F irs t, the optical-model wave-functions are always 
poorly determined for sm all internuclear distances. The optical model is 
only able to calculate correctly  the asymptotic phases i f  no further in
formation is available. The second reason comes from  the derivation of 
the transition amplitude as discussed above.

Further, it has been pointed out by Dar [ 8 ] that the DWBA is not ex
pected to be valid for strongly absorbed partial waves. The elastic 
scattering of heavy ions is mainly determined by the re la tive ly  weakly 
absorbed partial waves, at least in the forward hemisphere (see also



IAEA-SMR-8/3 9

9c.m

FIG. 5. DWBA-calculations for the reaction 1 2 I2C) nB leading to excited states o f 1IB and “ c  (Ref.[£Q).

section 3), and the same partial waves determine the features of the 
transfer reactions if the reaction is localized in angular momentum space. 
To  achieve localization of the .reaction, it is required that the partial 
waves at the surface, L ; and L f fo r  the in itial and final channels, respec
tively , be matched by the angular momentum transfer £ given by selection 
rules contained in the vector coupling coefficients:

I'Li - Lfl = i

This w ell known angular momentum matching condition can be put into the 
form  R int |kj - k f | - i .  Here R int is the interaction radius defined by the 
values of L ; and L f fo r which the reflection coefficient in the elastic
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0 cm.

FIG. 6. Dependence o f the calculated cross-section on the lower cut-off radius (Ref.[9 ]).

TA B LE  I. SPECTROSCOPIC FACTORS FROM THE ANALYSIS OF THE 
REACTION 12C(11B,12C )11B

Energy (MeV) o f final states 

« C  11B

Angular momentum 
transfer

Relative spectroscopic factors 

this experiment Ref. [6 ]

0 0 0 and 2 1 1

0 2.14 2 0.27 0.263

4. 43 0 2 0.1 0.19

scattering is | rjj | = 0.5, and Lj = kt • . If the angular momentum
matching condition is fu lfilled within the lim it of approximately one to 
two units of angular momenta, the reaction usually shows pronounced 
diffraction oscillations in the angular distributions (fo r sm all Coulomb 
param eter).

F igure 5 shows angular distributions of the proton transfer 
12 c (11B, 12C)11B (from  Ref. [9 ]). The diffraction pattern shows that the 
reaction is w ell localized in angular momentum space.. The use of strongly
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FIG. 7. Angular distributions o f the proton transfer u B(u O, 15N )l2C at several energies and their 
comparison with DWBA-calculations (Ref.[20 ]).

absorbing optical potentials also ascertains that the reaction is localized 
in configuration space. In F ig . 6 the dependence on the lower lim it of 
integration in the transition amplitude is shown fo r the calculated cross- 
sections. A lower cut-off radius of 7 fm changes the cross-section  in the 
maximum at 18° by only 10%. A distance of 7 fm between the two nuclei 
corresponds to a nuclear radius parameter r 0 = 1.55 fm. At this radius, 
the single-particle wave-function has already good asymptotic behaviour. 
F o r  the determination of re lative spectroscopic factors the accurate 
description of the wave-function in this region is not important.

The re lative spectroscopic factors corresponding to the calculations 
shown in F ig .5 are given in Table I.
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®c.m.

FIG. 8. Angular distributions of the proton transfer u B(lsO ,15 N°)13 C at several energies and their 
comparison with DWBA-calculations (Ref.[20 ]).

As another example the proton transfe^  reaction n B (leO, 1 5 N )12C 
which has been studied at severa l energies is shown in F igs 7 and 8 (Ref.[10]). 
Strong transitions are observed for the single-particle states, the ground 
state and the 6.33 MeV state in 15N. The firs t transition is a pure & = 2 
transition, the p3/2 hole state at 6.33 MeV is populated by X. = 0 and S. = 2.
The angular distributions c lea rly  show that the reaction is strongly loca
lized , at the higher energy {F ig .7) where the Coulomb parameter is sm all, 
ve ry  strong diffraction structures are observed. At the lower energies, 
irregu larities arise in the angular regions shown, because of the in ter
ference with the four nucleon transfer 11B (ieO, 12C )15N. The structures 
around 60° to 90° at 27 MeV until 32.5 MeV are not produced by the proton 
transfer alone.

The re lative normalization of the calculations shown, to the experi
ment, is the same fo r the five energies, within 15%, which is in the 
lim its of the experimental erro rs  for the absolute cross-sections. The 
re lative spectroscopic factors fo r the two transitions shown in F ig . 8 are 
(ground state)/(6.33 MeV state) = 2./3.9. This value is again in excellent 
agreement with expectations from  shell-m odel calculations and other 
determinations.
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Instead of giving more examples on the extraction of re lative spectro
scopic factors from  heavy ion reactions, it is more apropos to discuss the 
effects which arise from  the neglect of the terms of the order (nucleon 
mass/nuclear mass) in the co-ordinates of the transition amplitude 
(reco il e ffects). These effects w ill be particu larly important fo r trans
fe r  reactions at high energies and fo r multi-nucleon transfer reactions 
discussed in the next section. For the illustration of these reco il effects 
it is useful to follow the approach of G reider [11].

The distorted waves are approximated for this purpose by a phase 
and amplitude function:

(-)

X(+) (kt, r .) = Bt (kj, r t) exp

(k „  ?,) ■ B, (k „  ?,) exp [ i f ,  • ( S A  ?  + r" j ]

The amplitudes Bj are slow ly varying functions, which modulate the plane 
waves exp (ikj Tj). F o r the transition amplitude one obtains

T if ~  /  B f £ f*  ?> Bi ?) e ^ '  d eiP’ G ( ^ ) d ?

with q = kj - (mA/mB)k f and p= - (kj/A^ + icf/A f); the mass ratios are 
defined as A j = ma/mc and A f = m B/mc . The two momenta q and p give 
two sources of angular momentum transfer in the reaction. The firs t is 
related to the distance vector r  between the two colliding nuclear cores 
and is determined by the change in the wave numbers due to Q-values 
and changes in mass. It is the w ell known difference of the angular 
momenta in the grazing collisions. The second momentum is connected 
with the radius vector r j , the co-ordinate of the transferred particle, 
and gives an additional angular momentum transfer only fo r reactions in 
which the transferred particle comes from the surface o f the projectile 
(this angular momentum transfer does not occur in (d, p) reactions, see 
F ig . l ) .  The momentum p is the difference in linear momentum per 
transferred particle between the incoming particle kj/Aj and the linear 
momentum per transferred particle of the final nucleus which recoils 
into the opposite direction -k { /A{ . The angular momentum connected with 
p and r  1 can be estimated by assuming that the transferred particle is 
transferred on the interconnection line between the two nuclear cores. 
Then we obtain r  11r2 and | |  is approximately |r |/2. With A ; = A ( we 
obtain

L p ^ ( L t + L f)/2At

i.e. the angular momentum transfer L p is given roughly by the angular 
momentum per nucleon (or per transferred particle) in the grazing 
collision  averaged over the in itial and final channels.

The angular momentum Lp is zero  for the tr iv ia l case, m c = 0 
(inelastic scattering) and is very  sm all for transferred particles o r ig i
nating from  states with very  sm all values of r x like ( 3He, 4He) or (6L i, d).
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FIG. 9. Damping of the structure in the angular distributions o f the reaction 11B(14N ,13 C )lzC with increasing 
energy. The curves represent DWBA-calculations with neglect of recoil terms (Ref.[13]).

The two angular momenta L q and L p are perpendicular to the reaction 
plane defined by r  and kj. The value of L p w ill be appreciable at high 
energies in heavy-ion reactions where the angular momenta of grazing 
collision  attain values of 30 to 50 units of ft. This fact can lead to a p re
ferentia l population o f single-particle states with orbital quantum numbers 
equal to L pj as for example observed in high energy UB induced reac
tions [12]. The presence of the angular momentum L p can further lead 
to an increased mismatch in angular momentum space and thus lead to a 
damping of structures in angular distributions. This effect is shown for 
the reaction ^ B (WN, 13C )12C in F ig .9 (Ref. [13]). The diffraction structure 
observed in the angular distributions at lower energies for the ground-state 
transition disappears at higher energies.
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In heavy-ion-induced transfer reactions, L p can be the m ore im 
portant source of angular momentum transfer; especially, at sm aller 
scattering angles where the kinematical momentum transfer is sm all,
L p attains its maximum value and can give rise to strong populations of 
high-spin states.

3. M ULTI-NUCLEON TRANSFER REACTIONS

In a reaction in which severa l nucleons are transferred from  one 
nucleus to the other, the structure of the in itial and final state has equal 
influence on the reaction process. This fact is, of course, true fo r any 
transfer reaction. However, fo r a multi-nucleon transfer reaction it is 
desirable that, at least, one of the states involved in the transition has 
a simple structure in order to extract information without too much com
plication. One can therefore try  to deduce some general rules which 
help in the interpretation of the data. Following Rotter [14] the structural 
factors of the reaction w ill be discussed.

In a reaction A + B -» (A  - k) + (B +k), the transfer of k particles is 
adequately classified by the intermediate states o f the k particles, with 
quantum numbers which are compatible with the quantum numbers of the 
in itia l and final states. The cross-section  of the multi-nucleon transfer 
reaction can be written in term s of a structural part A^j ̂  and a dynamical 
part B ™

NLN'L'

The sum is taken over a ll possible intermediate states of the k particles. 
The structural part consists o f the overlap of the wave-function 0A of the 
nucleus A  with the wave-function of the nucleus (A -K ) and the k particles 
^A-k '/'nlm and corresponding fo r the system (B+k), <£B+lt and 
4>b i/'n’L'M’- The wave-function i//NLM describes the re lative motion in the
CM -system  of the combined systems. Generally, the structural overlap 
can not be split into parts which depend independently on the initial and 
final system. The overlap can be factored in the following way to illustrate 
the appearance o f the sym m etry properties of the intermediate states 
(a n l corresponds in a certain way to the product o f spectroscopic factors 
in one-nucleon transfer reactions):

A nl ~  < x  Al X A-k X k > <  X B+k I X„ Xk>

X Kj  (n£, N L , L k) K f (n I ,  N ' L ' , L 'k)

The firs t two integrals are overlaps of the shell-m odel wave-functions 
with the k particles being in a state specified by inner quantum numbers 
(n, £) with definite values of spin, isospin and sym m etry (Sk, Tk and [ f k] ) . 
These two intergals represent the fractional parentage coeffic ients. The 
other two factors K j and K f give the probability of the formation of the
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18 VON OERTZEN

state of the k nucleons with the given inner quantum numbers: overlap of 
the k separated particles with the wave-function of these particles in the 
intermediate state specified above

K f n i N L ,  L k) - f  ( M n l m C

The fractional parentage coefficients contain the nuclear-structure in
formation and prim arily  determine the strength of a transition. How
ever, also the factors K; and K f have substantial influence on the value 
of the cross-section. From  a discussion of these factors [14] important 
predictions related to features o f experimental spectra can be derived.

(a) The values of K j and Kf, when summed over a ll intermediate 
states, involving a change of internal quantum numbers (n, 1) in the 
transition are as a rule much sm aller (factor 10 to 100) than those which 
involve no change. Therefore, one can expect that for'strong transitions 
always (n. I )  = (n1,^ 1). This fact imm ediately reduces the number of 
possible values of N, L  and N1, L 1.

(b) If the Young scheme of the particles is changed during the 
transfer process, the cross-section  is either zero  or very  sm all. This 
corresponds to-a Young-tableau selection rule.

(c) The cross-section  is maximum if  the angular-momentum 
quantum numbers of the transferred nucleons are identical in the initial 
and final state (L 'k = L k). The cross-section  is maximum i f  L k and L 'k 
have maximum values.

(d) Transitions with pronounced structures in the angular distribu
tions as a rule w ill be the result of only very  few amplitudes in the sum 
fo r the differentia l cross-section. These transitions then correspond
to transfer reactions where the internal quantum numbers and the Young 
scheme have not changed during the transfer, and both states have unique 
and simple structure (only one L k and [f]<], for example).

A  few experimental examples w ill be given below which either prove 
these rules through known structure of the states involved, or examples 
which give qualitative structural information by application o f these 
rules.

The absolute cross-section  depends also on the radial form  factor 
of the transferred nucleons, so the relation between reduced width and 
absolute intensity of a transition can not be put into a rule.

The choice of the projectile for a specific transfer reaction involves 
also the choice of the outgoing particle and can thus have considerable 
influence on the information obtainable from the experiment. In the reac
tions induced by 6L i and ^Li, the outgoing particles are very  light 
particles (p, d, t, 3He, 4He) which often have large cross-sections for 
compound-nucleus emission. The use o f heavier ions as projectiles 
often gives more confidence to a d irect discussion of experimental spectra, 
especia lly for the weaker transitions because the reactions have n eg lig ib le . 
contributions from  compound nuclear processes.

In the following discussion a few examples of three-nucleon and four- 
nucleon transfer reactions are given. The four-nucleon transfer has been 
studied with very high resolution by Middleton et al. [15] with the ( 7L i, t) 
and the ( 6L i, d) reactions. In the 160 ( 7 L i, t )20Ne reaction, the ground- 
state fou r-partic le -zero-ho le (4p-0h) band of 20Ne is se lective ly  populated
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FIG. 11. Angular distributions o f the four-nucleon transfer reactions (7Li, t) on 160  and 15N (from Ref.[15]),
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FIG. 13. Comparison of the four-nucleon and three-nucleon transfer reactions on U C (Refs[19, 23]).
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excitation energy 
channel number------- *

FIG. 14. Population of states o f 1SN in one-, three- and four-nucleon transfer reactions.
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(F ig .10). The corresponding four-nucleon reaction on 15N populates many 
states in 19F (F ig .10). It is, however, possible to select from  the ex
periment the states which correspond to the coupling of the p 1/2 hole ( 15N 
ground state) to the rotational band in 20Ne. Because of the identical 
structure of the wave function of the last four nucleons the angular d is tr i
butions o f corresponding transitions have the same shape (F ig .11). The 
correspondence of the states in 20Ne and 19F is shown in F ig .12 and has 
been drawn assuming weak coupling of holes and particles to the rotational 
band in 20Ne (and ieO).

This example c lea rly  illustrates the mechanism of the four-nucleon 
transfer reaction (7 L i, t). In strong transitions the four nucleons are 
transferred into one shell preserving the in itial configuration which they 
had in the projectile (the hole in the target nucleus *5N is not filled  in the 
reaction).

The four-nucleon transfer reaction on 12C has been extensively 
studied with many projectiles [16 - 19]. It is w ell established that the 
rotational band in lsO (starting at 6.06 MeV, 0 +) has large 4p-4h com
ponents. Using this knowledge, one can try  to discuss the structure of 
15N in terms of holes weakly (or less weakly) coupled to states in 160 .
The correspondence of states em erging from  this suggestion (weak 
coupling) is also shown in Fig.12.

Negative-parity states are obtained by rem oval of P1/2 particles 
(if  possible) and p3/ 2 particles. The positive-parity states are obtained 
i f  one particle is removed from the s-d shell. This classification of 
states also gives suggestions in which reactions these states should be 
populated, as indicated on top of Fig.12.

As a test of these suggestions, the relevant transfer reactions can be 
studied. F igure 13 shows a comparison of a four-nucleon transfer reac
tion [23] ( 160 , 12C) and a three-nucleon transfer reaction (7L i,a )' (R ef.[19]) 
on 12C. The spacing of the strongly excited levels indeed seems to be 
rather sim ilar in both reactions and may be taken as an indication that 
the states populated in 15N are indeed the positive parity states as sug
gested in Fig.12. The states can mix with states of sim pler lp-2h 
structure and experiments with higher resolution are necessary to test 
the weak coupling assumption. The ground-state rotational band of 20Ne 
being very  s im ilar to the rotational band of leO, the correspondence 
between states in *9F  and 15N should be rather close. Indeed, in the reac
tion 12C (19F , le O )15N an extrem ely strong transition to the states at 
5.3 MeV in is observed (F ig .14) from Ref. [20]). The angular d is tr i
butions of this reaction are shown in F ig .15 and give a nice example for 
the application of the rules fo r multi-nucleon transfer reactions mentioned 
before. The transitions are very  strong i f  the angular momenta L k and L 'k 
are the same in the in itial and final channel. The transition to the two 
states at 5.3 MeV (l/2+ and 5/2+) has the unusually high cross-section  
of 10 mb at forward angles, suggesting that indeed the in itia l and final 
state have identical structure. This result, as w ell as the correspondence 
to the rotational band in 160  (and 20Ne for 19F ) is strongly supported by 
the wave-functions obtained by Zuker et al. [21] fo r the states in 15N and 
16O. Table II gives the wave-functions of the firs t states (0+ and 2+) of the 
leO rotational band of the states at 5.3' MeV in 15N. The rem oval of d 5/ 2 
or Sj/2 particle from  the states of 160  leads to configurations which are 
listed fo r the 15N states. The ground-state transition in the reaction



TAB LE  II. W AVE-FUNCTIONS OF leO AND 15N (Ref. [21]).
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“ o

6. 06 MeV

0+ -0.62 s4 +0.39 d2 (01) s2 (01) -0 .4  d2 (10) s2 (10)

(+0. 34 p4)

15 N l/2+ +0.54 s3 -0.48 d2 (01) s +0.3 d2 (10) s

5. 30 MeV (-0. 54 sp2 (01))

“ o 2+ -0. 43 ds3 +0. 37 d2 (21) p2 (01)

6. 92 MeV +0. 39 dsp2 (01) + 0.47 d3 (5/21/21) s +0. 34 d4 (202)

15 N 5/2+ +0. 77 dp2 (01) -0. 48 d3 (5/21/21)
5.28 -

FIG. 15. Angular distributions o f the three-nucleon transfer reaction B C(I !F, lsO)lsN.
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FIG. 16. Population o f the 3/2* state at 9.16 MeV in 15N in the four-nucleon transfer (7 Li, t) (Ref. [22 ]).

FIG. 17. Population o f states o f “ o  in the three-nucleon transfer reaction ( UC, sBe) (Ref.[23]).
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12C (19F , 160 )15N shown in F ig .15 shows also pronounced structure in the 
angular distribution suggesting that the three nucleons are transferred in 
one amplitude from  the s-d shell to the p-shell with a corresponding sm all 
cross-section.

F o r  the population of the negative-parity states in 15N one sees'in  
F ig .14 that the four-nucleon reaction 11B(180 , 12C )15N gives strong transi
tions only for excitation energies la rger than 9 MeV. This observation 
is in very  good agreement with the suggestion of F ig . 12 for the structure 
of the negative-parity states in 15N. The (7 L i, t) reaction [22] indeed 
gives a very  strong transition to the 3/2" leve l at 9.16 MeV as w ell 
(F ig .16). Thus this state w ill be the firs t of the states which correspond 
to the ieO rotational band with a p3/2 hole coupled.

In many transfer reactions information is precluded because of the 
complex structure of the projectile or target nucleus. As an example of 
a three-nucleon transfer reaction in which the structure of the target 
nucleus plays an important ro le, the reaction 13C (12C, 9B e )ieO (R ef.[23]) 
can be quoted. This reaction can be used to excite 3p-3h states in 160 . 
However, the 13C ground state has no pure configuration. The three- 
nucleon transfer reaction therefore populates not only states with 3p-3h 
structure but also those with 2p-2h and lp - lh  components (F ig .17). The 
reaction is not very selective because of the structure of the target 
nucleus and a s till perceptible cross-section  for the transitions with 
complex final structure.

Using the 10B nucleus as projectile fo r four-nucleon transfer, the 
structure o f the complex initial state is again reflected in spectra with 
sm all selectiv ity  [24]. F igure 18 shows the spectrum of the 12C (10B, 6L i )16 
reaction. The 2" state at 8.88 MeV can only be excited by four nucleons 
in the [3, l]-sym m etry , because this state has predominant lp - lh  struc
ture. The cross-section  for this transition being comparable with the

channel number

FIG. 18. Population o f states in 160  in the four-nucleon transfer reaction ( UB, 6Li) (Ref.[24l).



transitions leading to the states of the rotational band in lsO (which is 
populated by four nucleons in the [4 ]-sym m etry) one can immediately 
conclude that the 10B nucleus must contain large components with the 
[3, l]-sym m etry  simultaneously with components of the [4]-sym m etry.
This statement is confirmed by shell-m odel calculations [25].

The examples discussed in this section show that the multi-nucleon 
transfer reactions yield interesting information on nuclear structure 
even in the present stage of development of our theoretical knowledge.
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FIG. 19. Comparison o f the elastic scattering o f 10 B, 160, 19F on 12 C.
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4. NUCLEAR-STRUCTURE EFFECTS IN THE ELASTIC
SCATTERING OF NUCLEI ON NUCLEI

E lastic scattering of nuclei on nuclei enables us to study special 
effects connected with the shell structure of nuclei. In the scattering 
process, the two colliding nuclei can exchange a certain number of 
nucleons, the probability of the exchange being related to the structure 
of the nuclei. As a result of these rearrangement processes, the elastic 
scattering of heavy ions in many cases consists not just of potential 
scattering (the two nuclei retain there identity m icroscopically) but of 
other events which add coherently to the final channel. F o r a reasonable 
discussion of the rearrangement processes, it is necessary to have good 
knowledge of the pure potential scattering.

F o r  the study of potential scattering it is necessary either to find 
systems in which contributions from  re-arrangem ents are negligible, 
or to restric t the analysis of the data to angular regions in which the 
interference with other processes is small.

As an example fo r the differences which can occur in the scattering 
o f heavy ions, F ig .19 shows the elastic scattering of 10B, 160  and 19F 
on 12C at comparable energies above the Coulomb barrier [26]. The 
angular distributions of the three cases are very  sim ilar at sm all angles.

A(B,A)B

FIG. 20. Kinematic relation between elastic scattering and elastic transfer.
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FIG, 21. Elastic scattering o f l9F on 12 C with optical-model calculations (Ref. [27 ]).

At angles la rger than 90°, however, differences are observed because 
of the exchange of nucleons between the two colliding nuclei. The elastic- 
exchange process leads to the same final channel but with a maximum at 
backward angles in elastic scattering for energies above the Coulomb 
b arr ie r. The kinematical relation between the potential scattering and 
the elastic transfer is illustrated in F ig .20. The reco il events can be 
due to potential scattering (target nuclei) or, for systems in which 
elastic transfer of the difference c occurs, more probably, due to the 
rest o f the incoming particle after the transfer process. F o r the scat
tering of 19F on 12C the exchange of seven nucleons becomes rather im 
probable and a ve ry  sm all cross-section  at large angles results. This 
system can be used to study the properties of potential scattering. The 
Coulomb interaction is s till strong at 60 MeV and only slight oscillations 
are observed at sm aller angles as shown in F ig .21 from  Ref. [27].

The strong absorption in the scattering process is reflected in the 
potential parameters given in the figure and gives rise  to the pronounced 
decrease of the cross-section  below the Rutherford scattering cross- 
section. The sm all cross-section  observed experimentally at large
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FIG. 22. Ambiguities in the real part of the strongly absorbing complex Wood's-Saxon potential (Ref.[27]).

angles exceeds slightly the value predicted by the optical model calcula
tion and can be due to contributions from  compound nucleus decay and 
from  seven-nucleon transfer. Using the strongly absorbing optical poten
tia l fo r  the description of the elastic scattering of heavy ions (see also 
section 2 ) a very  consistent description o f many scattering systems has 
been obtained [27] using the param eter set given in F ig .21. As a conse
quence of strong absorption the parametrization of the complex potential 
by Woods-Saxon form  factors becomes redundant, 
f ( r ) = V0 (1 H-exp ((r-R J/a))'1, because only the surface of the potential 
enters into the calculation (and into the scattering process). This fact 
is illustrated for the rea l potential in F ig .22 where different calcula
tions which yield the same differentia l cross-sections are given. The 
three cases correspond to the same potential surface [27].

F o r  the description of adiabatic re-arrangem ent processes occurring 
in collisions at energies in the vicin ity of the Coulomb barr ier the system 
can be adequately described by adiabatic wave-functions [28] (also 
molecular wave-functions or method of perturbed stationary states).
There are severa l reasons fo r the use of this method. The atomic nuclei
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are successfully described by the shell model. Therefore in systems of 
appropriate structure (nuclei not fa r from  closed shells) the nucleons 
outside the closed shells can be treated as valence nucleons and can be 
arranged into molecular orbitals. The collision time of the two nuclei 
at the Coulomb b arr ier is comparable to or usually shorter than the 
typical re-arrangem ent time of the outer nucleons. Furtherm ore, the 
mass o f the valence particles is sm all compared to the mass of the cores.

In the method of adiabatic functions the total wave-function is sepa
rated into a part depending on the distance of the inert cores alone 
(co-ordinate R) and another part describing the motion of the valence 
particles and depending on R. Both parts of the total wave-function are 
antisymmetrized (A) independently:

This description suggests that the motion of the cores is slow relative 
to the motion of the valence nucleons and that the wave-functions of the 
valence nucleons arrange themselves adiabatically fo r every  distance R.
The energies of the molecular states described by the wave functions add 
adiabatically to the potential to which the two cores are submitted. In 
the adiabatic approximation the scattering of nuclei on nuclei reduces to 
a central-field  problem with symmetry restrictions on the adiabatic 
potential. The potential-energy curves of the whole system could be 
obtained in a most'complete way by two-centre shell-m odel theory [29], 
or in a corresponding H artree-Fock  calculation.

In the following an approach w ill be given, in which the core-core  
potential is taken to be the em pirica lly  determined complex potential and 
the adiabatic energies of the molecular states are obtained by using the 
method of linear combination of nuclear shell-m odel orbitals [28], LCNO, 
corresponding to the LCAO approach in atomic physics [30]. The number 
of nucleons which have to be separated out into m olecular orbitals ,can 
be chosen corresponding to the incident energy and the spacing between the 
orbitals in the nucleus. A  b rie f discussion of systems with one valence 
particle is given below.

In the method of LCNO, the adiabatic wave function is obtained by 
a linear combination

H ere $ (r ) are single-particle wave-functions for particle c with core 
A  or A 1 .

In the follow ing, only cases with identical cores w ill be discussed [28]. 
These cases give |Ci| = | C21 = l/>/2« The molecular orbits are classified 
corresponding to their behaviour relative to the interchange of the cores 
as even (g) or odd (u) fo r C2 > 0 or C 2 < 0, respectively (this correspondence 
depends on £ 1). Furtherm ore, because of the axial sym m etry of the 
system, the m olecular states have to be classified corresponding to the 
projections of angular momenta on the molecular axis: A  fo r  orbital 
angular momentum, J fo r total spin of the valence particle.

i
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Nuclear orbits Molecular orbits Nuclear orbits 
without spin -  orbit interaction 

CTU

FIG. 23. Classification of molecular orbitals in the p-shell.
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Using this method fo r the construction of the wave-function, a ll the 
valence particles can be filled  into orbitals taking into account the Pauli 
principle. F o r the assembly of a ll valence particles then the same 
classification  as fo r single orbitals has to be used. A schematic r e 
presentation of the classification of the orbitals and their splitting 
(energy of the m olecular states) is given in F ig .23 fo r  pj/2 and P 3/2 
nucleons.

The m olecular wave function is a function of the internuclear 
distance through the normalization N(R) : N(R) = J  1 + S(R) with

sM  (R) = /  < ljimi (?AC) * {ljimi ( r A.c ) d ; AC

being the overlap integral between the two separated orbitals. The 
energy of the m olecular orbitals becomes

iip -» H ± H ( R )  
W ,P (R1 = —^ — 4 ^ - -

1 ' 1 ± SAl (R)

with

H «  = M k *  (?ic ) H *  *fifmf (?fc > d ? ic

H = + V A( rAC) + V A’ (rA.c)

M olecular orbitals can only be constructed from  separated orbitals 
with the same symmetry behaviour with respect to the m olecular axis 
(otherwise SAJ = 0). This fact implies that the orientations of the o ver
lapping orbitals are always the same and mj = mf = A . The evaluation 
of the energy as a function of the co re-core  distance R fo r large distances 
can be made analytically [28]. One obtains a Yukawa form  factor fo r  the 
interaction energy induced by the exchange of the particle:

JAI (R) -  C (A , J) £  (L 0  i ,  0 \ i ,  0) {  *1 EeJ SN)2 PL (6)

L

The decay constanta is related to the effective binding energy Eg and the 
reduced mass of the exchanged particle m c by

a  = 2 mc E„ h ' 2

The overlap integral SAJ (R) becomes (fo r large R)

SAJ (R) = JAJ (R )/EB

F o r the asymptotic region the correction  due to S(R) is rather negligible. 
F o r  sm aller internuclear distances the overlap integrals and the energies 
have to be calculated num erically as discussed for example by Pruess
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FIG. 24. Energies of molecular orbitals as functions o f internuclear distance (Ref.[29]).
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FIG. 25. Elastic scattering o f 12 C on 13 C at low energy. The full line represents the calculation with the 
inclusion of the neutron transfer (Ref.[28]).

and G reiner [29]. F igure 24 gives an example of the dependence of the 
energy of the m olecular orbitals on the internuclear distance (from  
Ref. [29b]). F or many cases the asymptotic values w ill be sufficiently- 
w ell determined by using the methods of atomic physics [31].

F o r the description of the scattering, processes it is useful to apply 
the two-state approximation. As the two basis states of the systems, 
the g(even) and u(odd) states of the molecular system are taken which 
are obtained from  a linear combination consisting of the ground states of 
the nuclei involved. As a result for each set of orbital quantum numbers 
A  and J two equations are obtained [32] which are decoupled due to the 
orthogonality of the basis states

{V„ +  k '  -  V AA' (R) ± Z 1 (R )j X p1 (R) = 0, P = g, u

Depending on the g and u properties of the molecular states and on the 
properties of the total wave-function, the scattering wave-functions 
X p*(R) w ill contain only even or odd partial waves respectively. Thus 
the even and odd partial waves w ill be connected in the scattering process 
with different adiabatic potentials.

Fo r the sim plest case, for cores with spin zero  and with one particle 
in the m olecular orbits ( 12C -» 13C scattering), the total wave-function is 
even under the interchange of the cores (the total wave-function always 
re flects the sym m etry properties of the core structure):

If t _

t t ‘ (R , ? j )  = * ‘ ( - 5 .  ?j )

X »  ( R )  < J(R ,  r . ) +  X "

for JA = 0
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and the total scattering amplitude becomes

As an example, in F ig .25 the scattering of 12C on 13C is shown [33].
In the calculation shown in the figure the classification corresponding to 
A  and J has not yet been taken into account. Therefore the strength of 
the splitting of the g and u states is not given quantitatively from  this 
calculation (in Ref. [28] the strength SN is further by a factor 10 too small, 
because of an e rro r in the program ). The strength SN in formula JAJ (ffy 
is adjusted until a fit is obtained to the data. For the core-core  in ter
action VAA, (R ), the optical-model potential as discussed before has been 
used.

The sign of the splitting of the g and u state is determined uniquely 
by the experiment as illustrated in F ig .26. The sign of the splitting is 
strongly connected to the quantum numbers of the separated orbitals.

The structure of the angular distributions as shown in F igs 25 and 26 , 
can also be influenced in the phase by the symmetry properties of the 
total wave-function. F o r  systems with a core spin of 1/2 the total wave- 
function has to be odd under the interchange of the cores:

The total wave-function which is correctly  antisymmetrized becomes

Here 4 s (1/2, 1/2) represents the spin wave-function of the cores. In the 
total scattering amplitude, the role of the even and odd partial waves is 
interchanged relative to the g and u adiabatic states (with weights which 
correspond to the Clebsch-Gordan coefficients):

As an illustration of this case. F ig .27 shows the elastic scattering of 
14 N on 12 C and 13 C at the same CM energy [34]. The energy is very  near 
to the Coulomb barrier. In the firs t case the core is 12C with spin zero, 
and the molecular orbits are filled  with two different particles -  a

^ ( R ,  ) = - ^ ( - R ,  ? j )  for JA = 1/2

odd * odd® odd

+ f £  (2i+l)a»Pf (6) + ±  £  (2i+l)aBPf (6)}
C 0* even * even
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FIG. 26. Influence o f the sign o f the splitting o f the molecular states g and u on the structure in the 
angular distributions (Ref. [28 ]).

FIG. 27. Elastic scattering o f 14N on 12 C and °C,  illustrating the effect o f the core spin (Ref. [34 ]).
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proton and a neutron. In the second case, we define as a core the 13C 
nucleus which is possible as long as the energy in the collision is not too 
high. The core has spin 1/2 and the molecular orbits are filled  with one 
proton. The two angular distributions are out of phase as is predicted 
by the theory.

These two examples show that the adiabatic approach gives a good 
description of the effects observed in the elastic scattering of nuclei on 
nuclei. It is expected that the experimental determination of the adiabatic 
potential energy curves (energies of molecular states as function of inter- 
nuclear distance) and their comparison with theory w ill yield interesting 
information on nuclear structure.

As a last point, the sem i-classica l aspects of the re-arrangem ent 
processes in the elastic scattering w ill be discussed. In the two-state 
system consisting of two nuclei A and (A 1 + c ), in a scattering event, the 
initial condition is

* t (T = 0 , R . r J) = « lih (?AC) = * A

F o r  a given distance R of the two identical cores A  and A ' , the system 
is in a state which corresponds to linear combination of the two.basis 
states as discussed above. The system is split into two states which 
are odd or even with respect to the interchange of the cores, and their 
time dependence fo r a given distance is given by their energy:

’S'(T) = exp (i J (R) T/fi) + exp ( - i  J (R) T/h)'j-

Because of the relations

= J I  + ^A’ )» 'P'1 = ( *A ' ^ A ' )

FIG. 28. Idealized picture o f a multiple exchange of a particle between two identical cores moving on 
scattering orbits.
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FIG. 29. Elastic scattering o f He* on neutral He at small angles illustrating the effect o f the multiple 
exchange o f an electron (Ref. [35 ]).

we obtain

» ( T )  = tfA c o s ( j ( R ) £ )  + * A. i s i n ( j ( R ) £ )  = Ca ( T ) * A + i C 2 ( T ) * A.

The system is flipping from  state <j>A to state 0A. with a frequency J(R)/fi. 
The la rger the splitting between the g and u state, the higher is the 
frequency with which the particles outside the cores are exchanged. This 
is the w ell known "resonance e ffect" which leads to the molecular binding 
in atomic physics.

In the scattering process one can imagine that the frequency of the 
exchange changes adiabatically as the two cores move on Rutherford- 
orbits as suggested in F ig .28. The system starts with probabilities 0
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FIG. 30. Elastic scattering o f 12 C on u C under different conditions of absorption (upper part). Potential 
scattering and exchange calculated separately without interference and without absorption (lower part). 
These curves allow recognition o f the multiple exchange o f the neutron.

and 1 fo r the attachment of the particles to the cores. During the co l
lision  the distance diminishes as the particles pass each other and the 
frequency of exchange goes through a maximum at the minimum distance. 
F inally, certain probabilities and cf(T*-°o) are observed at
asymptotic distances. These probabilities can be calculated using the 
integral

12 C ---- * 13C E|ab = 19MeV
optical model *  Exchange in teraction

-----------potentia l s c a tte r in g  (Ti2C = 11/2 ( f i * f n ) I 2
_ -----------exchange sca tterin g  0 i3c = 11 /2 ( fx - fn ) I 2

no absorption W = 0 , no in te rfe ren c e

T i =

i i
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A  = J J ( R ( T ) )  dT

This is the total action on the system along the scattering path. Changing 
the energy or the scattering angle (and thus the minimum distance in 
the scattering orbit) the probabilities Cj (+ oo) and C% (+ °o) change their 
value from  0 to 1 or v ice  versa. This classical behaviour o f the d if
feren tia l cross-section  as a function of energy or scattering angle has 
been observed in atomic systems. Figure 29 shows as an illustration the 
scattering of He+ ions on neutral He-gas [35]. The intensity of He+ ions 
as.function o f• scattering angle c learly  shows the features predicted by 
the classical picture. The irregu larities at la rger angles are due to 
interference effects, which come from  the indistinguishability of the 
identical cores.

In nuclear physics these interference effects are the dominating 
features observed in the angular distributions. To obtain the intensities 
which can be submitted to classical interpretation, the interference has 
to be separated out [28]. F igure 30 illustrates the situation in the 12C 
on 13C scattering. The upper half of the figure shows that the structures 
in the angular distributions are strongly damped by the presence of the 
imaginary potential. There fore, in the lower part o f the figure calculations 
with no absorption are shown. The two cross-sections corresponding to 
| Ci |2 and | C 212 as they em erge from  a quantum-mechanical calculation are 
shown separately (no in terference). The oscillations can, in this case, 
be submitted to the classical interpretation. The figure tells us that the 
neutron is exchanged four times in the collision  leading to a scattering 
with 90° deflection. This effect is precluded in the rea l experimental data 
by the presence of the strong absorption. The multiple exchange of the 
neutron is damped because of the imaginary part of the scattering 
potential.

The possib ility of a multiple exchange in the collision process shows 
that the adiabatic condition is indeed satisfactorily fu lfilled in the case 
discussed above and w ill be fu lfilled in many other cases. The c lass ifica 
tions o f molecular states which are determined by projections on the 
adiabatic m olecular symmetry axis are expected to be relevant for many 
systems in which nucleons are exchanged between two identical cores.
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Abstract

NUCLEAR SPECTROSCOPY IN THE lf-2p SHELL WITH HEA VY-ION REACTIONS.
1. Existence o f four-nucleon correlations; 2. Experimental techniques; 3. Reaction mechanism; 

4. Nuclear spectroscopy with heavy-ion experiments; 5. Summary.

Direct transfer reactions induced by light projectiles have long been 
established as a powerful tool in nuclear-spectroscopy studies. In par
ticular, one-nucleon transfer reactions such as (d, p) or ( 3He, d) have been 
commonly used to investigate single-particle states in nuclei. In a sim ilar 
way, information about pairing correlations in vibrational nuclei has been 
collected from tw o-like-particle transfer reactions such as (t, p) and 
(p, t). M ore recently, important information about four-nucleon corre la 
tions has been provided by alpha transfer experiments which have become 
possible with the advent o f heavy ions or L i beams. To emphasize the ro le 
played by the alpha transfer reactions, we shall give here a b rie f review  
of the work which has pointed out the existence of four-nucleon correlations. 
F irst, we shall b r ie fly  review  some o f the theoretical calculations suggest
ing four-nucleon correlations and then discuss the experimental evidence.

1. EXISTENCE OF FOUR-NUCLEON CORRELATIONS

1.1. Calculations for even-even N = Z nuclei

It is w ell known that for doubly closed shell nuclei such as lsO and 40Ca, 
low -ly ing deformed states co-exist with spherical ones. L et us consider 
the 16O nucleus which has 8 protons and 8 neutrons. In a simple shell- 
model picture, the Is  and lp  shells are filled  and the 2s - l d  shell is empty. 
The ground state corresponds to a Op-Oh configuration. The description of 
the firs t excited states requires particle-hole configurations o f higher 
order (lp - lh , 2p-2h, 3p-3h, 4p-4h.. . ) .  From  F ig . 1 it can be seen that 
a ll these configurations lie  in the same energy region [ 1],

As far as the low-lying positive-parity states of leO are concerned, 
the most striking evidence relating to the structure of these states is 
given by the alpha elastic-scattering excitation function for 12C, due to 
Carter et al. [2], They have shown that the set o f strongly excited states 
0+ (6 . 06 MeV), 2+(6.92MeV) ,  4+(10.36 MeV) and 6+(16. 2 MeV) can be 
approximately fitted by the J (J  + 1) energy law typical o f the rotational 
spectrum of a deformed nucleus. The collective nature o f these states is

43
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FIG. 1. Particle-hole configurations in leO. The energy levels are taken from Refs [1, 4, 6 ].

further supported by the la rge B (E2) reduced transition probabilities 
between these leve ls:

B(E2; 2+g g2 MeV -  0+g 06 MeV ) = 4 0 e 2fm4

B (E 2 = 4+1 0 . 3 6 M e V - 2 + 6 . 92 Me V  ) = H 7 e 2 f m 4

Important theoretical work has been performed to explain the 
existence of such deformed states in doubly closed shell nuclei.

1.1 .1 . Calculations with deformed orbits

The firs t attempt to explain the low -ly ing positive parity states of leO 
was made by Morinaga [3], and Brown and Green [4] who assumed that the 
nucleus was deformed. If one looks at the Nilsson diagram in the lsO region 
it can be seen that for large prolate deformation ( jS = 0.3)  it costs re la 
tive ly  little energy to lift  two or four particles from  the lp  shell to the 
2s- I d  shell.

This suggests that the low-lying positive-parity states o f leO can be 
described in term s of 2p-2h and 4p-4h excitations. H artree-Fock cal
culations performed by Bassichis and Ripka [5], in the fram ework of the 
deform ed-orbital method, have shown that the 4p-4h states of lsO can be 
lower than the 2p-2h ones. These results strongly suggested that the lsO 
rotational band based on the firs t 0+ excited state is w ell described by 
configurations with four particles in the k = l/2 + Nilsson orbital number 6 
and with four holes in the k= 1/2" orbital number 4. With such a deform a
tion, the energy lost by exciting the particles is partly compensated by the 
large spatial-sym m etry energy of the four excited particles. These 
four nucleons with a high permutation symmetry in their spatial wave- 
functions look like an alpha-particle.
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EXPERIM ENT TH EO R Y
FIG. 2. Comparison o f experimental and theoretical energies o f the first rotational band levels. The 
16.30 MeV and 20.88 MeV excitation energy levels reported in the experimental spectrum have been seen 
in the 12C (6Li, d) 160  reaction (Ref. The comparison with the microscopic calculations o f Zuker et al.
[6 ] strongly suggests that the state at 20.88 MeV is the F  = 8+ member o f the 4p-4h rotational band.

1.1.2.  "Exact" shell-m odel calculations

Shell-model calculations have been performed in the 16 O region by 
Zuker, Buck and M cGrory [ 6]. They assume a 12 C inert core and four 
particles moving iri the lpi/2 , 2s 1/2 and lds /2 orbitals. By diagonalizing 
the residual interaction between a ll the two-neutron and two-proton con
figurations which can be constructed with the four particles in these three 
sub-shells, they obtain a ll the-observed states o f up to 13 MeV. The 
wave-functions o f these states confirm the m any-particle-many-hole 
description mentioned above. In addition, they calculate the mixing o f the 
p-h configurations of different order. Such calculations show clearly  that 
the 160  rotational band based on the 0+ firs t excited state is strongly 
dominated by 4p-4h components (F ig . 2). These shell-m odel calculations 
are only w ell suited fo r nuclei in the neighbourhood of closed shells, where 
the configuration space which must be taken into account is not too large.

1.1.3,  The alpha-cluster model

The alpha clustering of the four nucleons in the 4p-4h deformed states 
o f leO is pointed out by the calculations o f Brink, Friedrich , Weinguny 
and Wong [7] who use the alpha-particle model. These authors describe 
the 16 O nucleus by means of four alpha-particles. For the ground state, 
they consider a tetrahedron configuration and m inim ize the energy to get 
the equilibrium shape. They found that, when the distance between two 
alpha-particles goes to zero, the wave-function becomes that of a closed 
shell. The description o f the deformed states requires m ixing of rhombic 
and square configurations. It can be seen from  F ig . 2 that the energy
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spectrum obtained by angular momentum projection o f such a configura
tion shows a rather good agreement with the 6 M eV firs t rotational band of 
160 . The most striking feature of these calculations is that the head of 
the rotational band is given at 6. 6 MeV without any fitting. M oreover, 
H artree-Fock  calculations including projection procedure performed by 
Bouten [8] confirm that the 0+ (6.05 M eV) leve l is the band-head of a K = 0 
rotational band. With the use o f a Brink effective interaction, the alpha- 
particle configurations appear to be a good description of nuclei up to 24Mg.

1.1.4.  The stretch scheme

Another description o f nuclear rotations for medium-weight nuclei is 
provided by the stretch model of Danos and G illet [9],

This model is based on the j - j  coupling o f the nucleons. Let us con
sider the simplest case of two protons in a shell of angular momentum j and 
two neutrons in a shell o f angular momentum k and v ice -versa . The 
stretched wave-function is constructed in the following way: each proton- 
neutron pair is coupled to maximum angular momentum c = j + k. The two 
stretched pairs are then coupled to the angular-momentum I-spin of the 
four-nucleon state. They form  a "quartet". It is for 1 = 0 that the overlap 
between the wave-functions of the two aligned pairs is maximum; this 
gives then the lowest state. The rotational excitations of the nuclei are 
obtained by coupling the two stretched pairs o f the quartet to angular 
momentum I different from zero. The maximum overlap between a quarter 
configuration and an alpha-particle wave-function is obtained when the 
protons and the neutrons are in the same orbit j = k and for I max =4j - 2.
It is the high spatial symmetry o f the quartet wave-function which gives a 
large intrinsic binding energy for these configurations.

In this quartet scheme, the 0+ 4p-4h state is described by means of a 
quartet of particles and a quartet o f holes coupled together. Diagonaliza- 
tions o f severa l residual interactions in this model have shown that the 0+ 
state can be very  low [10].

1.2. Calculations for N >  Z-nuclei

The quartet scheme has also been extended to single-open-shell nuclei 
[10], Let us consider the nickel isotopes. The structure o f the nickel 
isotopes has recently been the subject of many investigations. Calcula
tions o f these nuclei [11] based on an inert 56Ni core have been very  success' 
ful in reproducing the low-lying energy spectra. In contrast, such a de
scription is incompatible with the strong E2-transitions observed between 
low -ly ing energy leve ls in these isotopes. Furthermore, there is clear 
evidence [12] from  stripping and pick-up experiments that even the lowest 
levels in the Ni isotopes involve core excitation. Calculations o f Wong,
Davis [13] and Jaffrin [10] suggest that 4p-4h configurations lie  low in the
56Ni energy spectrum. Thus, 4p-2h configurations w ill be important in the
structure of the low-lying positive-parity states o f 58Ni. Because o f the 
high symmetry o f the two-proton-two-neutron quartet configuration, the 
stretch model suggests that in 58Ni the configurations involving a quartet 
and two I f  7/2 proton holes is competitive with the lowest excited two-neutron 
configurations. Each two-proton two-neutron quartet configuration
constructed in the 2p3/2 , I f  5/2 and 2p !/2 sub-shells gives r is e  to a multiplet
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of positive-parity states. Each multiplet of states having mainly the same 
configurations form s a "quasi-rotational band" [14],

1.3. Experimental investigation o f four-nucleon correlations

In light nuclei, the alpha structure o f the deformed states suggests 
that these leve ls  should be strongly excited by alpha transfer experiments. 
The (6L i, d) and ( 7L i, t) four-nucleon transfer reactions have been used to 
a great extent [15]. As is shown in Von Oertzen 's contribution [16], the 
ground-state 4-partic le-0-hole band of 20Ne is se lectively  populated by 
the lsO (7L i, t )20Ne reaction. A  strong excitation o f the 4p-4h rotational 
band o f leO is also obtained by means of ( 7L i, t ) , (6L i, d) and ( 160 , 12C) four- 
nucleon-transfer reactions performed on a 12C target [15,17, 18]. The 
most prominent peaks in the 12C (6L i, d )160  energy spectra obtained by 
Bassani et al. [17] correspond to leve ls  o f the (4p-4h) rotational band k = 0: 
6.91 M eV 2+, 10. 35 MeV 4+, 16.36 M eV 6+ and 20. 88 M eV 8+ . In this 
experiment, the cross-section  o f the 0+ state at 6.06 MeV, the band-head 
leve l, appears to be sm all. A  comparison o f the excitation energies of 
the 160  states strongly populated by the 12C (6L i, d) reaction with the results 
of the m icroscopic calculations o f Zuker et al. [6] is also given in F ig . 2.
It suggests that the states at 16.30 M eV and 20.88 MeV excitation energies 
are probably the J = 6+ and 8+ members of the firs t rotational band.

Although alpha transfer reactions were quite successful in lp  and 
2s-ld  shell nuclei by means o f the (6L i, d) and ( 7L i, t) reactions, it was 
found that the cross-sections o f these reactions for targets heavier than 
A  =40 w ere too sm all to be measured. In medium-weight nuclei, the alpha 
transfer experiments have firs t been performed successfully by means of 
the (lsO, 12 C) reaction. We present here a survey o f severa l (160, 12 C) 
reactions studied with calcium, titanium, iron and nickel isotopes as 
targets. In a few cases, we are able to collect simultaneously the spectra 
corresponding to the ( lsO, 14C) and ( leO, 12C) reactions. The ( 160 , 14C) 
two-proton transfer reaction should give the same kind of spectroscopic 
information about the proton pairing correlation as the (3He, n) reaction; 
experimentally, the ( 160, 14C) reaction has definite advantages over 
( 3He, n). The ( 160, 14C) results obtained for some Ca and T i target iso 
topes w ill be discussed later.

2. EXPERIM ENTAL TECHNIQUES

The experiments w ere performed with the 160  beam of Saclay's
F . N. Tandem by Fa ivre, Faraggi, Gastebois, Harvey, Lem aire, Loiseaux,
Mermaz, and Papineau. The incident-energy range was from 42 to
56 MeV. In these-experiments, the main difficulty was heavy-fragment
identification. The telescope used to detect the reaction products was
made o f two OR TEC surface-barrier detectors, a thin one giving the energy
loss AE and a thicker one in which the particles are stopped. A  two-
dimensional analysis of the AE versus AE + E signals gave straight lines
for carbon, nitrogen and oxygen in the energy range from  15 to 50 MeV.
These results are in good agreement with the range-energy loss given by
the Northcliff tables. A  simple idenfitication function is obtained with the
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CHANNEL NUMBER (A E + E / 6  )

FIG.3. Identification spectrum obtained by bombarding the 1ZC target with 48 MeV 160  beam.

FIG.4. 12C (160 , « C ) “ 0  reaction energy spectrum.

relationship I ( Z )  = AE ( Z ) + E  (Z)/a where or depends essentially on the thick
ness of the firs t detector (for example, a  = 6 for AE  = 13/Ltm). An identifica
tion spectrum is shown in F ig . 3. It was obtained by bombarding a 12C 
target with the lsO beam at 48-M eV incident energy. Good separation 
between different Z-nuclei was achieved. The energy spectrum co rres 
ponding to the 12C identification peak is shown F ig . 4. The overa ll experi
mental resolution was about 450 keV due to kinematic broadening; the 
angular aperture o f the telescope in the reaction plane was around 
1/3 degree in the reaction plane. The firs t leve l corresponds to the 12C 
detected and the leO reco il nucleus both in their ground state, the second 
peak is due to the detection of the 12C nucleus in its f irs t  2+ excited state
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FIG. 5. 54 Fe (160 , 12C )58Ni energy spectrum.
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CHANNEL NUMBER

FIG.6 . Detail o f the identification spectrum corresponding to the various carbon channels.

at 4.43 MeV. Experimentally, we are not able to reso lve  the doublet 
containing the 6.06 M eV 0+ and 6.13 M eV 3" states, and the doublet con
taining the 7.11 MeV 1‘  and 6; 92 M eV 2+ states in 160 . We note the weak 
intensity of the excitation o f both 12C and lsO. Generally, the Q-values 
of the (MO, 12C) reactions are close to zero; this results from  the sim ilar 
binding energies of the a-partic le  in the 160  projectile and in the residual 
nuclei. In contrast to this, the ( lsO, 13■ 14C) and ( leO, 14■15 N) reactions 
have negative Q-values varying from  few MeV to m ore than 10 MeV.

Most of our experiments were performed in the vicin ity o f the 160  
Coulomb b arr ier and just a few M eV above the barrier for 12C. Thus 
only reactions with Q values a few M eV negative are competitive with 
( lsO, 12 C) reaction. F o r these reasons, in our experiments performed 
between 48 to 56 MeV incident energy on 54■56Fe and 58.60Ni targets, only 
the 12C channel can be observed, and a separation o f the heavy ions based 
on the nuclear charge Z is sufficient. F igure 5 shows a a Fe ( leO, 12C) 58Ni 
energy spectrum. The experimental resolution is about 250 keV. The 
cut-off in the energy spectrum above ten MeV excitation is due to the 
Coulomb barr ier o f the 12C channel. On the le ft -hand side o f the spectrum, 
the strongly excited peaks come from  the ( 160, 12C) reaction on the 12C 
target backing. In contrast to this fact, at 48 M eV incident energy and 
for 44,48Ca and 48,50Ti targets the detection o f 13C, 14C and 14• 15N becomes 
possible. F igure 6 shows that there is a considerable separation between 
12 C and 14C. The spectra of the reactions 50T i ( 16O, 12 C) 54 Cr and 
50T i ( 160, 14C) 52Cr are presented in F ig . 7. In the spectrum of the



IAEA -SMR-8/26 51

CHANNEL NUMBER
FIG.7. ( 160 , 15N), ( i «0 ,  li.M C) energy spectra obtained at 40° laboratory system by bombarding a 5°T i target
with a 48-MeV 160  beam.
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( 160, 14C) reaction, we can see that the ( leO, 13C) reaction appears only 
as a tiny contamination. The energy spectrum related to the nitrogen 
identification peak c learly  shows that only 15N is observed.

3. REA CTION ME CHANISM

3.1. E lastic scattering

Information important for the understanding of the transfer-reaction  
mechanism is given by elastic-scattering data. Thus, we have measured 
the 160  elastic scattering on S4Fe at two incident energies 48 MeV and
5 2 M eV. The corresponding angular distributions are shown in F ig . 8. 
They deviate from  pure Coulomb scattering, respectively, at 50° centre-of- 
mass and 45° centre-of-m ass; the exponential decrease which follows is 
characteristic of strong absorption.

In the case o f strong absorption B la ir 's  sharp cut-off model predicts 
that the angle 0, where the cross-section  ratio between elastic scattering 
and Coulomb scattering is 0. 25, corresponds to the "grazing" angle where 
the m inimal distance of approach D is equal to the sum R i + R 2 of the 
nuclear radii,

This hypothesis leads to the following relationship

30 60 90

0 c.m.(de9)

FIG.8. MFe(160 , i6 0 )MFe elastic-scattering angular distributions.
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FIG. 9. Optical-model parameters for the 54Fe(leO , 16O )54Fe elastic scattering.

Knowing 0, we can then extract r0 . In our experiments, we have in this way 
obtained the value r 0 =1.55 fm which is typical for heavy-ion scattering.
For the incident energies considered, the total kinetic energy available in 
the centre-of-m ass system is then just a few MeV above the Coulomb- 
b a rr ier energy calculated with this radius.

The fits shown have been obtained from  an optical-m odel analysis 
using Raynal's Saclay code Magali. Wood-Saxon form  factors were used 
for the rea l and imaginary part o f the potential. The interaction radius was taken 
to be the sum of the rad ii o f the two scattered nuclei. The different 
fam ilies o f parameters are given in F ig . 9. They present the common 
features encountered in heavy-ion analyses, i .e .  sm all depth for both rea l 
and imaginary parts o f the potential.

3.2. Selectivity of transfer reactions

It is well-known that one-particle-transfer reactions occurring through 
d irect processes strongly excite states in the residual nucleus which are 
w ell described by the coupling of a one-nucleon wave-function to the target 
ground-state wave-function. Using this feature, important information on 
the reaction mechanism can be obtained by studying the selectiv ity of the 
reactions induced by heavy ions which lead to well-known state configurations.

In F ig . 10 we compare the results obtained fo r one-proton transfer 
reactions ( leO, 15N) and ( 3He, d) leading to the same residual nuclei. For 
(3He, d) reactions we lis t the single-particle strength deduced from DWBA 
analyses of angular distributions. In the case of the ( 160, 15N) reaction.
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FIG. 11. Comparison between 48T I (160 , 12C )52Cr and 50T i (16O, 14C) KCr energy spectra obtained at 40s 
laboratory system and 48 MeV incident beam energy.

we give for each spectrum the re lative intensities o f the leve ls  observed 
at 40 degrees; this corresponds to the grazing angle where the ( lsO, 15N) 
cross-section reaches its maximum value. The general picture is that the 
( 160, 15N) reactions excite few er levels than (3He, d) reactions [19]. In 
heavy-ion experiments, the Coulom b-barrier energy lim its the observable 
excitation energy, additionally the experimental resolution does not allow as 
many leve ls  to be distinguished as the (3He, d) reactions do. However, the 
observed leve ls  in ( 160 , 15N) reactions are those which have the largest 
single-particle strength. This result supports the idea that in the vicinity 
of the'Coulomb barrier the ( 160, 15N ) reaction takes place through a direct 
process.

Figure 11 gives a comparison o f the ( 160, 12C) and ( lsO, 14C) spectra 
leading to the same residual nuclei 52Cr. As is expected in a direct 
process, strong differences are observed between the selectiv ity o f the 
two- and four-nucleon transfer reactions. The firs t leve ls  strongly ex
cited by the two-proton-transfer reactions have very  weak intensities in 
( 16O, 12 C) reaction.
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FIG. 12. Three spectra o f the M Fe (16 0 , 12 C )5! Ni reaction measured at 40 ° laboratory system for the follow
ing incident energies: 48, 52 and 56 MeV.
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Finally, let us reca ll the 54F e ( leO, 12C)58Ni energy spectrum (F ig . 5). 
The firs t few levels, w ell known to be vibrational states, are weakly 
excited by the or-transfer reaction. In contrast to this, strong' peaks appear 
between 4 and 10 MeV o f excitation energy. Although m ore than 80 levels 
have been seen in this region by means o f (p, p '7 ) experiments, the 
( leO, 12 C) reaction appears to be very  selective fo r a sm all number o f 
them. The widths o f the strongly excited peaks are the same as those of 
the well separated leve ls . Thus, most o f them should correspond to the 
excitation o f a single leve l.

Some o f the peaks observed might result from  the em ission o f a 12C 
excited nucleus, in the 4.43 M eV 2+ state. In fact, no systematic 4.4 MeV 
interval can be observed between the strongest peaks. A  better proof 
would be obtained by comparing the (160, 12C) and the (20Ne, 160 ) spectra 
fo r the same residual nuclei. Such an experiment is planned at Saclay 
as soon as the cyclotron is able to deliver a 20Ne beam.

3.3. Energy dependence of the spectra

The MFe ( leO, 12C) 58Ni reaction has been perform ed at 42, 48, 52 
and 56 MeV incident energies. A t 42 MeV, the cross-section  was too small 
to be measured. Great sim ilarity is observed in the three other spectra 
(F ig . 12). There appears to be some background under the peaks at the 
highest energy of excitation, the intensity o f which increases as the incident

‘ FIG. 13. The 42C a (160 , 12C ) «T i  energy spectra obtained at 40’  laboratory system for two different 
incident energies (40 and 48 MeV).
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energy becomes higher. The nature of this background remains an open 
problem. It may come from the break-up of the 16O into a 12C+a in the 
target field or from a kind o f compound-nucleus process resulting in the 
em ission o f 12C. The break-up process is expected to be low because of 
the 7. 2 MeV alpha-binding energy in 160  compared with 1.47 M eV in ®Li 
and 2.46 MeV in 7L i. For the 54F e ( 160, 12C)58Ni energy spectrum obtained 
at 48-M eV incident energy, the upper kinematic energy lim it of the break-up 
is under the 6.1 M eV excitation energy peak. However, looking back to 
the 12C ( lsO, 12C)160  energy spectrum, the upper lim it of the break-up 
process lies below the doublet 1" 7.14 M eV and 2+ 6. 92 M eV and in fact 
there is no background at a ll. A t Berkeley, Quebert et al. [20] have 
studied the ®Li, 12C, ieO break-up on gold target; they do not observe any 
break-up for 160 . M oreover, we have observed that the intensity o f the 
background varies from one nucleus to another. For example, the energy 
spectrum of the 40Ca (16O, 12C )44T i does not show any background. In 
contrast to this, the energy spectra of the 42C a (ieO, 12C )46T i reaction 
(F ig . 13) obtained at 40 and 48 MeV show that the strongly excited levels 
in 46T i observed in the 40 M eV spectrum have almost disappeared in the 
48 M eV spectrum. F o r the different cases studied we have calculated the 
ratio between the distance of closest approach D of the nuclei and the 
interaction radius R (Table I).

TAB LE  I. RATIO  BETWEEN D AND R

E,60 <MeV)

targets
40 48 52 56

«C a 1.11 0.94

!*Fe 1.11 1.02 0.95

An important background is observed whenever the two nuclei in ter
penetrate each other. Thus, it is possible that a kind o f compound-nucleus 
process occurs when D/R < 1. To avoid this effect, we have chosen the 
incident energy so as to have the total centre-of-m ass kinetic energy 
available in the entrance channel close to the Coulomb barr ier energy:
Bc =1.44 (Z iZ a ^ R x  + R 2).

3.4. Angular distributions

The angular distributions o f one and two proton transfer reactions on 
the 50T i target are simultaneously measured using a 48 M eV WO beam.
On F ig . 14 are plotted the 50T i ( 16O, 15N )51V angular distributions. Each 
o f them has a maximum at 50° centre-of-m ass which corresponds to the 
grazing angle in the elastic scattering 50T i ( 16O, 16O )50T i. The shape of 
the angular distributions can be w ell described by a tunnelling process with 
nuclear absorption. At sm all angles where the impact parameters are 
large, the increase of the cross-sections may be described by the proton 
tunnelling process. We assume that nucleon transfer occurs when the
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50T i( 160 ,15N ) 51V
Ej6g =4 8 MeV

30 40 50 60 70

FIG.14. 5DT i (160 , 15N )51V angular distributions.

projectile and the target are at their closest distance. For la rger angles, 
the impact parameter is sm aller than R i + R 2 and then the decrease o f the 
cross-section  re flects the influence o f nuclear absorption. Nevertheless, 
at 25° centre-of-m ass the experimental points seem to be too high to be 
explained by a simple tunnelling process.

The 50T i ( 16O, 14C) 52Cr two-proton-transfer angular distributions are 
shown in F ig . 15. A ll exhibit the same exponential decrease of the cross- 
sections for backward angles. Sim ilar shapes are obtained for the 
MFe ( lsO, 12 C) 58Ni angular distributions measured with a 52 MeV lsO beam 
(F ig . 16). At 80 and 120 degrees laboratory angle, the cross-section  of 
the 54F e ( 160, 12C) 58N i reaction is too sm all to be measured. The expo
nential decrease observed for the angular distribution is described by the 
Dodd and G reider [21] DWBA stripping model fo r heavy ions. Using a 
sharp cut-off model to generate the so-called elastic distorted wave- 
functions for the entrance and the exit channel, including fin ite-range 
interaction fo r the transferred cluster and taking into account the reco il 
term s, these authors give the following approximate expression for the 
cross-section:

da .3  /  2 &2—  - q  e x p ^ -p  T J
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where p is  the target re co il parameter, a the range o f the bound state 
wave-functions o f the transferred cluster and q the transferred momentum. 
This model predicts w ell an exponential decrease o f the cross-section  for 
increasing transferred momenta. A  m ore elaborate distorted-wave ana
lys is  is now in progress at Saclay [22]. The shape o f the angular d is tr i
butions does not allow spins to be assigned. A ll the nuclear spectroscopy 
is included in the comparison o f the re lative intensities.

4. NUCLEAR SPECTROSCOPY W ITH H EAVY-IO N EXPERIMENTS

This section is essentially devoted to the experimental investigation of 
four-nucleon correlations in medium-weight nuclei by means of alpha 
transfer experiments. But, firs t of all, a short summary is given on the 
experimental results obtained with the (160,14C) two-proton-transfer 
reaction.

4 .1 . Two-proton-transfer reactions

As was mentioned previously, the ( 160, 14 C) reaction is a very  easy 
technique for obtaining two-proton transfer. Thus we have studied the 
44.  48 C a  ( 16Q j  1 4 C )  46. 50T i  a n d  50, 52x i  ( 160 j  M  C) 52- MCr reactions at 48 MeV 
incident energy.

The simultaneous collection of the a -  and two-proton-transfer data on 
Ca and T i isotopes is very  interesting: the comparison o f the states excited 
on the same residual nuclei by a -  or two-proton transfer exhibits distinct 
differences. A  typical example was given previously with the 
48T i ( leO, 12C) 52Cr and 50T i ( 16O, 14C )52Cr spectra (F ig . 11). The dominant 
two-nucleon or dominant fourrnucleon configurations are easy to identify 
and discrim inate without ambiguity. Again, a ll the spectroscopic in form a
tion is contained in the cross-section  intensities. F igure 17 summarizes 
the two-proton-transfer results obtained for 48.50'j’i and 52.54Cr residual 
nuclei. The intensities of the two-proton transitions are stronger in the

i
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FIG. 17. A summary of the (l s O, 14C) two-proton-transfer experiments.
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TABLE  II. B (E2) TRANSITION PROBABILITIES

Residual
nuclei

48 Ti 22 11 so T i 22 socr24

B (E 2 .2+ - 0+ s )

(e z -fm 4)
700 + 140 320+ 80 1200 + 80 670+1 70

5aFe( l60  iEC ) 58Ni

x x  2 p 3 / 2

2n CONFIGURATIONS

X X XX

l f 7 / 2

4p -  2h C O N FIG U R A TIO N S

5 6 -  i I6 n  12- > 6 0 . - .
Fe( 0 , C )  Ni

X X 
•  •

it 7 / 2

XX 9 3

% %
h  7 /2

58Ni ( I60 , 12C ) 62Zn

2p 3 / 2  

I f  7 / 2

STRONG

FIG. IS. Schematic description o f the a  -transfer experiments by means o f the shell-model picture ( •  one 
proton hole, O one target particle, x one transferred particle).
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Cr than in the T i isotopes. The 50T i isotope exhibits a singular behaviour 
with a very  weak excitation o f its ground state. The states populated by 
the ( 160, 14 C) reaction are those excited by (a, a ')  inelastic scattering. 
These results show the importance o f vibrational states in the two-proton 
configurations. F o r  the residual nuclei obtained by ( leO, 14C) reactions, 
the B (E2) transition probabilities are given in Table II.

These B (E 2 )t values show that the sm allest B (E2) value observed 
corresponds to the sm allest two-proton transition intensity.

4 .2 . Experimental evidence fo r four-nucleon correlations in Ni, Zn, T i 
and Cr isotopes

The ( 160 ,12C)a transfer reaction has been performed.on severa l iso- ' 
topes of calcium, titanium, iron and nickel. The MFe ( 160, 12C )58Ni 
angular distributions being structureless and having sim ilar shapes for 
a ll the 58Ni excited states, we can obtain relevant data with only a few 
angle measurements. To avoid the contamination o f the 1ZC spectra by 
the 12C ( lsO, 1ZC ) 160  reaction from  the target backing we have generally 
chosen angles between 35° and 50° in the laboratory system. The two 
incident energies 48 and 40 MeV respectively used for Fe, Ni and Ca,
T i targets, correspond to a total kinetic energy available in the centre-of - 
mass system equal to the Coulomb barr ier. The states strongly excited 
by means of the ( 160, 12 C) reaction are discussed here in term s o f quartet 
states, i .e .  two protons and two neutrons in a highly sym m etric 
configuration.

The firs t reaction studied was 54F e ( 160, 12C )58Ni [23]. In a single
shell-m odel picture, the HF e  ground state is described by two proton 
holes in the 1 f 7/2 shell (F ig . 18). The firs t levels o f ssNi have essentially 
two-neutron configurations. The excitation o f these states by the (ieO, 12C) 
reaction is expected to be weak since it requires the breaking of the quartet 
corresponding to the a  transferred. In contrast to this, the excitation of 
4p-2h states in 58Ni can be reached leaving the four nucleons highly co rre 
lated in the 2p3/2 shell, for example. Thus in a-transfer experiments 
these transitions are expected to be strong. The lowest part of F ig . 19 
shows the 58Ni energy spectrum from  the MFe ( 160, 12C )58Ni reaction.
The firs t leve ls  of 58 N i which are vibrational states are weakly excited; 
the strong peaks appear between 4 and 10 M eV excitation energy.

Then, it seems interesting to study the behaviour of these states in 
neighbouring residual nuclei, with different numbers o f protons and 
neutrons. F igure 19 shows the comparison between the energy spectra of 
the M. 56pe (“ O, 12C) 58> ®°Ni and 58Ni ( 160, 12C) 62Zn reactions. The 
sim ilarity between the 58Ni and 60Ni spectra indicates that the addition of 
two neutrons to MFe plays a little  ro le  only.

A  phenomenological estimate of the energy of the lowest quartet state 
60Ni can be made by considering binding energies according to the following 
relation;

60Ni (Q. 2h) = (6Z Zn - 58 N i) - ( 58Ni - 56Fe) + 8X + 2Aec

XX I XX .
XX XX 1 XX XX

x x  -
XX XX

0 0 r  n r 0 0
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CHANNEL NUMBER
FIG. 19. Three energy spectra corresponding to the reactions 56Fe£15O, 12C )58. 60Ni and 6»N i (160 , 12C )62Zn 
studied at 48 MeV incident energy.

where y is the average particle-hole repulsive interaction energy and A ec 
is the attractive Coulomb particle-hole interaction. With the reasonable 
estimates: x~  0.5 to 1 M eV and Aec ~ 0 .5  MeV [23], the firs t quartet 
state in 60Ni might appear between 2 and 6 M eV excitation energy. R ela 
tive ly  strongly excited groups are observed in 60Ni above 3 M eV excitation 
energy.

On the other hand, the 62Zn energy spectrum shows a different 
behaviour: the ground state and the 2+ firs t excited state are strongly 
populated by the ( leO, 12 C) reaction. l l N i30 d iffers from  26F e 30 by the 
fillin g of the two l f 7/2 proton holes. Starting from  a 58N i target the trans
fe r  o f the four nucleons in the 2p3/2 shell can give d irectly a re lative ly  
strong excitation o f the firs t leve ls  o f 62Zn (F ig . 18).
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FIG. 20. Systematic o f the N i(160 , 12c )  Zn reactions performed at 48 MeV incident energy.
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FIG.21. Survey o f the CaC160 , « C )  T i reactions studied at 48 MeV incident energy. These spectra are 
obtained at 40° laboratory system.

We have studied the behaviour o f the main peaks when the number of 
neutrons is increasing. The four stable even isotopes of nickel were 
chosen for this purpose. The energy spectra o f the reactions 
58, 60. 62. 64N i  (160 >  i 2 q 6 2. 64, 66,68Z n  are  shown in F ig . 20. The data were 
taken at 48 M eV incident energy, and 40 degrees in the laboratory system. 
The most striking features of these spectra are the following:

The ground state and the firs t 2* excited states are strongly populated 
in 62 Zn and 64 Zn, weakly populated in 66Zn and very  weakly populated in 
68Zn. This feature supports the idea that the 0+ and 2+ states of 62Zn and 
MZn are mainly excited by the transfer of the four nucleons in the 2p3/2 
shell. This is easy to achieve when the targets have only a few nucleons in
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FIG.22. The 48’ 50T i (160, 1ZC ) 52 ■54Cr energy spectra measured at 40 MeV incident energy.

the 2p3/2 shell. One observes a neutron blocking effect, in the excitation 
of the firs t levels, which corresponds to filling in neutrons o f the 2p3/2 
shell.

In 62Zn, a clean quartet structure is observed up to 6 MeV excitation 
energy. It is tempting to try  to correlate this structure with the one ob
served previously in 6?Ni between 4 and 10 MeV excitation energy. In the 
other Zn isotopes, the quartet structure is gradually washed out as the 
neutron shell is filled .

The strongest peaks observed in the 62>64N i ( 160, 12C) 66■68Zn energy 
spectra correspond to 62.64N i ( 160, 14C) 64.66Zn two proton transfer 
reactions.

A natural extension of these experiments is the study of the blocking 
effect due to the gradual filling of the neutron shells in the even 
Ca-isotopes.

The energy spectra of the C a (160, 12C )T i reactions are shown in F ig . 21. 
They are obtained at 48 M eV incident energy and at 40° in the laboratory 
system. The alpha transfer on the doubly closed shell nucleus 20^a 20 
strongly and se lective ly  excites severa l states of the 44T i residual nucleus.
A  drastic decrease of the cross-sections is observed between the firs t 
excited leve ls o f ^ T i  and those of 46T i. From  46 T i to 48Ti, the levels below
4 M eV excitation energy are very  weakly excited. The general behaviour 
in titanium isotopes is very  s im ilar to that previously observed in the 
zinc isotopes.
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1f7/2 I 2 P 3/2 " i r 5/2 •••

FIG.23. The first-2+ -excited-state absolute cross-sections for various residual nuclei obtained by (160, 12C ) 
transfer reactions. The spectra were taken at 400 laboratory system and 48 MeV 160  incident energy 
respectively on Ca, T i, Fe and Ni isotopes. There is a large discontinuity in the cross-sections at the 
neutron-shell closure N = 28.

In a sim ilar way, the 48*50 T i ( 16O, 12C )52■ 54 Cr reactions studied at 
48 M eV incident energy show a weak population of the firs t excited leve ls. 
This shows clearly  that the target neutron pair excess results in a decrease 
o f the cross-section  to the firs t leve ls  (neutron blocking effect). In 
contrast to this, strong excitation o f the 46Ti, 50T i and 52Cr states below
5 M eV is observed by means of the ( leO, 14C) two-proton-transfer reaction. 
These results indicate that the wave-functions of the firs t levels o f 46T i 
and 52Cr have weak quartet components.

At 48 M eV leO incident energy, titanium and chromium states above
6 M eV excitation energy are obscured by a large background (this is not 
the case for w T i), From  F ig . 22 it can be seen that at 40 M eV 16o  incident 
energy there is a strong and selective excitation of the states above 4 MeV 
excitation for the 48<50T i ( 16o , 12C )52>54Cr reactions.

The behaviour of the cross-sections o f the (160, 12C) transfer reaction 
leading to the firs t 2* excited states o f a ll the residual nuclei studied are 
presented in F ig . 23. The neutron blocking effect within each set of 
isotopes is c learly  seen, together with the rather sharp discontinuity at 
N=28. The 0+ ground state cross-sections display the same features.

4.3 . Comparison of experimental data with theoretical ssNi, S0Ni and 
62Zn energy spectra calculated in the stretch scheme

A  calculation o f 58Ni, 60 Ni and 62 Zn energy levels has been performed 
by Jaffrin using the stretch scheme o f Danos and G illet [9 ]. The details.
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FIG. 24. Comparison between the experimental spectra o f the 54,56Fe(160 , i2C)5» .6«N i and 58N i(160 , 12C) “ Zn 
reactions and the 58.60Nf and theoretical energies calculated in the stretched scheme.

o f calculations w ill be published in the de-Shalit M em orial Book of Annals 
o f Physics [24], Here only the principal points are presented. Let us 
consider, for example, the 4p-2h state of 58Ni described by two protons 
in a shell o f angular momentum j, two neutrons in the shell of angular 
momentum k and two proton holes in the shell o f angular momentum J.
The stretch wave-function has to satisfy the following rules: i) maximum 
proton-neutron overlap; ii) minimum alignment between the angular 
momentum of particles and holes. The wave-function which satisfies these 
properties can be expressed in term s of a Slater determinant correspond
ing to an oblate shape:

</j = Det[$p (j, j )^ p (j, - j)t fn(k, -k)<T(k, -k)</ (J ,1/2 )0P (I, -1/2)] 

and another with a prolate shape:

=Det [ * p (;j, 1/2) 0P (j, - 1/2) * » (k . 1/2 ) * » (k , - 1/2) 0 P ( j j )  4>p ( I  -J)]

In 58Ni, Jaffrin has shown, using a phenomenological force (which has 
a Gaussian radial dependence, spin and isospin admixture parameters
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determined from  lqp  and 2qp calculations in the N i-region ) that the 
prolate shape is m ore strongly bound than the oblate one.

In the nickel region, the calculations have been performed with a ll the 
prolate 4p-2h configurations constructed with j and k for any of the 2p3/2,
I f 5/2 and 2p i/2 orbits and j restricted  to the 1 f 7/2 orbit. The ^/-wave- 
functions do not have a good angular momentum. Thus it was necessary 
to project each configuration on the space of angular momentum I before 
diagonalizing the residual interaction.

The results of the calculations are presented in F ig . 24. The dashed 
lines correspond to two-neutron configurations and the solid lines indicate 
4p-2h states; they are grouped into "quasi-rotational bands". A  "band" 
is a group o f leve ls  in which 'the wave-functions are dominated by the same 
configuration. In each band the states have the spin sequence 0+, 2+, 4+ 
but their energies do not satisfy the J (J  + 1 ) law because of the re la tive ly  
sm all intrinsic angular momentum j and the sm all number of nucleons 
involved in each configuration.

Sim ilar calculations w ere performed fo r 60Ni and 62Zn. In 60N i the 
two extra neutrons were regarded as "spectators". For 62Zn, the wave- 
function was constructed with two protons and four neutrons aligned. In 
5SNi and 60 Ni the 4p-2h states are competitive in energy with two neutron 
configurations. In the case of 62Zn, the ground state and firs t excited 
states could be the firs t members of the "band" dominated by the following 
configuration (2p3/2)2p - (2P3/2 ) 4n. A t this stage it would be difficult to 
identify the other states as definite members of the "bands".

5. SUMMARY

Alpha transfer experiments on medium-mass nuclei with the ( 160, 12C) 
reaction provide a powerful tool for investigating four-nucleon correlations 
in these nuclei. In a s im ilar way, the (leO, 14C) reactions provide a 
spectroscopic tool for studying two-proton correlations in nuclei. This 
reaction is  in many respects m ore convenient to perform  than the 
( 3He,n) reaction.

Although m ore investigations into the reaction mechanism are required 
to explain the heavy-ion experiments, the selectiv ity  o f the reactions studied, 
the energy independence o f this selectiv ity  and the angular distributions 
show that these reactions proceed via a direct process in the vicin ity o f 
the Coulomb barrier.

The most striking features o f the ( 160, 12 C) spectra between 40Ca and 
64Ni can be summarized as follows:

In the close vicin ity of N = Z-doubly-closed-shell nuclei, such as 40Ca 
and 56Ni, alpha transfer is allowed fo r the firs t ground-state band.

For a ll other targets with a neutron excess, the cross-sections of the 
excited states below 4 M eV are weak. M oreover, the intensity of the 
cross-sections o f these states decreases as the number o f neutrons of the 
target increases. This c lea r ly  establishes the excess-neutron pair- 
blocking effect.

The complete pattern observed in 52|54Cr and 58-60Ni residual nuclei 
is shifted by about 4 MeV when the I f 7/ 2 shell is filled  with both protons 
and neutrons.
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The very  different selectiv ity  o f the a -  and two-proton transfer reac
tions leading to the same residual nuclei 22T i 24 and ||Cr28 gives us a good 
discrim ination between two- and four-nucleon configuration states.
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1. INTRODUCTION 

■—>

L . S coupling was introduced into the optical model in order to describe 
the polarization phenomena in the elastic scattering o f particles with spin. 
Its need was obvious even when no precise polarization measurement had 
yet been perform ed. At firs t one used an L . S potential o f which the form  
factor was deduced from  the central one as shown by the formulae obtained 
when the sm all components are eliminated from  D irac 's  equation. The 
strength o f this potential was obtained phenomenologically; it is  o f opposite 
sign and fa r la rger than the one obtained from  D irac 's equation.

1.1. Polarization measurements

We have only in mind some particular polarization measurements, the 
ones for which it  was decided, at the Symposium o f Madison [1] to use the 
words o f "analysing-power" measurement o r "e ffic iency tensor". The 
word polarization has a general meaning and the particular one o f describing 
the outgoing particle. The effects o f the polarization o f the ingoing particle 
on the cross-section  are these "analysing powers" (o f the polarization of 
the ingoing partic le ). In spite o f the Madison convention, we shall use fo r 
"e ffic iency tensors" the name o f "asym m etries" which was used in the 
publication o f almost a ll the experimental results.

Let us consider only spin-1/2 particles. In the earliest experiments, 
a beam polarized by a firs t reaction is  sent on a target. The polarization p 
is  transverse. The cross-section  o f a second reaction is  given by

dg(0, q>) _ 
dfi (1 +pA (0 )cos tp)

where tp is  the angle between the reaction plane and the plane orthogonal 
to the polarization. The "asym m etry" measurement

dg (8 ,0) dg(fl,7r)
^  dn dn
p dff(0 ,0) da(d,ir)

dfi dn

75
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needs the use o f two detectors, sym m etric with respect to the direction o f 
the beam. Geom etrical e rro rs  are important lim itations of the precision 
o f these experiments.

These geom etrical e rro rs  were eliminated when polarized beams be
came available. The particles are polarized before acceleration [2-4] 
upward or downward. The absolute value of the polarization o f the beam 
and its intensity are independent o f the sign o f the polarization (anyway, 
these quantities are monitored by a known reaction during the experiment). 
I f  [dff(0)/dfi]+ is  the cross-section  given by a detector in the plane ortho
gonal to the polarization, while the polarization is  positive and [dcr(0)/dC2]- 
is  the cross-section  given by the same detector when the polarization is  
negative, we obtain

A (0 ) = -

da(9)
_ dn

dcr(fl) 
dfi .

dg(8) 
L dfi

f~dg(8)

The sign o f the polarization is  changed severa l times a second and p can 
be greater than 80%. By this method the asym metries can be measured 
with the precision usual for cross-section  measurements.

For elastic scattering, the polarization measurements with polarized 
beams have shown that the £ . B potential must be used with a radius and a 
diffuseness sm aller than the ones o f the central potential.

1.2. Inelastic scattering

The outgoing particles go through two junctions, one thin and the 
other sufficiently thick to stop it; the detector, which consists in these 
two junctions, identifies the particle as a proton and measures its energy.
A  spectrum is  obtained for each sign o f the polarization; their comparison 
gives at the same time the polarization of the elastic scattering and the 
analysing power o f each reaction which can be seen.

One of the earliest experiments o f this kind was perform ed with the 
cyclotron o f Saclay at the end o f 1965 on 54Fe at 18. 6 MeV [5]. This energy 
was chosen because the cross-section  was already measured with precision 
[6]. Large values were obtained fo r the firs t 2+ at 1.41 MeV (see Fig. 4).
A  second 2+ has s im ilar angular distribution but sm aller values, chiefly 
forwards. Results fo r  56Fe are intermediate.

Measurements done with targets ranging from  T i to Sn were classified 
by the experimentalists into two groups:

(a) " la rge  asym m etries" which are the firs t 2+ o f ^F e , 52Cr, 50Ti, 
92Mo, 90Z r  and 88Sr;

(b) "sm a ll asym m etries" as the second 2+ of 5̂ Fe and 52Cr and the 
firs t 2+ o f 58Ni, 60Ni, 62Ni, 64Ni. In this group there are also 56Fe, 92Z r , 
94Mo o f which the values are somewhat la rger.

Note that the nuclei o f which the firs t 2+ shows a la rge asymmetry 
have 28 o r 50 neutrons and an open shell o f protons. Small asym metries 
are obtained fo r nuclei with an open shell of neutrons. The division into
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two groups was essentially due to the difficu lties encountered when trying 
to explain the experimental results o f the firs t group [7 ,8 ].

There are also some difficu lties to explain the 3' and 4+ results, but 
less than fo r the 2 + . Generally, they are some details o f the form . Some 
other targets have also been used and have shown their own problems: for 
example, targets o f the s-d  shell with 20Ne, 22Ne, 24Mg, 26Mg, 28Si 
etc. [7].

Thus we have experimental results related to the nuclear structure o f 
the target and o f which the mechanism must be understood.

1.3. Macroscopic models

The optical model obtained fo r elastic scattering is  also used to study 
the reactions in coupled-channel [ 9] or DWBA calculations. The E. is po
tential is  used to describe the ingoing and the outgoing waves.

In the rotational model, a deformed optical model describes a ll the 
states o f the target; in the earliest calculations, only the central potential was 
deformed, the imaginary and L  . S potentials were included only into the dia
gonal couplings. Later on, the im aginary potential was also deformed in 
order to obtain better fits fo r  the inelastic cross-sections. When precise 
polarization measurements became available fo r  these reactions, the deforma
tion o f L  . S coupling seemed necessary. A t firs t, the simple expression of 
the optical model was used, in its Hermitian form . The results were 
frustrating fo r the large asym m etries. This method is  not valid because [10]:

(a) The obtained expression is  not a vector;
(b) from  the macroscopic point o f view , the analogy with the elimination 

o f sm all components of D irac 's  equation does not remain;
(c ) from  the m icroscopic point o f view , it  is  very  different from  a 

nucleon-nucleon H . §  interaction.

Sherif and B lair [11,12] proposed to maintain the analogy with D irac's 
equation. The expression they must use is  more complicated than the pre
ceding one. Nevertheless, a sufficiently simple form  can be obtained, which 
can be used in coupled-channel calculations and allows some discussion o f 
the results. The good fits obtained in DWBA [ 11-14] are found also in 
coupled-channel calculations and generalized to some cases out o f the scope 
o f DWBA as the 0+- 2+- 4+ excitations o f the s-d  shell. These improvements 
are chiefly forwards, in an angular region which decreases when the inci
dent energy and the mass o f the target increase. They are coherent e f
fects. In the other angular regions, it was never very difficult to obtain a fit.

In these calculations, the L . S potential must be often m ore deformed 
than the central one. I f  this multiplying factor were always the same, it 
could be considered to be a phenomenological resu lt. But this factor which 
is  1. 5 in almost a ll the calculations o f B lair and Sherif, must be increased 
up to 2.5 or 3 for 90Z r  and decreased to 0 fo r the second 2+ o f ^Fe . Thus,
We found an effect which is  strongly dependent upon the structure of the 
target.

1.4. M icroscopic models

The reaction can be studied with a m ore detailed description o f the 
in itia l and the final states o f the target and a nucleon-nucleon interaction.
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With a zero-range nucleon-nucleon interaction or no antisymmetrization 
o f the incident nucleon with those o f the target, the description of the 
reaction is  very  s im ilar to the m acroscopic models. Coupled channels 
can be used. With antisymmetrization, the computations are heavier and 
we shall use only DWBA.

The helicity-form alism  [15] gives a form  somewhat easy to handle for 
the nucleon-nucleon L . §  interaction [16], As the L . § interaction is known 
to have a sm aller range than the central interaction [17,18], the zero-range 
lim it can be used. In this lim it, the £ .  §  interaction acts only for a relative 
angular momentum of the two nucleons 4 = 1; as S is necessarily 1, T 
must be 1, too.' So, this interaction is  twice stronger between two protons 
than between a proton and a neutron. Furthermore, it  is  strongly dependent 
upon the quantum numbers o f the nucleons o f the target. When a ll the terms 
without macroscopic equivalents are neglected in the expression obtained at 
the zero-range lim it, and when the remaining part is  made Hermitian, an 
expression very  sim ilar to the one o f the macroscopic description is ob
tained. This approximation is  macroscopic as long as the excitation of 
the target can be described as a coherent sum of many particle-hole exci
tations; it is  also a high-energy approximation as long as the values o f the 
quantum numbers of the bound nucleons can be neglected compared to the 
ones o f the free  nucleon.

In these conditions, one can understand why the deformation of the 
L . § potential used by B lair and Sherif must be increased or not, according 
to the structure o f the excited state and also why the experimental results 
are m ore difficult to fit at low energy than at high energy. Good fits are 
m ore usual at 150 MeV than at 20 MeV.

From  now on, we shall consider only diffusion o f spin-1/2 particles. 
Formulae are not always valid for la rger spins.

2. MACROSCOPIC DESCRIPTION

By macroscopic description, we mean a description o f the target 
nucleus in which the individual orbits of nucleons do not matter. The target 
is  known by a mass density p (r). With a zero-range nucleon-nucleon in ter
action, a potential V (r) which is  proportional to it  is  obtained. With a fin ite- 
range interaction and without antisymmetrization, a potential is obtained by 
a convolution with p(r); its form  is quite the same.

The macroscopic models [9] are the rotational and the vibrational 
models. We shall take the rotational model as an example; we shall re 
member b rie fly  how a coupled-channel calculation occurs fo r this model 
and then show how to introduce the deformed £ coupling and discuss its 
effects.

2.1. The rotational model

The interaction between the particle and the target is  some potential 
V (r, ? ')  where ? ' is  the intrinsic axis o f the nucleus. This potential is  para
m etrized by quadrupole and hexadecupole deformations (32 and (34, using a 
radius R(0)

R (6) = R o(l+ j3 2Y 2°«?)+ i34Y °(0 )) ( 1)
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where S is  the angle between r  and r '.  This radius is used instead o f R 0 
in the usual expressions o f the optical model. The potential can be ex
panded into multipoles:

V(?, ? ')  = 4jt Y  V x(r )Y ^ (f  )Y f  (? ')  (2)
x

There are only even values o f \ . A  state o f the target, member of 
a rotational spectrum starting with a 0+, is  described by [19]

where x(r ')  is the intrinsic wave-function. The nuclear part o f the problem 
is  elim inated by

<^if . M flV ^ f , ) K i .Mi > = ^ X v x < r> ^ (* )
? X

x ( - )Mi s/'(2Ii + l)(21 f +1)(2X + 1) (3)

The potential between an ingoing wave i nij )> coupled to J, M
and an outgoing wave | Îf Mf >|if j f m f > also coupled to J and M, is

I V , ( r ) ( - ) J+ (2X. + 1) s/(21; + l ) (2 I f + l ) (2 j f + l ) ( 2 i j + l )

jf *  ii

- i  • 0

Ii If X
\  (4)

if  ii J 1

This expression has a part which depends only upon the target and a part 
which depends only upon the nucleon, the two o f them related by a 6j- 
coeffic ient. When Ij is  0, this coupling is  only:

jf+if + i ,________________ I if i i  I
( - r  (r )V (2 If + l ) (2 j f + l )  (5)

f \ ~i 0 i  I

For a 0+ -» 2+ excitation and fo r an ingoing wave of given j j,  the 
total spin J o f the system is  jj and its parity ir = ( - )4i. F o r a sufficiently 
large J and a given v there are five  outgoing waves i f ,  j f ; j f  ranges from  
ji - 2 to j j  +2 and i f  is  the value j f  ± i  o f parity n (see Table I). A  set o f 
six coupled equations is obtained; it is

J f +X v«  h  ■ E .y. (6 )
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o

J'i if *f 7f 7i + 7f 7 i - 7 f 6-C7i -7 f)(7 i ' 7 f + 1 ) GV f

1 + 1 /2 4 + 5 / 2 4 + 2 4 4 + 2 24 + 2 - 2 4
j 3 (4+  1X4+ 2X4+ 3) 

\ (24 + 3X24 + 5)
r i i

' V  4

■ 4 + 3 /2 " " - 4 - 3 - 3 24 + 3 - 44Z - I 4 4-6 |  6(4+ 1X4+ 2)
(24 + 1X24 + 3X24 + 5) r 1V  44

* 4 + 1/2 4 - 4 24 0 6
j 24(4 + 1X4 + 2) 

\ /  (2£ + l ) (24+3) r / T

4 - 1 / 2 - 4 - 1 24 + 1 - 442- 64 + 4
1 64(4 + 1) - f X

V  (2 4 -1 X 2 4  + 1X24+3)

" 4 7 3 /2 4 - 2 - 4 - 2 2 4 - 2 2 0
I 34(4 + 1 X 4 -1 )  

\ J  (24 + 1)(24- 1)
H i l

W  4

4-  1/2 4 + 3 /2  . 4 + 2 - 4 - 1 - 4 - 3 to to 2 0
j 34(4 + 1X4 + 2) 

•\/ (24 + l ) ( 2 4 - 1)
n r  

" m  4

- 4 + 1 /2  ' 4 - 4 - 1 - 2 4 - 1 - 442- 24 + 6
I 64(4 + 1 ) '  

v  (2 4 - 1 X 2 4  + 1X24+3) ■jr.

- 4 - 1 / 2 ■ - - 4 - 1 - 2 4 -  2 0 6
1 24 (4-1X 4  + 1) 

^  ( 2 4 -  1)(24 + 1)

4 - 3 / 2 4 - 2 - 3 -2 4  + 1 - 44z + 64 + 4
1 64 (4-1) - r ® "( 2 4 - 3 X 2 4 -  1X24 + 1) V  44

- ■ 4-  5/2 « - - 4+1 -24 - 2 4
j 3 4 ( 4 - 1 X 4 - 2 )  

( 2 4 -  1X24-3)

R
A

Y
N

A
L



IAEA-SMR-8/8 81

where

Vii = I e ’ii V x<r > (7)
x

Let us denote the ingoing partia l wave by the index i  = 0 and the outgoing 
ones by i  = 1 to 5. The interaction V00 includes only the multipole X = 0, 
which is  an optical potential. The Voi and Vi0 for i  =jf= 0 include only X = 2.
The Vjj fo r i  ^  0 and j 0 include the optical potential and the multipoles 
X = 2 and X = 4 (it is  the mean difference with the vibrational model in which

is  usually diagonal); the optical model is  diagonal, the multipole X = 2 
is  there only when the difference between the j f is  not greater than 2 and 
the multipole X=4 is  always there. The set (6) must be solved numerically 
in order to find the solution of which y0 is  a plane wave plus an outgoing 
wave and the yi are pure outgoing waves at large distances. The coefficients 
o f the outgoing waves are used to compute reaction amplitudes, cross-sections 
and asym metries.

This set of equations can be solved to the firs t order fo r the multipoles 
Vx (r ). This approximation is called DWBA and uses the coupling (7) only 
between the 0+ and the 2+ states. The geom etrical coefficient Gjj is almost 
the one which w ill be called G?j in the helicity form alism  and o f which the 
values are given in Table I.

2.2. Deformed L . S coupling

The optical model includes a spin-orbit potential

where V (r ) is  a potential of which the form  factor is  sim ilar to the one of 
the rea l potential. For a state o f a given parity and angular momentum, 
the operator (L . or) has the eigenvalue which we shall denote by y:

2. 2. a. Incomplete Thomas term

If the potential (8) is  not isotropic but has some angular dependence 
which can be described by expression (2), it  can be expanded into multipoles

Some versions o f this operation [20] were tried , without noticeable results. 
The elimination o f the nuclear part o f the problem leads to the same result 
as Eq. (3). In the following step, (L .a ) obtains its  eigenvalue y t and the 
total result is  not Hermitian.

( 8 )

i f  j = 4 - -2- y = - 4 - 1

x
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To avoid this difficulty, one can use the well-known recipe which is 
to w rite it as follows:

Then, the coupling becomes

(9>

This term  has been la rge ly  used. It is  often called Oak-Ridge term .
It is  included in Tamura*s and H ill 's  codes.

2 .2 .b . Full Thomas term

It is  the term  used by B lair and Sherif in DWBA computations:

V {V ( r ) }x ? * c r  (10)

Substituting the gradient by its  expression:

V = — j —  i —r r  x L  (11)
r  dr r z

expression (8 ) is  obtained when V (r ) is  isotropic. By elementary manipula
tions, the term  (10) can be changed into a form  sim ilar to (9), i. e. the geo
m etry o f a central interaction^can be factorized. To show that, let us con
sider a single multipole o f V (r ) and use the formula:

(<r • A ) • (a • 3 ) = (A  • § )  + i (<7 • A  x B)

so that we obtain

V {V x ( r )Y xM(£ ) }x ^ .S  = - (a -V {V x(r )Y j; ( f ) } ) (a .V )+ V {V x(r )Y Mx(r )}-V

Again with the same formula and expression (11) for the gradient, we get:

/■* (S'-r) 1 . 1 -> 7 . (<?■?) fd  1 #?

—* —» - * - + 2  2
As (L  - cr) anticommutes with (a • r ) and (a • r )  = r  , w'e have

V {V x(r )Y £ (f ) }  x f  .3 = - ^ ■ ^ ) { V x( r )Y j ( f ) }  ±  w )

+ £  {v x (r )Y & * ) } £  - ^ - [ ? x L { Y xM( f » ]  ■ ^ [ r x h ]  .
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The term s with two derivatives cancel. In the last term , the firs t ■£ acts 
only on the spherical harmonic; it can be sim plified to

? x L {Y ^ ( f ) } . ? x L  = r 2L {Y ^ (0 } -  L

There remains

V { V x( r )Y Mx(* )} x f  -3 = A ±  {V x( r »  Y ^ (f )(E  • * ) -  ( L {Y XV ) }  -a )  ±

+ ^ i ( L { Y » J ( f ) } . ; ) - ( f : . f f ) -  (L {Y ^ (r ) }  • L )

In the firs t of these four term s, (L  • cr), being on the righ-hand side obtains 
its eigenvalue yi . In the second term , acting only on the spherical harmonic, 
it  gets the same value as i f  it were acting on the whole, minus y i ; to act 
on the whole means to act on the le ft, hence the value 7 f 7 i. In the third 
term , these operators can be replaced by (7 5 - 7^ 7 ^ In the last term , the 
angular momentum operators are equivalent to the scalar product 1 j 
which is  easily evaluated with 1{ = $i + X. As a matter o f fact, the relation

2JM , = 1 ?

corresponds term  by term  to

2 L {Y Mx(? ) } . L  = L 2Y £ (f )  - L 2 {Y ^ (r )} - Y ^ (? )L 2

Furthermore, as

-»2 -* -* 9 -* -»
L  = (L  ’ O') + (L  • or)

we have L  =7 ( 7  + 1 ). Gathering a ll these results, we obtain

V {V x(r )Y Mx( f ) }x ^ - ? =  Y x(r ) ^ { V x( r ) } 7 i + ^ {7 i_ 7 f )£

+ l r ^ ^  + 1) "  <7f - 7t )(7f - 7( +1 )}

In almost a ll the computations’, the wave-function is  multiplied by r. 
Taking this fact into account, 2(vf - 7 i) must be added into the parenthesis 
o f the last term  because the preceding one includes d/dr. Therefore, for 
this interaction we have obtained an expression which can be easily compared 
with expression (9) and is  given by

{ ? £  {vx(r» yi+ ^ - Tf> £  + W ^ +V - <vr *  Hrr yt *■1)]}
( 12)

with + 1  or - 1 when the radial wave function is  not or is  multiplied by r.
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2. 2. c. Comparison o f the two deformed L  • S potentials

Table I gives the quantum numbers of the equations coupled for a 
0+-» 2+ reaction. One can note at firs t sight a large difference in the be
haviour o f potentials (9) and (12). When angular momenta are la rge, term  (9) 
is  predominant fo r jj - i i = j f - i f  and increases linearly with i .  On the con
tra ry , the potential (12) is predominant when j t - i i ^  j f - i { and increases 
quadratically with i .  However one must take into account the geom etrical 
coefficient

x ji + l / 2,-----------------------  ( if ^ ^  I
Gif = ( - )  "J(2j i  + l ) (2 j f +1) I

\ “ 2 0 2 I

given in the last but one column. This coefficient is la rger when - i i 
= j f - £f . The asymptotic values are given in the last column.

For large values of t  and with respect to the deformed central potential 
fo r jj - i i  = jf - i f  as a unit:

— the deformed central potential is  o f the order 1/i when j j  - i ,  f  i f  - j f ;
— the deformed L  • S potential (9) is  of the order i  when jj - i j  - j f - i f 

and 1/i in the other case;
— the deformed L -S  potential (12) is  of the order i  when j j -  i j / j f -  i f  

and remain constant in the other case.

The behaviour o f expression (12) is  a vector behaviour: the difference 
Y j-  Yf is also found to be the ratio o f the geom etries fo r a transfer o f spin 
and a scalar interaction:

- i i  i f  J - ■ i i  i f  J

i  i  1 2 2 1 .  7i - 7f 1 i  0 2 2 U

- ji j f  J -
\l 3J(J + 1)

■ ji j f  J .

However, the transfer of spin does not increase linearly with the angular 
momentum as the expression (12) does. ^ ^

The consequences of these two deformed L  • S potentials on the reaction 
amplitudes w ill be very  different, chiefly in the angular region where co
herence effects can occur, that is  forwards. In the firs t approximation 
these potentials act on the polarization and not on the cross-section.

In the diagonal potentials the derivative term  disappears in expression (12). 
It remains:

(13)

The difference between the two deformed C • §  potentials is only a constant 
term  which vanishes when \  = 0 (the two o f them give back the L  • S potential 
o f the optical model).
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The fu ll Thomas term  has been introduced into a coupled-channel code 
which uses the sequential iteration method [21], The derivative term  would 
be quite a difficulty fo r  the usual coupled-channel codes as the most e ffi
cient numerical methods are valid  only because there is  no firs t derivative 
in the set o f Eqs (6).. Our method is  to write the set of equations as follows:

y'o +  (Voo ~ E o)y0 = - X  V°i yi (14)
j 7* 0

^ "+ (V i i - E i )yi = - ^ V ijy j i f O  (15)

i f i

Equation (14) holds fo r the ground state and Eqs (15) fo r the excited states. 
One must find a solution which has only outgoing waves fo r  Eqs (15). The 
starting point o f the iterative process is y f ° ) , normalized solution of 
Eq. (14) without second number fo r i  = 0 and y^°) = 0 fo r  i  / 0. The current 
equations o f the iteration are

yon)" + (v oo-E )yon) = - X  v oj y f  

j * °

y-n) " + (vu - E +Q )y(;n) = - Y  Vjj y f  - ]T Vj. y f ' 1) - V01 y t" '1)

j < i j > i ’

This method is a "sequential iteration" because, fo r any order n o f iteration, 
the wave-functions are obtained fo r increasing values o f index i  and are 
used fo r the wave-functions of greater value of i,  the value i  = 0 being the 
last one. We ca ll this method E. C. I. S . : "equations couplees en iterations 
sequentielles".

In the firs t step, one has to obtain the solutions o f the equations without 
second member which are norm alized to a plane wave plus an outgoing 
wave, as

€ j (r )  -------> F .+ C (i0 )(G i + iF i )A r —»co * * 1 1

2 .3 . E .C . I .S .

where F; and G j are the regu lar and irregu lar Coulomb functions for 
equation i. The starting point being y<°) = and y<°) = 0, the firs t equation 
is :

y ^  " + ( V n - E + Q)y(11) = - V 01y(00)

A  numerical solution is  rjj. The sought solution is

y<1} = + a f j  C ^  (Gj + iF j )



86 RAYNAL

The value o f a  is  the Wronskian o f the solution rj1 with Gx + iF j and C^1) 
is the sum o f a with the Wronskian of rj1 and F j . Then, the same method 
must be used to solve the equation

but now we must add (1 + <z)S0 to the numerical solution rj0 (a  being obtained 
in the same way as above), in order that

The firs t iteration is  then finished. One can now proceed to the second 
iteration. I f  the differences C;1̂ - C;2> are not sm all enough the iterations 
are followed until the differences can be neglected for any
value of i.

The convergence is  faster i f  the energy is  increased. It can be 
accelerated by Pade approximants. The convergence is easier when the 
total angular momentum increases. As the convergence test needs, at 
least, two iterations, one can lim it them to one as soon as two of them 
are sufficient for the last value o f the angular momentum.

The advantages of this method are:

(a) An important reduction o f computation time. The time needed 
increases as the square o f the number of equations instead of its cube. It 
needs more storage in the computer but this disadvantage can be lim ited 
i f  large steps o f integration are used. For 20 MeV protons, our methods 
allow steps o f 0.4 ferm is without spoiling the results.

(b) A  very convenient comparison with DWBA. One can consider results 
with one, two, three iterations. Furthermore, the firs t iteration leads to 
already good results for a double excitation, which cannot be studied by 
DWBA.

(c) It is  specially fitted for the in tegro-d ifferen tia l coupled equations 
which are obtained with non-local potentials or a fin ite-range interaction 
with antisymmetrization.

However, for usual coupled equations, it is  advantageous only when the 
number o f equations fo r the ground state is sm all with respect to the total 
number o f equations.

To use the full Thomas term , we only had to add the derivative term  
to the second member. The firs t derivatives o f the wave-functions are 
obtained by a seven-point numerical derivation.

The end o f the firs t iteration is the solution of

i 1 o
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FIG .l. Coupled-channel calculations for MM g(p ,p ') (rot. model).

The deformed L • S potential (12) has been param etrized as follows:

& i f { ( z i + z 37i  + z 4Y f  ) | ^ { V x} + z 6( Y i - 7 f ) + ^ - z 5

x [ z 2X(\ + l ) -  (yf - 7i )(Tf - Ti - I ) ] ’!  (16)

The fu ll Thomas term  is  obtained, by putting

z 1 = z 4 = 0  Z 2 = z 3 = z 5 = z 6 = 1

The coupling (9), is  obtained by setting

z i  = z 2 = z 5 = z 6 = 0 z 3 =- z 4 = i

In the rotational model, the interaction can be increased by

z 1 = z 4 =0 z 2 = l z3 = z 6 = z 6 =X (17)

which has about the same effect as the multiplication o f the deformation of 
the L  • S potential by X.

2.4. Results

The firs t coupled-channel calculation was perform ed for the inelastic 
scattering o f 49. 5 MeV protons on the firs t 2 *  o f 24Mg. These experimental 
results were studied with the potential (9) by Rush and Ganguly [22]. Using 
the DWBA param eters o f these authors, Sherif [12] obtained a much better 
fit. With their coupled channels param eters, the solid curve o f F ig . 1 is 
obtained. Both in coupled channels and in DWBA, the deformation o f L'J? 
potential must be 1. 5 to 2 tim es greater than the one of central potential 
in order to fit the data. We used the- rotational model with /S = 0. 49.
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2. 4. a. The large asym metries

Let us consider a parameter A., the ratio o f the deformation o f the spin- 
orbit potential to that o f the central potential (it  is the parameter o f Eq. (17)). 
If we assume that the deformation o f the spin-orbit potential depends upon 
nuclear structure, the nuclear structure is  param etrized by X. Figure 2 
shows that this parameter is  about one for a nucleus with a closed shell for 
protons and an open shell for neutrons as 62N i. However, fo r  a nucleus 
with an open shell for protons as 90Z r  (F ig . 3) or the firs t 2+ o f ^ F e  (F ig . 4), 
X must be of the order o f 2. 5 to 3. F igure 5 is  the cross-section  of the first 
2+ of ^ F e . For the neighbouring nuclei, with an open shell o f protons and 
only two external neutrons, the experimental results are s im ilar, but the 
amplitudes of asym metries are sm aller. So, the experimental results for 
92z r  or 66Fe are fitted with the same potentials and X = 1. 5. On the contrary, 
fo r  the second 2+ o f 54Fe, X is  sm aller than one (F ig . 6). The spin-orbit 
effects are sm aller because its wave function is orthogonal to the one of 
the firs t 2+, which increases them. A ll these computations use the v ib ra
tional model with /3 = 0. 1 fo r 90Z r , 1. 4 and 1. 3 for the two 2+ o f 54Fe.

F igures 4 and 6 are obtained with the potential a of Table II. F igures 7 
and 8 show results fo r the potential b given by the same authors [7], These 
results are clearly worse and show the importance of the optical model.

The curves of Figs 2 to 8 could have been obtained in DWBA. However, 
they are m ore conclusive as they show that there is  no special effect due 
to coupled channels. F o r 62Ni, the incomplete Thomas term  gives exactly 
the same result i f  its deformation is  multiplied by 2. For the firs t 2+ of 
54Fe, with the potential a and X multiplied by 2, there are some differences 
on the firs t  bump of the asymmetry.

In this region o f intermediate mass and fo r this energy, from  the 
three parts o f the interaction (12), the firs t one is  equivalent to the in ter
action (9), the second one doubles the effects of the firs t and the last one

e cm

FIG. 2. Asymmetry for 62N i(p ,p ') (vib. model).
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FIG.3. Asymmetry for 90Zr(p,p ’ ) (vib. model).
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FIG.4. Asymmetry for first 2+ o f MFe with potential a (vib. model).

FIG. 5. Cross-section of first 2+ o f MFe with potential a (vib. model).
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TA B LE  II. O PT IC A L-M O D E L PARAM ETERS

rc V r a w v rv ■ av WD rD aD VLS rLS aLS

90 Zr 1.25 48.2 1.238 0.618 0 0 0 8.05 1.288 0.638 5.75 1.07 0.526

“ Ni 1 .10 62.07 1.100 0.75 0 0 0 9.00 1.300 0.55 7.14 0.98 0.55

54 Fe a) 1 .00 61.44 1.100 0.75 0 0 0 9.80 1.300 0.55 5.94 1.04 . 0.55

b) 1.25 50.5 1.25 0.65 0 0 0 11.6 1.25 0.47 5.2 1.16 0.47

“ Mg 1.1 46.1 1.09 0.67 5.52 1.4 0.35 4.11 1.40 0.35 6.47 0.96 0.58

a  Ne 57.0 1.05 0.75 0 0 0 6.3 1.33 0.55 3.95 0.88 0.31

20Ne 59.0 1.01 0.75 0 0 0 6.5 1.26 0.55 3.97 0.90 0.33
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®c.m

FIG. 7. Asymmetry for first 2+ of MFe with potential b (vib. model).

does not contribute. 24Mg at 49. 5 MeV is  different: a ll the parts are needed 
fo r a good fit and only the complete interaction (12) leads to an agreement.

2.4 .b . The s-d  shell

The firs t calculations, presented in Ref. [10] and continued by Miss 
Lombard, concerned the experiments perform ed at Saclay on some nuclei 
of the s-d shell, with 20. 3 MeV protons. These nuclei have quite large 
deformations and coupled channels are needed. The drawback of large de
formations is  the difficulty which one encounters in obtaining good optical- 
model param eters from  elastic scattering. These param eters must be modi
fied when used fo r  the rotational model. So, when the fit  is  slightly better
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“ F e W )

Qc.m.

FIG.8 . Asymmetry for second 2+ o f MFe with potential b (vib. model).

with a negative deformation or an asym m etric one, we cannot take-these 
conclusions about the form  of the target as very  sure. Nevertheless, fits 
obtained fo r 26Mg or 28Si are ve ry  good [23 ].

Up to now, results obtained by de Swiniarsky fo r his experimental 
results 0+- 2 * - 4+ on 20Ne and 22Ne at 24. 5 MeV are the best [24]. The 
data on 20Ne were already analysed without the fu ll Thomas term . The 
cross-sections are fitted with w ell defined values o f (32 and $4 , but the 
asym m etries do not agree, as shown in F ig . 9. With a spin-orbit deforma
tion tw ice greater than the central one (which seems to be a general rule 
in the s-d shell), the asym m etries are reproduced and the calculations 
confirm  the 02 ^  |34 already obtained. Data for 22Ne were analysed direct
ly  with interaction (12) and a good fit was obtained fo r  cross-sections and 
asym m etries (F ig . 10). The results of a large fJ4 for 20Ne and a sm all one 
fo r 22Ne are in agreement with theoretical predictions.

3. MICROSCOPIC DESCRIPTION

The m icroscopic description takes into account each nucleon of the 
target. A  m ore precise nuclear model than for the macroscopic descrip
tion and a two-body interaction between the projectile and a nucleon of the 
target are'needed. The interaction behaves as a one-body operator for 
the target and can be expanded into multipoles. With a complete set of 
creation and annihilation operators ajm and a j.m-, the reduced m atrix 
elements

4 -
^ 2J + 1

(18)
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( p.pO^Ne*

FIG. 9. Elastic polarization and asymmetries for *°Ne (rot. model).

where

A Jj-: JM= X  a.m
m .m '

are the only elements of nuclear description which matter fo r  the reaction. 
How to obtain the amplitudes Z J... w ill vary with the nuclear model (quasi
particles, recoupling o f particles or holes outside closed shells, e tc . ).
For each model, there is  an expression o f the Z~, with the param eters o f 
this model.

When the state |lj> is  a core, ^  is  a creation operator of a 
particle-hole state on this core. Therefore, the particle-hole excitations 
are very  important: the description o f any reaction  is  reduced to them. 
However, the notion o f particle-hole excitation used here is  m ore general
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22Ne(p.p')2V

FIG.10. Elastic polarization and asymmetries for n Ne (rot. model).

than the one of nuclear spectroscopy: it  is  m ore form al and includes chiefly 
geom etrical informations about the coupling. For example, let us consider 
a target described by two identical particles in a shell j, coupled to in itia l 
spin Ij or final spin I f . The particle-hole excitations to be used are quite 
special since the particle and the hole are in the same shell:

Z jj = 2 ( - )1+,+Ii V (2If + l ) (2 I i + l )
r if J i,

3 3 3

Especially, when I ;  is  zero , Zjj = 2/-72j +1.
For the m icroscopic description o f reactions, we shall only consider 

DWBA-calculations (the only one we can present here). The computation
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of the m atrix elements o f the interaction is  the same as fo r nuclear spectro
scopy, except that two wave-functions are in the continuum, known numerical
ly  and with large quantum number. Therefore, the use of re lative co
ordinates is  m ore difficult than the use o f multipole expansions. A  rea lis tic  
interaction cannot be expanded into multipoles, and we must use some ef
fective force with zero  or finite range. A  fin ite-range interaction is a func
tion o f the distance between the two nucleons with a form  factor which can be 
the sum of severa l Yukawa form  factors. One can separate Vp, interaction 
o f the incoming proton with a proton of the target, from  V , the one with a 
neutron; both interactions include a scalar, a a spin-orbit and a
tensor part [25].

The use o f these interactions is  sim plified in the helicity form alism  
fo r multipole expansions [15]. F irs t, this form alism  w ill be presented; 
almost all^the geometry can be expressed in term s of the eigenvalues 
of the (i*c t) operator on the single-particle wave-functions. The generalized 
notion o f particle-hole excitation is  needed.

3.1. The helicity form alism

The helicity form alism  which we use here is  very  different from  the 
helicity form alism  of Jacob and Wick [26, 27], although there are many 
s im ilarities . The Jacob-and-Wick form alism  applies to the scattering 
m atrix and is  the projection o f the spin of the particle on its momentum.
The helicity form alism  fo r the multipole expansion o f an interaction needs 
the choice o f some point origin  in the space, around which a multipole ex
pansion can be perform ed; the spins are projected on the position vectors 
o f the particles with respect; to the chosen origin. F o r a reaction, both 
helicity form alism s can be used at the same time.

In these two form alism s the more complicated problems are sim plified, 
but the sim plest ones are complicated. For example, fo r  the Jacob-and- 
Wick form alism , there is  no important difference in the scattering matrix, 
when it is  spin-dependent or when it is  not. In the two form alism s one 
can define a scattering m atrix or an interaction which depends upon angles 
between some helicity states, which are sums o f rotation-m atrix elements 
multiplied by scattering-m atrix elements fo r a given total spin or by a 
multipole of the interaction. Parity  invariance leads to the same requ ire
ments in the two cases; time reversa l is  not exactly the same. In each 
form alism , the number of. elements is  greater than the number of inde
pendent ones; but they are related by very  simple equalities or changes 
o f sign. H ere also, we shall only consider spin ^-particles.

3.1. a. Description o f a bound state

The multipole expansion in the helicity form alism  starts with a some
what peculiar description o f the state o f a particle with spin. In the usual 
description
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the spherical harmonic can be replaced by-a rotation-m atrix element and 
the spin |ct )> can be projected on the direction r. Then

y ^(0' K ? o * ( *  9 ’ M
(19)

|ff> |x>
x

The angle tp is  related to some origin  around r as a re ference fram e. This 
angle is  arb itrary and can be introduced into the wave-function i f  the function 
is divided by -J 2ir to maintain its normalization. The product o f the two 
rotation-m atrix elements can be reduced and the wave-function becomes:

/ \1/2 V
1 f j j  (r )  £ <  i *  OX |jX > R ^  x* (<p, 0. * )  | X >

x

The Clebsch-Gordon coeffic ient which remains must be replaced by its 
explicit value. The final result is

U jm >  (2j + l ) 1/2f l j (r )  Y  * )U >  (20)
x

with

l + j-1/2
e-l/2 = 1 el/2 = (■) (21)

A l l  re ferences to the orbital quantum number i  have disappeared from  the 
description of the wave function, but there is , now, a parity ej/2. F o r a 
given value o f j and e1/2 * there is  only one possible value o f i .  Such a 
description has been used by Bohr and Mottelson [28] for the computation 
o f the m atrix elements o f a zero-range interaction.

It should be noted that there are now two radial functions which are equal 
within the sign. A  state described by a single radial function (a pure helicity 
state) has no direct physical significance. This is  because it would be the 
superposition of an odd- and an even-parity state and wave-functions of 
different angular momentum cannot have the same behaviour around the 
origin.

3.1. b. Two-body interaction

Any nucleon-nucleon interaction is  a 4 x4 m atrix on the helicity basis. 
Each o f these m atrix elements can be expanded into multipoles. The follow
ing form  can be used:

V( 1, 2) = £  (2J + D |x i>|x£ >V M>iiXiXi < X 1 | < X a| ( - ) X," M

J, Xj, Xj, X|, Xg

* R(x l-x ;.V x ;< tfV e^2> (22)
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where ip1 and i/j2 are arb itrary angles around r2 and r 2 and 0 the angle 
between these two directions. This description is  sym m etrical with respect 
to co-ordinates land 2. I f  <px , 91 , describes a co-ordinate system with 
its z-axis along rj and <fi%, 02, <p2 another one with its z-axis along r2 in an 
arb itrary reference fram e,

(■) R x;- Xj.Xj-XjW'i * ^ 2) = ^  ^(j,xi-xj ( <Pi> ®i* ^ 1 )
p

x R °)li x2-xi (^ ' e2* * 2) (23>

The scalar-product form  comes from  the independence o f the total ex-, 
pression with respect to the reference fram e and the second magnetic quan
tum number o f the rotation-matrix elements, from  the invariance with respect 
to the choice of the azimuthal origin  around and ? 2 •

Parity  invariance leads to the same conditions as in the Jacob-and-Wick 
form alism  because r  and p behave in the same way. Therefore:

VxWx.x, d '^ V -X i-X i.-X .-X . t1*2)

When studying tim e-reversa l invariance, something must be known 
about the multipoles V 1. For a scalar interaction, they can only be func
tions o f r j and r2 ; fo r an L  • £> interaction they can have derivative terms 
and antisymmetric expressions of the quantum numbers. If rj is  the parity 
of the multipole, tim e reversa l invariance leads to

v x;xi,x,xj = *1 V-Xj-Xj.-Xi-Xj

Note that there is no change of sign o f the helicity in the corresponding 
relation o f the Jacob-and-Wick form alism .

For a given values o f J, the m atrix Vx;xj,XiX2 can be written on the 
basis of Kronecker products of 2x2 m atrices. There are two even m atrices:

and two odd ones

1 0 0 1

0 1 1 0

-1 0 0 -1

0 1 1 0

(24)

(25)

I f  parity conservation applies, the two-body interaction can be separated 
into an even part

1 0 
0 1a (1. 2)

+ c J( l ,2 )

1 0 
0 1

+ b ' ( l , 2 )

0 1 /C\ 0 1
1 0 1 0

1 0 
0 1 ®

0 1 
1 0

+ b,J (2 ,1 )
0 1 
1 0

1 0 
0 1

(26)
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and an odd part

-1 0
0 1dJ( l ,2 )

+ e '» ( 2 , l )

® -1 0
0 1

-1 0
0 1

0 -1
1 0 ®

+ e J( l ,2 )

+ fJ( l ,2 )

®
0 - 1

1 0

-1 0
0 1

0 -1
1 0 ® 0 -1

1 0
(27)

For two identical particles a, c, d, f, are invariant when variables 1 and 2 
are permuted, b1 (1 ,2 ) = b '1 (2, l )  and e 1 (1, 2) = e 'J(2 ,1). T im e-reversa l inva
riance requires that a, c, d, e, f  are expressed in term s of time-invariant 
operators and b must change sign.

When the usual multipole expansion of the form  factor of the interaction 
is  given by

V ( l r i - r 2 l> =' X  ( 2 L  +  1 > V r i ' r 2 ) P L <c o s 0 >

L

we get

(a) fo r  an interaction which does not depend upon the spins:

aJ = V, (r j , r 2 ) 

bJ = CJ =dI = eJ = fJ = 0

(b) fo r  an interaction (ctj . a2):

a1 = b1 = 0 

c1 =- V j f r j . r a )

d' = 2 j 7 T {Jv j - i ( r i ' r2 ]+ {J  + 1)vJ+i  (r i * r 2 )} 

el = ^ 2(j  +1 } {Vj-i (ri - r2 > - Vj+1 (r i J r 2 »

^  ” 2J +1 +1 V̂M  ^1 *r 2^+JVJ + l^r i ' r 2^

(c ) for a tensor interaction, aJ = b1 = 0 and the other ones are given in 
Ref. [15]. Therefore, there is  no fundamental difference between a tensor 
and a (ctj • 32) interaction!

■4 —>

(d) the L  • S interaction w ill be discussed in more detail.

Between given helicity states, the a1 o r the tensor operators are 
functions o f the angle between r j and r2 ; this angular dependence is combined 
with that of the usual expansion to get the above expressions.
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3.1. c. Matrix elements between bound states

The non-antisymmetrized particle-hole m atrix element

V  ii" mi + jj-mj
*1 *1 *  = < Uiil1 )JM Iv(1- 2) I (iaJ'a1 >JM = 2.  H

m1 nij

X - m j I JM ><j2 J2m 2 - m 2 I JM I < 32m 2 I

x V ( l ,2 )  |j2m 2> l i j m j ) (28)

is  the basic element of the computation of an antisymmetrized m atrix 
element in particle-hole:

< ( j i j ; 1) j| v ( l ,2 )| ( j2j ^ ) J >  = fjijiJij2- £ ( - ) il + i!+,+I' ( 2J - + l )

31 3i • J

32 3& J'
(29)

as w ell as particle-partic le coupling:

< (3 {3 i ) j| v d .2 )| ( i1j 2)J > =  Y
r

( - ) , + Jl + fc (2J1 +1 ) ■
31 3Z J

■i 1 nl T»32 3j
JUiJiJa

- ^ ( 2 J '+ l ) .  

j'

3i 3 2 J

3' 3' J ’. J1 J2
JiJifcJi

(30)

The geom etrical coefficients o f these two formulae do not depend upon the 
spins o f the particles but only on the total angular momenta. The helicity 
form alism  can only sim plify the computation of the f 1.

Let us introduce into definition (28) the description (20) for the states 
and (22) for the interaction. Taking into account relation (23), we get a 
product o f three rotation-m atrix elements o f argument and three
other ones o f argument (<p2, 02, i//2 )• A fter integration over the angles we 
obtain:

I  {_ )i‘ - € ex. e X2e x. ^ (2 jx +1 )(2j - + ! )(2 j2 +1 )(2j^ + ! )

XJ X£ Xj X2

I 3i J Ji 32 ^ 32

\ i“ X[ -Xj 1^2 2̂ ” 2̂ ” ^2i
J J V\ iXi, X,X2(r l * r2>

x fj. (r x ) f s (r2 ) f Jt (r j ) f j ^ r  Jr®*!^ dr2 (31)
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Let us perform  the integration over rx and the summation on Xj and X ], in 
order to define form -factors for the nucleon 2:

Fk (2) I  ( - ) i l _ X l  ^ ^ W 1+D(2i\+1)

X/ VXi XJ.X1X2(ri ' r 2 >f ji <r i > V r i K d ri

XJ X ,-X i -X,

(32)

This one-body form  factor can be written by using the elem entary matrices 
(24) and (25):

F k  W -A fiJ , <*>
1 0 
0 1 + b L  (2)

0 1 
1 0

+ d .
Ji Jx ( 2 )

•1 0
0 1

(33)

With expressions (26) and (27) o f the most general interaction, we 
can see that only a1 and b ,J matter fo r A 1, bJ and cJ for B J, d1 and e tJ 
fo r C J, e1 and f J for D1. Each contribution is  the sum of two term s with 
opposite helicities. With the parity rj o f the m atrix, this sum in equation (32) 
leads to

J Jl ■ X1 i ,  + £i + J '
1  +*!(-) %  ex.>/(2j1 + l ) (2 j - + l )

31 J 1,

L J
(34)

The m atrix element is  a natural parity one i f  St1 + i {+ J  is  even, an "un
natural parity" one i f  ly + 1 {+  J is  odd. The even part (26) o f the interaction 
contributes only to natural-parity m atrix elements and the odd part (27) 
fo r the unnatural-parity ones. The choice Xj = -1/2 elim inates ex, from  
expression (34). When the m atrix for the particle 1 is  diagonal in the 
helicity space, this geom etrical coefficient becomes

instead of

G U  = ( - ) 3l+1/2N/(2j1 + l ) ( 2 j '+ l )

= ^(2J1 + l ) (2 J {+ l ) (2 i1+ l ) (2 i l  + l )

% J h
1 

“ 2 . 0 i2
(35)

i-* *1 J

h
1
2

in the usual form alism . This coefficient is  given by the sim plified formula 
which holds fo r 3-j coefficients o f which the magnetic quantum numbers are 
zeros:
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g(.i+ .i'+J  + D
g(J + j - j ' ) g {J  + j ' -  -  J)

(36)

where

S(n) n ii
2 x 4 x .. . x (n - l )  

3 x 5 x .. .  xn

2 x 4 x .. .  xn 
3 x 5 x . . .  x n -1

1/2

1/2

when n is odd

when n is  even.

and In {p } is  the in teger part of p. F o r  integer values of j and j ’ , formula (36)

■ * ,/ ! ' J i 
is  ( - ) J + 1

0 0 0 ,

When the m atrix is non diagonal in the helicity space o f particle 1, the 
geom etry i s :

( - )  1 -J (2jj + l ) (2 j l1+ i )
J Ji

1 
" 2 1 1 

" 2
= a l .. GJJiJi JiJi

Recurrence relations between Clebsh-Gordon coefficients gives: 

a\ = ( - i ) Jl+il"1/2 (̂ 1 + 1 Jl J ( i l+  2 ^

Jl)l -n/j (j  + i )

which can be expressed with the eigenvalues o f jf-a  as follows:

i
T Y l  "* ‘V i“ jjj; = • " ' fo r a natural parity m atrix element

v/J(J+l) 

y i 'fr-'Yi +2= -- — ------ for an unnatural parity one
^ J (J + 1 )

Using these notations, we get two form  factors fo r a natural-parity m atrix 
element:

A U  <2> = GU  / [ » , ( 1- 2) + « ; iJi b-J(2Jl ) ] f j. ( r 1 )f ji (r 1) r 12dr1

BjJi (*> = GU I ^ ( 1 . 2 ) + ^ , .  cJ( l ,2 )

(37)

f ji (r i )f ii (r i )r i dri

For an unnatural parity one, we get cj ^ (2) and d ]̂ -. (2), with d, e, f, 
instead o f a, b, c. The unusual choice V f m atrices \^4) and (25) was done
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in order to get s im ilar formulae fo r a ll the form  factors. Bringing back 
the form  factors (33) into the m atrix element (31), we get:

fo r the natural-parity case. F or the unnatural-parity case, A  and B must 
be replaced by C and D.

The nucleon-nucleon interaction is  often written in the isotopic spin 
form alism :

V = V0 +V0(S1-ffa) + (VT +VOT£ 1-? 2) ) ( r 1 - t2 ) (39)

There is  a proton-proton interaction, T  = 1:

V t W + t ^ + v ^ . ^ )

and a proton-neutron interaction, half-sum of T  = 1 and T  = 0:

V = (v 0- v t ) + ( v o- v ot) ( V * 2)

In the exchange term , the helicity form alism  takes into account the permu
tation o f space and spin co-ordinates. Permutation of isotopic-spin co
ordinates must be done:

y e c l l  _  y  y e c h  -  y  _  y
p p n p n

3.2. Application to nuclear reactions

The application of the helicity form alism  to DWBA is  almost the same 
as to bound states: two wave-functions are in the continuum. We shall firs t 
consider the simplest case: the inelastic scattering of a nucleon on a spin- 
zero target with a residual nucleus which can be described by a single 
particle-hole state.

The expansion o f the distorted wave is usually written as [29]

X(~ ( k , r ) = ^  ^  i4 X jj (kr) < £ 1/2 no | jm > <  i  1/2 |jm >

jmfip'o*

x Y U * (^ ^ )Y {: : (B r,^ )| (T *>  (40)

where cr is  the spin projection o f the incoming plane wave on an arbitrary 
axis and cr' is  the projection at the point r on the same axis. I f  we choose 
this arb itrary axis along S, we introduce the Jacob-and-Wick helicity A.

i ii (r2 )f j2 (r2 )r2 dr2 (38)
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instead o f it. Then, transformation (19) can be perform ed for |cr' )>, in
troducing the helicities | . The.wave-function (40) is  now given by

for an incoming nucleon in the direction k ; with the helicity a i and an out
going nucleon in the direction k f with the helicity crj. The nucleus in itially 
in a state ipli is  le ft in a final state (with helicity fi f ) described by a 
particle j p and a hole jh; m is  the reduced mass o f the nucleon, Vj and v f 
its velocity in the in itia l and the final state. The normalization has been 
chosen in such a way that:

The asymmetry is  related to the non-diagonal elements o f the 2x2 matrix:

The amplitude (44) is  easily calculated i f  the axis o f quantization is 
along kf., <p and 0 being zero and Q the angle between k ; and k f . The only 
difference between free  waves and bound ones is a factor (l/k)\/(2j + l)/2 ir. 
The rotation-matrix element o f equation (41) becomes:

(41)

where

x * = J-i/2.J (k r )+ i ( - )X-XX J! = J.+1/2i j (kr) (42)

With the same transformation, the outgoing wave is given by

X (;> * (k ,? ) = ---- i----  y  (2j + l )X Jxx,(kr)R (xj ^ : (<pr , er ,^ r ) IX'> (43)

where X xx. is  X xx. with - i  instead of i.
The reaction is described by the helicity amplitudes

OjOfMf

F

Of.flf

y H S ^ k f ,R- ( k f , ? ,
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and a ll that is needed in order to use formula (28) is  to couple j, and j f 
to I f . The result i s :

/  \ 1/2  r - i

| f  ( £ )  1 ^ 7  Z  ( - ) ,1" ” 1'/(2j1+ l ) (2 jr + l ) (2 I f + l )

j i  j f  I f

mi -fff juf

(Ji) . . . I f
rmi0i (JfOf), ih(ji0i) (45)

I f  a norm al-parity state has been excited, integration over the particle- 
hole variable gives the two one-body form  factors AJj j (2) and Bj t (2) 
fo r J = I f .  The second integration becomes: p

ji
x X  , , ,XOfl/2 Ojl/2

s/J(J + l ) p Jh

Xoffi/2X0.-1/2 - n(-
ii + jf+if ~ jf

X  Of-1/2 X aj 1/2 r|dr2 (46)

with 7) = 1. F o r an. unnatural parity excitation, A  and B must be replaced 
by C and D and rj = -1. Changing the signs of o-j and crf , the m atrix element 
(46) is  multiplied by - )?(-)^ + *f+If and the parity relations are fu lfilled  for 
the helicity amplitudes (45). The amplitudes are only needed fo r af =
Going back to the usual wave-functions and with the notations

F = / F (2 )X „_ . (r )X .  _. . (r )  dr (47)±.± J  ' ' i f-)f±l/2,jf ' ' - Ji ± 1/2. j ! ' ' '

where the firs t  sign is  related to the outgoing wave and the second to the 
incoming one, the following expressions are obtained: for a natural-parity 
transition

jp(jf l/2), jh(ji± l/2) = i ji ‘ jf+1 g !  . - f (a  + —-1 ~ y f-b ) + (a  + J h z l U -  s ')  ]- (48) 
JiJf LV s/J(j~ )  V J J t J T T )

when j i+ j f + J  is  even and
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when i i + j f +J is  odd. The ± sign re fe rs  to the sign of CTj . For an unnatural 
parity transition A  and B must be replaced by C and D, 7 . - yf ■ by 7 . + 7 f +2 
and the parity condition on j ; + j f +J inverted.

Antisymm etrization is obtained with

f* . . . .  - Y  ( - )J,+If+Vii(2 J '+ l )
Jp(3f° f Jh i °i ^

Di j p J'

3h Jf J
■ f

instead of f 1 in Eq. (45). The same calculation is needed with the in itia l 
distorted wave instead o f the hole function, fo r a ll the J 1 values consistent 
with the entering angular momenta. For a given J1, the m atrix elements 
are natural parity ones or not according to the angular momentum of the in
coming particle. It i s  m ore difficult to foresee the effect o f a given in ter
action. 1

In a m ore complete description o f the nucleus, the components (18) of 
the excitation must be summed. Expressions (48) and (49) are indication of 
the geom etry needed in a coupled-channel calculation.

3. 3. Two-body spin-orbit interaction

The re lative spin-orbit interaction is

(r  j - r 2) x ̂ ." Y 2 . (ffl +cr2 ) L i  + L 2 + i (r i x r 2)V( f t  - r 2 |

/ 1  H 1 d 'N 1 1 -* -*
• ((J i+ ff2) (50)

This expression is  simple in re lative co-ordinates. The multipole expansion 
is much more complicated, as indicated by formula (50). When looking how 
to replace a so ft-core L *S  potential [18] by the sum o f two Yukawa form - 
factors, the ranges are 0. 55 and 0. 325 ferm is, the depth 156 and - 4400 for 
V p, 116 and -  2200 MeV for Vn. This potential is  negative at sm all distances 
and positive at’ large ones. These sm all ranges allow the use o f a zero 
range lim it. However, i f  the form -factor is  a 6 function, the m atrix e le
ments vanish. Thus, the zero  range lim it corresponds to a 6"  form -factor.

3. 3. a. Finite range

The multipoles fo r the helicity form alism  are listed in Appendix B o f 
re ference 10. They are used in the code DWBA 70 [25].

There are five one-body form -factors fo r  a natural parity excitation. 
In the code notation, they are

Fls(r> - A ( r ) + A, (r) +As(r> fal

+ B,(r|(7, +7t +2 )+ U ,lr )+ B ,(r ) r , : -n  ■ 1 4- (51)
L ^J(J + 1) J
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For an unnatural-parity excitation, there are only three-of them

B . (r) ■ C ( r H - D ( r ) 3^+2111 +C ,!,) ^ (52)
J 3WTT) J ( J  + 1)

Each o f these one-body form -factors depends on the multipoles o f V( 1^- r 2|) 
in such a complicated way that no relation between them can be seen.

F or a natural parity excitation, the interaction (51) includes a deriva
tive term  as the co llective interaction (12) did. In the lim it o f large angular 
momentum i ,  the m icroscopic interaction (51) exhibits the same structure 
as the collective interaction.

In an interaction V0 + *a2), V0 leads to an A  type form -factor
and V0 to a B type one. Taking into account the geom etry (36), the complete 
interaction i s :

A (r )+ B (r )+ F LS(r ) when ' j 4- £t = j f - i (

■j A (r )+ B (r )  + 4FLS(r ) when 3t “ ^=3f “

For an unnatural-parity state, the interaction (52) does not include 
derivative term s. In contrast to the natural-parity case, the interaction is 
stronger when jj - i t = j f -  i f . Including an interaction V0(ctj• a 2) which gives 
C and D type form -factors, the total interaction is:

• jC (r ) +D (r) + iF LS (r ) i f  31~ = j f  -«f

C (r ) +D (r ) + Fls (r )  i f  j t - f  j f - i t

The antisymmetrization effects are m ore complex than for a central 
interaction. It is  not possible to discuss the complete expression fo r a 
finite range.

3. 3.b. Expansion fo r sm all ranges

The zero  range lim it o f the helicity multipoles is  obtained when a ll 
the Vj (r j  , r 2) are replaced by f i (r i-  r 2 )/ r f. For an interaction 
{V q+ V ^  -ct2} 6(rj - r 2), one gets:

12 Gl  s GU  { v o- natural parity
(53)

The exchange term  includes sums o f products o f a 6j coefficient and 
(- )iz 'ii q J Gj}j , . This geom etry can be reduced to the one o f formulae (53). 
I f  the interaction is defined by its  intensity fo r  each set of values (S, T ),



only the components S = 0, T  = 1 and S = 1, T  = 0 remain when direct and ex
change term s have been summed.

Using this approximation, the multipoles of a tensor or an L  ■ S inter
action disappear. An expansion o f the interaction with respect to its  range 
must be performed:

* eo

V (r ) = £  Cn6(2n> (r ) (54)

n = 0

To define the coefficients Cn*, let us consider the Fou rier transform  of V (r )
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= X
n=0 n=0

Thus, the Cn are the coefficients of the expansion into powers o f q2 o f the 
Fourier transform  of V (r ). They are also related to the moments o f V (r ), 
which are integrals o f V (r )r 2n. Integrating by parts, the interaction (54) 
is  changed into

W (q) = f e iqrV (r )d r = Y c a J  ei£ir 6<2n>(r)dr

6 (ri- rz

r i

oo

I
n = 0

where A j acts on a ll functions of r  ̂ in the radial integral, 
n = 1, Vj must be replaced by

In peculiar, for

6( r i - r 2)
,_dr2 
 ̂ l

J (J+  1)
r . ----------- -
1 r.

with the notations of Eq. (31).
An interaction of range n and intensity V corresponds to a zero-range 

interaction o f intensity V/j3. When the zero-range interaction does not exist, 
the related zero-range lim it interaction has an intensity V/u5. The proton- 
proton L  • S interaction has a zero-range lim it o f - 8 MeV, including the part 
of range 0,325 fm  corresponding to - 16 MeV and the 0. 55 one corresponding 
to 8 MeV.

For the zero-range tensor interaction [15], the term  n = 1 also vanishes. 
The lim it is  obtained with n = 2.

3. 3. c. Zero-range lim it L  • S interaction

This approximation can be applied to the one-body form -factors o f the 
L  • S interaction. Let us consider a particle-hole excitation with radial 
functions f p(r ) and fh(r ). Setting

Vj(r) = G£hfp (r) fh(r)
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we obtain

J(J + l ) ( a * + « § - 2 ) - l Vj
1 - ( - ) Jp + ih+Ia1a 2

1 d l  + ( - ) V  v j+ (T'p +7h - 7 i - T f ) 7 ^ : { V J(r )}

(T, + V 1) + {\  '  V  +7f } + F fP( r )^  { f h(r ) } ) .
(55)

with = a L  and a2 = a-f .
This formula includes natural-parity as w ell as unnatural-parity exci

tations. The expression [1 + ( - ) 4p+ih+,J is  a 2 for natural parity and vanishes 
fo r unnatural parity. Thus, there is  a derivative term  only fo r  natural parity 
excitation.

The interaction (55) is  invariant under antisymmetrization. D irect and 
exchange term s add for T  = 1 and cancel each other for T  = 0. This result was 
a p rio r i evident: the L  • S interaction exists only fo r  S = 1 and the re lative 
angular momentum is  conserved. The zero-range lim it selects the sm aller 
re lative angular momentum which is  1. In the isospin form alism , 2 = 1, S = 1 
involves T  = 1. So, the depths are -16 fo r V (twice the direct term ) and 
-8 for Vn.

When the excited state is a co llective one, there are many nucleons 
which take part in the excitation and it seems that the term s with 7 p or 7h

must cancel each other and, also, 1  f p(r ) ^  { f h(r)> . The interaction (55) 
becomes

[(H - ^ - Y f + U - Z J t f  + l ) ]  t y + ^ j l i w / r ) }  +2 (7 f - 7 1) ^ £

This expression is not Hermitian. Its Hermitian part is:

[fy - 7f )(7, - 7f + 1 )-  2J(J +1)] ^ - 2 7i £ £  {V , ( r »  + 2(7f - 7 , ) ™  £  (56)

It is expression (12) multiplied by - 2, within a factor 2 before J(J + 1).

Note that expression (56) is obtained by using ■£- -r-{V , (r ) }  as an approxima- 
X d dr

tion fo r —f p{r)-^p { f h(r )} and the factor 2 before J(J + 1) disappears i f  d?  is

replaced by 1. The same expression is  obtained at the high energy lim it, 
when 7 p and 7 h are sm all with respect to 7 ; and 7 f . For an unnatural 
parity excitation, the same approximation leads to:
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In the peculiar case J = 0 and natural parity, summation over a ll the 
nucleons must lead to the optical model. Interaction (55) becomes:

The factors yp disappear after summation on two complete shells 
(S., j = S. +1/2) and ( i ,  j = i -  1/2) with the same radial functions. For a 
m irro r  nucleus, the E • S  interaction with a depth o f - 16 MeV is  equivalent 
to 12 MeV multiplied by the nuclear density, that is  9 MeV i f  r0 =1.1 or
7 MeV i f  r 0 =1.2.

Keeping VfJ 5 constant, the m atrix elements increase very  quickly when 
ju decreases. Although they are s till sm aller than their zero-range lim it for 
a Yukawa form -factor with range /j = 0. 5, the results o f a DWBA calculation 
for an inelastic scattering is  almost the same as with interaction (51). Thus, 
the use o f this lim it is  fully justified.

3.4. Shell effects

In a ll the expressions obtained, the eigenvalues o f (L  ■ cr) have a prim ary 
importance. There are two lim iting cases:

( 1 ) recoupling in a single shell: Yp = 7 h = 7
(2) a nucleon S., j = £ + l/2 is  excited into Jl, j  = &- 1 /2  :y p- = 2 i  + l

Amongst the other possible excitations, the one with jp - £p = jh ~ Ai is 
quite s im ilar to the firs t case and the one with j p - £p ^ jh - £h, to the second 
case. Let us consider only a natural parity excitation and the zero-range

E
E

-0.5

0.5

0

30* 60" 90° 120' 150° 180* 0
'C.M.

FIG.11. Asymmetry for “ Ni in the microscopic model. The mixed curve is obtained with VLS = 0- the 
dashed one with VLg “ 6 and the full one with V^g-12 MeV, where V^g is twice the direct term.
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FIG.12. Asymmetry for 90Zr. Sam enotationsasforF ig.il.

lim it. In the firs t case, there is no contribution coming from  a (ax • o )̂ or 
a tensor interaction. The L  • §  interaction is

[ (7 i - 7 f ) (7 i - 7 f+ l ) - 2 J (J  + l )+ 2 7] ^ ) + 2 ( 7 f - 7 i ) M i + (27 .  27 l ) i r i [ V I (r )]

It is  almost the macroscopic interaction. In the second case, the geom etrical 
coefficient of V j ( r )  is sm aller and the (ct1 • ) interaction is m ore important
since it is  multiplied by (2 i + l ) ( 7i - 7f )/J(J +1). The effects o f the L - S  
interaction is  steeped in those o f the other parts of the interaction.

3.5. Results

The target is  described by the wave function obtained by G illet 
et al. [30] fo r nuclei with a closed shell. The open shell is described by 
quasi-particle excitations and the closed shell by particle-hole excitations. 
Schaeffer [31] has shown that, when the proton components are multiplied 
by some factor in order to fit the B(E2), and the neutron component by 
another factor such that proton and neutron deformations are the same, the 
cross-section  o f inelastic scattering is reproduced by a DWBA calculation 
including antisymmetrization. But asym m etries are not fitted.

3. 5. a. C losed-shell effects

The zero-range lim it o f the £  * 3 interaction was used in the firs t  cal
culations [32]. Figure 11 shows results obtained for 62Ni, in the same 
conditions as fo r Schaeffer calculations. The three curves are no spin- 
orbit, - 6 MeV and - 12 MeV respectively. The fit is  definitely better at 
forward angles, including L ' §  interaction, but the discrepancy remains at 
backward angles. Around 100°, the agreement is worse.
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FIG.13. Cross-section for 90Zr. Same notations as for F ig.11.

Figure 12 shows results for 90Z r  in the same conditions. An L -S  in ter
action o f - 12 MeV gives a good amplitude fo r  the asymmetry around 70° but 
no agreement is  obtained above 90°. The oscillations o f the calculated curve 
are slightly at sm aller angles than the experimental ones, and the firs t 
bump is  weakened. E ffects on cross-section  (F ig . 13) are greater than for 
62Ni, but quite s im ilar to the ones in the m acroscopic model.

For 62Ni, the amplitudes of proton configurations w ere multiplied by 2. 
The main contribution is  (2p1/2, *7/2) ' The neutron configurations are 
numerous and em erge from  the shells 2p3/2, 2p1/2, f 5/ 2 and g9/2. For 90Z r 
the main proton configuration is  a recoupling in g 9/2; the neutron amplitudes 
were multiplied by 2. 75 and the most important configuration is  (2d5/ 2 - gg*2). 
Results are not very  sensitive to the neutron-proton ratio. However, a 
calculation with protons only leads to a cross-section  which depends drastic
a lly  upon the L  • §  interaction and an asymmetry which does not agree with 
the experiment.

As shown on F ig . 14, differences between finite range and zero-range 
lim it fo r the L  ■ S interaction are small.

3. 5.b. The two 2+ states o f 54Fe

The firs t  two 2+ states of MFe are described mainly by a recoupling in 
f 7/2 shell and (2p3/2 - f^/2) fo r protons, (2p3/ 2 - f y 2 ) fo r neutrons. The firs t 
2+ is  mainly the recoupling in the f 7/ 2 shell and the second one, the excita
tion, o f a proton into the f 7/ 2 shell.

Figures 15 and 16 show the asym metries and cross-sections obtained 
without L  • S interaction, with a zero-range one o f intensity - 16 MeV and a 
fin ite-range one. The agreement is  worse than fo r 90Z r  because the maxi
mum o f the asymmetry is  found at 80° instead o f 90°. Backward values are 
too small. F it is  better without antisymmetrization. A lm ost always the 
asymmetry is  more negative at backward angles when one takes into account
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90Zr(p,p')

2+Q=-2.18MeV Ze ro  range

FIG. 14. Comparison of die finite-range force described in the text with its zero-range lim it 
asymmetry of 90 Zr.

54Fe { p,p‘)

FIG. 15. Cross-section for first 2+ o f MFe in the microscopic model.
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FIG.16. Asymmetry for first 2+ o f MFe in the microscopic model.

0c.m.

FIG.17. Asymmetry for second 2+ of MFe in the microscopic model.

antisymmetrization than without. The Serber force used here can be inap
propriate when an L  - Is interaction is  added. As shown in F ig . 17, the effects 
of L ‘ §  interaction are not so clear fo r  the second 2+ state. These'curves 
are obtained with the potential a. Results with potential b are worse: for 
example, the second 2+ is  affected m ore by the L  • S interaction than the 
firs t one, but the oscillations are opposite to the experimental ones. The 
angle of the maximum fo r the firs t 2+ changes slightly with the potential.

The bad fit can come from  the description o f neutrons by only one im 
portant configuration. Figure 18 shows results obtained without antisym
m etrization when the firs t 2+ state is  described by a recoupling in the f 1/ 2
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FIG.18. Results for MFe(p,p‘ ) obtained with a single configuration.

shell and the second one by 2p3/ 2 - f  7/2 ; the central interaction is
-10 [ 1 - (ffj - a 2 )] with a Yukawa form -factor o f range 1.4 fm. The curves 
are obtained without and with one fourth o f the L  • S interaction in order to 
simulate the effects o f other configurations by the re lative enhancement of 
the central interaction. There is  a large-effect on the firs t 2+ state with 
a maximum of asymmetry at 75° instead o f the experimental 90°.

The two 2+ states of 54Fe can be interpreted as mixing o f these two 
configurations fo r protons and many configurations for neutrons, our de
scription being too poor for neutrons. The asymmetry is dominated by the 
re-coupling in f 7/,2 shell. This configuration is  the main one fo r the first- 
2+ state and is weak for the second one, but its effects are c lea rly  seen.
I f  the computations o f F ig . 18 are completed with antisymmetrization, 
asym metries become negative.

3. 5. c. Use of cut-off

Fits with the macroscopic model are fa r better than those of the m icro
scopic model. In the macroscopic model, form -factors are placed at the 
surface of the nucleus, while in the m icroscopic model they are pushed more 
inside. With a fin ite-range interaction there is  almost no difference between 
the use o f harm onic-oscillator wave-functions or solutions in a Saxon poten
tia l fo r  the bound states. The m icroscopic description is insufficient (fo r 
example, fo r B(E2)). This description seems to neglect certain components 
and a better description should give form -factors more at the surface.

Furthermore, a local potential is  used fo r the unbound functions, but 
antisymmetrization corresponds to a non-local effect for the transition.
A  non-local potential is known to reduce the wave-function inside the nucleus.

For these two reasons, we have multiplied bound functions or free  waves 
by a damping factor. Sometimes, a better fit is  obtained at backward angles 
but we did not find a systematic effect. Although the use o f a cut-off is fully 
justified, it does not seem to be the solution.
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3. 5. d. Unnatural parity states

Only one case has been studied up to now: the excitation o f the 0+ state 
in 14N o f which the ground state is  1+. For unnatural-parity states, the 
tensor interaction is important as was shown with the cross-section  of 
this inelastic scattering [33]. With an L ’ S interaction, the oscillations 
o f the asymmetry are, at least, 20° in advance compared to the experimental 
ones [34],

4. CONCLUSION

When the asymmetry o f the inelastic scattering is  taken into account, the 
m icroscopic model_yields information on the structure o f the excited state.
A  nucleon-nucleon L  • S interaction must be included. Studies on nuclei with 
a closed shell show that, fo r a natural-parity state, there are not only simple 
excitations of the open shell, but also polarization o f the closed shell. Equal 
excitations o f neutron and proton shells seem to be a good assumption. Large 
asym metries are related to a simple excitation of the proton shell with many 
components for the neutron shell.

Besides a m icroscopic description which is  perhaps not valid, a nucleon- 
nucleon interaction is  necessary for these calculations. As is usual, we 
used a Serber force  o f range 1.4 ferm i which leads to good fits fo r  the in
elastic cross-section. This force is  only T  = 1, S = 0 and T  = 0, S = 1. From  
the studies o f the nucleon-nucleon interaction, we derived an L  ■ S interac
tion with so sm all a range that it is almost only T  = 1, S = 1. This force 
is  sim ilar to a T  = 1, S = 1 central interaction with a very  sm all range. The 
Hamada-and- Johnson T  = 1, S = 1 central force has the same strength as 
the L  • S interaction fo r the range (i / 2, but with a change of sign and is  much 
sm aller fo r the range n /3 .  There is  no complete justification fo r the in ter
action which was used.

By comparison o f m icroscopic calculations with and without spin-orbit 
coupling, some param eter X can be defined, which ranges from  0 (no effect) 
to 3 (90Z r ) and characterizes the nuclear structure. For example, A. = 3 
corresponds to a recoupling o f two protons in a shell and a co llective neutron 
structure. A  macroscopic calculation with jSLS = X)3C gives good fits.
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NOTE ADDED IN  PROOF

Since the lecture given at T rieste , a difference o f a factor 4 has been 
pointed out between my own notation o f two-body spin-orbit interaction and 
the Hamada and Johnson one. Consequently, I overestimated this in ter
action by a factor four. A fte r correction  the two-body spin-orbit in ter
action is  much sm aller than the optical-m odel one and not slightly stronger. 

In fact, the value used here seemed quite too large, but the Hamada 
and Johnson value, after correction , seems to be too small.
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1. INTRODUCTION.

As a starting point for a quantum-mechanical description o f a many- 
particle system one can use the time-dependent SchrCdinger equation for 
the many particle wave-function *

is the Hamiltonian o f the system where the kinetic energy of the centre of 
mass Tcm is subtracted.

Usually, one. tries to solve E q . ( l )  by expanding ^  into a complete ortho
gonal set of eigenfunctions belonging to a certain Hamiltonian H 0. In nuclear 
physics, very  often products of single-particle shell-m odel wave-functions 
are used. However, in this way, it is practically impossible to treat nuclear 
reactions o f complex nuclei as, e.g. the scattering o f deuterons or a-particles 
on other nuclei. This is because the expansion o f the pertinent scattering 
wave functions having the correct boundary conditions into a fixed set of 
single-particle shell-m odel wave-functions becomes very  complicated. 
Therefore, one has to look fo r a method which allows from the beginning 
the boundary conditions which belong to the considered reaction process to be

*  These lecture notes were rewritten by D. Clement, University o f Tubingen. Federal Republic of

Abstract

(1)

where

( 2 )

Germany.
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introduced into the ansatz for This can be done in a basically very  simple 
way by formulating the SchrOdinger equation (1) as a projection equation1:

As usual, the Dirac brackets indicate that one has to integrate and to sum 
over the whole range of space- and spin-isospin co-ordinates, respectively. 
I f  fist describes a completely arbitrary variation of SP at a given instant t in 
the function space which belongs to the above co-ordinates then E q.(3 ) 
means that

must be orthogonal to any arbitrary function in this function space. This w ill 
evidently be the case only i f  \Er obeys the SchrOdinger equation (1). Therefore 
E q .(3 ) is just another formulation o f E q . ( l )  i f  6\Er describes a completely 
arb itrary variation of St. However, as we shall see later on, E q .(3 ) allows 
us to introduce from the beginning the correct boundary conditions into the 
wave-function St.

I f  we make for ^ the ansatz

and insert it into E q.(3 ) we obtain the reformulated stationary SchrOdinger 
equation

In the same way as fo r the usual time-dependent SchrOdinger equation any 
time-dependent solution of E q .(3 ) can be represented as a linear super
position of stationary solutions of E q .(5 ). Therefore, in our further con
siderations we shall stick to the more simple Eq.(5 ).

We shall now b rie fly  discuss some general properties of the solutions 
o f Eq. (5) which we shall need at a later stage.

Let us make for ip the ansatz

where ar and ak are d iscrete and continuous linear variational param eters2.

<6*| H  - j- £  | «> =  0 (3)

\Cr = \jj exp 7 - Et
l_n- (4)

<60 | H - E |^> = 0 (5)

(6)

1 Why we prefer to call Eq.(3) a projection equation and not a variational equation will be discussed later.
2 How one chooses the functions <Pt and ^  for a given problem will be discussed in section 2 by means of 

some special examples.
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By inserting this ansatz into E q .(5 ) we obtain a coupled set o f integral 
equations of the form

where k1 can assume discrete and continuous values. The set of Eqs (7) 
follows from the fact that the variation 6 ip is obtained by any arb itrary v a r i
ation o f the d iscrete and continuous linear amplitudes ak

If the cpk form a complete set o f functions of the co-ordinates of the many- 
particle system considered then the eigensolutions o f the coupled Eqs (7) 
are equal to the time-independent solutions o f E q . ( l ) .  We wish to emphasize 
that the functions cpk need not be orthogonal to each other but only linearly 
independent.

When a ll degeneracies are removed then the eigensolutions o f Eqs (7) 
are mutually orthogonal. This w ill be the case even i f  we restrict the 
number o f variational parameters in the ansatz ( 6). To prove these ortho
gonality relations we consider the two nprmalized solutions tpn and 0n>:

A fter multiplying a ll Eqs (10a) by (a^')* and (10b) by (a£)* we obtain by 
summing or integrating all equations over k:

(?)

(8)

(9a)

(9b)

which belong to the sets of equations

<cpk|H - E j ^ > =  0 ( 10a)

<«Ph| H - E n . | 0n.>  = 0 ( 10b)

<*n lH - Eo - k - > a ° ( l ib )
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When we subtract the complex conjugate o f E q . ( l lb )  from E q . ( l la )  then due 
to the herm iticity of H we get

< ^ . k >  = * (n. n' )  ( i 2)

<0n |H|^,> =<^ . | H |^> = En6 (n ,n ') (13)

where the symbol 6{n, n ' ) means the Kronecker symbol in the case of 
discrete n and the D irac 6 -function 6(n -n ') fo r continuous values o f n.

Equations (12) and (13) show that even i f  we restric t the number of linear 
variational parameters to some finite value, i . e .  we only work in a sub
space of the H ilbert space, then we have the result, that 1) any two solutions 

and i//n. are orthonormalized, and that 2 Jin this sub-space the Hamiltonian H 
can be represented by a rea l diagonal matrix. This corresponds completely 
to the behaviour of the Usual Schr6dinger equation.

In a practical calculation one has to restrict the number o f the linear 
variational parameters, i . e .  the number of tr ia l functions <pk in the ansatz ( 6) 
for the wave function ip. It is quite reasonable to neglect in expression ( 6 ) 
a ll those term s <pk which can be expected to have a very  sm all amplitude ak 
in the final stationary solution o f E q .(5 ). An indication for this is the following. 
Suppose, in a firs t approximation, that there is a given set of functions q)k 
which have energy expectation va-lues<^<pk |H|cpk)> near to the considered energy 
value E of the system. Then it can be shown that any function cp for which

E  -  <cpjH|cp„>
«  1 (14)

w ill have a re lative ly sm all amplitude a„. In other words, a function 
which has a sm all overlap <̂ cpk| H | and whose expectation value o f the 
energy <̂ <p„|H|<p„)> lies fa r away from  the en ergy  E o f the system, w ill give 
only a sm all contribution to the wave function 0. F o r a more detailed d is
cussion of condition (14) we re fe r  to Ref. [1 ].

In the following parts of this paper, we shall firs t consider some special 
examples which w ill show how the correct boundary conditions are introduced 
into the ansatz for the wave-function 0 o f a given reaction process or bound 
state problem. By virtue of these examples we shall discuss also how one 
can approximately solve E q .(5 ) and the coupled Eqs (7), respectively.

A fter this we shall discuss how one can make use of E q .(5 ) in order to 
investigate the general features o f a unified theory of nuclear reactions and 
bound structures. By this we shall see how one can formulate such a unified 
theory.

2. SPECIAL EXAM PLES

a) Scattering of neutrons on a-particles

The Hamiltonian fo r the n-a-system  is of the form
5 5 5
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The firs t part in expression (15) contains the kinetic energy of the five 
nucleons in the centre of mass system. The potentials V (i, k) are supposed 
to be 2 -nucleon-potentials chosen in such a way that they describe approxi
mately the low-energy two-nucleon scattering data as w ell as the two-nucleon 
bound-state data. A  simple potential of that kind is, fo r example.

and w, m, b, h as usually stand for the amplitudes of the Wigner, Majorana, 
Bartlett and Heisenberg forces.

Additional terms describing spin-orbit, tensor and Coulomb interactions 
have to be added. In general, these terms do not substantially influence our 
fundamental considerations. Therefore, these term s w ill not be taken into 
account explicitly, but we shall mention when their influence plays an im 
portant ro le.

Now, the o-partic le  has a very  tightly bound structure. Therefore, any 
configuration cpexc of the n-a-system  where the a-particle is in an internally 
excited state has a large energy distance from the low-energy n-a-scattering 
configuration. Furtherm ore, the overlap ^cPexclHltPn-a^ re lative ly  small, 
too. Therefore, having in mind formula (14), fo r low n-a-scattering energies 
(E «  20 MeV), we can approximately neglect configurations o f the above kind 
in the pertinent wave-function ip. In other words, we neglect distortion effects 
on the a-particle (except those due to the Pauli princip le). Therefore the 
following ansatz fo r i/j seems to be justified:

Here and in the following means the antisym m etrizer. The function 
cp(tt) describes the internal spatial structure o f the a-cluster. We assume the 
following simple form  o f a product o f Gaussians

where V0 = 72.98 MeV; k = 0.46 X 10" 26 cm ' 2

w = m = 0.41; b = h = 0.09

(17)

4

(18)
i = 1

The parameter £ was chosen in such a way that q5(a) yields the experimental 
mean-square-radius o f the a-particle.
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( « , (1 ) a T( l ) ) (p , (2 )  M 2 ) ) ( « . (3 )P t (3 )) 

X(^ (4)^r(4))(«s(5)-i3r(5))

(19)

describes the spin- and isospin configuration. The <*s, |3S, a T, j3T are the 
w ell known Pauli spin- and isospin functions, respectively. Their product is 
written in such a way that f (t j ,  Sj) is an eigenfunction o f the third component 
of spin and isospin:

with quantum numbers Sz = i;  T 3 = - | .  M oreover, after antisymmetrization
0 should be an eigenfunction o f the total spin 3 2 and isospin T 2

The required quantum numbers are S = 1/2 and T  = 1/2. That this comes out 
by using the product (19) is due to the fact that the function <p(d') is a com
pletely symmetric function of all four spatial co-ordinates.

The function x (? 5 " ^a) describes the relative motion between the neutron 
and the a-particle and represents the continuous variational amplitudes which 
are varied arb itrarily . In order to make this point clear in more detail we 
w rite down the wave function 0 as

Obviously, integrating over the param eter co-ordinate R 1 one regains the 
wave function in the form  (17). We want to point out that the antisym m etrizer 
jd  acts m erely on the (physical) nucleon co-ordinates, i .e .  r^  ?2 , . ., r g 
(and by this also on the re lative vector R), but not on the param eter co-

The wave-function ip, as it is written in expression (23), represents a 
continuous linear superposition o f tria l functions of the form

5 5

( 20 )

i = l i=  1

( 21 )

i  = 1 i = 1 i = l

( 22)

i = 1 i=  1 1 =  1

(23)
-¥ ^ 

R = r 5 - R,a

ordinates, i .e .  here H1 .

(24)
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which describe the n- a  clusters having a re lative distance R 1 . The continu
ous amplitude o f each o f these tr ia l functions which has to be varied-arb i
tra r ily  at every point R 1 is now given by the factor x (R ') -  Therefore we 
have

We see from  this that the ansatz (17) or (23) fo r the wave-function \jj co rres 
ponds to the term /ak(pkdk in E q .(6 ).

Going now into more details on antisymmetrization we firs t note that 
after inserting Eq.(17) or (23) into E q.(7 ) we must antisymmetrize on one 
side of the expression only, i .e .  either 6 ip or ip. Namely, because of the 
herm iticity of and the symmetry of H with respect to a ll nucleon co
ordinates we can put both on one side. Having done this we can use the 
property jz^2 = A T h i s  reduces the amount of calculations quite con
siderably. Norm ally it is more practical i f  one antisymmetrizes the wave 
function ip standing on the right side. In low-energy problems the wave- 
function. \jj often has a simple structure. This results in many exchange 
term s due to antisymmetrization being either equal to each other or not 
contributing to E q .(7), at all; i .e .  in our example, because o f the symmetry 
of the .ansatz (17) and the fact that in the potentials V (i, k) in Eq.(16) the spin 
exchange (Bartlett) force and the charge-exchange (Heisenberg) force 
appear with exactly the same factors but opposite signs, the contributions of 
these forces cancel each other. Furthermore, the W igner force having no 
exchange character, as w ell as the space exchange (Majorana) force do not 
change the spin and isospin configuration. Therefore, only those terms of 
the antisymmetrized wave-function 0 contribute which have the same spin and 
isospin configuration as 60. By this the number o f term s in the wave function
0 which contribute in our special example to E q .(7 ) is reduced to only two 
term s, the 'd ire c t ' term

(25)

= 6Xp [-  I  I ( ?i A )  ] * * ( ?5 '  ^ ° ) X  ' ( V  Si) <2 6 >
i = 1

and the so-called 1 one-particle-exchange te rm 1

0X = - exp[-  |  £  ( r .  - l y )  ]  X x (?3 - R j )  X f ( t ., s .) 
i =  l (27)

The minus sign in front o f the right-hand side of Eq.(27) appears because 
this term represents a one-particle (odd) permutation of the original ( 'd irec t ') 
order of nucleons.
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The calculations are sim plified further because again due to the sym
m etrica l structure of the wave function many terms in the sum

5

Y  v f 1- k) 
i> k = l

turn out to. be equal to each other or cancel each other. F o r further d is
cussions of this point we re fe r  to [1 ].

F o r practical calculations it is usually not necessary to decompose the 
wave function ip as it was done in E q .(23 )3. This means that in E q.(7 ) we 
can write dip which needs not be antisymmetrized any more as

6 iP = 6X (R ) cp(Q-) f(tj, st) (28)

I f  in E q .(7 ) we carry out a ll summations over spin and isospin co-ordinates 
as was pointed out above4 and all integrations over the space co-ordinates 
except that over the re lative co-ordinate R = r 5 - and i f  we set the factor 
by which the arbitrary variation 6x(R) is multiplied equal to zero we obtain a 
definitive equation for x (R ) which is, in fact, an in tegro-differential equation 
of the following form:

{ -  2 ^ A - , +  V ( R ) }X(R) + y K (R ,R , ) X(R , )d R ' = E ^ x fR )

r6d (29)

1 _ 1 1 _ 5
M red 4M  +  M  ~ 4M

In case of scattering processes, E kis the relative kinetic energy of the two 
fragments, here the a-partic le  and the neutron, fo r  |R | -» oo . The potential 
V (R ) which describes the effective local n-a-interaction stems essentially 
from the direct term  (26) in {p. The effective non-local n-a<-potential which 
is expressed by the kernel K (R , R 1) stems essentially from the exchange 
term s in ip (here xp̂  o f Eq.(27 )) and from  the exchange forces (here Majorana 
fo rces ). It should be mentioned that K (R , R 1) depends explicitly on the total 
energy E. Because of the herm iticity of the Hamiltonian (15), the direct 
potential V (R ) turns out to be rea l whereas K (R , R 1) w ill be Hermitian which 
means that

K (R ,R ')  = K * (R ',  R) (30)

Furthermore, because of the rotational invariance o f the Hamiltonian (15) 
and the neglect of spin-orbit as w ell as tensor forces (by this, no spin-orbit 
effects are taken into account), the direct potential V (R) is, in fact, a

3 The main advantage o f such a decomposition will be evident, especially i f  one deals with basic 
investigations, as e .g . the general behaviour o f rotational states.

4 Because o f the normalization o f f(t j, sj)  in expression (19) the summation over spin and isospin co
ordinates yields a factor of 1.
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function o f R = |il | only, and the kernel K(R, R 1) depends on R = |R |, R 1 = |r ' | 
as w ell as (R R 1) . There fore one can expand K (R , K 1) in the following way:

denote the directions of R and R 1, respectively, in spherical co-ordinates.
If  we consider scattering processes which are rotationally symmetric around

A fter inserting Eqs (31) and (32) into Eq.(29) and using the orthogonality 
relations for the spherical harmonics we are left with the following set of 
(uncoupled) in tegro-d ifferen tia l equations for the radial functions U j ( R ) :

where we have substituted K{ (R, R 1) = R - ( R ,  R 1 )■ R ' .
The fact that we obtain a separate integrodifferential equation fo r each 

partial wave with angular momentum £11 is a consequence o f the rotational 
invariance o f the Hamiltonian (15) and expresses the conservation of angular 
momentum. Thereby, we derived a non-local Hermitian potential KC(R ,R ')  
which depends explicitly on the quantum number £ and the energy E. A lready 
in this rather simple example the analytic expressions fo r the direct and 
non-local potentials are rather complicated. The direct potential V (R ), fo r 
example, is o f the form

F o r the non-local part K{ (R, R 1) which is much more complicated we re fe r  
to Ref. [2 ],

In principle, equations of the form (29) or (33) are able to describe bound 
states — i f  the potentials V (i,k ) are sufficiently attractive — as w ell as 
elastic-scattering states. F o r bound states besides the boundary condition, 
which states that u{ (R ) must tend to zero  for R -  0, we have to require that 
Uj(R) tend to zero  fo r R -» oo, too. This leads to an eigenvalue equation for

l (31)
l

l m = -  i

where y stands for the angle between R and R 1, whereas (tf, <p) and (O ', cp')

the z-ax is , and expand also x (8 ) into spherical harmonics we obtain

(32)

(33)

)'
-3/2

(34)
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F IG .l. s-wave phase shift of elastic n-a-scattering. Experimental curve: [3 ], theoretical curve see, 
e .g . Ref. [4 ],

the bound-state energies E^. F o r  scattering states, Ek is given, and one 
has the boundary condition that fo r R —oo there are incoming and outgoing 
waves. This is completely analogous to the boundary conditions of the simple 
one-particle SchrOdinger equation.

In F ig . 1 both the experimental and the calculated phase shifts fo r the 
S-wave elastic scattering of neutrons on a-particles are plotted5.

Going up to scattering energies of 15 to 20 MeV E cm it becomes now 
energetically possible for the a-cluster to be broken up. Therefore, ac
cording to our considerations in section 1, one has to take into account, at 
least, the next energetically favoured cluster configuration which is, in 
fact, a deuteron-triton configuration where the deuteron cluster is contained 
in a trip let state. That this can be expected is due to the fact that the two- 
nucleon forces between a proton and a neutron are mo're attractive in the

5 As to the derivation o f the phase shift from the asymptotic behaviour of Ug(R), see e .g . Ref. [15 ].
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case o f a 3S- than in the case o f a ^-configuration. Furthermore, owing to 
the same argument, in the case o f an L  = 0 relative motion between d and t, 
the para lle l alignment of the two spins of the clusters is energetically more 
favourable than the antiparallel one. Summarizing, we can say that we can 
expect the lowest-lying n- a -configuration to be followed energetically by a 
t-d-configuration having a total spin S = 3/2 and a relative orbital angular 
momentum L  = 0.

As an extension o f the n- a -scattering as considered above we are now 
going to discuss b rie fly  the coupling between the n- a -channel and the 
t-d-configuration just mentioned. Rotational invariance of the Hamiltonian 
and its invariance under space reflection lead to conservation o f total angular 
momentum J and parity jr, respectively. This means, in our example, that 
only the n- a-configuration with J = 3+/2 (re lative orbital momentum L  = 2, 
neutron spin antiparallel) can be coupled with the t-d-configuration having 
also the quantum numbers J = 3+/2 (with L  = 0 and S = 3/2). In this case, a 
proper ansatz fo r the wave-function should comprise the partial waves o f the 
configurations which are coupled with each other. In contrast to the choice. 
in E q .(1 7 ) we now choose

*  = ^ {9 (^ )x ! (R I) [ N/ f - Y 21(^,cpl ) as(5 )+J | ".Y 22(0I ,cpI )/3s(5)

X (* , ( l ) » T( 1))(/3,(2)ffT(2 ) ) (as(3)i3T(3))(^(4)j3T(4))j3T(5)

(35)
+ <P(t)<P(d)x{RII) Y 0 .(/V'Pn)

X ( a ( l ) Q'T( l ) ) O s(2 )^ (2 ) ) (a s(3))3T(3 ) ) ( tts(4 )ttT(4 ))(as(5)0T(5 ) ) }

where subscript I re fe rs  to the re lative vector Rj = r5 - Ra , and subscript II 
re fe rs  to the vector R n = Rd - Rt . The functions X it^i) an^ X iit^n ) are the 
radial functions o f the re lative motion o f the n-a-clusters and the t-d-clusters, 
respective ly. The expression in square brackets in relation (35) denotes a 
state with the quantum numbers J = 3/2, Jz = 3/2 and L  = 2, S = l/2. In analogy 
to the previous case, the products o f spin and isospin spinors lead, after 
antisymmetrization, to channel spin and isospin quantum numbers S = 1/2 and 
T  = 1/2 in the n - a -channel, andS = 3/2, T = 1/2 in the d-t-channel.

This time both radial functions X i(R j) and Xi i (R i i ) have to be varied 
arb itrarily . We insert Eq.(35 ) into Eq.(5 ), carry out a ll summations over 
the spin and isospin co-ordinates as w ell as integrations over the space co
ordinates — except Rj and R £I — and set a ll factors equal to zero  by which 
the arb itrary variations fix^Rj) and 6x h (Rii ) are multiplied. Then we obtain 
a set o f two coupled in tegro-d ifferen tia l equations6 for Uj(Rj) = xI (R I )/RI and

ull(Rl l ) =* ll(Rii)/Rii :

6 Note that to obtain these equations it is necessary that in expression(35) the functions ? (a ) ,  <p{t) and 
<p{d) contain factors normalizing these internal functions together with their spin-isospin parts after anti
symmetrization to 1.
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(36)

+J Kn. it1*^ « ! ' ) dR;

In addition to Eq.(33), kernels Kj u and Ku j are contained now in Eq.(36 ). 
These kernels w ill describe transitions from channel I (n-o-configuration) 
to channel II (d-t-configuration) and vice versa . Because o f the herm iticity 
o f the original Hamiltonian, also n and obey a herm iticity relation

We mention here that, to obtain non-vanishing transition kernels K t n and 
K m  in our example, one must include two-nucleon-tensor forces [5] in the 
Hamiltonian (15).

By means of Eq.(36 ) it is easy to show that the following equation holds 
( i f  Rj and Rn tend to infinity);

This is simply a consequence o f the rea lity  of the local potentials and the 
herm iticity as w ell as the fin ite-range property of the kernels. The physical 
interpretation of Eq.(38 ) is just the conservation of current in the asymptotic 
region (R j , Rn** oo). Equation (38) states that for any time interval A t the 
number o f incoming particles in the n-a-entrance-channel is equal to the sum 
o f outgoing particles in the n-a-exit-channel and the d-t-channel. In a 
region where the clusters penetrate each other strongly, it is meaningless to 
speak of currents made of n -a-clusters or d-t-clusters, respectively. This 
is because here the Pauli principle destroys any resemblance of the clusters 
to the corresponding free particles. The considerable influence of the Pauli 
principle on our considerations w ill be dealt with again later on.

Equation (36) allows us to describe quite different problems such as 
reactions or bound states simply by choosing the appropriate boundary 
conditions as:

(37)

d ^ H ' V Bi> d§7“T<E i> • “ t w  5 § 7 “.<».>
red (38)

1) E lastic scattering of neutrons on or-particles together with transitions to 
the t-d-channel. Here one has incoming and outgoing waves in the 
n-a-channel and only outgoing waves in the d-t-channel.
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2) Triton-deuteron elastic scattering together with transitions to the
n-o-channel. In this case, there are incoming and outgoing waves in the
t-d-channel and only outgoing waves in the n-a-channel.

3) Bound states ( i f  present) having a t-d- and an a-n-cluster structure have 
to fu lfil the conditions that for Rt, Rn~* °othe corresponding re lative- 
motion functions tend to zero .

F igure 2 shows the results o f calculations made by HackenBroich and 
Heiss [5 ]. They investigated the influence o f the 3+/2-d-t-structure on 
p-a-scattering (which is, in fact, the m irro r reaction o f the a - n-scattering 
process) in a region between 15- and 25-MeV centre-of-m ass scattering 
energy. The resonance behaviour of the p-a-cross-section  at about 17 MeV 
is due to a resonance state having essentially a d-3H e-cluster structure.

I f  one looks only fo r the influence of the t-d-channel on the elastic 
n-Qf-channel one can sim plify the calculations considerably, bearing in mind
that the 17-MeV state is deeply embedded in the Coulomb ba rr ier. There
fore, to a large extent, it can be treated as a bound state. Its coupling to 
the n - a -channel is re la tive ly  weak. These arguments give rise to the 
follow ing idea. F irs t, we determine the 3 /2-state separately using a 
bound-state variational (e . g. R it z 's ) procedure. Adding this state 
afterwards with an (energy-dependent) linear variational amplitude a(E) to 
the pure n-a-channel wave function we obtain the following ansatz:

*  = J i  { c p ^ x ^ R , ) ^ )  + a (E)9(.t)cp(d)FfRjj) #(II)|" (39)

The functions $ (I) and $ (II) denote the spin-isospin as w ell as the orbital 
momentum parts o f the corresponding cluster structures. They look exactly

MeV

FIG.2. i l  _ 4He-p-scattering phase shift versus Ecm . Theoretical curve (solid line): [5 ], experimental data 

(dashed line): [6 ].  Experimental curve is shifted to calculated threshold energy.
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as those in Eq. (35). The function F(Rn) now stands for a given function 
which is part of the result of the preceding bound-state calculation. In
serting Eq.(39 ) into E q.(5 ) we obtain two equations, one linear integro- 
d ifferentia l equation arising from the arbitrary variation of Xi (Rj) = ui (R i )/R i 
and one linear integral equation arising from the variation of the amplitude 
a(E ). Thus we obtain

- ^5-) + Vi f Ri ) ]U! ( « ! )  +/K i (Ri , R - )u (RJ) ciR;
red N I I J

+ / K I . I I ( R I '  R ! l ) F ( Rl P Rl l d R II = EcmUl ( R I>

(40)

a(E) )  /^(tJcp^dJF^Rjj) $*(II)(H-E)cp (t)cp(d) SfUJFfR^dRj, 

+J f * ( I ^ j J R ^  ^ R n .R i ) Uj (R j ) dR J = 0

tj.si

b) E lastic scattering o f deuterons on o-particles (L  = 0)

The sim plified approach as it was described just above can be used in 
describing such effects as, e .g . distortion and polarization in reactions. As 
an example, we shall brie fly  discuss the inclusion of distortion effects in the 
calculation o f s-wave elastic d-o-scattering as it was done by Jacobs et a l.[7].

FIG.3. s-wave phase shift of elastic a-d-scattering versus Ecm . Theoretical curves: [7 ], experimental data: 
[8] (fu ll dots). [9] (open circles), [10] (crosses).
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In a firs t approximation, one could think o f writing down such a simple 
ansatz s im ilarly  to that in Eq.(17) for the n-a-scattering, containing now one 
given internal cluster wave-function for each one o f the two clusters a  and d, 
the param eters of which are chosen such as fo r the corresponding free 
particles, whereas the relative-m otion  function is considered to be varied 
arb itrarily . It turns out, however, that the s-wave phase shift obtained in 
this way d iffers quite appreciably from the'experimental data (see the broken 
line in F ig . 3). M oreover, one knows from calculations in the 6L i compound 
system that an ansatz containing these 1 free-partic le  param eters' is not 
able to describe a bound state of the a-d-system  (with the boundary condition 
that Uj(R) tends to zero  fo r  R->oo). Obviously, this simple tria l wave-function 
is not flexible enough to describe the a-d-system  adequately.

Because of the attractive character of nuclear forces two clusters 
approaching one another could be expected to tend to increase their overlap. 
This effect w ill mainly lead to a distortion o f the deuteron inside the region 
of interaction. Although, because of the Pauli principle, the situation 
certainly is more complex, this simple picture is a guide for how one might 
construct a better tr ia l wave-function. The distortion may be taken into 
account explicitly by adding some bound-state cluster functions to the scattering 
channel each one of them coupled by a free variable linear amplitude. The 
deuteron cluster in these functions may be expanded or contracted. Thus we 
write the ansatz

F o r sim plicitly, we think the spin-isospin functions in expression (41) to be 
included in the internal cluster functions. Since we consider purely elastic 
s-wave scattering, no orbital angular part appears in the ansatz (41). As 
in the example above the given internal wave-functions as w ell as the given 
relative motion functions F ‘ (R ) are described by superpositions of functions 
of the Gaussian type (this has the advantage that all integrations leading to 
the coupled equations can be carried  out analytically).

A fte r  inserting Eq.(41 ) into E q .(5 ) we obtain a coupled set o f equations 
comprising one linear in tegro-d ifferential equation and severa l linear integral 
equations of the same kind as discussed just above (Eq.40 )).

The result of the calculations was that, by adding a certain bound struc
ture which contains a considerably contracted deuteron cluster compared to 
the free deuteron, the phase shift obtained agrees quite w ell with the experi
mental data (see solid line in F ig . 3). M oreover, taking into account more 
bound structures differing from  one another in the size o f the deuteron 
cluster the result was almost the same curve in a ll cases as long as the 
abovementioned contracted deuteron-cluster wave-function was present.
The variational amplitudes o f the additional terms turned out to be very 
small. This stability o f the result shows an intrinsic consistency o f our 
approach which is free o f data fitting.

3. G ENERALIZATIO N OF THEORY AND INFLUENCE OF
PAU LI PR INC IPLE

It w ill be clear by now in which way one can extend and refine these 
calculations in order to describe any kind o f nuclear reactions and bound

(41)
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states, namely, by introducing more and more channel wave-functions whose 
relative-m otion  functions are free variational functions, as w ell as bound- 
state wave-functions coupled by linear variational amplitudes. The most 
general ansatz for a tr ia l function comprising linear variational functions 
and variational amplitudes w ill be o f the form [4]

<P = ( p f A j W B j f t f i i j )  + ^ c p ( A j ) 9 ( B j )q>(Cj )X(l?.1, R j2)

i j
(42)

+ ^ 9 (A k)cp(Bk)(p(Ck)cp(Dk)x (R k1,R ^ R ® )+ . .. a{ F{ j  
k I

The spin and isospin functions are thought to be included in the internal 
cluster functions cp. The cluster terms containing relative-m otion  functions 
x (R j , R ^ ),x (R j» RfeRk) e tc - » are responsible for three-, four-, etc.particle 
decays. The given functions describe bound structures which vanish for 
large re lative distances. F o r  the sake of sim plicity, we shall confine our
selves, fo r  the present, to reactions where three or more particle decays 
do not occur. Therefore, the terms which would describe decays into three 
and more particles can be included in the sum of the bound structures. To 
obtain the corresponding set of linear in tegro-differential as well as linear 
integral equations Eq.(42) is again inserted into our fundamental E q .(5 ). The 
coupled set o f equations which is a generalization of Eqs (29), (33), (36) and 
(40) is of the form

^ < q )(A m)q)(Bm)6(Rm-R ^  )|H-E| ^jcp (A ^ q ^  fo fS ,)} >
i

+I a{< 'P(A mW Bm )6 (Rm-R ^  )|H-E| ^ F { >= 0

{ (43)

Y < F m |H-E|^|cp(Ai)cp(Bi) x ( S . ) } > + ^ < F m |H -E|^Ff >= 0
i I

m = 1, 2, . . .

Because of the rotational, translational and reflectional invariance of 
the Hamiltonian (i5 ) and since the cluster wave-functions are constructed so 
as to depend on the re lative co-ordinates between the clusters, the wave- 
function ip can be split into wave-functions of given total momentum, total 
angular momentum and parity.

If we restric t the number of variational functions and amplitudes in 
Eq.(42) (as we did in the examples o f section 2) we project, by our variational 
procedure, a certain sub-space in which our coupled equations are defined 
out of the complete H ilbert space. This is the reason why Eqs (3) and (5) 
are called projection equations. As was pointed out in section 1 neither the 
general structure of the set of coupled equations nor the general properties of 
the corresponding solutions depend on the size of this sub-space.
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We want to emphasize three essential points which have already been 
discussed in section 1 and 2:

1) Although normally the different cluster tr ia l functions are not orthogonal 
to each other the solutions ipm to E q.(5 ) form  an orthonormalized basis 
o f this sub-space. This behaviour of our linear variational procedure
is most valuable because by this an orthonormalized set o f solutions is 
generated which have the correct boundaries appropriate to the considered 
problem. Of course, a ll degeneracies are supposed to be removed so that 
the solutions 0m have w ell defined total angular momentum, parity etc.

2) On the basis o f these solutions , the Hamiltonian H can be represented 
as a rea l diagonal matrix in such a sub-space.

3) The law of current conservation in the asymptotic region or, in other 
words, the unitarity of the S-matrix is always exactly fu lfilled in such a 
sub-space.

These properties of the solutions of the coupled equations belonging to a 
sub-space of the H ilbert space allow general features o f the unified theory 
as discussed here to be studied, even by means o f simple examples.

Up to now? we have not yet discussed the question of how the saturation 
character of nuclear forces which is essentially due to their short-range 
repulsive core (rQ~0 .4  X 10"13cm) w ill influence our considerations.

If, in contrast to the forces o f Eq.(16), we use more rea lis tic  nuclear 
forces containing a repulsive core, then certain two-nucleon correlations 
must be introduced into the tr ia l functions by multiplying the different cluster 
term s in the wave-function ijj by suitably chosen short-range correlations 
known as Jastrow factors7 which prevent any two nucleons from  approaching 
each other too closely . As an example, they can be of the form

6  = II f( r. - r. )
’ corr „  . '  I i j 1 '

all pairs

with (44)
-B ( | ? - ? | )n ik

f ( | ? i  - r k|) = 1 - e ik 1 k 0 ik 0-4 X 10 cm "1

F o r r ik = |?j - rk| -» 0 also f ( r ik) tends to zero  with a power ( r lk)nilt, whereas 
for rik -► oo the functions f ( r ik) tend to unity very  rapidly. To refine the calcu
lations one can introduce additional variational term s in 0 with different 
correlation  functions f(r ik), differing, e .g . in their width param eter j3ik or 
their power nik, a ll o f them added to 0 with linear variational amplitudes as 
it should be. Even i f  fo r a ll (i, k) we assume that nik equals two, by which 
we obtain analytically integrable Gaussians, these correlation factors 
seriously complicate the calculations o f the integrals leading to the coupled 
equation as w ell as the final numerical work in solving these equations. 
However, they neither influence the general structure of the coupled set of 
equations nor the general properties o f their solutions. Therefore, they do 
not cause a fundamental change in our considerations. This is why in our 
further considerations we shall not explicitly take the short-range correlations 
into account.

T See Ripka's contribution to these Proceedings.
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As the next step,- we shall discuss the influence of the Pauli principle on 
our unified nuclear theory. It w ill turn out to be a most fundamental point. 
We mainly want to stress two aspects. The firs t is that the Pauli principle 
resolves the contradictions between the different single-particle and co llec 
tive models used in nuclear physics. Secondly, it also considerably reduces 
the number of terms in a clustering ansatz to be taken into account in practi
cal calculations. The common reason for both effects lies in the fact that the 
differences between wave-functions describing, before antisymmetrization, 
quite different nuclear correlations are substantially reduced by the anti
symmetrization procedure. Sometimes these differences even vanish.

To understand this, let us consider, as a simple example, an ensemble 
o f a large number of ferm ions being contained in a square w ell potential, 
without any mutual interaction. Take fo r this, say, the electrons of a 
conductor. In the ground state a ll single-particle states which have momenta 
lying inside the Ferm i sphere (see F ig . 4A ) are filled . If this system as a 
whole is now given a sm all velocity A tf, the Ferm i sphere is shifted so that 
its centre is no longer at the origin  (see F ig .4 B ). The change relative to the 
situation o f F ig . 4A is a collective^excitation in which each ferm ion receives 
a sm all change in momentum m AV . Now let us instead start with the Ferm i 
sphere at the origin  (as in F ig .4 A ) and impart various large amounts of 
momentum to a few of the fermions (a ll those in states in region 1 o f Fig.4C) 
at the le ft of the sphere so as to excite them into states just to the right of the 
sphere (fillin g  the states in regions 3 of F ig .4 C ). Because of the in- 
distinguishability o f the ferm ions, corresponding to the antisymmetrization 
of the wave-function, the situation in F ig . 4C is completely equivalent to that 
in F ig . 4B. This shows how under antisymmetrization a large excitation 
imparted to a few fermions can be equivalent to a collective excitation of all 
the fermions as a whole.

Another example is that o f a co llective dipole oscillation o f fermions 
against each other. That this can be exactly equivalent to a one-particle 
excitation i f  antisymmetrization o f the wave-functions is carried  out .was 
shown by Brink [11].

A  third example is the ®Li ground state. One can show that, in this case, 
the shell-m odel representation, the a-d-cluster representation and the 
t - 3He-cluster representation after antisymmetrization, give the same wave- 
function i f  in all three cases one uses oscilla tor wave-functions with'the 
same frequency for the internal wave-functions and for the relative-m otion 
functions [1 ],

FIG.4. Equivalence under antisymmetrization. A : ground state. B: collective excitation. C: single-particle 
excitation.
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As an explanation of this effect, we note that many term s appearing in 
the non-antisymmetrized wave-function w ill vanish after antisymmetrization. 
By this procedure, the differences between different nuclear correlations 
(which are expressed by different cluster representations) are reduced. If, 
e .g . two nucleons are in the same single-particle state then through anti
symmetrization the corresponding terms of the wave-function are cancelled 
completely. F o r  explicit calculations concerning this point see the references 
given above.

The influence of the Pauli principle is especially effective i f  the clusters 
penetrate each other strongly. Very often this has the consequence that any 
resemblance of the clusters with the corresponding free particles is com
pletely destroyed. On the other side, as soon as the mutual penetration of 
the clusters decreases, the influence of the Pauli principle decreases, too. 
That is why clusters inttie nuclear surface region behave approximately like 
the corresponding free particles.

In practice, fo r the wave-function \/j in Eq. (41), this influence of the 
Pauli principle means that many terms in the expansion (41), especially the 
different bound structures , overlap to a la rger extent after antisym m etri
zation. This is most valuable fo r practical calculations since it quite ap
preciably reduces the number of term s to be taken into account for ensuring 
enough flex ib ility  of the wave-function; in addition, it allows the combination 
o f calculations which have been carried  out in the framework of different 
nuclear models. In section 4, we shall discuss the combination of shell- 
model and cluster reaction calculations as an example fo r  this statement.

4. COMBINATION OF SHELL-M ODEL AND OTHER BOUND-STATE
CALCULATIONS W ITH CLUSTER REACTION CALCULATIONS.

• SEM IQUANTITATIVE CONSIDERATIONS

The practical calculations can be sim plified considerably first by using 
the fact that, because of the weakness of the Coulomb force as compared to 
the nuclear forces, one can, to a very good approximation, neglect all 
polarization effects as soon as the reaction products are separated (which 
is not true for atomic and molecular reactions, o f course). This fact was 
first used system atically fo r nuclear reaction calculations by Hackenbroich 
[12]. Secondly, owing to the influence o f the Pauli principle just discussed, 
one can couple in a very  simple way cluster wave-functions with shell-m odel 
and also other bound-state waVe-furictions which are especially suited fo r 
describing the in terior of a nucleus. We shall discuss these simplifications 
by means of £*-160 scattering. To sim plify notation we neglect Coulomb inter
action. We consider elastic s-wave scattering and neglect any other reaction, 
processes, such as inelastic-scattering processes. We split the wave- 
function 0 into two parts:

0 = 0 . . .  + 0  . , inside ôutside

with

inside = ■ * { !  W  (45)
I ‘

Outside = *  |f(R)<P(160)cp(a) + bf(R)cp(160) <p(a) j
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where K denotes the wave number o f the a -160  relative motion in the asymp
totic region; b is a variational param eter. Its magnitude determines the 
elastic-scattering phase shift. The function f(R ) is a cut-off function, for 
example, o f the form f(R ) = 1 - exp [-Rn/R°] which cuts o ff the o -160-channel 
wave-function near the nuclear surface (R ~ R 0) and approaches unity for 
R-» oo . F o r  ^inside which describes the in terior of the compound nucleus 
(Z0Ne) one can use the most convenient representation. For. heavier nuclei 
the most convenient representation is very  often a superposition o f shell- 
model wave-functions with linear variational parameters as factors. To im
prove the flex ib ility  of 0inside , it is sometimes useful to add cluster terms 
which are only appreciably different from  zero  at the nuclear surface and 
which can describe energetically favoured cluster structures in the nuclear 
surface. The terms Ft , with factors a t being linear variational parameters, 
in expression (45) have then to be chosen so as to describe such a mixture of 
shell-m odel wave-functions and bound-cluster wave-functions.

F o r the determination o f the variational amplitudes in the Hulthen-Kohn 
ansatz (45) one again uses E q .(5 ). By doing this, we automatically obtain a 
coupling between 0 inside and the elastic-channel term s:

<f(R )cp(160 ) 9 ( a ) ^ y m |H -E|1A.ns.de > (46)

If  one constructs ipiDsa e i-n such a way that it describes the compound nucleus 
state in a sphere o f a re lative ly  large radius R0 which is at the same time the 
cut-off radius of the elastic-channel function, then one has essentially to 
consider only the coupling of the elastic-channel terms with the nucleons 
inside the surface region of ^ insic]e . This means, for eaxmple, that in such 
coupling term s one only has to carry out the antisymmetrization with the 
nucleons in the nuclear surface. Sometimes even this c a n  be neglected.
Such sim plifications could be very  important in calculating heavy-ioh reac
tions which otherwise might not be feasible. Another-advantage of the above 
separation into an inside and an outside region of the nucleus is that the 
overlap between different term s in the tr ia l function is strongly reduced and 
this reduces both computer memory and computing time.

If  one has to take into consideration, in addition to the elastic channel, 
other reaction channels — as, e .g . in case o f n-a-scattering the d-t-channel
— then one has to add outgoing waves with the correct asymptotic behaviour 
belonging to the different open channels. These waves also contain linear 
variational amplitudes as factors and they are also cut o ff near the nuclear 
surface.

Since in the method sketched above the tr ia l function 0 now contains an 
inhomogeneous term the solutions of the projection equation (5) do not auto
m atically fu lfil the law o f current conservation. However, there are methods 
(e. g. K ato 's  condition) that show how one can correct this point afterwards 
such that one ends up with a unitary S-matrix, too8. From  this discussion 
we see that it is necessary to choose the term  in the tr ia l function ip in such 
a way that, in particular, the variational calculation gives a good description 
o f the transition region near the nuclear surface. Especially here in the

* See, e .g . the book o f Wu and Ohmura [15] p. 76.
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transition region, the Pauli principle plays an important role because — as 
we have pointed out before — it smooths out the differences between different 
structures as e .g . between ^.nside and 0outside .

To test the convergence of the method the n-a-scattering and the a - a -scattering 
have been calculated. Even with a re lative ly sm all number of variational 
term s in i/j one obtains fo r different choices of the tr ia l functions in 1(1^ ^  
and fo r different cut-off functions in.0outside practically the same result[l3,14J. 
On the other hand, these results also fit the corresponding resonating group 
calculations where the relative-m otion  functions o f the clusters are used as 
variational functions which are varied arb itrarily  as discussed in section 2.

The method sketched here can be considered to be a quantitative form u
lation of the R-m atrix  theory where, one splits the wave function in an (un
known) inside and an outside region.

The amount of numerical work increases exponentially with the in
creasing number o f nucleons even i f  the simplifications discussed above are 
used. Therefore, it is important to apply semi-quantitative considerations 
by using the physical ideas which we can gain from  the general structure of 
our theory. In this respect, it is especially important to obtain some insight 
into the influence o f the Pauli principle without carrying out the antisymme- 
trization  o f the wave functions explicitly.

To see how this works we shall discuss a specific example. We discuss 
the e lec tr ic  quadrupole transition probability Tg(2) o f the firs t excited 2+ state 
o f ^Ne to its 0+ ground state and its connection to the energy distance 
A E (2 +-» 0+) of these two leve ls . Because o f the very  rigid  structure of the 
a-cluster and the doubly closed shell cluster ieO one can consider these two 
states, to a good approximation, to be the lowest states o f a rotational band 
where the a-cluster rotates around the lsO -cluster. This rotation takes 
place essentially in the surface of the ^ - c lu s t e r  because, owing to the 
closed shell structures o f the a -  and the lsO-clusters they do not penetrate 
each other to a large extent. This has the consequence that fo r the calcu
lation o f the rotational energy of the 2+-20Ne-state (energy distance 
A E (2 +-»0+) to the 0+ ground state) one can neglect the antisymmetrization be
tween the a-  and the lsO-cluster approximately. This is even more the case 
for the e lec tric  quadrupole transition probability Tg(2) because the co rres 
ponding transition operator is a long-range operator. Under these circum 
stances, a very  simple relation between AE (2+-» 0*) and T E(2) exists. One 
can easily check that this relation is o f the form9.

F o r the derivation of this formula it was assumed that

This w ill be approximately true i f  the centre of the a-cluster has a re lative ly 
constant distance from  the centre o f the ieO -cluster. Because of the Pauli

(47)

9 Because o f the spherical structure of uO and the ot-cluster one can consider the masses and the charges 
of the clusters to be concentrated at their centres o f mass.
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principle which, as has just been mentioned, prevents the two clusters from 
penetrating each other to a large extent, this is approximately true.

If in expression (47) we insert the experimental energy distance AE(2+->0+) 
we obtain T E(2) = 1.6 X 101Z s "1 which has to be compared to the experimental 
T E(2)-value (1 .6 +±0 .7 ) 1012 s '1. Evidently, the theoretical value for TE(2) 
lies within the lim its o f the experimental e rro rs .

S im ilar semiquantitative considerations can be applied to numerous 
other cases, see e .g . Refs [14,16]. \

5. DISCUSSION OF SOME GENERAL PROPERTIES OF THE UNIFIED
THEORY OF NUCLEI

Up to now, we have been discussing how, in the fram ework o f the 
unified nuclear theory presented here a general basis for carrying out 
nuclear-structure and reaction calculations can be obtained. But we have 
not yet discussed problems of a more general character as, e . g . , in which 
way the general description o f resonances, the optical-model description, the 
d irect-reaction  descriptions, the description of collective states, etc. are 
contained in this unified theory.

Since we have to restric t ourselves, we shall only consider elastic 
resonance scattering in the vicin ity of an isolated leve l in greater detail 
(s in g le -leve l resonance form ula). We shall further assume that only the 
elastic channel is open. A fter wards we shall b rie fly  discuss how these 
considerations can be extended to a derivation of other resonance formulas, 
the optical model etc. in the framework of this theory.

The fundamental equation for our investigation is again E q .(5 ). We split 
the wave-function 0 into two parts;

t  = 0d+i Ĉ ( 49)

^  = ^ { c p ( A ) c p ( B ) x ( R AB)|

i

We do not need the other term s appearing in ansatz (42) fo r  tp, since we 
assume that only the elastic channel is open. With ansatz (49) we obtain 
the following coupled equations from E q .(5 ):

<60D |H-E|0D> + <60d |H-E|0c> =0 (50a)

<60C|H -E |^> +<60C|H-E|0C> =0  (50b)

where dipc i s  an arb itrary variation in the sub-space o f the bound structures 
Fj , and 6 ipD an arbitrary variation in the sub-space of the elastic-channel 
functions. We mention that the two sub-spaces are normally not orthogonal

with

and
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to each other. The fact that the bound structures Ft can introduce resonance 
structures into the scattering wave functions can be seen from a derivation 
o f the B reit-W igner resonance formula. To do this, in Eq.(50a) we introduce 
the' resolvent Gc belonging to Eq.(50b). This resolvent is defined by the 
equation

<50C |H-E| Gc = <60c | (51)

and can be represented by means of the solutions o f the homogeneous 
equation

<6^C |H-E|0C> = 0 (52)

If we denote by e £ the discrete energy eigenvalues of Eq.(52) we can write

„ „

C V  E c - E

F or Eq.(53) to be a solution of Eq.(51), the must be orthonormalized, 
i .e .

< * c \ * c >  = 5 nn. f 54)

I fw e  further bear in mind that | can be represented as

« * c l - 1  «<<*£! (55>
n

we immediately see that ansatz (53) fo r the resolvent Gc with the ortho
normalization (54) is a solution o f Eq.(51 ). By introducing Gc in Eq.(50b)
we obtain fo r 10C)>:

I V  I I x V  l * C > < * c l H _ B l * b >
l » c > = ~ GJ H - E K > a - a  J <56>

n E C " E

Substituting this in Eq.(50a) provides the following reduced equation for 
the open channel part 0D o f the wave-function:

v  <60J H - E | ^ X ^ | H - E | * D>
<60d|H-E|0d > = 2 j ----  ---------- 9-------------------------------------9---- —  (57)

n e “ -E

We have thus derived an effective non-local but Hermitian optical potential 
fo r tpD which depends on the resonance structures ipc and is further an explicit 
function o f the energy E. Because o f the singularities in the denominators 
E £ - E this potential gives rise to more or less narrow resonances.



F or the derivation o f the s ing le-leve l resonance formula fo r elastic 
scattering around E jw e  write expression (57) in the following form:

✓ I . I V  <60d |h - e | ^ X ^ | h - e |0d>
<6 0 d |h ' ( E ) - E | ^ d > =------------------ LC -------CJ--------- l d _  ( 58a)

Ec -E

with
v-' |h - e |0"><^"|h - e | ■

H '(E ) = H - }  -----------V - 5----------  (58b)
tr1 E_ - En=̂  1 c
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I

Equation (58a) can be solved form ally by means o f the resolvent Gjj+ (E ) for 
H' in the sub-space of the open (e lastic) channel with outgoing-wave boundary 
conditions. In the same way as Gc , Gp+ (E) is defined by the equation

<60D |H' -E|G^+ (E ) = <«0D | (59)

and can be represented by the solutions of the homogeneous equation

< 6 ^ | h ’ (E ) - e 8|</,dB(E )>  = 0 (60)

E® denotes the energy eigenvalues o f Eq. (60) in contrast to the fixed total 
energy E of the reaction process. E^ and 0d (E ) are functions of E.

If  the ^d (E ) with discrete and continuous eigenvalues E^ a re  ortho- 
normalized

< < ] < >  = f i t f . P ' )  ' (61)

then the spectral representation of G^+ (E ) becomes

S a l  (62)
D -B E ® -E - i-e

The term  (--ie) guarantees that the coupling between the bound state <//£ and the 
elastic channel produces only an outgoing wave.

We need GD+ (E ) in an energy region where the energy spectrum of the 
E fj(E ), in contrast to the E£ , is continuous, i .e .  where the channel in 
Gp+ (E ) (e lastic channel) is open. In this energy region, Gfj+(E ) is non- 
Hermitian due to the continuous E$ and the term (- ie ) in the denominator. 

With the resolvent Gjj+ (E ), we obtain from E q.(58a):

, . , •+ . Gd (E ) IH - E I i/'rO IH - E I
k D>= | iy E )>  + - f i i - ^ — t ^  (63)
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|0'd (E)^> is a purely elastic scattering solution o f the homogeneous Eq.(60) 
with Ej§ =E and it is matched to the incoming wave of the bombarding 
particles.

Equation (63) can be solved immediately and one obtains

<^|H-E|0!*(E)>

J V  W * » +GJ(=,|H-E|^> ip-ET ^ .|HT g i G'gi?lH-5 1^> <64>

Before we derive from the asymptotic behaviour o f Eq.(64) the single leve l 
B reit-W igner formula fo r elastic scattering we have to add some remarks 
about the valid ity o f the solution (64) o f E q .(5 ).

At a firs t glance it looks as i f  the ansatz (49) for i/j does no more allow 
to represent the exact solution of our problem because this ansatz already 
selects a subspace o f the complete Hilbert space for our A -partic le  system. 
But this is not the case i f  one demands that the Fj in 0C form  a complete set 
o f wave functions in a finite volume which is la rger than the volume o f the 
compound nucleus. Because of the completeness of the F{ they can together 
with \jjD therefore describe the exact wave-function inside and in the surface 
region o f the finite volume just mentioned. Therefore by the ansatz (49) for
0 the exact wave function of our system can be described in the whole space 
as long as no other but the elastic channel is open. Thus Eq. (64) 
represents an exact solution with the correct boundary conditions of the 
Hamiltonian which governs our many particle systems10.

We shall now derive the s ingle-level B reit-W igner formula. F o r this 
purpose, we consider a resonance state of given total spin J and parity, 
expand the e lastic-scattering wave and Gp (E ) into waves of given J and 
parity and select the wave which has the same spin and parity as the reso 
nance state. Furtherm ore, by using the integral identity

E » ' - E - i «  + <65>

we can split the non-Hermitian operator Gp+j into a Hermitian and an anti- 
Hermitian part and obtain

g £/E ) = j (E )> < ^  j (E ) I + u  ll^* [E )> < * "  (E ) I (66)

= G ^.(E ) + U G ^ E )  

where G jj j (E )  is the principal value o f the resolvent G ^ j (E ).

“  The difficulty which is due to the fact that some o f the F{  in $c  are not linearly independent of 

is not discussed here, for the sake o f brevity. It can be avoided easily by means o f a projection method without
changing any essential result (see Ref. [4 ]).
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Using relation (66) we obtain from the asymptotic behaviour of Eq.(64) 
fo r the phase factor Aj'which multiplies the outgoing partial wave of total 
spin j n :

where exp ( 2i6j* (E )) is the phase factor of the outgoing asymptotic wave 
^ f c ° f ( E ) asympt witout resonance scattering, i . e .  that phase factor which near 
the resonance considered belongs to the potential or background scattering. 
Relation (67a) is exact and valid fo r any scattering energy provided that only 
the elastic-scattering channel is open, i .e .  also fo r  scattering energies far 
away from any resonance. Equation (67a) looks already like the s ingle-level 
B reit-W igner resonance formula where only the elastic channel is open. The 
only but essential difference to this formula is that Aj(E) and rj(E) are 
energy-dependent. To get rid of this difference we have to make an approxi
mation. We have to use here, fo r the firs t time, the fact that we want to 
consider an isolated resonance leve l. F o r an isolated resonance leve l all 
other resonance levels lie  energetically so fa r away that 6j' (E ) and Fj(E) are 
approximately energy-independent over the energy width o f a sharp resonance 
leve l. Furthermore, near sharp resonances Aj(E) can be expanded in a 
Taylor series around the resonance energy and cut o ff after the linear term . 
With this we obtain the following Breit-W igner resonance formula from 
expression (67):

2i6! (E )

(67a)

e

with

A j ( E )  = < ^ | h - e |  g ^ e j I h - e ^ ^ )  

r ( E )  = 2 ^ | < ^ | H - E | ^ j (E )> I2
(67b)

(68a)

e

with

r  = --------------- -----------
jres 1 +  3 A . ( E ) / 3 E

J t “ fcTes

1J(E)
(6 8 b )

11 The relation between the scattering amplitude Jj and Aj is given *>y Jj = ~  (A j-1 ).
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E res is defined by the energy E fo r which the rea l part of the denominator in 
expression (67a) becomes zero , i .e .  by the equation

- E - A j(E ) = 0 (68c)

The energy shift A j(E ) which is due to the coupling of the compound nucleus 
state with the elastic channel and which corrects E q can be quite large. 
This is the case i f  0̂ . does not describe the compound-nucleus state very 
exactly. A lso  the "co rre c t"  energy width Tj res can-be quite different from 
n (E ). This is, fo r  example, the case i f  the extension o f 0,1 is much la rger 
than the volume o f the compound nucleus because then 9Aj(E)/3E becomes 
negative and o f the o rder of one. We state this here without proof. Ana
logously, we can derive the B reit-W igner-m any-level formula, the optical- 
model approximation, the different direct-reaction  approximations, etc.
The guiding idea fo r a ll these derivations is always that one splits, in 
analogy to the case dealth with above, the wave function 0 into different parts
0i in such a way that this splitting, and the non-orthogonal sub-spaces of the 
H ilbert space which are defined1 by the 60J, are especially suited fo r a 
theoretical derivation o f the different phenomenological nuclear models.
F o r  the derivation of the optical model, fo r example, one splits 0 into two 
parts 0 j and 02, where 60j defines the elastic-channel subspace, and 602 
the rest of the H ilbert space which contains, e .g . a ll inelastic channels and 
a ll open reaction channels. F or a more detailed discussion of these problems 
the reader is re ferred  to Ref. [4 ].

6. CONCLUSIONS

In the preceding sections, we have discussed a method which opens a 
way to a unified nuclear theory which covers, in principle, a ll nuclear 
phenomena, i .e .  nuclear-structure problems as w ell as a ll kinds of reac
tions, e .g . fission, etc. The central part of our considerations was the r e 
formulation of the many-particle Schrfldinger equationinthe form of Eqs (3) 
and (5), respectively, i .e .  as a projection (o r  variational) equation. The 
most striking advantage o f this is the fact that one does not have to stick to 
any special kind of representation, as e .g . the shell-m odel representation, 
but that one is free to choose, fo r any given problem, the most suitable r e 
presentation or even mixture o f representations which w ill, in particular, 
allow the introduction o f the correct boundary conditions from  the very 
beginning. This is a s im ilar situation to that which we know from analytical 
mechanics. There, the Lagrangian variational principle also has the ad
vantage o f allowing the most convenient co-ordinates appropriate to a 
description o f the mechanical problem considered to be introduced from  the 
start. It was shown that as long as we deal with linear homogeneous v a r i
ational functions the solutions of E q .(5 ) automatically form  an orthonormalized 
set o f functions. Thus we can say that by the ansatz for the variational proce
dure we automatically choose the most convenient basis system appropriate 
fo r the description o f the system under consideration.

Particu larly useful fo r such a unified description o f a ll nuclear phenomena 
are the cluster representations because they allow even complicated many- 
particle correlations with a re la tive ly  sm all number o f parameters and 
functions to be described.
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In many cases it w ill be convenient to combine the cluster representations 
with other kinds of representations, say e .g . the shell-m odel representation. 
THs is made possible by the strong influence o f the Pauli principle which can 
very  often reduce the difference between different nuclear wave-functions 
drastically. By this procedure, e .g . the contradictions between different 
nuclear models are resolved. Together with the form ulationof the SchrOdinger 
equation as projection equation, the Pauli principle makes it possible to 
couple a ll different kinds of nuclear-model wave-functions with each other 
as was discussed in sections 4 and 5.

Finally, we want to emphasize that the derivation of a unified theory of 
bound states and reactions with the help of the projection method discussed 
here is certainly not restricted  to low-energy nuclear physics. It can be 
applied, in a very  s im ilar way, to the construction of a reaction theory for 
atomic physics and.solid-state physics. Very probably, such considerations 
might also be helpful to describe reactions in high-energy physics. The 
properties o f the reactions in high-energy physics should resem ble in many 
respects (e .g . the correlations) the properties of the reactions in low- 
energy nuclear physics because in both cases the main interactions are of 
short-range character.
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Abstract

OPTICAL POTENTIAL FOR DEUTERON SCATTERING.
In the paper the optical potential for the scattering of composite nuclear projectiles is discussed.

The optical-m odel description o f elastic scattering is one of the 
simplest and most successful phenomenological models o f nuclear reac
tions. It works exceedingly well for single-nucleon scattering and also 
in the case o f composite p rojectiles [1 ]. The phenomenological approach 
produces, however, a number of definitely distinct sets of optical-potential 
param eters that give equally good fits  to the data. This is immediately 
understandable from  the fact that in elastic scattering only the asymptotic 
part o f the wave function (phase shifts) intervenes [1 ], But once one starts 
using these optical potentials in DWBA-calculations of other nuclear reac
tions (inelastic scattering, particle transfers, etc. ), where knowledge of 
the complete wave function is necessary, the ambiguity must be resolved 
as different potentials w ill give r ise  to different wave functions in the 
internal region.

In fact, the qualitative aspects of the phenomenological optical potentials 
(real, imaginary and spin-orbit term s, radial dependence, energy depen
dence, e t c . ) have been justified from  a theoretical point o f view  [2 ,3 ]. 
However, calculations using "rea lis t ic "  two-body forces and H artree-Fock 
theory (it is  reasonable to think that there is  a connection between the opti
cal potential and the self-consistent single-particle well in which the bound 
particles m ove) do not produce a unique answer [4 ]. Therefore, resolving 
the ambiguities is s till an open problem.

In the case o f composite projectiles, one has so far attempted to express 
the phenomenological optical potentials in term s of "the corresponding single
nucleon ones. General expressions have been derived by severa l authors
[5 ]. In a firs t approximation, the potential is  given by the sum o f the single
nucleon potentials folded over the'matter distribution in the projectile . For 
deuterons, fo r example, we obtain

V°P(R, Ed) = / d 3r  | <pd(?) |2|v °p(R  + 1?, En) + ^  (ft - * r ,  Ep ) }  ' (1)

in self-explanatory notation. Obviously, such an expression does not contain 
the contribution of processes in which the p ro jectile  undergoes excitation

>1“ Work supported by the Comision Nacional de Energfa Nuclear de Mexico.
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or breaks up, but this should re flec t more on the imaginary part than on 
the rea l part of the potential. Calculations of Vjjp along these lines have 
reproduced w ell the shape but not the depth o f the rea l part of the potential
[6 ]. The values o f the w ell depth obtained fa ll consistently half way between 
two o f the phenomenological best-fit values. Estimates o f additional term s 
give too sm all a contribution to reso lve the ambiguity [7 ].

Now, in a ll calculations so far, the assumption E n = E p = (1/2) Ed has 
been made. A  careful analysis [8] o f the scattering process shows that 
this approximation is only justified for high bombarding energies (Ed >> T d 
where Td is the internal kinetic energy of the deuteron), in which the scat
tering is in the forward direction. In fact, the single-nucleon energy 
(re lative to the target nucleus) which is involved in the scattering o f the 
deuteron through an angle 6 , depends on this angle through the relation

p  -  A + 1  p  5 -  3 c o s  e  m
n>P " A  + 2 Ed 4 • (2)

where A  is the mass number o f the target. Therefore one gets (for large A ) 
En.p *  i  f ° r  6 = 0 °  but En.p *  2 Ed fo r 6 = 180°. The use o f relation (2), 
o r o f some average value E np, in expression (1) w ill produce a decrease 
in the values o f ReVd obtained so far. This is because, for the single
nucleon potential.

ReVaiP(r niP= 0 )= U njp- « E nip, <*>0 (3)

If we use E n_p = E (6)=(5/4)Ed instead of En p= i E d, the reduction in 
the value of Re Vd(R = 0) is given by

A . R e V j ^ - R e V j ^ f a E ,

For the usually accepted value of a  ~  0. 3 and a deuteron energy o f 
Ed = 21. 5 MeV, we obtain A  = 9. 4 MeV, in good agreement with the 
A  = 10 MeV of Johnson and Soper (Ref. [7 ], footnote 51). This change 
is sufficient to resolve.the ambiguity in P erey  and Satchler's work [6 ].

’ f i r s t  p r i n c i p l e s "  ( h - F ,  n u c l e a r  f o r c e s )

,  c o m p o s i t e - p r o j e c t i l e
S I N G L E - N U C L E O N  1 *  O P T I C A L  P O T E N T I A L
O P T I C A L  P O T E N T I A L

FIG. 1. State-of-the art in optical-model nuclear scattering.
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It is fe lt that this angular dependence o f the relation between energies 
should play an important ro le  in establishing the' connection between the 
optical potentials fo r heavier projectiles and the single-nucleon ones: 
especia lly in c larifying why one is obtaining, from  the phenomenological 
analysis, rather shallow potentials, i. e. compared to the result o f multi
plying the single-nucleon potential by the number o f particles in the 
projectile .

Finally, F ig, 1 below attempts to give an idea of the state o f a ffairs 
in the problem of understanding the optical model of nuclear scattering.

a p p e n d ix

We give here the corresponding relations to Eq. (2) fo r the case of 
3He, t and or's (in a ll cases s-wave internal re lative motion is assumed):

r j .  j  3 „  t-, A  + 1 _  5 -4  cos 9 ,.f o r t  and He En>p ^  E(t>,He)--------------  (A. 1)

, in A  + 1 _  17 - 15 cos 6
f ° r  *  E n . P = X T 4 E «  -------------8-------------  ( A > 2 )

We can see that the ranges of variation are appreciable. Combined with 
Eq. (3), they can give r is e  to important changes in the evaluation o f the 
optical potentials.
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DIRECT METHODS IN SCATTERING THEORY
Introduction; 1. One particle in an external field V(r, 0, ?>); 2. Formulation o f  the three-body 

scattering problem; 3. Scattering without rearrangement o f particles; 4. Reactions with rearrangement o f 
particles; S. Method o f hyper-spherical harmonics in scattering problems; 6. Reactions o f the type 
l  + (23)-» 1 + 2+3; 7. Variational bounds for scattering parameters; 8. Treatment o f reactions o f general 
type without separating asymptotic components in * ;  9. Concluding remark (combination o f different 
methods).

INTRODUCTION

The most general and correct approach to the description o f non- 
re la tiv is tic  quantum mechanical scattering processes for many-body 
systems is rea lized  by methods taking into account close multi-channel 
coupling. It is possible in this approach to m inim ize the number of pheno
menological assumptions. Thus, for example, it is often only necessary 
to take fundamental two-body interactions in order to calculate the wave 
function of a system.

Considerable progress was achieved in this field o f theory in recent 
years. Many different algorithms o f treating the reactions of the most 
general type have been developed, e .g . rearrangement collisions and the 
reactions with m ore than two free  particles in the in itial or in the final 
state (see, fo r example, review  a rtic le  [1 ]).

The Schrodinger equation is, in the general case, a d ifferentia l equa
tion in partial derivatives in which the variables cannot be separated. And 
the present computers are most effective in solving equations with a single 
variable. So we use the d irect methods of mathematical physics to reduce 
approximately the problem to the solution o f a system of ordinary d if
ferentia l equations.

If we decompose the wave function $ into a complete set of known 
functions and, as an approximation, take into account only a finite 
number o f term s in this expansion:

Abstract

N

( 1)
a
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then, according to Galerkin's principle, we obtain from the Schrodinger 
equation (H - E) <6 = 0 a system of equations

N

< * b | (H - E )£  F 8* „ >  = 0 (a = l .........N) (2)

6
for the unknown coefficients Fg .

A lm ost a ll methods of the so-called unified theory of nuclear reactions 
are a particular realization  o f this simple scheme.

Before proceeding to consider the methods by which the most complex 
general reactions can be treated', let us reca ll some simple information 
about the form alism  of multichannel scattering.

One o f the simplest examples o f multi-channel scattering is the motion 
o f a particle in a field V (r )  without spherical symmetry.

1. ONE PARTICLE  IN AN  EXTERN AL FIELD  V (r, 0, <p)

Let V (r )  have a finite range: V (r < r 0, 0, <p) =0.
We have to solve the wave equation (m = 1, h = 1):

- A ,® (r )+ v  (r ) *  (r )  = k2 $ (? ) (3)

with boundary conditions:

•  ( r ^ o . f l . ^ - ^ N ,  j { ( k r ) + f tmh ^ (k r ) )Y tm(0, + f ( 8 , * > ^

{m (4)

where fnm are the partial scattering amplitudes, and N t =[47r(2jS+l)]l/2i t .
To reduce the problem to the solution of d ifferential equations with a 

single variable, it is natural, according to Eq. (4), to choose as the basis 
functions (Eq. (1)) spherical harmonics Y lm (0cp) divided by r:

* ( r ) = X  Y rm . (0 .y )W r  ( la )
Cm '

It is a good approximation to neglect in expression ( la ) the term s with
S. »  k r0. So, for unknown coefficients Ftm we have a system of a finite 
number of ordinary differentia l equations (see Eq. (2)):

- £ § Ftm OO + ^ J ^ F i m f r ) V lml.m. ( r )F rm . ( r )= k 2F Jm(r)
Cm ' ( 2 a )

where (r )=  J  Y * JmV (r )  Y{m dft are the elements o f the interaction
m atrix which rea lize  the coupling o f the equations in the system (2 a )l .

1 I f  V ( r ) has a spherical symmetry, V (r )  = V (r), we have W jm =8 j p im m ’ V (r ), and the
system (2a) becomes decoupled.
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The scheme o f numerical solution o f Eg. (2a)

The interaction m atrix || V 4ml.mt(r)|| vanishes at r  > r 0 together with 
V (r ) and Eqs (2a) become decoupled. According to Eq. (4) (r )  must
satisfy the following conditions:

F  (0) = 0; F (r  > r  ) = j (k r )+ f  h^5 -r (5)
£m ' ' Cm ' 0 '  k 1' 2 I Jim { ' '

Hence we must integrate the system (2a) numerically in the interval 
0 < r  < r 0.

It is important to note that the boundary conditions (5) are given at both 
ends of this interval and the systems o f ordinary d ifferential equations could 
be solved by the computer d irectly  only i f  a ll the conditions are formulated 
at the same point. Since, however, the system of N simple differential 
equations (2a) has only N linearly independent solutions with F „(0 ) = 0,' and 
since the required solution o f Eq. (2a) could be constructed as a linear 
combination of N such solutions, we can proceed in the following way:

•The system (2a) is solved N times with N linearly independent 
auxiliary boundary conditions at r  = 0 (e. g . , F ^  (0) = 0;
( (d / d r )F ^  )r 6sa r £, where s = 1, 2 , . . . ,  N). Then a linear combination 
of these solutions is constructed:

Fa (r)=^T  CSF<!> (r ) (6)

which is a general solution o f Eq.(2a ) satisfying the conditions Fa (0) =0. 
Finally, we choose the coefficients C5 to satisfy the boundary conditions 
at r = r 0 also:

£  Cs F ( r 0 ) = p ^ r  j £ (kr0 ) + f tmr0 h(1) (kr0 )

(7)

The second moment to be noted is that the coefficients £(£ + l )/ r 2 increase 
in fin itely for r  -* 0, and computers can operate only with finite values.
But for sm all values of r, Eq.(2a ) can be approximately solved by use of 
the expansion of F^s) (r ) in powers of r.

The constants F ^  (r 0) and ((d/dr)F^s) ) r  = r0 in expressions (7) are 
known from  the numerical integration of Eqs (2) (auxiliary solutions).

From  the 2N algebraic Eqs (7) we obtain 2N unknown constants Ca and

f j mj which determine the wave function ’I' = ^  CsF c(^ ( r ) ( l / r ) Y Sm (6 ,cp)Ni

s , J m
and the sca tterin g  c ross -sec tion s .
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It is also useful to mention that the e rro r of numerical integration of 
(2a) can be estimated by checking the violation of the conservation law:

V  ( V s) F (s,) - F (s,) F (s)V  const. (8)Z j \ “ d r «  dr a y
a

2. FORM ULATION OF THE THREE-BODY SCATTERING PROBLEM

It is convenient to investigate the principal problems of scattering 
theory for m any-particle systems in the particular case o f the three-body 
system. The appearance o f many important qualitative properties charac
teris tic  o f complex systems begins from  just this simplest system 
(addition of fourth, fifth, e tc . , particles does not introduce anything very 
new). Beginning from  the three-particle systems, there appear the 
inelastic scattering (with excitation of sub-systems), reactions with 
rearrangem ent of particles, threshold effects, processes with m ore than two 
free  particles in in itial and final states, etc.

The Schrodinger equation for three particles (in c .m . s . ) is given by

H * (R t , r  jk )= ( -  A f .  - A  ?.k + V U + V23+ V 13)  *  = E®

( i ^ k )  (9 )
—> _  ̂ —>

where R and r  are Jacobi co-ordinates: the R t -vector, characterizing the 
re la tive  position o f i-th  particle and the centre o f mass of the pair (jk);
? jk =?j - r k .

The boundary (asymptotic) conditions on can be formulated in term s 
of eigenfunctions of the asymptotic form  of the Hamiltonian H. There are 
severa l such asymptotic Hamiltonians:

Hi = Rlim  H = - ^ - A ?.+ h jk (10)

according to the variety o f ways o f grouping the particles 1, 2, 3. This 
is one o f the most important new properties o f the three-body in comparison 
with the two-body system.

The Hamiltonian hjk of re lative internal motion o f particles j and k 
has eigenfunctions cpa and eigenvalues ea :

V a ^ i j  )=  ) (U )

According to Eqs (10) and (11), the solution of E q.(9 ) has the following 
general form  for R  ̂-*■ oo:

* ( R i - ° o ; r jk < =0)- £  I s J g S M  Y m (Qt ) 9 a ( f sk)N l (12)
a{m

F or a particular choice o f potentials Vjj in Eq. (9) and energy values E, 
there can be severa l types of boundary conditions.
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1) Let Vij and E be chosen so that scattering is only possible in 
channels with a single grouping of particles. This situation is realized , 
for example, i f  one particle is scattered on a pair o f other particles, 
which are coupled by an in finitely deep potential well. In this case, only 
such asymptotic states exist which differ from the entrance state by the ' 
excitation of the target pair. Only a single asymptotic Hamiltonian co rres 
ponds to the in itial and final states in this case, as in the two-body 
problem. So we have:

R,
N.

atm

0 for R. < oo, r jk -

X  Y £ m (^ R j) <P a (r  jk ) ^o r  r  <  o o )
jk

(13)

The summation in expression (13) is lim ited only by the states for which 
E - ea >0, and 6acto corresponds to the condition that incoming waves are 
only in the entrance channels a 0 .

2) The boundary conditions w ill.be m ore complex i f  rearrangem ent of 
particles is possible:

1 +(23)=

1 + (23) scattering without rearrangement, 

reactions with rearrangement.
2+ (1 3 )\

>J3 +(12).

In this case, the asymptotic form  of the wave function <6 must describe 
a ll the possible final states, which correspond to severa l asymptotic 
Hamiltonians in different directions o f configuration space (R ; -» oo, 

r jk-finite; i ^ j / k = l ,  2, 3):

y  [ s in (k«
L—i L k,

R i - (^ / 2 ) )

al  m

r
6 I ’m'

T
y £ "m "

i(kaR - (Att/2))•

act. mO a im Y em (^  Rj )  Va (r 23 ) N £ 

fo r R ,  -* oo

y£"m"

i(k 6 R2- (£ ’ ir/2))

r7 “ Y £'m- («R 2 )V 6 ( r 13)N r  fo r R2 - oo (14)

i (k  R, -(£"7r/2))
g

Rh Y £ "m " (^ R „  )^ v  ( r 1 2 )N £’ f o r  R 3 "* 00

3) So far, we have considered only the reactions with two free  frag 
ments in in itia l and final states: A  + B-* C+D.

Above the threshold o f the division of the system into three parts there 
appears in the asymptotics o f q> besides the two-fragment components (14) 
also the term  which corresponds to the Hamiltonian H0 = lim H  o f free
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R->«1 
rjk“* 60

motion of particles. It is  convenient to write the boundary conditions for 
such states in new hyper spherical variables, [6]: the radius p6 = ■>/ R2 + r?k 
and five angular variables (e .g . three Eulerian angles, characterizing the 
orientation o f the triangle (123) in space, and two angles determining the 
form  o f this triangle).

The divergent wave in the disintegration channel has the follow ing form  
in these variables:

3. SCATTERING WITHOUT REARRANGEM ENT OF PARTICLES [2]

According to the form  of asymptotic conditions for scattering without 
rearrangem ent o f particles (jk) it is  natural to take as a basis function 
in this case $ aSm = Y l m(QR. )<pa :

*  = X  y N «Y t A > a (r t ) +/ . . . .  ( lb )
a i m

So the boundary conditions for r ^  would be satisfied before the solution 
of the Schrodinger equation. The integral part of expansion (lb ) is usually 
neglected ( i f  hjk has a continuous spectrum).

Equation (2) in this case has the form :

h2 d2 ifjP+n  1 V  - i i
2 M i  d R ?  +  2 M ( R ?  "  ( E  "  e a  \  F a t m ( R i ) +  (  ® a £ m l  V i j  +  V ik I ^ a T m ’ ^

a' S'ntf

(Ri ) =0 ’ <2b>

The main difference between this system and that for the two-body 
system (2a) is in the fact that here the energy term  (E - e a ) is not a 
constant for a ll the channels.

F o r the target states a , whose excitation energy is less than the 
energy o f the incident particle (E % ea ; open channels), the boundary 
condition for Fa{m are:

1 f  SLn\ iCk R, - ( f ii r/2»

Fa«m(Ri) Rj _ k W  Sin VkctRi" T  J 5a“0 +fa£me ’

= 2Mt (E - ^  ) . (16)

F o r  closed channels (E < e a ) it is required that Fa decreases expo
nentially with R; (the i-th particle cannot leave the target with negative 
energy):

Fa * m = >  A Sme 'K“ Ri ; k2 = 2Mj (ea - E) (17)
Rf -> «>
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The scheme of numerical solution of Eq.(2b ) is very  sim ilar to that 
for the system (2a). It is only necessary to take into account new boundary 
conditions (16) and (1.7) instead of (5).

4. REACTIONS W ITH REARRANGEMENT OF PARTICLES [3]

The method described above is not valid for re-arrangem ent collisions 
because the set of basic functions, corresponding to a single asymptotic 
Hamiltonian H , is too poor to satisfy the complex boundary conditions (14). 
In principle, the continuous spectrum of Hj is connected with the channels 
o f different grouping o f particles. But i f  the integral part of the expansion 
(lb ) is taken into account, Eq. (2b) becomes a very  complex system of 
in tegro-d ifferential equations, and it is  not clear how to formulate by 
means o f the functions F atm(R i), which depend on one variable, the 
boundary conditions for the'channels described in term s of quite different 
variables.

It seems rather natural to try  to expand q> by utilizing simultaneously 
the basic functions corresponding to a ll the asymptotic Hamiltonians:

" I
aim1

Ri
( H i )

al m r 23 ) + I (R-2)
Ro < « « ' r 3i )

8 I'm'

+ y  F v<rm. ( r 3) 
Z-j r 3

y t ” m "
y t ’ m- ( « , • 12 ) + I -

( lc )

But in this case we get the in tegro-differential equations for Fa , Ffi , Fy 
even i f  we neglect the continuous part of expansion ( lc )  due to the non
orthogonality o f the basic functions fo r channels with different grouping of 
particles. The difficulty of solving integro-differential equations is the 
main defect o f this method. In addition, the question of the overcom plete
ness o f the system of basic functions $a£m, j » m» is not suf
ficiently clear.

As mentioned above, the main cause o f the special difficulty o f reaction 
with rearrangement o f particles consists in the presence of components 
with different grouping o f particles in the asymptotic behaviour o f . But 
we can utilize the fact that the asymptotic part o f $ is the best known (there 
are only undetermined constants — partial reaction amplitudes). If we 
separate the asymptotic components in >& which prevent us from  using the 
expansion (lb ) (see Eq.(14 )):

- r
ei(kgRz - ( J'i/2))

fit* m1
6 J'm'

y f
L> r * " r

Ro

i (k v R, - ( I ” ir/2)) e i 3__________
Ro

y i* m "

Y J, m ' (f i R2 ^ 6  ( r i3 ) S ( R 2 ) N J'

^ J "m "  (f l Rs ) <P y ( r l 2 )S  (R 3 ) ( R i ;  3̂ 23)
(18)
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the remaining part o f can be expanded in the set o f basic functions of a 
single asymptotic Hamiltonian H : :

k =  £  F “^ (Rl) Ytm(n Rl) ^ ( ? 23)Nc (19)
aim

The factors S(R)- are introduced in the expansion (18) to rem ove the singu
la r ity  of separated term s at R 2(3) =0 (they can be chosen in a form 
S(R) = 1 - e x p -a R ). Inserting (19) in (18) we get an expression for *  which 
can be considered as an expansion of ’£ with coefficients f 8£.m. , fy£-m-

and F a£m (R i):

I  (Rl) + I  * < a , : r u >
a^jmj B£'m’

+  ^  ^y£ *m " ® y  £” m" ( R 3 ’ r 12 ) (1 ^ )

y { " m "

The Galerkin principle gives a system of differential and algebraic equations 
for the unknown coefficients:

_ h L _ H + 1 1 * 1 1 1 .  ( E . g j'
OA/r /ir.2 on/r T? 2 v «  /2 M 1 d r  2 2 M J R 2 F  , (R i )a i m '  1 '

+  X  < $ a . £ , m  l V 1 2 + V 13 I >Fa1l1mJR)

X  f B l’ m ’ ^ ® a « m  r 23  ̂ I ( E  ‘  H ) ^ B r m ' ^ 2 ’’ ^13 ^
B £ 'm '

+  X  f 7 £ * m * ^ ® a £ m  ^ R t * r 23 ) I ( E  '  4” m "  (R 3 :  r 12

X ^Bl'm' I ' E) B̂̂J m; m. +X <̂$Bfl,m' I ‘ E) ®yl"m"̂  fy£*m’
BjtJm * y £ ’ m "

+ y  I (H - E) F a >t‘ m* $ > = 0
^  B C m '  H n  R :  wal l l ml '

aim

X ^ $ y i'm* I (H _ E)  ̂f B£’ m ’ +  X ^ ® y £ "m "  I " E) $ y, l!*m ;  ̂V 1"1”!
B i ’m ’ y £ * m f
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+ £  < $ r r m .| (H -E ) $ai£imi > = 0 (2d)

a I m

The d ifferentia l equations (2d) d iffer from  Eqs (2b) only by term s on 
the right-hand side, which can be considered as "sources" providing the 
connection of d irect channels with rearrangement channels.

The system (2d) can be solved in the following way. F irs t, the general 
solution F  (R i)  o f the differentia l equations is constructed by using the fact 
that the sources depend linearly on unknown partial amplitudes2. This 
solution depends linearly on unknown amplitudes f  and arb itrary constants 
C i o f the general solution o f the homogeneous equation. We put this solu
tion into the system of algebraic equations (2d) and add the algebraic 
equations which we obtain from the boundary conditions for F (R i) .  Thus 
we derive the system fo r the partial amplitudes f and constants Ci and 
obtain the wave function ^ and the reaction amplitudes.

Recently, a description of the rearrangement collisions by a method 
without separation o f asymptotic components in was proposed (see 
section 8).

5. METHOD OF HYPER-SPH ERICAL HARMONICS IN SCATTERING
PROBLEMS

F or a system of identical particles, it is convenient to use the 
expansion of ■$ which has exactly the required symmetry properties with 
respect to particle permutation. But how shall we choose a single 
variable to reduce the problem to simple differentia l equations, thereby 
not violating the sym m etry o f *?  It is possible i f  this single variable is 
an invariant of the particle permutation. In the two-body problem such 
an invariant is the absolute value o f the vector p12 = ? i - r 2, and the 
spherical harmonics are chosen as basic functions.

F o r the threerbody system the situation is m ore complex. Now we 
need two vectors jto describe the system: S i and rjj, . Neither |Sj | 
nor | r jk | is the required invariant. But i f  we introduce the hyper- ' 
spherical co-ordinates (see sub-section 2.3), the absolute value of the 
vector p6 = { R i , ?ik } w ill be the invariant which we need. In analogy 
with the three-dimensional case we introduce the generalized spherical 
(hyper-spherical) functions Y £  (f2s), where K is a set of five quantum 
numbers. The unusual six-dimensional space and new quantum numbers 
should not confuse those who meet them for the firs t time. They are 
handled in the same way as the usual spherical functions.

When a function localized in a finite region (bound-state problems) 
is expanded in the set [4]

*  = l  F K(P6)Y K ^  <l e >—>
K

2 The general solution o f  the inhomogeneous equation LF= is: F=F(0)+ ^ f jF i ,  where F ^

is a general solution o f the homogeneous equation and Ft are partial solutions o f the equations LF£SM^.
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the boundary conditions for Fg are simplerFjj (p6) — 0. The number of

K-harmonics necessary for a satisfactory description o f the function 
depends on the angular velocity of their variation (as in the case o f Y tm ).

It is therefore advisable to expand in the set of Y^(f25) in the scatter
ing problems only that part o f the wave function which has no two-fragment 
asymptotic components [5]:

The solution of a proper system fo r coefficients f  and F g (p e ) proceeds as 
in the case o f Eq. (2d). The main difference is that it is required that 
F r  (Pe) vani sh f ° r  P$ 00 ■

6. REACTIONS OF THE T Y PE  1 + (2 3 )-1  +2+3

Let us now consider the reactions above the threshold o f division of 
the system into three parts. Below this threshold, there is a discrete 
number o f open channels, because the energy E is divided between the 
quantized inner motion of fragments and their re lative motion. Above 
the threshold, the energy of the system is  divided in a continuous way 
between three particles. It seems that in this case there is no possi
b ility of avoiding the basic set with continuously varying quantum numbers 
for expansion of 'S. But, as in the two-body problem, the continuous 
angular distribution of scattering products is described by means of a d is
crete set of spherical functions Y Jm , so the angular and energy distribution 
of three (and m ore) free  particles can be described by a d iscrete set of 
hyper-spherical functions Y jj. And for free  motion of particles, it are 
good quantum numbers. Therefore, there is no need to separate in ^ the 
asymptotic components corresponding to the disintegration of the system. 
The expansion of coincides in this case with the expansion ( I f ) .  The 
equations for f and FK (p6) are also the same. The difference is only in 
new boundary conditions for FK (pg)- In accordance with relation (15) [6]:

where fjj are the partial amplitudes of disintegration.

7. VARIATIO NAL BOUNDS FOR SCATTERING PARAM ETERS

So far, the problem of estimating erro rs  due to neglecting an infinite 
number o f term s in expansion (1) is poorly investigated.

There is  a well-known example in quantum mechanics when such 
e rro rs  can be controlled exactly. The calculations of eigenvalues of 
energy in the bound-state problem by means o f variational methods give 
stric t upper bounds for energy leve ls . This is w idely used because in

(20)
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many cases it allows definite conclusions to be made from  the comparison 
o f theoretical results with experiment, in spite of the fact that calculations 
may be very  rough. I f  the theoretical value is below the experimentally 
measured energy leve l, it means quite certainly that the in itia l theoretical 
assumptions are wrong — m ore precise calculations would increase the 
discrepancy with experiment.

The situation for the scattering problem is much m ore complicated. 
This is because, in this case, the variational principle is no minimization 
problem, but only provides the condition 6f = 0 of the functional which 
gives the reaction amplitude.

Nevertheless, Hahn, O 'M alley and Spruch [7], have shown that in 
multi-channel form alism  it is possible to obtain the strict bounds for the 
reaction m atrix K (fo r processes without rearrangem ent) below the 
threshold o f division o f the system into three parts. In the paper [8] the 
results o f Spruch w ere applied to the reactions with the rearrangement of 
particles using the method o f separation o f asymptotic components in 
Lkhagva [9] has proved the same theorem for the expansion of in a set of 
hyperharmonics. Recently, the theorem on upper bounds for the K-m atrix  
was proved for reactions above the threshold of three-fragm ent reactions: 
A  + B -  a + b  + c [10].

8. TRE ATM EN T OF REACTIONS OF GENERAL T Y P E  WITHOUT 
SEPARATING ASYM PTO TIC  COMPONENTS IN $  [11]

The general expression for the reaction amplitude is

where is the wave function of free re lative motion o f fragments in the 
channel a ,  Va is the interaction neglected in . It is evident from (21) 
that the non-zero contribution to fa is produced by the integrand in a 
localized region o f configuration space, because the overlap of and Va 
at la rge distances in configuration space tends to zero .

This fact makes it desirable to search for 3r in the form  of a 'linear 
combination of quadratically integrable functions ($La e L 2), since every 
function in a restricted  region can be represented with any degree of 
accuracy by the basic functions in L g . But here we meet a difficulty which 
seems to be insuperable at firs t sight. The Schrodinger equation in partial 
derivatives has an infinite number o f linearly independent solutions i f  the 
boundary conditions are not fixed and the tr ia l function

with the coefficients Fj determined from  the usual requirement (2) seems 
to be a linear combination of a ll these non-physical solutions to which the 
required solution gives a sm all contribution.

In the firs t section o f this we used the fact that the ordinary differential 
equations have a finite complete set of linearly independent solutions. One

( 21 )

N

( lg )

(
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would think that for differentia l equations in partial derivatives, it is im 
possible to construct the proper solution from a finite number of 
auxiliary solutions. However, it is  a remarkable property of the 
Schrodinger equation that in the class o f non-increasing functions it has 
only as many linearly independent solutions as the number of open channels
[11]. In some problems, this number is s tric tly  finite; and in the general 
case, it often turns out that in a good approximation one can lim it oneself 
to a finite number o f open channels (e .g . neglect the higher orbital 
moments). Therefore, it is sufficient for us to find the necessary number 
of lin early  independent solutions.

It w ill be convenient for the following to transform  the wave equation 
and boundary conditions for the scattering problem, so that the inhomo
geneity from  asymptotic conditions is transferred into the equation. To do 
this, let us assume the follow ing separation ($0cl is the incoming wave):

Then the Schrodinger equation can be written in the form :

(H - E )X a = (E - H )$ 0a = Ja (23)

where Ja is a known function (source).
Equation (23) can be solved by means of the standard Galerkin proce

dure, i f  we expand X a , using $[■ as the basic functions.
The wave function for the process under consideration could be 

constructed as a linear combination:

*  = I a * (X a + ®0a ) (24)
a

where the summation goes over a ll open channels taken into account. The 
constants att are determined by the values o f amplitudes of incoming 
waves A a :

A a = / ® I V« X  aB<X B + * 0 6 ) d T + S a (25)
B

where is a free  divergent wave in the partial channel a . Sa is the surface 
term  due to the singularity o f at R = 0 where R is the co-ordinate o f the 
re lative distance of fragment in channel a .  Thus we have the wave function
(24), and can calculate the reaction amplitudes f  (21).

9. CONCLUDING REM ARK (COMBINATION OF D IFFERENT METHODS)

If  we take into account m ore and m ore term s in the expansion of <S> 
in order to achieve a better approximation, we must solve a system with 
m ore and m ore equations. So that, at a definite moment, the additional 
accuracy due to new term s in the expansion of'<f w ill be reduced by the 
growth of erro rs  of numerical calculations o f a la rger number o f 
equations.
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There is, however, a tr iv ia l way of improving the results by using a 
combination o f different methods.

■ L e t denote the approximate wave function of a many-body system 
obtained by one method. It can be regarded as an exact solution <T> with an 
e rro r  function Avf^1' :

q>(1) = $ + A * (1) (26)

Let another method, fo r the same system, give ah e rro r A '6®  of the same 
order as A<I>^ :

g?(2) = *  + A tf(2) (27)

If these results are averaged, we obtain a new wave function

N

<e(1-2>” -) =<a + 1  ^  (28)

i

which, in general, is a better approximation because the erro rs  in the 
d ifferent methods are independent (to some extent), and interference w ill 
lead to their mutual suppression.
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1. INTRODUCTION

One of the basic problems of non-relativistic quantum scattering 
theory is the development of e ffective methods to solve the SchrSdinger 
equation fo r  different m any-particle systems. This development has been 
hindered fo r a long time by the fact that there was no general theory of 
differential equations in partial derivatives which could serve as a foundation 
fo r constructing the algorithms of their approximate solution. True, there 
has been great progress in this fie ld  of mathematics in recent years closely 
connected with the successes of functional analysis and of the theory of 
generalized functions (distributions (see, e. g. R e f. [ 1])) Physicists s till have 
to take fu ll advantage of the potentialities of this new mathematical tool.

The solution of the SchrSdinger equation fo r the many-body systems in 
problems of continuous spectra is much more complex than the description 
of bound states although the methods of the so-called  unified theory of 
nuclear reactions are rather close to the procedure of mixing configurations 
widely used in the nuclear-structure investigations. The scattering problems 
require the creation of computer routines of an entirely different type and 
the experience accumulated in bound-state calculations (e .g . the technique of 
evaluating m atrix elements, e tc . ) cannot be used there immediately. This 
is particu larly the case in the treatment of multi-channel reactions of 
general type -  rearrangement collisions and processes above the threshold 
of the division of the whole system into three parts [2 ], So it would be 
highly desirable to approach the calculation techniques fo r  the problems of 
continuous spectra to those of discrete spectra.

In this paper, a method is proposed in which the scattering wave function 
is constructed by utilizing the expansion in the set of the same basic 
functions as fo r  the bound state problem  (see section 4). This method has 
definite advantages over that developed ea rlie r fo r  the description of multi
channel processes of the most general type [ 3],

It is, however, advisable to consider firs t  two principles concerning 
the solution of d ifferential equations in partial derivatives in an unrestricted 
domain. This w ill c la rify  some interesting properties of the Schr5dinger 
equation.

163
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2. THE PR INC IPLE  OF L IM IT  ABSORPTION [ 4]

The SchrSdinger equation transforms into an inhomogeneous equation 
i f  we separate in the wave function ^  an incident wave $0„in  the partial 
channel a\

*  = ®0a + X «  M

so that

(H -E )X a = (E^H)$0ct = Ja (2)

where Ja is a known function (source). If a sm all additional imaginary 
term  +ie is introduced into Eq. (2),

(H-E ± ie )X („e) = J„ (3)

then Eq. (3) has a unique solution in the space of quadratically integrable 
functions (X ^  e  L 2). In the lim it e -► 0, the function +  ®0o becomes 
the required physical solution with divergent (convergent) waves.1 This 
principle can be used fo r the approximate solution of scattering problems-. 

I f  we expand X<a£) in the set of basic functions {<?{*} in L^:

■£ *  w
i

we obtain a system of coupled equations fo r  the coefficients according
■ to the Galerkin principle (see Eq. (2. 5)):

< ̂  | (H-E ± i e ) £  F £ N) > =< | Ja> (5)

It is  necessary to mention that the passage to the lim it e -* 0 in expression (5) 
is  not allowed i f  the number of term s taken into account in expansion (4) 
is_finite (i < N). F o r each N there exists the optimal value. £n at which the 
approximate solution has minimal deviation from  the required one!2

1 This principle is not yet proved for the case o f the SchrBdinger equation but there is no serious doubt of 
it. The same is true for the principle o f the lim it absorption (see further).

2 The value of e determines the distance (Rc) at which the solution of Eq.(3) decreases so that it becomes 
negligible. And N must be large enough to describe the behaviour of inside the domain of configuration 
space with linear size ~ Re rather well. I f  N is chosen so small that Re is greater than the distance Rfj at which 
the basic.functions with i < N become negligible, this w ill have such an effect on X ^  as i f  an unphysical 
barrier were erected at ~R fl. And it w ill lead to the appearance of undesirable waves in X ^  reflected from 

this barrier. On the other hand, the value of e is to be taken as small as possible in order to diminish the 
difference between X^c? and the required solution X a.
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3. THE PR IN C IPLE  OF L IM IT  AM PLITUD E

L et us transform  Eq. (2) in another way and introduce a supplementary 
"tim e" dependence

^ ■ X a (t) + H \ a (t) = JaeTikt; k2 = 2ME (6)

Solving Eq. (6) with the in itial conditions: x<*(0) = 0; ([d/ dt)'xa )l _ 0 = 0, we 
obtain fo r t -* oo:

lim  x„(t) = XaeTlkt (7)
t -►oo

where X,, is the required solution of Eq. (2).
The function XcM is distinguished from  zero  in the bounded domain of 

configuration space fo r  each fixed value o f t because the wave Xa (t), created 
by the source Ja exp^Tlkt' beginning from  t = 0, cannot propagate infinitely 
fa r during the finite time interval. Therefore, we can construct the approxi
mate solution of Eq. (6) in the form  ( expanding xa in the set of </b ):

N 1

X„(t) = X  Pal( t )^  (8)
i

F or coefficients Fai (t), according to the Galerkin principle, we have the 
system of ordinary d ifferential equations which can easily  be calculated by 
the computer:

< ^  I ( J  + h ) £  Fal( t ) ^  > = < ^  I J «eTikt> (9)

i

At sufficiently large t = t0 in the bounded region of configuration space 
where the reaction takes place, the oscillations of Fai (t) acquire a simple 
exponential dependence on t: Fai (t) = Fai exp(Tlkt) . Separating this "tim e" 
dependence we obtain according to (7) and (8) the required function X a (and 
¥ ). As in the case of the principle of lim it absorption, one must be careful 
in the choice of t0 and N. There is an optimal value t0 fo r  each N .3

The principles of lim it absorption and lim it amplitude perm it an 
approximation to the solution X „ of the scattering problem  from  the class 
of L 2 functions. L et us now consider a more effective way of obtaining such 
a solution.

3 The value t0 should not exceed the time which is necessary for the wave Xa(t) to reach the region where 
all the <p\* ( i  < N) become negligible. This w ill lead to the appearance of reflected waves from the barrier 
which is effectively erected by the neglect of terms with i > N in expansion (8).

The value N must be chosen large enough to ensure a sufficiently good description o f \a in the bounded 
region where the reaction takes place (where all the interactions are acting).
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4. THE BASIC EQUATIONS

The following method is essentially based on the fact that the 
SchrSdinger equation has exactly as many linearly independent solutions as 
the number of open channels fo r  the given value of energy E. The required 
solution can be constructed as a linear combination of these solutions. As 
these auxiliary solutions, we shall take

N

( 10 )

and equations fo r coefficients Fia are:
N

< &  | (H-E) ^  F?a p}*> = O k  | Ja > = jak. (11a)

Equation (11a) can be rewritten in the explicit form

[ ( 6 i - E )  6ik + W ki] Fai = j ak ( l ib )

where ek are eigenvalues of the model Hamiltonian H mod:

Hmod <p\* = ek <p
n

and WkI =< f t  | (£  .V!j “ V mod ) cpY y. To solve the system ( l ib )  one has

l< j

to calculate Wy and inverse the m atrix M = || (et - E) 6ki + Wki || . This part 
of the problem  is almost the same as in nuclear structure calculations.
Then one multiplies the vector ja by the matrix M"1 and gets the coefficients
F «i-

The wave function which we need has the form

where the summation is over all the open channels. In a good approximation, 
it is sufficient to take into account in expression (12) only a finite number of 
term s giving a considerable- contribution to ’i'.  The constants ak are defined 
by the amplitudes Aa of incident partia l waves

a6(X B + $06)d r  + Sa (13)

considering Eq. (13) as a system of algebraic equations fo r aB. Sa is the 
surface term  due to the singularity of at R = 0 where R is the co-ordinate 
of the re lative distance of fragments in channel a .  The function in Eq. (13)
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is a divergent wave in the partial channel a , and Va is the interaction which 
is neglected in The form ula (13) can easily be checked. Substituting

Va by H0a - E because o f the requirement that ae’Jfe satisfies the
8

SchrOdinger equation: (H0a + Va - E) SP = 0, and shifting the action of the 
operator (Hoa - E) to the le ft using Green's theorem we get Eq. (13). The 
same formula is valid fo r  reactions above the threshold of the system 
divided into three parts [ 5]. Thus, we obtain the wave function Vr according 
to Eq. (12) and reaction amplitudes from  the well-known general expression:

fa = / * a V a *d T  (14)

where is the wave function of free  re lative motion of fragments in 
channel a .

It is useful to consider the physical sense o f the auxiliary solutions X^. 
I f  we choose as basic functions the functions of independent motion of 
particles in an in finitely deep potential well, which is usually utilized in 
nuclear structure models (Vmod), then the construction of the approximate 
solution in the form  (10) as a linear combination of N functions <»J*(i < N), 
disappearing at large distances ( ~ R n )  in configuration space, is equivalent 
to introducing effective potential walls (see sections 2 and 3). The wave X*J 
generated by the source Ja (which corresponds to the incident wave ®oo) 
moves in the closed region, represented schem atically in F ig . 1.
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The dashed line designates the effective potential barrier, and the tubes 
sym bolize the different channels (e. g. elastic, inelastic scattering, r e 
arrangement of particles, e tc . ). Solution Xjj corresponds to the solution 
of Eq. (2) with boundary conditions -  standing waves in all channels; 
divergent waves colliding with potential walls are completely reflected  by 
them (arrows in F ig . 1). The situation is ve ry  s im ilar to the eigenvalue 
problem, except that due to the inhomogeneity of the system (11a), its 
solution exists at any E above the threshold of elastic scattering.4

The linear combination (12) of such solutions (with different a) 
perm its one, by choosing the proper coefficients aa, to elim inate the 
convergent (incident) waves in those channels where they should not exist 
according to the boundary conditions of a given physical process.

The method described above can be slightly modified in order to use 
the hyperspherical harmonics Yic(f23n-4) (generalized spherical harmonics) [ 6] 
as basic functions in expansion (10). Here ft3n-4 are 3n- 4 angular variables, 
n is the number of particles in the system and K is a set of 3n - 4 quantum 
numbers. In this case, the coefficients F ia become the functions dependent 
on co llective co-ordinate p (see R e f. [ 5]):

And instead of Eq. (11), we get a system of ordinary d ifferential equations:

X «  ( P . n 3n-4> = - j t T  X  F « K  (P )  Y K (n a n -4 ) (15)

W KK' F c<K = jaK'(P) (16)

K’

where

L K = K  + |  (n - 2)

n

i <J

and

with the boundary condition that F H£ does not increase at p -* <x>.

4 For discrete values of E, corresponding to the eigenvalues of the homogeneous part o f the system (11a), 
there is no solution of E q .(lla ). The solution near these points can be obtained by solving instead of (11a) 
the corresponding system of ordinary differential equations.
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5. CONCLUDING REM ARK

It is proposed in this article to describe reactions of general type 
(with rearrangement of particles and division of a system into three and 
m ore parts) in a different way than was done by the method of separation of 
asymptotics [3, 5]. According to the new procedure, it is  not necessary 
to subtract from  SP divergent waves with unknown amplitudes; this was 
equivalent to using a mixed basis and to introducing the truncation factors 
in order to co rrect the singular behaviour of tr ia l functions. It seems-that 
utilization only of com pletely orthonormalized basic functions (pt1 in the 
proposed method w ill make the calculation procedure more stable with 
respect to the e rro rs  in the tr ia l function.
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1. INTRODUCTION

In this short paper, we shall discuss the predictions of the Kapur- 
P e ie r ls  dispersion theory [1], We shall consider simple systems to study 
the properties of K apu r-Peierls  eigenstates and eigenfunctions. The work 
reported here has been done in collaboration with Lejeune [2], F o r  the 
sake of completeness, we shall also present some of the calculations of 
Gignoux [3] a t  the University of Grenoble.

F o r  details of the form alism , we re fe r  to the original paper of Kapur 
and P e ie r ls  [1] and the review  by Brown [4]. This form alism  has been 
applied to the study of resonant electron scattering by atoms and molecules 
by Herzenberg, Mandl and co-w orkers [5].

We shall be interested in the study of the energy dependence and 
radius dependence of the complex eigenvalues, as w ell as in the suitability 
o f one-level approximation to the S-matrix in the analysis of isolated 
resonances. The relation between the K apu r-Peierls  form alism  and the 
pole expansion of the S-m atrix by Humblet and Rosenfeld [6] has been 
studied by M inelli and Zard i [7],

2. SCATTERING OF A  PARTICLE  B Y  A  SPHERICAL PO TE N TIAL

The firs t simple m odel we consider is that of the scattering of a 
particle by a spherical potential. The K apu r-Peierls  eigenstates are 
solutions of the equation

d2 _ l ( l +  1) _ 
d r2 r 2

*e(r) + k f^k , a0) UCiJ[r,k, a0) =0 (2 . 1)

satisfying the boundary conditions

Uj.nfO,k,a0) = O ,^ * E = L f(k ,a0)Ul ,n  at r  = a09r
( 2 . 2 )

Lc(k, a0) = [kaohf15(k, a0)_1] ^  [ kaflhf^ (k, a0)]
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where h P (k r ) is a spherical Hankel function of the firs t kind and order 
A and

k2 = 2mE/fi2

■*(r)= 2mV(r)/fi2 (2.3)

= 2m ^ .n / *2

In Eq. (2. 3), E is the projectile  energy, V (r ) is the spherical potential 
and S i  n is the K apu r-Peierls  eigenvalue.

In view  of the boundary conditions, Eq. (2 .2 ), we can show that the 
eigenvalues and eigenstates of Eq. (2. 1) are energy-dependent and, in 
general, complex. They also depend upon the matching radius a0. To 
be consistent with the assumption made by Kapur and Pe ie r ls , one should 
choose a0 such that fo r r  >a0 the potential V (r ) is very  weak.

The tra jectory of the eigenvalue k2 n as a function of k is given by 
the equation [3]

^  k?>n(k) = - ao^ n(k- 'ap)-----  ^  L s(k, ao) (2. 4)

ao J  drU2>n(r , k, a0)

Calculations fo r these tra jectories have been made fo r a square-well 
potential [2] and fo r  a Saxon-Woods potential [3], In F ig . 1 the energy 
dependence of the eigenvalues fo r  scattering by a Saxon-Woods potential 
are shown. The intersection of the line k2 = rea l part of k2 n with the 
tra jectory defines the resonance energy.

We shall consider two cases where one could fit the exact cross- 
section by a one-level approximation. The S-matrix can be expressed in 
term s of the K apur-Peierls  eigenstates and eigenvalues in the form :

It(k ,a0) ik f i2V  Uf.n(k ,a0)_______
"" Os(k, a0) m L  . (* i , „ (k . a0) -E ) 0 { (k, a0) 

m

where

I,(k, a0) = ka0h^ (k, a,,)
and

Oc(k, a0) = kaoh^ (k, a0)

In F ig . 2, we show the comparison between the exact s-wave cross-section  
and a one-level approximation. The param eters of the square well are 
shown in the figure. The square w ell is slightly weaker than one needed 
to bind a particle. There exists a virtual state of a small positive energy 
which dominates the zero-energy cross-section. The corresponding state
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FIG. 1. Energy dependence o f the real part o f kzE as a function o f k2. The Saxon-Woods potential has 
a radius, o f 1; diffusiveness o f 0-1 and a depth o f 1200 in appropriate units. The figure is taken from Ref. [3 ].

FIG. 2. s-wave scattering by a square well potential.
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FIG. 4. Energy dependence o f the resonant eigenstate in p-wave scattering.
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in the K apu r-Peierls  theory has an eigenvalue in the complex plane very  
close to zero energy. One can notice that the agreement is very  good at 
very  low energies and begins to become worse with increase in energy.
We shall return to this point later.

In F ig . 3 we show a sim ilar comparison fo r the case of p-wave 
scattering. The complex eigenvalue of the state included in the calculation 
of the S-matrix is (0.25-('i/2) 0. 50) MeV. The value quoted is at resonance. 
The eigenvalue is, however, energy-dependent. The energy dependence 
is shown in F ig . 4. The energy denominator appearing in the S-matrix is 
of the form  (En-E -i.£  /2). If

E n = E o - ®E

r n = r 0 +j3E

the correct resonance eigenvalue is given by

(E0 -(i/ 2 )r0)/ (l + a+(ij3)/2)

which gives us the value (0. 29 - 0. 152(i/2)) MeV. The resonance occurs 
at an energy of 290 keV with a width o f 152keV. One also notices that the 
energy dependence of the rea l part En has a negative slope. Th is seems 
to be a characteristic feature of scattering resonances.

One m ore comment has to be made at this stage. A  one-level approxi
mation to the S-m atrix in the fram ework of the K apu r-Peierls  theory is 
non-unitary. It is this lack of unitarity that causes a discrepancy between 
the exact cross-section  and the one-level cross-section  as the energy is 
increased. An estimate of the lack of unitary, 1 - |S{|2, shows that in 
the above two cases, it is less than one per cent in the s-wave case and 
less than about ten per cent in the p-wave case.

3. M ANY-CH ANNEL CALCULATIONS

The resonances which we have encountered in the previous section 
are single-particle resonances.' One might fee l that the one-level formula 
w ill be m ore suitable in the case of a "compound resonance". We shall 
therefore consider a soluble coupled square-well model which has been 
studied by Newton and Fonda [8], W eidenmiiller [9] and others [10], The 
model is the following:, the exact scattering wave function satisfies the 
equation

\  2m d r2 J 1 + e + V (3.1)

where J, is a unit m atrix, g is a diagonal m atrix with

ey = ei (3.2)
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where e; is the threshold energy for the i-th  channel and V is a rea l 
symmetric square matrix. We assume that

Vu = constant (r  § R)
(3.3)

V. =0 (r  >R )

In Eq.-(3. l )  |£is a column m atrix given by

= I <3- 4)

where ijĵ p (r ) are regular at the origin  and satisfy the boundary conditions 
that

<1^ (r ) = Gtfj) " [ exp( - ik jr ) 5,! - Sq exp (ik tr)-] (3. 5)

for rSR ahd where ^  is the velocity in the i-th channel.
The K apu r-Peierls  eigenstates are solutions of the same Hamiltonian 

but satisfy the boundary conditions that

Ĉ n - = ikjCp^Vr) at r  = aj (3. 6)
dr

where kf = 2m (E -ej )'/ft2, and aj are the channel radii. One can show that 
the fun^ions cp  ̂ satisfy the orthogonality relations

N  &i

drcpW'(r)cp$ (r) = 0 n 4 m (3. 7)

i= l  o

and we choose to norm alize them such that

N  aj

Y J  drcp'1)2(r )  = 1 (3.8)

i=10

The eigenvalues <fn are complex and energy-dependent. If we write

S a =E n- i r n/2 ‘  (3.9 )

it can be shown that
M N ai

............. 9 r
" m / j 

i=l

where M is the number of open channels.

r„ =̂ 2, ki ltpn°(ai) LZj J dr ^  (r)2 
i=l i=l 0

-1
(3. 10)
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The S-matrix elements are given by the relation

(3. 11)

where

, ( D (3. 12)

We considered a model with one open channel and one closed channel. 
The potential m atrix was o f the form

The threshold energies were e j  = 0 and e2 = 6 MeV. The exact pole of the 
S-m atrix occurs at an energy of (3. 05-(i/2)0. 00388) MeV. When the two- 
channel radii a j and a2 were both chosen equal to the range of the potentials, 
one of the K apu r-Peierls  eigenvalues occurred at an energy (3. 05 
-(i/2)0. 00542) MeV, which is very  close to the exact pole energy. This 
eigenvalue is, however, energy-dependent. Once again, we obtain a linear 
dependence with negative slope. As in the previous section, if  we r e 
norm alize the width due to the energy dependence, we obtain a width of 
3. 88 keV which agrees with the exact width. Next, we studied the dependence 
of the eigenvalue on the channel radii. It was found to be independent of 
the open channel radius. Its dependence on the closed channel radius is 
shown in F ig . 5. It is seen that fo r a .closed-channel radius la rger than 
10 ferm i, r n becomes constant and equal to 3. 88 keV. This effect is well 
known in R -m atrix  theory and corresponds to the fact that the main part 
of the closed channel wave function is confined in that region. The fact 
that the eigenvalue only depends on the closed-channel radius indicates 
that the resonant state corresponds to a state which was a bound state in 
the closed channel in the absence of coupling. Follow ing up the argument 
about the renorm alization of the width due to energy dependence of the 
eigenvalue, we anticipate that the energy dependence should be c losely 
linked with the choice of the closed channel radius. This is shown in F ig . 6.
It is seen that, fo r  a2 la rger than 10 ferm i, the eigenvalue is independent 
of energy. It is thus seen that one has a very  simple method of extracting 
the exact resonance energy from  the Kapur-Peierls  theory, particu larly • 
fo r  narrow resonances. This is easy to understand from  the projection 
operator form alism  as shown below.

I f  we ca ll the projection operators fo r the open and closed channels P 
and Q, one can show [11] that the resonance energy is an eigenvalue of 
the equation

V = 0 fo r  r  > 6 fm

( f „ - Q H Q - Q H P ^  _ p H p  P H Q )$ n =0 (3.13)
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FIG. 5. Dependence o f the Kapur-Peierls eigenvalue on the closed-channel radius.

FIG. 6. Variation of the energy dependence of the eigenvalue with the closed-channel radius. 1 corresponds 
to a radius of 6 fermis, 2 to 8 fermis and 3 to 10 fermis.

The solution of the above equation is equivalent to solving the coupled 
equations (3.1) with purely outgoing boundary conditions and no incoming 
waves in any channel. This is exactly what is done in K apur-Peierls  
theory and hence the predicted K apu r-Peierls  eigenvalues are close to 
that of the exact pole energies in the case of narrow resonances.

The comparison between the exact cross-section  and the one-level 
approximation is shown in F ig . 7. The fu ll line curve is the exact cross- 
section and the dotted one is the one-level approximation. The one-level 
approximation overestim ates the peak cross-section. The reason is the 
lack of unitarity of the corresponding S-matrix. If we examine the ex
pression fo r  the S-matrix, Eq. (3.11), we see that the partial width is 
given by
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FIG. 7. Comparison of the non-unitarized and unitarized one-level approximations with the exact elastic 

scattering cross-section.

FIG. 8. Variation of ©n , the phase o f the elastic width..with the open-channel radius.
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which is a complex quantity. F o r  narrow resonances, the K apur-Peierls  
eigenfunction has a large amplitude in the closed channel and a negligible 
amplitude in the open channel. One can thus write

The fact that the phase 0n is non-zero is what accounts fo r  the lack of 
unitarity of the S-matrix. Using the above expression (Eq. (3. 14)), one 
could unitarize the S-matrix and obtain

The cross-section  with the unitarized one-level approximation is shown 
in F ig . 7 as a dot-dashed curve. The agreement with the exact cross- 
section is remarkable. W e studied the dependence of the phase on the 
channel radii. It was found to be independent of the closed-channel radius 
and its dependence on the open-channel radius is shown in F ig . 8. This 
dependence indicated that there is a large contribution to the background 
from  the elastic scattering channel. We looked again at the next nearest 
eigenstate, which was found to be at resonance at an energy of 4. 68 MeV 
with a width of 6. 83 MeV. This is associated with a very  broad resonance 
in the open channel. We calculated the contribution of this state to the 
S-matrix. This gave rise  to a phase which agreed very  w ell with <j>a.
This feature is s im ilar to the phenomenon discussed by McVoy [12] where 
there is a collision of poles of the S-matrix, the two poles belonging to 
different Riemann sheets. In the above case the two poles are necessary 
fo r  the unitarity of the S-matrix.

Before concluding, we should comment about some calculations of 
Gignoux who has utilized the Kapur-Peierls  form alism  from  a different 
point of view. One could start from  the Lippmann-Schwinger equation

where <E> is the eigenstate of an unperturbed Hamiltonian, V is the residual 
interaction and G<+) is the outgoing boundary condition Green's function. 
One could expand G(+) as

(3. 14)

(3.15)

Y(+) =4 + G(+) V4>

where |n> are K apu r-Peierls  state vectors and S n their eigenvalues. A 
few -leve l approximation to the Green function leads to an expression fo r 
the S-matrix that d iffers from  the K apu r-Peierls  expression only in the
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background. Comparing the results of Gignoux with ours, we could draw 
the follow ing conclusions. In the case of reactions with isolated resonances, 
a unitarized S-m atrix of the form  of Eq. (3.15) seems very  suitable w here
as in the region of energies without resonances o.r with overlapping resonances, 
the method of Gignoux seems superior, and the convergence of the ex 
pansion fo r the Green function seems fa ir ly  rapid. In particular, one 
could calculate the optical potential [4] by using the Green fucntion method.
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Abstract

SCATTERING OF HIGH-ENERGY PARTICLES ON LIGHT NUCLEI.
The elastic and inelastic scattering o f high-energy particles on light nuclei is studied by means of 

Glauber's multiple-scattering theory, in order to obtain information on the structure o f the nuclear wave 
functions.

1. INTRODUCTION

The scattering amplitude of the "e la s tic " process

a + N j - a + N f  ’ (1)

is  given, in the fram ework of Glauber's theory [1], by the formula

Fi f ( q , = S / e iqb d2b <Nj 11 - {1 - Tj (B- s { )}|Nf > (2)

£ = 1

where |Nj)> and |n{ > are-the internal wave functions o f the in itia l and 
final nuclear systems, b is  the impact param eter vector, s t is the pro
jection of the nucleon co-ordinate r 4 on the plane perpendicular to the d irec
tion of the projectile (see F ig . 1) and the so-called  "p ro file  function" T(S) 
is  the two-dimensional Fourier transform  of the a-nucleon scattering 
amplitude

r , 5> - 2 131

As is w ell known, expression (2) includes m ultiple-scattering contri
butions, with the restriction  that the projectile cannot scatter twice on the 
same nucleon. The subindex S. in the profile  function takes into account 
the fact that the interaction o f the external particle with the nucleons can 
be spin- and/or isospin-dependent. This fact is  incorporated in actual 
calculations by putting in expression (3) the complete spin-isospin dependence 
o f the amplitude and considering T (b ) as an operator in spin-isospin space. 
However, when the operator form  is  used fo r r ( b ) ,  expression (2) is  not, 
in general, valid, and it  is  necessary to introduce a tim e ordering o f the 
individual interactions. To c la rify  this point, we shall consider a simple

*  On leave o f absence from Departamento de Ffsica Tedrica, Facultad de Ciencias, Valencia, Spain.
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A

F IG .l. Variables appearing in Eq.(2); the vector ŝ  is in the plane perpendicular to the direction o f the 
projectile a.

example, the jr-nucleus interaction, and only the isospin structure o f the 
amplitude w ill be considered, i. e.

f ffN(q) = f(q )+ (0 ? )g (q ) (4)

This amplitude includes not only the elastic scattering o f 7r , n 0 and ir + , 
but also inelastic processes like jr'p -» 7r°n, fo r  instance. Now, i f  the in
cident particle is  a 7r ',  it is  no longer possible to consider the scattering 
of a 7t° i f  that tt° has not already been produced. The time ordering of the 
events can very easily be introduced into the Glauber theory: as long as, 
in this theory, we consider only very  sm all angles, the time ordering coin
cides with the ordering o f the z co-ordinates o f the nucleons (we are con
sidering the z-axis in the direction o f the incident partile ) and in Eq. (2) 
we make the substitution

n ( i - F j ) ■* X  ( i - r 1>(i - r 2 > - - -< i - v 0< v zi > * - - 0(zA- z A - i )  <5>
0- 1* permutations

However, the dependence on the z 's  of this expression makes its evalua
tion very  lengthy, and in actual calculations one uses the approximate form

f , _ M~ f ( q ) + f l 8V g ( q )  (6)

fo r expression (4) because, as long as the commutation relation [1^,1^ ] =0 
is  satisfied, the right-hand side o f Eq. (5) is  equal to the left-hand side.
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This approximation is  equivalent to discarding the inelastic intermediate 
states but takes into account the difference between the w'p and ir~n scatter
ing amplitudes.

In what follows we are going to work with scalar amplitudes and only 
corrections o f the type of Eq. ( 6 ) w ill be included.

2. CALCULA TION ME THOD [ 2 ]

We are going to start with the simplest problem: elastic Scattering on 
doubly closed shell nuclei, in particular 12C ( l S j /2, lp|/2) and 16° ( l s ?/2 * 
lp ®̂ 2 , lp  ). The nuclear wave function is  given by the Slater determinant

where the vt are the norm alized one-particle wave functions (i = (n, j?, j, 33 )). 
It is  possible to compute the complete multiple scattering series  (2) using 
the simple rule

i. e. the problem is  reduced to the evaluation o f the m atrix of the right-hand 
side o f expression (8 ). These one-body m atrix elements have very  simple 
expressions when harmonic oscilla tor radial functions and Gaussian ampli
tudes are used. In the Appendix A  we present the form  o f the m atrix (8 ) 
for A  = 16; only the 8 x 8 block m atrix corresponding to proton (or neutron) 
states is  written because, as long as the amplitude is  isospin independent, 
a ll m atrix elements between a proton and a neutron state are zero . I f  we 
had retained a part o f the isospin dependence in the form  given by Eq. (6 ) 
the two 8 x 8 blocks of the m atrix would have the same analytic form , but 
different numerical values.

The determinant (8 ) is  only a function o f b = (b, tpb ) and the dependence 
on (pb of each m atrix element is  o f the simple form

and the dependence o f the whole determinant on % is  going to be exp (i(M '-M )^b), 
M ' and M being the third component o f the angular momentum o f the final 
and in itia l states. (They are zero  for the case presented here, that is ,  for 
doubly closed shells. However, the same method can be used fo r more 
general configurations with the difference that the wave functions w ill not 
be so simple as Eq. (7), but a linear combination o f Slater determ inants.)
Then the integration on <pb in Eq. (2) is  very easily carried  out using the 
relation

|N> = — —  d et{v .(r . )} ( 7)

<n| n  { l - r ( b - s . ) } | N >  = det |<Vi(r )1 1 - r ( b -  b ) |Vj(r)>| (8)

<(n-2) j j 3 |r(b^ s) j(n '^ ’ Jj'j^> ~  exp(i(j^ - j 3)<Pb) O )

(10)
0
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Another feature o f this m atrix is  that, since we have eliminated the 
spin dependence of the amplitude, it  reduces to two 4x4 blocks. Note, 
however, that the sim plicity o f the dependence and the reduction to two 
blocks arises from  the choice of a' particular quantization axis which is  the 
direction o f the incident particle (this must be taken into account when com
paring our m atrix with that o f Bassel and Wilkin [2] :  even i f  their m atrix 
seems to be very  different from  ours, the m atrix elements are related by 
simple linear combinations).

When the nuclear states have a non-zero angular momentum we have 
to compute the amplitudes FMM. , square and sum on M 1 and average on M. 
However, when the interaction is  spin-independent it  can be shown [3] that 
the only amplitudes FMM, different from  zero  are those which fu lfil the 
relationship

(-1 )M" M = P . . Pf (11)

where P ; and P f are the parities o f the nuclear states.

3. HIGH-ENERGY SCATTERING ON 12C AND ieO

At present the only high-energy experiments o f elastic scattering are 
those o f the Brookhaven group [4]. In Figs 2 and 3 we have plotted the 
differentia l cross-sections for these two nuclei and the prediction o f the .

-t(G eV )’

FIG.2. Differential cross-section for the elastic scattering o f 1 GeV protons on 16O. Data are from R e f.[4 ].
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- t  (G.V)2
12

FIG.3. Differential cross-section for the elastic scattering o f 1 GeV protons on C. Data are from Ref. [4 ] .

Glauber theory with simple shell model wave functions [5]. A s we see, we 
have very  good agreement between theory and experiment fo r the case o f 
160 , except for high momentum transfer where, however, the experimental 
data are not very  re liab le. On the contrary, in the case o f 12C only the 
very-sm all-angle part o f the angular distribution shows a good agreement 
with the calculation, and in the region o f the firs t diffraction maximum the 
difference between theory and experiment amounts to 50%. A  s im ilar situa
tion happens in 7r12C and 7r160  scattering at lower energies, as can be seen 
from  the papers quoted in Ref. [6].

That we obtain good agreement with experiment fo r  the case of J60 
and not fo r  12C may be due to the fact that the form er, being a magic nucleus, 
can be w e ll described by the simple shell-m odel wave function and this is 
not the case fo r the latter (at this point it is interesting to rem em ber the 
history o f the high-energy proton and pion scattering on deuterons, where 
the sm all admixture o f the D-wave solved a sim ilar problem; see, fo r 
example, the lectures of P ro f. G illesp ie).

A  firs t attempt towards the solution o f this question has been presented 
in Ref. [7]: the wave function o f 12C was written as the most general configura
tion mixing o f the IP 3/2 and IP 1/2 shells, but s till no sizable effects were 
produced. It is  worth noting that with this wave function the nuclear density

A

P(r) < 12C| Y  « ( iS - ? )| 12C >  (12)

i =1
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is  the same as the one corresponding to the simple shell model. This 
puzzling situation has recently been solved by Lesniak and Lesniak [8] using 
fo r 12C the projected wave function o f the deformed oscilla tor, although one 
might object to the many approximations they have used.

Another s im ilar problem in the same energy range o f the elastic pro
cesses which we have discussed before is  met in the inelastic scattering 
a- 12C -  7T12 C*(2+ ), tt12C -  » 12C * (3 ')  and p12C -  p12C*(2 + ). The firs t two 
cases have been studied in Ref. [3] with different wave functions fo r the 
final state, i. e. the simple shell-m odel configuration and the Tamm- 
Dancoff wave functions o f Ref. [9] .  The cross-section  evaluated with 
the simple shell-m odel wave functions has very  small.values, roughly an 
order o f magnitude sm aller than the experimental measurements and a much 
better agreement is  obtained with the Tamm-Dane o ff wave functions (see 
Fig. 4). To analyse the origin  o f that enormous enhancement, we have 
plotted in Fig. 5 the contribution o f the nuclear profile o f the different com
ponents o f the 2+ wave function. We see that the curves corresponding to 
particles on the shells lp 1/2 > ^ 7/2 > ■*■̂3/2 anc* ■*■̂5/2 have the same shape, 
so that i f  we m ix shells with the same n we produce only enhancements o f 
a multiplicative nature. This is  not the case fo r the 2p1//2 and 2p3/,2 shells;

FIG.4. Differential cross-section for the reaction ir 'C -*ir"C :f?2+) at 200 MeV. Dashed line: single 
shell model wave function ( l ps ( l p t ,2)- Continuous line: Tamm-Dancoff wave function of Ref. [9 ] ,  
Experimental data are from Ref. [10 ],



IAEA-SMR-8/17 191

FIG. 5. Contribution to the real part o f the profile'for the process ir12C -* irlzC *(2+), J3 = 0 at a laboratory 
energy o f 200 MeV with particle-hole wave functions for the final state:

UP3/2) dPi/z)
3- ( l p  3 /2 ) 1 (1 f  7 /2 )  4. ( l p a / z )  i/i)
5- U P 3 / 2 ) '1 ( 2p 3 /2 ) 6. ( l s ) - i ( l d  3/2 )
7. Cls)- 1 (Id  s/2).
The contribution of ( I P 3/2)"1 ( I f  5/2 ) is negligible.

in fact, the presence o f these shells changes the form  of the angular d istri
bution (in our case, because they tend to cancel each other, we do not 
observe essential changes in the angular distribution, and the calculations 
fo r simple shell-m odel and Tamm- Dancoff wave functions are almost 
para lle l).

APPENDIX

THE O N E -PAR TIC LE  M ATRIX  ELEM ENTS

We are interested in the evaluation o f the m atrix elements

^ n j e j j j j I n b - ^ l t n ' J ' U ' j j )  (A . 1)

and we consider the simple case o f harm onic-oscillator radial functions 
and Gaussian amplitudes:

f(q ) =f(0) exp ( - i  02q2) (A . 2)



192 GUARDIOLA

Then the profile function is given by

r (h ) = ^ r  ( l- ip )j| ? -e x p (-b 2/2j32) (A . 3)

(the optical theorem has been used to express f(0 ) in term s o f the total 
cross-section , and p is  the ratio o f the rea l and im aginary parts o f the 
forward amplitude).

The one-particle wave functions are constructed in the form

|(ni)jj3>= <A-4>

where the ijjnim are the usual harmonic oscilla tor wave functions. Since 
the z-co-ordinate plays a very  special ro le in the Glauber theory, it is 
convenient to express (//nta(r ) as a product o f the one-dimensional harmonic- 
oscilla tor wave function 4>nz (z) and the two-dimensional ones $(nms) (s, <p). In 
particular, we obtain fo r the firs t shells

^100 = <MZ)

. ^110 - * 1(*)*°o<3>

where

<MZ> = exp ( “  7 “ 2z2)
\I7T

^ ( z )  = ^ )  2ofz exp ( -  i  a2z2)
2 ojlr

®o(s) = exP « 2 s 2}

T  a  lip (  1 9 9® j (b) = + -----ase exp( -  g-or Js J
•JH

The z-in tegra l needed to compute (A. 1) is  sim ply carried  out using the 
orthogonality of the #„z(z)-functions; the integration over <p is  easily 
evaluated by using formula (10) and we end up with integrals o f the form

( A .  5 )

(A . 6)
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where 3,x) is  the confluent hypergeom etric function which, given
that in a ll cases o f our in terest a  is  zero or a negative in teger, degenerates 
into a polynomial in b 2/4a2.

The m atrix (A . 1) has then the follow ing form :

1/2> l lP . f l .V 2 > 1'P a n . “ 1/2> |lpm .- l/ 2 > | l . , „ . - l/ 2 >  | lP ifl.-3 / 2 > tlP I/a. l/ 2 >

<»■ !/ !. 1/2 1 l " “ l ufie^

< lP l/ l.>/> l U!e " ' 1 -  Uj
o

< lp ,f l ,- l/ 2 | - J I " . ' 1'  ■ 1 - j| 2 u , t o , ) X  lu! "

l - j ( o , + 2 o , )

< l « , f l . - l/ 2 | 1 -  Uj -  Uj'e'1"'

1-W S

< lp .f l.l/ 2 | >/F— 1- j ( * « l  + « j ) ’y  ta ! -  u ,)

<1P,«.1/2|
/2 -t* . / I -*lo 

S/3"*® V ? " 4 - g - (u i - « a ) 1 - J  lu, +2us)

where a particular ordering o f rows and columns has been chosen to show 
the block structure. The functions U j , . . . ,  u4'are  given by

_ a 1 a 2
Ul " 2jt l + 2a202 E

<*' « 3 i ™
= 2F(l+2a*0*)* b ’ E

r>2 42/3
3 2n (1 +2

(A. 9)

“ 4 b 2E4 2tt ( l + 2 f f 2 ^ 2 ) 2

where <x' =a ( l  - ip ) and E = exp (-a2b2/ (l +2a ? f }2)).
The elastic scattering on leO and 12 C are given by the simple formula

F (q ) - i k J ' b d b J 0( q b ) ( l - r A ) (A. 10)

where r A is  given, fo r 160 , by the square o f determinant (A .8 ):

r ie0 "  I d  -  U j)(1  -  <*>3 + u 4H(1 )(1 -  u3 -  u 4) - 2u2} ] 4 (A. 11)
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and fo r 12C by the square o f determinant (A. 8) suppressing the rows and 
columns labelled lp -^  :

2 2 1 2  ̂
g " ( ( l  -  u 1) ( l  -  u 3) -  u 2) (2 -  Uj  -  u3 +104 ) -  -g ( l - u 1 ) ( l - u 3 + u 4 )

(A. 12)

In such a form  the calculations o f F igs 2 and 3 involve only a very  simple 
numerical integration over b.
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Abstract
HIGH-ENERGY SCATTERING OF HADRONS FROM NUCLEI

1. Introduction; 2. Motivation; 3. New experiments; 4. Glauber's model; 5. Eikonal theory; 
6. Multiple scattering; 7. Elastic and inelastic scattering; 8. Nuclear physics; 9. Two-particle 
amplitudes; 10. Predictions o f the theory; 11. Comparison with experiment; 12. "Deuteronomy"; 
13. Hie future.

1. INTRODUCTION
The study of h igh-energy scattering from  nuclei has undergone ex

tensive development in the last five years -  on both theoretical and ex
perimental fronts. The theoretical models evolve from  the theory of 
Glauber; recent interest in the subject followed from  the achievement 
of h igh-energy accelerator beams with energy resolutions typical of 
nuclear structure, and from  the development of high-resolution neutron 
beams. The eikonal approximation, which underlies the theory, has 
recently been the subject of intensive investigation in a ll domains of 
scattering theory.

In this paper, we shall develop a s tric tly  qualitative perspective of 
this field , its recent evolution, and its many interesting future prospects. 
A  thorough exposition of the basic theory is to be found in G lauber's 
lectures at Boulder [1]; a compendium of recent theoretical and experi
mental developments are contained in the lectures of Glauber and others 
in the proceedings of the Rehovot [2] and Columbia [3] conferences on 
High Energy Physics and Nuclear Structure.

The recent development in this field has, in fact, been so extensive 
that even review  articles have become somewhat encyclopedic and over
whelming. F o r this reason we shall highlight only those aspects which 
provide essential background and which we believe to be most relevant for 
future developments. F o r details, one may consult the comprehensive 
bibliography of Ref. [3].

2. M OTIVATION

It might at firs t seem surprising that hadron-nucleus scattering at 
GeV energies would be interesting fo r either nuclear physics or for 
elem entary-particle physics since such energies are w e ll beyond those 
characteristic of nuclear structure and w ell below those of greatest 
interest to current particle research. We lis t b r ie fly  some of the 
questions arising at this interface between the two fields which might 
be answered by such experiments. Some are obviously speculative.

195
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2.1. Nuclear physics

(1) Possible m icroscopic derivation of macroscopic models 
(e.g. the optical model).

(2) Experiments complementing electron scattering at comparable 
energies and momentum transfers.

(3) A  supplementary tool for investigating correlations in nuclei, 
a s 'w e ll as concepts such as quasi-deuterons, impulse approximations, etc.

(4) Detailed studies of the structure of light nuclei; in particular, 
a unique probe of the deuteron.

2.2. Partic le  physics

(a) At present our knowledge of n-n and n-p scattering is obtained 
from  the analysis of proton-deuteron scattering (neutron beam develop
ments w ill soon change this situation).

(b) The nucleus provides a dense target, thereby enhancing rare 
events.

(c) The phenomenon of compositeness may be investigated -  this is 
of relevance to concepts such as partons, quarks, etc.

(d) M ultiple-scattering theories are very  sensitive to sm all effects 
such as the ratio of the rea l to the imaginary parts of high-energy 
hadrom amplitudes which is important fo r testing dispersion relations 
and Regge theory.

(c) Resonance-particle cross-sections (e.g. a  (p°n)) maybe  deter
mined -  o r bounded -  by such experiments. Short life-tim es preclude 
d irect measurements of these cross-sections, which are predicted by 
certain symmetry schemes. Thus the nucleus may be considered to 
provide a "beam of resonances".

3. NEW EXPERIMENTS

The great interest in this subject in recent years actually stems 
from  two experimental developments:

(1) high energy (E <*> GeV) beams with nuclear resolutions (AE <*< MeV).
(2) high-resolution neutron beams.

F o r  many years, both CERN and Brookhaven have carried out ex
tensive programs of very-h igh -energy (E <*> 20 GeV) scattering of pions
and protons from  nuclei such'as 2H, 4He, 12C, 160 , etc. with resolutions
of the order of 50 MeV. (For references, consult the bibliography of
Ref. [3 ].) Such resolutions obviously preclude distinguishing between
elastic and inelastic final states. Beginning with the experiments of
Palevsky et al. at Brookhaven [4], resolutions of severa l MeV were ob
tained. Thus these 'h igh-energy' experiments became genuinely 'nuclear'
in that elastic events could be distinguished; with further refinement it
w ill be possible eventually to identify some low-lying excited final states.
Energy resolution, presently AE/E 10"3, is expected to reach 10"4 in the
near future. Thus the structure of'the nuclear targets becomes increasingly
important for such high-energy experiments.
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The advent of high-precision neutron beams is o f special interest to 
the theorist. To date, our knowledge of n-p and n-n amplitudes has been 
obtained from  p-d scattering analysed by Glauber1 s theory fo r the 'shadow 
term ' . Neutron-beam experiments w ill provide us with n-p amplitudes, 
and thus we w ill have the shadow term  [cr (pd) - a  (pp) - ct (np)], determined 
experim entally -  leaving to the theorists the explanation of any anomalous 
behaviour.

4. GLAUBER' S MODEL

Leaving detailed derivation to la ter sections and previous exposi
tions [1, 5], we summarize here the qualitative ingredients of the Glauber 
theory:

(1) Scattering is lim ited to high energy and sm all angles, where 
amplitudes are w ell approximated by their eikonal form  (see next section ).

(2) Multiple scattering of the projectile on the nucleons o f the 
nucleus is included but re-scattering (o f the projectile on the same 
nucleon) is excluded.

(3) There is no longitudinal component of the momentum transfer.
(4) Nucleus motion is 'frozen ' during the passage of the projectile.
(5) It is usually assumed (but, surprisingly, not always necessary) 

that between successive scatterings the projectile is fre e ly  propagating 
(see section 5 and Refs [6, 7]).

(6) The projectile-nucleon amplitude is known (only the on-shell 
amplitude contributes).

Inelasticity in the form  of nuclear excitation is included in the model, 
but not particle production.

F o r those m ore fam ilia r with the language of field  theory, the above 
model is equivalent to assuming that only a finite number o f Feynman 
graphs contribute to the scattering, that only on-shell propagation is 
important, that re-scattering is excluded, and that two-partic le unitarity 
is sufficient.

In general, re la tiv is tic  effects other than kinematical ones are 
ignored. There do exist, however, re lativ is tic  eikonal form alism s 17], 
These are particu larly interesting in that they enable summation of 
important classes of diagrams.

5. E IKO NAL THEORY

The fundamental approximation underlying models related to Glauber's 
is the eikonal representation of the two-particle scattering amplitude.'
The characteristic feature of the eikonal representation is the "exponentia
tion of the dynamics". That is , the potential (in non-relativistic theories) 
or the diagrams representing the forces (in relativis'tic theory) enter the 
scattering amplitude only in the form  exp iX , where X  is calculated from 
the interaction. The central ro le  played by this feature is often obscured. 
As we shall see later, this form  of the amplitude is responsible fo r the 
multiple-scattering series  fo r particle-nucleus scattering.
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We shall firs t rem ark on the classical origins of eikonal theory; 
then we w ill consider the more interesting 'method o f directionally 
approximating the Green1 s function.

5.1. Wave-function approximation

H istorica lly , the eikonal approximation arose from  classical optics, 
where a light wave travelling through an optical medium acquires a phase 
depending on the index of refraction  along its tra jectory. The eikonal 
form alism  takes, as a firs t approximation, the phase -to be equal to that 
of the undeflected tra jectory through the medium in the incident direction. 

.For such plane waves, the wave function is given by

if = giX

Z

X = k - r  + J [ n ( r '  ) - l ] d z '  (5.1)

r ' = (x, y, z ' )

where n (r) is. the index of refraction of the optical medium.
The analogous approximation for the Schrodinger equation

(  2 ^ 7  + k 2  - V ) * = °  (5-2)

consists of assuming a solution of the form

St(r) = eik‘ r <j> (r) (5-3)

fo r which V0 is slow ly varying in a Compton wavelength. The solution, 
assuming an undeflected tra jectory (e.g. along the z-ax is ), is , fo r 
r  = (x, y, z); v = m ^ k ,

(?) = e i x «

(5.4)

X (r )  ~  f  V (x ,  y, z ' ) d z '

.Equivalent solutions may be obtained by approximating the Green1 s 
function [1]. This method, although less intuitive, is form ally more 
useful, as we shall see below.

The amplitude for scattering from  direction k to k1, with momentum 
transfer q = k - k1 is given by

f  f  d 3 r  ei5r' r  V  M (5.5)
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If we now lim it ourselves to high-energy, sm all-angle (forward) scat
tering, we see from  F ig . l  that, to a good approximation, the momentum 
transfer q has no longitudinal component, i.e . q is normal to both k and 
k1 . If we insert the approximate of Eqs (5.3) and (5.4) into the amplitude
(5.5), and decompose r  into components b in the plane normal to k, and 
z along k, we obtain

We should emphasize that it is the physical assumption q z *• 0 which 
reduces Eq.(5.6) to a two-dimensional Fourier transform (d2b) in which 
the z-integration may be completed to yield the eikonal structure:

As remarked above, the dynamics (here the potential V) occurs only 
in the exponential phase function X.

5.2. G reen 's  function approximation

The more form al and general approach to the eikonal approximation 
is via the "linearization" [1, 6] of the free Green1 s function

appearing in the SchrOdinger equation (5.2) or in the Lippman-Schwinger 
equation

The incident momentum is given by k; p represents the intermediate 
momentum.

(5.6)

(5.7)

G"1 (k, p) = [k2-p2+ ie ] (5.8)

T  = V +VG T (5.9)

q

k

FIG. 1. Scattering for impact parameter b, momentum transfer* q.
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If we re flect on the foregoing eikonal theory we rea lize  that we are 
in essence selecting a preferred  direction for the scattering. There is 
nothing sacred or unique about the forward direction we selected p re 
viously; any direction may be used. The ideal of an approximation scheme 
is to maxim ize the convergence rate -  i.e . to maxim ize the re lative im 
portance of the leading term s. Both Glauber [1] and Sugar and 
Blankenbecler [6] have noted that sym m etrizing the approximation in the 
in itial and final directions improves the eikonal amplitude.

With this perspective, let us choose a vector kj having magnitude 
| kj j = | k | and arb itrary direction kj and then expand p about this 
direction:

p = k j -t- (p - k j ) (5.10)

This gives us for G a natural decomposition into a "lin earized " term  Gj 
and a perturbation term  Nj :•

G-1 ■ P + ie] + ( p - k ; ) 2

(5.11)
s G ^ + N j

The motivations for such a perturbation are threefold: (1) to maxi
m ize the importance of the low est-order term s, (2) to obtain explicit 
and systematic corrections, and (3) to obtain closed-form  expressions 
i f  possible.

The approximate, eikonal Green1 s function of Eq.(5.11) may be found 
exp lic itly  [1, 6]; in configuration space it takes the form

Gj (r , r ' ; k )  = ™  6(2) (b -b>)  6 (z - z ' ) e ik<z-z'> (5.12)

—►
where we decompose the vectors into components in the plane b and the 
z-d irection  o f the incident beam. M oreover, unlike the solution for the 
fu ll Green1 s function of Eq.(5.8), the linearized function gives us a 
closed form  fo r the amplitude o f Eq.(5.9):

T i (k> q) = f  d3r e 1?**’ V (r ) e ^ i^  (5.13)

which we see to be precisely  the eikonal amplitude of Eq.(5.6).
As we shall see in section 13, consideration of the correction  term  

in Eq.(5.11) enables us to estimate and improve the simple eikonal 
amplitudes.

As a final observation, we note that, independently of the dynamics, 
the eikonal representation of the amplitude, Eq.(5.7) arises naturally at 
high energies out o f the partial-wave representation of the scattering 
amplitude.

f(q ) = 2Tk X  (2je + 1) êl6£- 1) p« <cos e>
e

(5.14)
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R eferring to F ig . l ,  we see that the maximum angular momentum fo r a 
given momentum k and scattering system of dimension R is i max -  kR. 
Thus, in the high-energy lim it, where i max w ill be very  la rge, it is 
natural to go from  the d iscrete summation over {  to a continuous integra
tion over the impact param eter b using the transformation

kb = Si + 1/2 (5.15)

The discrete phase shift now becomes the continuous function X (b ).
The amplitude is then

f(q ) = - i k - J '  bdb [ e 2lX<b> - 1] P h ,..^  (cos 0) (5.16)

In the lim it of large k, we obtain

f(q) = ik /  b d b [ e 2iXM - 1] Jo (2kb sine/2) (5.17)

The same result may be obtained by carrying out the azimuthal integration
of Eq.(5.7).

6. M U LT IPLE  SCATTERING

F or a target such as a nucleus consisting of multiple scattering 
centres located at r j , ... r A , the interaction potential is given by

V (? ) = £  'V, (? - ? , )  (6.1)

F o r this interaction, the eikonal form alism  of section 5 gives us the 
composite eikonal phase function

A
X A (S ;r x ........... ?A) = ^  x i £ -  ? i )  <6-2)

i= l

In fact, this relation is usually postulated from  analogy with the phase 
accumulated from  a succession of independent scattering on passage 
through a sequence of d iffractive media. It is interesting to note, how
ever, that.the additivity of the eikonal phase is m ore general than the 
distinct scattering model and, in fact, remains valid in some cases fo r o ver
lapping interaction regions; Osborn[8] has investigated this feature in a 
variety  o f contexts.

Since the eikonal form alism  (see Eq.(5.6)) e ffective ly  reduces the 
target to two dimensions (in the b plane), the r*; appearing in Eq.(6.2) 
are in practice the b-plane projections of the nuclear co-ordinates.

.We now illustrate that the eikonal additivity relation (6.2) is sufficient 
to give the multiple-scattering interpretation to the model. The eikonal
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amplitude (5.7) is the two-dimensional Fourier transform  of the "p ro file  
function"

>

r, (b) s i _ e 2lXi(b) (6.3)

Thus fo r  the composite system the profile  function is given by 
r A (b; r-y, .........  ,  r A), where

2 i L X j

= 1 - e J = 1 - [ I  e 2lXj (6.4)
J

= i  - H  [1 - r ,  (b -  ?,)]
J

Expanding this product, we obtain

A • A terms

rA = I  r i ■ I  r ‘ ri + ..................  + I  ' r i '........  (6-5>
j= l i<j i . . j ..

where E1 implies a ll summation indices are distinct. (We have obviously 
neglected the commutation properties of the r s which would arise from 
the introduction of spin- and isospin-dependent amplitudes.)

The m ultiple-scattering interpretation of the series (5.5) is im 
mediately evident: the firs t term  corresponds to the coherent scattering 
from  A  distinct nucleons; the second from  two successive scatterings, 
etc. The absence of repeated indices in any term  corresponds to the 
absence of re-scattering in the model. Thus we see that the "exponentiation 
of the dynamics" characteristic of eikonal representations gives us d irectly 
the multiple scattering structure fo r the amplitude.

F inally, we construct the complete scattering amplitude from  the 
profile  function (6.4) and the in itial and final state nuclear (target) 
wavefunctions:

A

Tfl (q) = / • • • /  d2b e I? ^ d 3r 1 ... d3rA 6 (  ^  ^  ... rA)

j=l (6.6)

X r A (b; ... ?A) « , ( ? ,  ... ?A)

We note here an important feature of the eikonal model. From  
Eq.(6.6) we note that the amplitude is composed of three parts: the nuclear 
physics contained in the wavefunctions * , the elem entary-particle physics 
contained in the profile function r , and the eikonal structure of that function. 
To  the extent that the parameters of the nuclear and particle physics are 
independently determined, the theory is seen to be param eter- fr e e . That
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is , in its domain o f validity the eikonal model follows d irectly  from  the 
SchrSdinger or Lippman-Schwinger equations with no parameters 
introduced.

In our concluding section we shall see that this feature is lost as we 
go beyond the sm all-angle region.

7. ELASTIC  AND INELASTIC SCATTERING

As noted in section I, the m ajor development which led to the recent 
interest in m ulti-particle scattering was the achievement o f nuclear resolu
tions at very high energies, enabling the experimenter to distinguish 
between elastic and inelastic events.

From  the scattering amplitude (6.6), the d ifferential cross-section  
is proportional to

—  oc T + T 
dn

oc <i|r|f> < f |r|i> (7.1)

fo r particular initial and final states, |i> and |f>, respectively. When 
resolution is sufficient to determine that the scattering is elastic, i.e. the 
final state is the ground state |o>, we have

da i i i  i2
an “  l< 0 1r|o> | (7.2)
a  elas

In contrast, fo r  experiments with low resolution (e.g. those at 
20 GeV with AE  **= 50 M eV), the final state of the target is undetermined 
and thus we sum over the possible final states,

^  oc ^  <0 |r|f><f |r|0> (7.3)

f

When the resolution is- such that a large part of the target1 s possible 
spectrum of final states is included in the sum over |f>, it is appropriate 
to use closure,

£  |f><f| = 1 (7.4)

f

to approximate the summation:

^  oc <0 |r*r|0> (7.5)

The inelastic cross-section  is obtained by subtracting the elastic term 
from  the expression (7.5).
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FIG. 2. Typical high-resolution cross-section (solid curve) and predictions o f single-scattering (impulse) 
approximation (dashed curve) for p-*He scattering.

The functions (7.3 and 7.4) are very  different. F o r illustration we 
consider model curves fo r high-resolution (F ig .2) and low-resolution 
(F ig .3) experiments. F o r the low-resolution curve the elastic and in
elastic contributions are shown. Actual data and calculations may be 
found in the proceedings of the Columbia Conference [3].

We shall be able to consider particular excited states in the sum of 
Eq.(7.3) as experimentalists further improve the resolution in the de
tection of the scattered projectile or residual nucleus.

8. NUCLEAR PHYSICS

The nuclear physics of the theory is contained in the wave-functions 
Sl/j and \&f. These may be analytifcal expressions with parameters fit to 
the particular target nucleus or may be numerical, obtained from  shell- 
model calculations or derived from  phenomenological potentials. The 
analytic form s have the obvious advantage of facilitating a study of the 
general structure of the resulting amplitudes.
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■ ■ ___________ ,___________ ,___________^ ___________________O j o!i 0 J2
*  ~ ~  (G«v/c)2

FIG. 3. Typical low-resolution cross-section, showing elastic and inelastic contributions for p - Pb 
scattering.

Typically, a ve ry  simple structure is assumed fo r the ground-state 
density, such as an uncorrelated harm onic-oscillator density:

A

*  + * =  p ( r x ... r A ) =U  Pi ( r j )
J=i

P(  r ) = e - “,r' (8.1)

Correlations are introduced in such models in three form s:
1. Pauli correlations. This is m erely the imposition of the Pauli 

principle on the states : 'J'(r1 ... r A) = det |^i(rj )|.
2. Short-range correlations. These are usually expressed with a 

phenomenological correlation  function g:

* -  I I  t 1 -  g  ( r ij )1 
i < j

( 8 . 2)
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Asym ptotically, g -» 0 fo r large r;j ; fo r hard-core models, g = 1 fo r  ry 
sm aller than the core radius.

3. Centre-of-m ass correlation. This is m erely the momentum- 
conserving delta function 6 (A -1 ^ j) in tbe amplitude of Eq.(6.6). In
general, this function causes serious technical difficulties fo r the calcula
tions; it is often approximated by a distribution peaked at the zero of the 
argument.

One may, of course, escalate the sophistication of the nuclear 
structure. As both theory and experiments become more refined further 
nuclear properties may be introduced: deformations, hard cores, spin 
and isospin effects, particular excitations, Coulomb effects, etc. It is 
w ise, however, to keep in perspective the elementary nature of the 
model which we have developed and the long sequence of approximations 
leading to it. The most im pressive aspect of these models is that in 
their sim plest form  they fit so much so well.

The tough question is to decide i f  a correction introduced to improve 
a phenomenological fit is unique in the physics it represents. F o r example, 
both hard cores in nuclear densities and improvements in the eikonal. 
phase function have been used to obtain equivalent improvement in the 
fit 'of Glauber-model calculations to experimental data.

It is important to distinguish the nuclear physics introduced via the 
St1 s from  the details of the Glauber model itse lf, and its underlying 
eikonal approximation.

9. TW O -PAR TICLE  AM PLITUDES

The elementary particle physics enters the theory via the profile 
function r (b ) of Eq.(6.3). The two-particle scattering amplitude f(q) and 
the profile function r(b ) are mutual (2-dimensional) Fou rier transforms:

i k  P n • 21X ( b )
f (q )  J d2b e1 4-b [e - 1]

r(b ) = e 2iX<b> - 1 = 7 ^  / d 2b e " iq b f (q) (9.1)

Since our eikonal form alism  involves only on-shell amplitudes, the 
f  (q) are taken from the elastic-scattering experiments, e.g. 7rp, pp, etc.
In many calculations, spin and isospin details are approximated; often 
they are sim ply ignored.

The parametrization o f the two-particle hadron amplitudes arises 
from  two characteristic features of high-energy, sm all-angle scattering: 
the exponential fa ll-o ff of the forward diffraction peak, and the predominantly 
imaginary nature of the amplitude. These two properties, together with the 
optical theorem fo r the total cross-section.

° T = V  Im f (° ) (9.2)
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lead naturally to the amplitude

f(q ) (i+ “ ) e ' aql <9-3)

where a  is the ratio of the rea l to the imaginary part of the amplitude 
(usually a few per cent at GeV energies).

The amplitude (9.3) may be viewed as a purely phenomenological fit 
to the data, or the functions a  and a may express energy- and momentum- 
transfer behaviour exp licitly  predicted by Regge-pole theory or other 
models.

10. PREDICTIONS OF THE THEORY

Having now considered the scattering form alism , the nuclear model, 
and the particle physics, we can assemble the final amplitude from 
Eqs (6.4, 6). We again consider the model curves of F ig .2.

We wish to analyse the features common to a ll such cross-sections. 
We begin with Eq.(6.5), the multiple-scattering decomposition of the 
amplitude. In F ig .4' we plot the contribution of successive term s. Note 
that we plot the log of the contribution versus the scattering angle 8 (or, 
equivalently, the momentum transfer q).

FIG. 4. Contributions of multiple* scattering terms to differential cross-section.
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FIG. 5. Effect o f 0 on minimum o f diffraction pattern.

We note the following features:
1. Successive term s have decreasing amplitude in the forward 

direction but their fa ll-o ff with angle is p rogress ively  slower.
2. The term s contribute to the amplitude with alternating signs.
The summed amplitude fo r elastic scattering shows a characteristic

diffraction as in F ig .5. F o r  amplitudes [see Eq.(9.3)] that are purely 
im aginary, the alternating sign in successive terms give a polynomial 
with A  zeros; for.a- f  0, the zeros become m erely minima as shown by 
the dashed curve in F ig .5.

Characteristic of such interference effects is a great sensitivity to 
perturbations. Since the unperturbed contributions com pletely cancel 
at these zeros, any derivation of the cross-section  from  zero  at the 
minima is due to the perturbations. This property of e ffective ly  
"am plify ing" the effects of perturbations is the most interesting feature 
of the theory, apart from  the generally successful prediction of the ob
served diffractive structure of measured cross-sections.

The location and depth o f the minimum are extrem ely sensitive to 
effects such as nucleon correlations (see Eq.(8.2)) o r the rea l components 
of the amplitudes. However, these effects are seldom unique in their
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influence on the predicted cross-section. As we have mentioned p re
viously, equivalent fits of the theory to experimental data have been ob
tained using modified eikonal phase functions as w ell as by modifications 
of the nuclear densities. To ascertain which of severa l possible perturba
tions is responsible fo r deviations from  the simple model is usually 
difficult and frequently impossible. Ideally, such effects are corroborated 
by other experiments.

11. COMPARISON WITH EXPE RIMENT

Rather than produce another compendium of experiments fit by 
eikonal models, we shall lim it ourselves to drawing some genera liza
tions from  the range of experiments and calculations to date. Our interest 
is in assessing the success of the theory and in indicating the direction of 
future developments.

We again consider the cross-section  curves for high- and low- 
resolution experiments in Figs 2 and‘3, respectively.

Typica lly, the diffraction pattern features of high-resolution (elastic) 
scattering can be fit as fa r as the second minimum. (In judging the fit 
to experiment, one must keep in mind the logarithm ic scale of the plots.) 
One observes that the low-resolution curves have significantly less 
structure than the elastic curves.

From  such results we make two observations:
1. The more complex the structure of the predicted cross-section  

curves, the greater the physical information contained in a successful
fit. In section 12 we shall see that the deuteron is an especially interesting 
illustration o f this phenomena. As we noted, curves for low-resolution 
experiments are less complex and provide less cr itica l tests of the theory 
or less precise determination of the parameters.

2. Many "successfu l" fits of theory to data extend beyond the range 
of energy and angle expected of the high-energy, sm all-angle eikonal 
theory [1]. F o r example, experiments fit by the theory [3] have ranged 
in energy from  20 GeV to less than 500 MeV, and in angle as fa r as 40°.

In planning future experiments it is important to determine which 
domains of energy and angle as w ell as which targets m axim ize the 
physics to be learned from  the experiment. The general qualitative 
success is now w ell established, it is now appropriate to concentrate on 
the detailed fits.

An interesting question arises from  the fits to date, which, as we 
have remarked, often succeed at la rger momentum transfers than would 
be expected from simple estimates for the validity of the eikonal approxi
mation. Is there some physics to be learned from  the 'too successful1 
model, or, on the contrary, should we conclude that the ensemble of 
nuclear, particle and eikonal approximations, together with the un
certainty in the param eters provides an extrem ely flexib le phenomenology? 
In section 13, we shall indicate some interesting possibilities fo r the 
form er point of view.

To maintain our sense of perspective, we rem ark that the multiple- 
scattering model is by no means unique in fitting hadron-nucleus 
scattering. F or heavy nuclei, equivalent results may be obtained from 
the optical model [3].
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12. "DEUTERONOMY"

The deuteron, the simplest composite target, should provide the 
obvious firs t test of the theory. Surprisingly, it has been one of the most 
difficult -  and interesting -  applications in the history of the subject.

Since its inception, Glauber1 s model has been used to determine 
the 'shadow term ' for proton-deuteron scattering. The expression 
arises from  the intuitive notion that one nucleon partia lly eclipses the 
second as seen by the incident projectile . If we apply Eqs (6.5, 6) to the 
deuteron, we obtain

f pd (5  = fpn (?) s*1/2 q) + fpp (q) s ( 1 /2  q)
( 12 . 1)

+ 2 ^ k  f  d 2 q ' f pn((1/ 2) q  + q ' ) f p p ( ( l / 2 )  q - q ' ) S ( q ' )

■+
where S (q) is the deuteron form  factor calculated from  the wave-function ;

S(q) = / d 3r  e ‘ * " | * d (?)|S (12.2)

In practice, the result (10.1) is used to determine the n-p amplitude 
(otherwise unobtainable without adequate neutron beams) from  the 
d irectly  measured p-p and p-d scattering. If we consider forward 
scattering (q = 0) and use the optical theorem (Eq.(9.2)), we obtain the 
relation for the total cross-sections from  Eq.(7.1):

V  = CTpp + CTPn + <  "sh ad ow ") (12.3)

It is the angular or momentum transfer dependence of Eq.(12.1) that 
has caused considerable confusion and difficulty.

From  Eq.(6.5) and from  our remarks in section 10, we would expect 
a double diffraction peak with a single zero  as shown by the dashed line 
of F ig .6. However, the experimental data, represented by the solid line, 
shows m ere ly  a shoulder with little  structure. Although, as we shall see 
later, predictions for more complex systems such as 4He, 12C, and 160  
were quite successful, the theory seems to fa il conspicuously fo r  the 
sim plest application, the deuteron.

A possible explanation follows from  the observation that the success
ful applications, 4He, 12C, 160  a ll have spin 0; the deuteron has spin 1. 
Various authors [9] developed spin analyses of nucleon-deuteron and 
pion-deuteron scattering, incorporating the detailed spin dependence of 
the two-particle amplitudes. This is a substantial undertaking; for 
example, there are five nucleon-nucleon amplitudes, each usually 
determined by two complex param eters, not a ll of which are w ell known.

In brie f, this im pressive effort produced no compelling resolution 
of the problem of the m issing minimum-

Returning to the data, we find that an important clue comes from  
the observation that pions as w ell as protons produced the same absence 
of a minimum, which suggests the possib ility that the difficu lty lies in 
the deuteron target and not in the two-particle amplitudes and their spin 
dependence.
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FIG. 6. Proton-deuteron cross-section (solid curve) and curve calculated without d-wave component 
(dashed curve).

Harrington [10] was the firs t to discover the simple resolution of 
the problem. The deuteron has a d-wave component, although its ampli
tude is only a few percent of the dominant s-wave component. We reca ll 
our remarks in section 10 where it was seen that the theory has the 
special feature of "am plify ing" perturbations in those regions where 
the dominant amplitude cancels due to interference. The sm all d-wave 
component provides an excellent example of this effect.

In F ig .7 we see the form  factors for the deuteron's s- and d-wave 
components, as w ell as their sum. It is this sm all d-wave effect, e lse 
where unimportant, which produces the shoulder of the curve where one 
would expect a minimum or a zero.

A  pessim ist might at this point conclude that the form alism  is not 
w ell tested by deuterons, and that we shall learn nothing of the deuteron 
from  such analyses of experiments. Not so. Although the experiments 
just discussed yield too little  structure in their angular dependence to 
be very  inform ative, ■ the deuteron spin may be exploitated to recover 
the " lo s t" information by using polarized deuteron beams or targets.

Franco.and Glauber [9] developed the form alism ; experiments are 
now in the planning stages. F o r  protons scattered from  a polarized



212 GILLESPIE

FIG. 1. Deuteron s- and d-wave form factors.

deuterium target, the predicted cross-section  w ill have a structure 
depending on the direction of polarization. Of the obvious "physical" 
choices fo r the direction of polarization (incident momentum, momentum 
transfer, normal to the scattering plane), the second produces a d if
feren tia l cross-section  with a particu larly sharp dip [3, 9]. As a lte r
native experiments [3] one may employ polarized deuteron beams on 
proton targets or measure the alignment o f deuterons produced by 
scattering from  unpolarized targets.

Thus the deuteron (with no sm all e ffort) becomes again an interesting 
target.

13. THE FUTURE

Being physicists rather than historians, it is now appropriate to ask 
what are the interesting remaining problems in the field.

The experimental future is clear. Improved resolution at the highest 
energies w ill provide increasingly rigorous challenge to the theory (or 
phenomenology). H igh-precision neutron beams as w ell as polarized 
targets and beams w ill significantly extend our knowledge of the nucleus 
with high-energy experiments.
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F o r  the theory/ the future is interesting and complex. On the more 
technical leve l, there is the systematic inclusion in the models of details 
such as spin, isospin, Coulomb scattering, particle production, o ff- 
shell effects, nuclear deformations, three-body forces, etc. etc. To 
some extent, each of these effects has already been considered [3].

O f more fundamental interest is the valid ity of the model and its 
relation to other form alism s such as many-body theory and the optical 
model. Although these aspects of the problem have been studied to a 
lim ited extent [1, 3, 8], our understanding is very  fa r from  complete.
We shall b r ie fly  consider a few topics under investigation, at present, ■ 
and which seem most prom ising subjects for future development.

If we look at F ig .8 we see the angular range of an idealized experiment 
divided into three regions. In region I we see the forward diffraction 
peak. Since a ll reasonable theories predict such a peak -  and fit it with 
one parameter (e.g. the nuclear radius), we learn little  from  this region. 
Likew ise region III provides us with little that is new: at ve ry  high 
momentum transfers (large angles), the high-energy projectile tends to 
scatter from  single nucleons, yielding m erely the same information we 
obtain from  two-particle scattering.

As we have seen, Glauber1 s eikonal theory leads us into the 
interesting region II where we learn most from  a nuclear target. The 
firs t crucial question is how far into the region this theory is reliab le 
and how its domain of va lid ity might be extended.

FIG. 8. Regions o f hadron-nucleus scattering: I. Forward diffraction peak, II. multiple-scattering 
region, III. quasi-elastic region.
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In fact, some answers to this question are already available. When 
we obtained the eikonal approximation by linearizing the Green1 s func
tion in section 5, we neglected a ll but the lowest power of the intermediate 
momentum. We can continue the perturbation to higher orders to extend 
the angular range of our theory and to determine estimates of our erro rs . 
We shall comment b rie fly  on the work of Sugar and Blankenbecler [6] 
who recently developed this method.

We saw in section 5 that the Green1 s function G may be separated 
into its directional approximation Gj and a perturbation N j . Maximum 
accuracy and convergence is obtained by sym m etrically approximating 
about the in itial and final momenta ki and kj . We can then develop the 
sym m etrized amplitude in the series

T = Tj + T f G{ Gt Ti + ......... (13.1)

where fo r any kj

Tj = V(1 - Gj V )"1 (13.2)

Explicit calculation gives

T (q) = / d 3 r  e 1̂  V (r ) e lXl(^

(13,3)

+ J d3r  e1̂ -r (e1Xf - f) V 2J (eiXi - 1) + .........

where
CO

X j ( r ) s  J  dtV (r  - m '^ j t )  (13.4)

The firs t term  of Eq.(13.3) as remarked in section 5, is just the 
original eikonal amplitude o f Eq.(5.6) before the further approximation 
that qz =0. The second term  turns out to be the expression obtained with 
quite different methods (stationary phase approximation to the Born 
ser ies ) by Saxon and Schiff [11] fo r w ide-angle scattering. Ross [12] has 
recently investigated this term  as a correction  to the leading eikonal 
term .

Experiments at large momentum transfer obviously probe the details 
of the forces and the structure of the target more deeply. It is thus no 
surprise that in continuing beyond the leading eikonal term  we lose two 
o f the appealing features of the simple model (see section 11): the 
param eter-free nature of the multiple-scattering form alism , and the on- 
shell-only eikonal phase functions in which the potentials did not appear 
explicitly.

One might object at this point that the calculation of term s beyond 
the lowest-order (eikonal) expression involves no less effort than solving 
the complete many-body Lippman-Schwinger equation. The value of such 
a series is twofold. F irs t it enables us to estimate the re lative importance
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of successive term s as a function of momentum transfer or angle. Second, 
•from such bounds we gain insight into the mechanism of multiple scattering 
from  a nuclear target. Again quoting typical results of Sugar and 
Blankenbecler, we find that for elastic scattering the leading term s of 
the amplitude have the following relative magnitudes:

where q is the momentum transfer, k the incident momentum, a the range 
o f the potential V, and ^  the bound-state wave function. Relation (13.6) is 
valid for potentials polynomially bounded in momentum space.

C learly, such estimates are fa r from simple, depending on the 
re lative fa ll-o ff (in momentum space) of the potential and of the bound- 
state wave-function. When both elastic and break-up reactions are 
considered, such bounds provide interesting insight into how different 
interactions favour multiple over single scattering fo r  a given momentum 
transfer.

Obtaining such bounds is especia lly subtle fo r Gaussian potentials, 
which are obviously of great interest to nuclear physicists. Sugar [13] 
has recently obtained such bounds and found two interesting properties:

1. The Gaussian potential favours a maximally smooth scattering,
i.e . fo r a fixed total momentum transfer, this potential favours terms 
corresponding to a large number of sm all scatterings on the nucleons of 
the target, adding up to the total transfer. (In contrast, some non- 
Gaussian interactions favour single (impulse) scattering from  a single 
nucleon.)

2. The angular range of valid ity for the leading eikonal term , 
.generally of order q 2 § a "2 is in the case of the Gaussian potential given 
by q2 S a"1 k.

This latter result is most provocative since it may provide some 
insight into the often surprising success of simple models over a wide 
angular range. It suggests that for interactions typical of nuclear 
physics the angular range may be 'stretched' at high energies.

To date, the studies of the validity of the theory have raised as many 
questions as they have resolved. On the one hand, Ross [12] has found 
that fo r some potentials the eikonal approximation could produce order- 
of-magnitude erro rs  at moderate angles; he subsequently developed 
corrections based on the method of Saxon and Schiff [11]. Calculations 
by Hiifner [14] have indicated that the eikonal approximation is least 
accurate at the minima, where, as we have remarked previously, the 
model is most interesting.

On the other hand, Osborn [8], Sugar[13], and HUfner [14] have 
suggested aspects of m ultiple-scattering theory which may explain in 
part the exceptional success of simple models. The complexity of the 
process makes estimates rather subtle; fo r example, there are three 
characteristic lengths to be considered: interaction range, nuclear s ize, 
and correlation  lengths. Furtherm ore, the eikonal phase by no means 
uniquely determines the underlying potential, as seen from  Eq.(5.7). As 
we have seen above, some potentials produce exceptionally effective

(13.5)
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eikonal amplitudes. Wallace [15] has recently made an extrem ely 
interesting and detailed analysis o f the domain of validity o f eikonal 
amplitudes.

It is also becoming evident that many o f the features o f the original 
Glauber model may be obtained without eikonal approximation. Osborn [8] 
has investigated the relationships between impulse approximation, 
unitarity, and eikonal form alism . The relation o f the Glauber model to 
the Faddeev theory has not yet been fu lly explored.

The subject is rich with interesting problems.
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Abstract
HIGH-ENERGY SCATTERING OF ELECTRONS FROM NUCLEI.

1. Introduction; 2. Fundamentals o f election scattering; 3. Elastic electron scattering and nuclear 
structure; 4. Quasi-elastic scattering and nuclear structure'; 5. Summary and conclusions.

1. INTRODUCTION

The usefulness o f electrons as probes o f nuclear structure was firs t 
demonstrated in 1950 in the pioneering work by Lyman et al. [1], who ob
served, in elastic scattering by a nuclear target, the effects due to the finite 
sizes o f the nucleus.

In the fift ies , a considerable amount of work was done at Stanford 
University, where elastic electron-scattering experiments were systematical
ly carried  out on many nuclei (from  proton up to uranium)[2]. The energy 
o f the bombarding electrons in these experiments was sufficiently high 
(~ (100- 400) MeV) to allow the measurement o f basic quantities such as the 
size of the charge distribution and its surface thickness, but it was s till 
too low to revea l the details of the nuclear wave-function.

Recently, because o f a rapid increase in experimental fac ilities , 
electron-scattering experiments became feasib le at very  high energies 
(~ (500- 1000) M eV) and with great accuracy, which allowed fine nuclear 
structure effects to be measured. A t present, electron-scattering experi
ments are used to investigate in detail the wave-function o f ground and ex
cited states o f nuclei, to measure nuclear separation energies, to produce 
baryon resonances in nuclei. The results o f these experiments set a series 
o f basic problems such as, fo r  example, the origin  of high-momentum com
ponents in the nuclear wave-function, the values o f the separation energies 
o f the deeply bound states, the width o f baryon resonances in nuclear matter, 
and so on.

Because o f the accuracy in producing and analysing high-energy e lec
tron beams, on the one hand, and because o f the theoretically rather well- 
known nature of the electromagnetic interaction, on the other hand, high- 
energy electron scattering became one of the most powerful tools fo r  study
ing nuclear structure.

In this paper the fundamentals o f electron scattering w ill be briefly  
reviewed and the latest experimental results and theoretical interpretations 
presented, with particular emphasis on elastic and inelastic scattering in 
the continuum ("quasi-e lastic " scattering).

217
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2. FUNDAM ENTALS OF ELECTRON SCATTERING

The form alism  o f electron-nucleus collisions is presented in detail in 
Refs [3 ,4 ], In this paper only some basic concepts o f the problem w ill be 
given.

2. 1. Kinematics, energy spectra and angular distributions

The momenta and the energies o f the electron before and after scattering 
w ill be denoted, respective ly1, by

k1, e 1 and S2, e2 (1)

During the scattering the nucleus w ill be given a three-momentum ("momen
tum tran sfer")

q=S1 - S 2, |q| = (k2+ k 2- 2 k j k 2 cos 0)1/2 (2)

0 being the scattering angle, and an energy ("energy tran sfer")

u = e i - - e2 =ki - k2 (3)

There are, at present, two main classes o f experiments with electrons: 
the non-coincidence experiments, when only the scattered electron is  de
tected, and the coincidence experiments when, together with the scattered 
electron, some other reaction products are detected. The coincidence 
experiments, which are very difficult to carry out and therefore appeared 
feasib le only in recent years, w ill be discussed in chapter 4. Now we start 
with the description o f non-coincidence experiments, which is one o f the
richest sources o f information on nuclear structure. In these experiments
one usually measures the cross-section  as a function o f the energy transfer 
(the energy spectrum), keeping e1 constant, for example, and detecting for 
fixed 0 (or fixed q) electrons with different e2. The behaviour o f the cross- 
section versus u, sketched in F ig . 1, shows (fo r m ore details, see F ig . 1 
o f Ref. [4 ]):

(a) a peak at u s 0, corresponding to elastic scattering;
(b) severa l peaks in a region o f u less than the particle emission 

threshold, corresponding to the excitation o f individual nuclear 
levels;

(c ) the giant resonance (GR) peak at u~20  MeV;
(d) a broad peak located w ell above the GR at (M  is  the nucleons mass)

u ~ ^M + < B >  (4)

1 Since high-energy electrons are considered, we set me = 0 so that e = ["k| = k.
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FIG. 1. Double differential cross-section ("energy spectrum’')  versus the energy transfer w, for different 
values of the three-momentum transfer q.

B y  being the average separation energy o f the bound nucleons.
This peak, called the "quasi-e lastic (or quasi-free )" peak, is  
mainly due to a d irect knock-out o f single nucleons bound with 
momentum p, and emitted, a fter collision with the electron, with 
momentum2 k^- = |5 +(J. To have quasi-elastic (QE)-scattering, the 
probability o f co llective excitation must be very  low. This means 
that the interaction o f the projectile with the target has to be loca l
ized  in a region of space less than the nuclear sizes. In other 
words, one has QE scattering only when the momentum transfer 
is  la rger than the inverse o f the nuclear radius; taking for the 
latter the value R ~3  fm , we have

(e ) when u > m w one has, finally, electroproduction of pions, and at 
higher u, production o f nucleon resonances.

I f  the energy spectrum is  measured at different values o f q, and then 
the various peaks are integrated over u, one obtains the form  factors of the 
different peaks appearing in the energy spectrum. With reference to the 
q-dependence o f the cross-section , it should be noted that with increasing 
momentum transfer, the elastic cross-section  strongly decreases and that 
at high momentum transfer the energy spectrum is  dominated by the quasi
elastic peak.

2.2 . Cross-section  in Born approximation

The firs t Born approximation is widely used when scattering from  light 
nuclei is  considered, since the lim its o f its validity are fixed by the relation

q ^  (1—1.5) fm 1 (5)

Z  «  137 ( 6 )

which is  quite a good approximation up to Z~10 .

1 If the nucleons were at rest and unbound, the position of the quasi-elastic peak should occur at q2/2M.
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a)

A A
A A '  A

C )

FIG .2. Feynman graphs corresponding to a) the first Bom approximation, b) the full Bom series, and 
c) "dispersive e ffects".

In the firs t Born approximation the electron and nucleus are treated as 
two sources of currents which interact via  the exchange o f a virtual photon 
carrying a momentum equal to the 4-momentum momentum transferred to 
the nucleus:

,2 _ = 4k1k2 sin2^ (7)

The process ("one-photon exchange") is  described by the Feynman graph 
o f F ig. 2a. The cross-section  can be evaluated using electrodynamics.
Plane waves for the electron are used, and in the nuclear current the wave 
function o f the nucleus is  taken to be a collection o f non-relativistic nucleons 
having the same sizes as the free  ones; this means that the mesonic degrees 
of freedom  ("exchange currents") are neglected.

Within the above assumptions, the non-coincidence cross-section  can 
be written in the follow ing form  [3], whatever the final state is:

2 k  1 2 0where 1 + -rri  sin — is  the energy associated with the reco il o f the target 
J.Vl'r ^

(with mass M T ) and a
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is  the Mott cross-section  describing the elastic scattering from  a point 
nucleus. In Eq. (8), the two quantities R L(q,u) and R T(q,u), which contain 
the information on nuclear structure, are called, respective ly, the longi
tudinal and transverse form  factors (or "response functions") since it  can be 
shown [3,4]  that the form er results from  the interaction between the nuclear 
charge and the component o f the electron current para lle l to the vector q, 
whereas the latter results from  the interaction between the nuclear e lec tric  
and magnetization currents and the components of. the electron current per
pendicular to the vector q. The two form  factors can be related to the Fourier 
transform  of the charge (C ) operator and to the e lec tric  (E ) and magnetic 
(M ) current operators

RL(q,u) = f^ (q 2) 2R C(q,u )

U°)
R T(q,u) = f ^ ( q j )  [R E(q,u ) + R M(q,u)]

where f ^ q 2) is  the nucleon form  factor3. The charge (or Coulomb) response 
function, which w ill be used in the following, is

RC(q' u) = 2- jp r r  I  l<V f 11  v eiq
M iM f k = l  (1 1 )

with e k = (1 + r3 )/2 and if denoting the nuclear state. The form  o f RE and 
R m is  given in Ref. [3],

Perform ing a multipole expansion o f the response functions (by expanding 
exp(iq* ? )) and integrating over de2, we obtain the expression o f the angular 
distributions [3,4]

da
d^o

J= 0

J=1

.|i n .  A C A E A M
where \  || || > denotes a reduced m atrix element and M , T  , T  are the 
multipoles o f the charge and current operators. Thus, by measuring the 
angular distributions, one maps out the Fourier transform  of the nuclear 
charge and currents. The w ider the range o f momentum transfer explored, 
the finer are the details that can be studied.

Note that because the longitudinal component o f the virtual photon fie ld  
can carry  zero  angular momentum, the summation in the longitudinal term

3 In Eq.(lO) there are some other multiplicative factors resulting from relativistic corrections [3 ] .  
For the sake o f simplicity, they w ill be omitted.
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o f Eq. (12) starts from  J = 0. The transverse sum starts instead from  J = 1, 
because it  results from  the transverse fie ld  o f the virtual photon. The trans
verse  m atrix elements are thus identical, at q = u (which is  the only possible 
momentum transferred by a photon o f energy u) to those appearing in photo
induced reactions. On the other hand, the longitudinal term  has no equivalent 
in photon reactions and can induce (J = 0) -» (J = 0) transitions which are fo r 
bidden there.

2. 3. Selection rules and contribution o f longitudinal and transverse 
scattering

Selection rules on J, , J.f and J resulting from  angular momentum and 
parity conservation and invariance of the theory under time reversa l are 
summarized [3] in Table I.

From  Table I it is  easy to see that in elastic scattering ( =  Jf ) a ll the 
transverse e lec tric  multipoles are forbidden by parity conservation (Air = +) 
and time reversa l invariance ( A t  = +) while parity conservation forbids 
the odd Coulomb and the even magnetic multipoles.

Concerning the contribution of the various term s to the cross-section, 
the transverse multipoles dominate at 8 »  0° and ^180°, fo r at 0 -0 °

as can easily  be checked, while at 180°

a M {9)  ( | f )  0 aM ( ^ ( ^ 2 -  + t S2 | ) "  00 <14)

At intermediate angles, 30° 0 100°, the Coulomb multipoles are
always la rger by about one order o f magnitude than the transverse multi
poles (the divergency in Eq. (14) is  removed by taking into account the e lec
tron mass [4]).

TABLE I. SELECTION RULES ON Jj , Jf AND J

Conservation
law

Type of 
multipole

Angular
momentum
conservation

Parity
conservation

Invariance 
under 

time reversal

Coulomb multipoles CJ U i-J f ! * J  S ' i + Jf ( - i ) J

Electric transverse 
multipoles EJ U r  Jf l -  J -  Ji+ Jf <-d j < -l)Ji ' Jf +J+1

Magnetic multipoles MJ I Ji - Jf 1 =  i  ^  Ji+ Jf ( V l - J f * 1* 1
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Although very  cumbersome from  a numerical point o f view , it  is 
re la tive ly  easy to perform  an exact calculation o f the electron-nucleus 
cross-section  [5]. "Exact" calculation means the summation o f the whole 
Born series , as sketched in F ig . 2b, or, in other words, an exact treat
ment o f the distortion o f the electron waves by the static charge o f the 
nucleus. It is c lea r that the heavier the nucleus, the la rger w ill be the 
effect of the distortion. The exact calculation is accomplished by numerically 
solving the .Dirac equation for the electron moving in the potential

r oo

V (r ) = - 47rZe2 | ~  J " p (r ')r |2d r '+ ^ p (r ' ) r ,d r ,|- (15)
o r

generated by the assumed charge p(r).
The results o f calculations [7] have shown that fo r light nuclei (Z  S10) 

the effect o f the electron distortion reduces practically only to fillin g in 
the zeros, which are always present in the cross-section  da/d£22 calculated 
in the firs t Born approximation. Thus, the information on the structure of

FIG.3. Comparison o f the exact calculation (continuous line) with Bom approximation (dashed line) for 160 . 
The incident electron energy is 420 MeV (adapted from Ref. [7 ] ) .
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light nuclei obtained by using the firs t Born approximation is  quite re liab le. 
F or heavy nuclei, on the contrary, not only are the diffraction zeros filled  
in, but they are also shifted and, furtherm ore, the absolute value o f the 
cross-section  is  affected. For this reason any nuclear structure in form a
tion on heavy nuclei obtained by using the firs t Born approximation could‘be 
doubtful. In Fig. 3 the exact and Born approximation calculations for lsO 
are presented. The agreement fo r  ligh ter nuclei is  even better4.

In the Born series the intermediate nuclear state is  always the in itia l 
state. However, there could be processes, as those shown in F ig . 2c, 
which correspond to the excitation of the nucleus to an excited state and its 
decay again to the ground state (we consider for sim plicity elastic-scattering 
processes). Effects o f this type ("d ispersion  e ffec ts ") have been considered 
by severa l authors [8], F or the scope o f this paper, it is  enough to say 
that dispersion effects are extrem ely sm all (some per cent in the diffraction 
minima) and can be neglected without any trouble.

3. ELASTIC  ELECTRON SCATTERING AND NUCLEAR STRUCTURE

3.1. Introduction

Elastic electron scattering is defined by the following relations:

Since, as shown in section 2. 3, the only multipoles present in elastic 
scattering are CO, C2, . . . ,  M l ,  M3, . . . ,  we shall write Eq. (12) in the 
form

The various form  factors appearing in Eq. (16) are proportional to given 
e lectric  or magnetic moments and to the Fourier transform  of their spatial

4 A simple way of going beyond the first Born approximation is to use the high-energy approximation 
(see, for example, Ref.[3 ] ) ,  which says that the distortion by the Coulomb field can be taken care of by 
using an effective momentum transfer (R is the nuclear radius)

J i  = J f  ki = k 2 = k q 2 = q2 = 4k2 sin2 j

+ ( l  + tg2f ) [ l FMl (q2) ! 2 + [f M3 (q2) I2 + . . . ] } (16)

Away from the diffraction minima, this approximation gives results very similar to the exact calculation.
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distribution. For example, the charge form  factor F c0 (q) is  proportional 
to the charge o f the nucleus and to its spatial distribution. Due to the angular 
momentum conservation, it w ill be the only term  present in the cross-section  
in scattering by nuclei with J = 0. The quadrupole form  factor F c2 (q) is 
proportional to the spectroscopic quadrupole moment Q and thus it  w ill be 
non-zero only fo r J S I. The magnetic dipole moment form  factor F M1 (q) 
is  proportional to the nuclear magnetic moment n and it  w ill be present 
only i f  J fc-j. The magnetic octupole moment form  factor F M3(q) is  pro
portional to the nuclear octupole moment and w ill be present only for 
J S 3/2. And so on.

In the following, we shall be mainly interested in scattering from  zero- 
spin nuclei. In this case the cross-section  w ill be

-da aM(®) „ , 2. 21 , 2.12
d n 7 =7 — I -------------------------------------- “ f^ (q ) lFchfa >1 <17>

j. 2ki . 2 ® 1
i 1 + m ; s1h 2 ;

where

k = 1

 ̂J  j 0(qr)<o|j5(r)|o>dr =4  ir J j 0(q r) p (r )r2dr (18)

We see that elastic electron scattering experiments are connected in 
a simple and d irect way to the single-particle proton density in the nucleus 
p(r) (47r /pr2dr = 1).

The usefulness o f elastic electron-scattering in testing nuclear structure 
strongly depends on the range of momentum transfer than can be explored.
By expanding the charge form  factor in powers o f q

Fch(q2)= l- - | < r2> q 2 + . . .  < r 2> = 4ttJ pr4dr (19)

it  can be seen that in scattering at low-momentum transfer (q 0. 5 fm "1) 
the only param eter which matters is  the nuclear mean square radius, 
< r 2> ,  which can be measured, however, in a model-independent way, that 
is , without any assumption about p (r). It should be noted that elastic electron 
scattering at low-momentum transfer is  a powerful tool for obtaining a model- 
independent determination o f a series  o f characteristics o f nuclei. For 
example, the scattering from  a J = | o r  J = 1 nucleus at' 180° gives, at low q, 
a model-independent determination of the nuclear magnetic moment, since 
only M l-scattering  is  present. I f  higher multipoles are present, then even 
at low-momentum transfer they w ill in terfere  and their model-independent 
determination is  im possible. However, the contribution from  e lec tr ic  quadru
pole and magnetic octupole scattering is  very  sm all at low-momentum trans
fer , becoming o f the same order o f the lower multipoles at higher (q£, 1 fm "1)
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momentum transfer (see, fo r example, F igs 4 and 5 o f R e f.[4 ]). For this 
reason, at low-momentum transfer the Coulomb scattering is  predominantly 
charge scattering, while the magnetic scattering is  mostly dipole. As the 
momentum transfer increases, the details o f the spatial distribution o f the 
various multipoles can be studied. In the last few years, the charge form  
factor o f light nuclei has been experimentally studied up to very  high mo
mentum transfer (q^-4 fm '1) [9-12]. In this way, experimental data on the 
high-momentum components o f the single-particle wave function became 
available. This has stimulated a series  o f theoretical calculations, some 
of which w ill be discussed in the next sections.

3. 2. E lastic electron scattering and single-particle (s. p . ) 
wave functions

If the nucleus is described as a collection o f particles moving in a 
common potential, then the s. p. density appearing in Eq. (18) is

where the summation extends over single-particle occupied states a . We 
see that elastic electron scattering is a powerful tool fo r studying the radial 
part R „ (r )  o f the s. p. wave functions. The latter can be generated either 
in a model-dependent way or as the solution o f a H artree-Fock (H F )-like 
calculation. The most common independent-particle model (IPM ) is  the 
well-known harmonic oscilla tor model (HO). This has proved very  success
ful in explaining the experimental data fo r light nuclei (A <  40) up to q S 2 fm '1 
[14]. However, the recently available data at high-momentum transfer show 
the dramatic failure o f this model, as shown in Figs 4 and 5. A  more rea lis 
tic model is that o f generating the s. p. wave functions in a finite w ell, for 
example, in square or Woods-Saxon wells. The effect o f the finite well, as 
was firs t demonstrated in Ref. [15], is that of producing additional d if
fraction zeros in the form  factor, in rough qualitative agreement with the 
experimental data. However, i f  a best-fit analysis is carried  out, as in 
Figs 4 and 5, large discrepancies are found at high-momentum transfer.
One can of course try  to explain those discrepancies by inventing more 
sophisticated s. p. wells. However, a m ore interesting approach is to see 
i f  the discrepancies can be removed by taking into account h igher-order 
effects in the nuclear wave function. Indeed, we know that the IPM  is  only a 
firs t approximation to the description o f the nucleus, and it is  reasonable 
to think that it  does not give a good description o f the high-momentum com
ponents. Several corrections to the IPM  have been considered. Donnelly 
and Walker [15] have studied the effect o f configuration mixing ("long- 
range correla tions") which has been found to be very  small. Elton and 
Webb [16] have analysed non-locality effects of the s. p. potential. They 
did not, however, give the results o f the calculations for the high-momentum 
part of the form  factors of .light nuclei, so that it  is  not yet known how w ell 
their model works just in the most interesting region of momentum transfer. 
Systematic work (see next section) has been done in order to study the effect

(20)

a a
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FIG.4. Experimental charge form factor o f 4He [10] compared with theoretical predictions by the independent- 
particle model generated in the harmonic oscillator (dashed line) and Woods-Saxon (continuous line) wells.

q ( f m"1 )
FIG. 5. The same as in F ig.4 for K0 . (Experimental data from Ref. [1 2 ].) In the insert is shown the density 
calculated with the two models.
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of short-range dynamic correlations [22-27], As for the calculations per
form ed with H F-like s. p. wave functions, the situation can be, very  con
cise ly , summarized as follows: the s. p. wave functions obtained from  HF- 
like calculations are capable of giving a very  good fit to the experimental 
data up to intermediate-momentum transfer, but at high-momentum trans
fers  they do not seem to be very  successful. Typical results are shown in 
F ig . 6.

3. 3. Elastic electron scattering and Jastrow correlations

We have seen in the previous section that the high-momentum part of 
the charge form  factors cannot be reproduced by reasonable phenomenological 
1PM and H F-like wave functions. Thus it is natural to look fo r such effects 
which influence the high-momentum components o f the wave function. Ef
fects o f this kind are certainly those due to a strong repulsion at short in ter
nucleon separations ("short-range correlation" (SRC) effects). From  what 
is  known about the two-body potential one would expect SRC effects to be 
present in nuclei. However, there are many equivalent two-body potentials

FIG. 6. Comparison with the 750 MeV data [12 ] of the “ O elastic cross-section calculated with wave functions 
resulting from density-dependent Hartree-Fock calculations [13 ] (private communication from ].  Negele).
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which differ, just in the short-range behaviour, and, besides, the experi
mental study o f the two-body relative wave function in nuclei is  very  d iffi
cult and, so far, very  uncertain [17], For these reasons, the rea l charac
te r o f SRC is  completely unknown. It is therefore interesting to analyse 
the effect o f SRC on s. p. high-momentum components and to see i f  elastic 
electron scattering experiments can furnish some information on SRC. It 
is  c lear that such information ( i f  any) w ill be indirect, since elastic scatter
ing measures only the one-body density matrix; but s till it  w ill be useful.

A  simple and straightforward way of studying SRC in electron scattering 
is  to use the Jastrow wave function [18]

* t x 1. , . i A) = N » ( x 1. . . i A) I [ f [ r il) N = { < ® I I I f 2|®>}1/2 (2D
i < j

where $ is  any uncorrelated wave function and fCr^) is  the Jastrow cor
relation function (JCF) which introduces SRC since it d iffers from  one only 
fo r sm all internucleon separations. The JCF can be chosen at w ill providing 
that it  heals ( f ~ l )  sufficiently rapidly. Once $ and f  have been chosen, 
one has to calculate the form  factor

<®| ^ e 1’  IkJ ]f (r i j ) 2|$>

1 k = 1F ( q ) = |  ------------- --------------- -------------------  ■ ( 2 2 )
< ®in f(rij) i®>

which is  a very  difficult task, since one faces the evaluation o f many-body 
m atrix elements. One is  forced to develop cluster expansions and then to 
calculate the leading term s. Therefore the prerequisites o f a good cluster 
expansion are the following:

(i) it  must converge rapidly and must not contain term s which diverge 
with the increase o f the mass of the nucleus;

(ii ) it  should be "summable" as much as possible; that is , the various 
term s should contain the largest contribution from  the correlation 
of a given type;

( i i i )  every term  of the expansion should possibly have a d irect physical 
interpretation.

Several types o f cluster expansions have been developed. An. excellent 
review  about their use in electron scattering is  given in Ref. [20], A  cluster 
expansion satisfying the above conditions is the so-called factor cluster (o r 
Van Kampen) expansion [20]. This is  an expansion o f the type

F (q 2) = Fq (q2) +F2 (q 2) +F3 (q2) + i . .  (23)

where the indices re fe r  to the number of correlated orbitals which are 
present in a given term . The calculation of the term  Fn (q) o f Eq. (23) 
corresponds to the evaluation o f n-body correlation effects. Calculations 
with Eq. (23) have been-performed fo r  4He in Ref. [22] through two-body
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term s, and in Ref. [23] exactly with a ll term s. The most frequently used 
cluster expansion is , however, the Iwamoto-Yamada [21] (IY ) which, in 
the lowest order, yields for the form  factor o f a lp  shell nucleus with A  = 2Z

F(q2) = i { Z <Q,leiq'r‘ l«>  + ) < xc J eiq’ri lx«e>- X <' x«8 x̂«6><" l eiq ri
a aB afi

- 2 I [ < O e ilU  lxo6> - < O x * > < « | e f i '7, k >
aB

where

X * S * o e - f*aB (25>

and (jtaQ is  the ajitisym metrized two-particle uncorrelated wave function. 
Although the lowest order in the Iwamoto-Yamada expansion corresponds 
to only a part of the two-body correlations given by F2 o f Eq. (23), it  can 
be shown both form ally [20] and numerically [22], that it  gives sim ilar 
results as the lowest order of Eq. (23), providing that correlations are short- 
range.

q’ (fm2)
FIG.7. Form factor of 4He calculated using harmonic oscillator orbitals plus Gaussian (dashed line) and 
oscillatory (dotted line) Jastrow correlation functions (JCF). The oscillator parameter is in both cases 
a=1Ic/i/Mfiw = 1.21 fm and the parameters o f the two JCF’ s are b = 0.95 fm and q = 2.4 fm "1, respectively.
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q ( f m 1 )

FIG.8. The same as in F ig .7 for 160  (oscillator parameter a = 1.64 fm). In the insert the best uncorrelated 
density (continuous line from Fig. 5) is compared with the best correlated density (dashed line). The dot- 
dashed line was obtained without correlations using the same oscillator parameter as for the correlated density.

Another type o f expansion has occasionally been used [19, 28, 57], That 
consists o f expanding the numerator and denominator o f Eq. (22) using

f ? = 1 - h (26)

and retaining only

< $ | ^ e iq rit( l - ^ h ( r i j ))|$> 

k i < j

< ® | l - ^ h (r i j )|®>

o 1 k 1 < j
F (q 2) —  --------------—------------------------ (27)

i<]

It has been shown [20,22] that Eq. (27) satisfies none o f the conditions 
mentioned above. In particular, it  contains divergent term s which contribute 
even fo r  A >4. Num erical calculations [22] fo r 4 He and 16 O using Eqs (23), 
(24) and (27), show that a ll give very  s im ilar form  factors but the correlation 
param eter obtained using Eq. (27) d iffers by 20% from  the values obtained 
using Eqs (23) and (24), which give very  close results. For this reason 
the value o f the param eters found by using Eq. (27) are not re liab le.
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Equation (24) has been fitted to the experimental data for 4He and lsO 
varying the correlation and IPM  param eters. Two types o f correlation 
function have been used:

Gaussian f  = {1 - e } 1/2 (28)

O scillatory [28]. f  = {1 - j 0(q r )}1/2 (29)

The results o f calculations are shown in Figs 7 and 8.5 With reference 
to these results the follow ing remarks should be made:

(i) The introduction o f JCF accounts very  w ell for the experimental 
data. It must be pointed out that the correlated and uncorrelated form  fac
tors strongly d iffer at q^, 3 fm "1 while the corresponding densities are al
most the same (see F igs 5 and 8). This is  for the simple reason that even 
extrem ely sm all differences in the charge density can have very  large 
effects in the region where the form  factor is  very sm all (10”4-10 ‘ 5). There
fo re , any conclusion on the effect o f SRC based only on the calculation o f
the density (see, fo r example. Ref. [29]) can be doubtful.

(i i )  E lastic electron scattering is  rather insensitive to the form  of the 
JCF. This was expected since only the one-body density m atrix is  measured.

( i i i )  The correlation param eters are independent o f the mass number, 
which is quite satisfactory.

(iv ) Although insensitive to the JCF, the experimental data are sensi
tive to the value o f the "wound volume" ( x x )  ~ K. $(1 ■ f ) 2$ X  This is  shown 
in F ig . 9 fo r leO [26], We have compared in Table II the values o f the 
wound volume corresponding to the fits  o f F igs 7 and 8 with the values ob
tained in Brueckner theory by solving the Bethe-Goldstone equation [31].
The agreement between the two values should be noted.

. Before drawing any general conclusion, two important problems should 
be investigated: the dependence o f the results on the s. p. basis and the 
convergence o f the expansion. As fo r the firs t problem, in F ig . 10 the 
results [24] for 16 O obtained with HO and Woods-Saxon orbitals are shown.
It is  encouraging to see that in both cases the best fitting correlation para
m eter is the same.

The problem o f convergence has been studied in detail for 4He in 
Ref. [23], In F ig . 11, the results obtained with the Van Kampen expansion 
(Eq. (23)) are shown. The effect o f many-body correlations increases, as 
expected, with the momentum transfer. It is , however, encouraging to see 
that good convergence in a wide region o f momentum transfer is  reached 
when three-body correlations are taken into account. Since it has been 
found that the correlation param eter is  the same in 4He and 160  and since 
the term s o f the expansion can be roughly classified in powers o f u/fi 
(co is  the total "corre lation  volume" and S2 the total volume o f the system), 
one expects the conclusions fo r 4He to be also valid fo r lsO.

5 It should be remarked that the calculation with the oscillatory JCF is not exactly a best fit to the data 
but rather an attempt at selecting that value of q giving, with the same HO constant, results similar to those 
o f the Gaussian JCF (for which a best-fit analysis has been made). By using slightly different HO constants 
one can probably match the two curves o f Figs 7 and 8. It is interesting to note that q and b turned out to be 
connected through q = /6/b, which follows from the relation between the Gaussian and the spherical Bessel 
functions [30 ]. In Ref. [28 ] it has been found that q * 1 .5  fm*1. In this connection it must be emphasized 
that there the not very reliable Eq.(27) has been used.
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FIG. 9. Dependence o f the form factor upon the value o f the Jastrow wound volume ^ o g t l ' f ) 2 =  ^ x x )  
Continuous line: no correlations. Dot-dashed line: ^XX/* K Dashed line: \ x x )  K 0.004.
The r.m .s. radius is the same for the Jhree cases (from Ref.[2 6 ]).

TABLE  II. COMPARISON O F "WOUND VOLUM E" VALUE OBTAINED 
FROM ELECTRON SCATTERING BY JASTROW METHOD AND VALUE 
OBTAINED FROM BRUECKNER THEORY USING A  HARD-CORE 
PO TE N TIAL  W ITH CORE RADIUS rc = 0. 45 fm

From  the analysis o f elastic electron scattering using Jastrow wave
functions we learned that:

( i) the systematic deviations from  the IPM  can system atically be 
removed by Jastrow correlations;

( i i )  correlation effects seem to be independent o f the mass number 
and o f the single-particle orbitals;

( i i i )  the charge form  factors at high-momentum transfer are very 
sensitive to the value o f the wound volume, whose best fitting value turned 
out to be very  close to. that predicted by Brueckner theory.
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FIG.10. Dependence o f the Jastrow form factor upon the single-particle basis. Dashed line: Woods-Saxon 
orbitals. Dotted line: harmonic oscillator orbitals. The JCF is Gaussian and in both cases the correlation 
parameter is the same (b = 0.9 fm). When the dotted line is not shown, it coincides with the dashed line 
(from Ref. [ 24 ].)

For the above reasons we think that elastic-electron-scattering experi
ments at high momentum transfers 'can help towards understanding the nature 
o f SRC in nuclei.

A  final comment on the interesting problem [32] o f the form al compari
son between Brueckner and Jastrow form  factors. F irs t o f a ll, we note 
that Eq. (24) is usually written in the form

F(q2) = K { I < “leiq  ̂ la> F‘(f2"
ct o fi

- ^ < «| e iq 11 l a - X ^ l t f2- l )k c (B > } ‘ (30)
a8

It is  easy to see that Eqs (24) and (30) are identical, since f  2- 1 = ( f -  l ) 2 
+ 2 (f-  1). 6 However, Eq. (24) is  form ally m ore convenient fo r a comparison

6 Remember that Eqs (24) and (30) have been written down for the case o f p-shell nuclei. In the

general case one has to do the replacement Z v  -» Z y  in the third term o f Eq.(30).
a8 a&y
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FIG. 11. Convergence o f the 4He form factor calculated with the Van Kampen expansion. Curve 0: no 
correlations. Curve 2: two-body correlations. Curve 3: three-body correlations. Curve 4: four-body 
correlations (exact calculation). The oscillator parameter is a = 1.21 fm and the Gaussian correlation para
meter b = 0.9 fm. (From Ref. [2 3 ].)

with Brueckner theory because it shows that the Jastrow correlation contri
bution, like that o f Brueckner contains one part proportional to the quantity 
XX an£_one part which is  due to lp -  lh  excitations (we mean the term  
<̂<j> | e iq *Fl |x)> in Eq. (24) and the term s corresponding to the Goldstone graphs
(a) - (d) in Fig. 2 o f Ref. [31]). The lp - lh  contribution in Brueckner theory 
is  very  important, at least in the calculation of radii and densities [31]. There
fore, one has to take it  into account when the comparison with Jastrow 
method is  carried  out; it  w ill be zero  only i f  self-consistent orbitals are 
used, in which case, however, the uncorrelated form  factors in Brueckner 
and Jastrow cases w ill be very  different, and therefore one can compare 
only the total form  factors but not the correlation corrections (2p-2h plus 
lp - lh  corrections in the Jastrow method and only 2p-2h corrections in the 
Brueckner method). A  significant comparison between the two methods 
can only be made by re ferr in g  to some specific Brueckner calculations.

The only calculation’ we know about is  that perform ed in Ref. [31], It 
is  interesting and prom ising to see that the net effect o f 2p-2h plus lp - lh  
correlations on the radius o f 4He is  the same as in the Jastrow case.
Nam ely, the (co rrect) value (~  1.41 ±0.05 fm ) o f the mass radius obtained 
when lp - lh  and 2p-2h corrections are included, is  ~ f iv e  per cent la rger 
than the uncorrelated value (see last column o f Tables in Ref. [31]). The 
same effect has been found in the Jastrow case for 4He and heavier nuclei 
[24].
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4. QUASI-ELASTIC SCATTERING AND NUCLEAR STRUCTURE 

4.1. Introduction

As was already mentioned in chapter I, for quasi-elastic (QE) scattering 
we mean a direct knock-out o f the bound nucleons by the incident particle, 
occurring at high-energy and momentum transfers. QE scattering is  one 
o f the most attractive and direct ways o f studying nuclear structure. In 
particular, i f  the emitted particle is  detected in coincidence with the 
scattered one (both particles can be o f any type), then unique information 
on momentum distribution and binding energy o f bound nucleons and nucleon 
clusters can be obtained. (F o r a review  o f coincidence quasi-elastic scatter
ing see Ref. [3 3 ].)

The energy transfer in QE scattering should be high enough in order 
to avoid the coupling o f co llective excitations (giant resonance) with the 
d irect process7, and in order to produce nucleons with high kinetic energy, 
thus m inim izing their absorption by the nuclear medium. However, it 
should not be too high, otherwise pion production becomes dominant. Typical 
values are

1.5 fm "1 < q <  2.5 fm '1 100 MeV < u <  250 MeV

How coincidence and non-coincidence QE scattering can be used to 
get information on nuclear structure w ill be the subject of this chapter.
In the next section the elements o f electron QE scattering w ill be worked 
out using the Born approximation. As we know, this is  quite a good approxi
mation provided the target nucleus is not too m assive, in which case dis
tortion of electron waves should be taken into account.

4. 2. Kinematic and cross-section

Energy and momentum conservation when a nucleon (we consider it 
to be a proton) is  ejected from  the nucleus, reads •

q = kp + K B
(31)

u - B f  = Tp + Tb

—>

where K B is  the reco il momentum o f the final nucleus B, T p and TB are 
kinetic energies of the knocked-out proton and the residual nucleus and

Bf = E* + M B+ M - M A =E|f+ AM  (32)

is  the energy ("separation energy") required to knock out the proton leaving 
the residual nucleus in the excited state E Bf.

7 Effects of this type have been considered in R e f.[56 ]. At o;=22.6 MeV, which is the position of 
the main peak o f Giant Resonance, collective excitations are dominant.
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If we suppose, for the sake o f sim plicity, that only Coulomb interaction 
is  present (it is  in fact the dominant contribution except in the backward 
direction), the cross-section  w ill be (see Eqs (8) and (10))

- *..<*>($0 <33>

with R c given by Eq. (11)

RC(q.u) = 237^1 Z  l g f i ^ M 26 (u -B f - Tp ‘  T b > <34>

Here, the "QE form  factor" is

A

gfi(q»kp)=  < % (B )X̂ ') | Y , eke iq,rk 6 (r - r k )| * j (A )>  (35)

P k = l

where (B ) and 'Jfj(A) are the wave-functions of nuclei A and B and 
is  proton continuum wave-function. I f  the latter is approximated by 
a plane wave

oce lkP r (36)
kP

we get

g fi(K B) = / e iKB' r<^f (B )| ^ (A )> d ?  (37)

The important quantity entering Eq. (37) is  the "overlap  integral"

<¥f (B )| *i(A )>  (38)

which contains a ll the information on the structure of nuclei A  and B. I f
we consider the final nucleus to be a hole state o f the target, we obtain in 
the sim plest version o f the shell model (independent particles without any 
spin-orbit coupling)

< * f (B )| *.(A )>=  „ n|m(?) = y£m(M R n4(r) (39)

and the QE form  factor becomes the momentum distribution of protons bound 
with momentum

(40)
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in the shell (n i)

Perform ing the summation in Eq. (34) (we consider J; =0) and expanding 
exp(-ip • r ) in partia l waves, we obtain for the cross-section

S ^ 2 Ot7M(0)( f )  ( « )

where

P n £ ( p )  =  N n J ( ? r ^ )  ! / 3 i ( P r ) R n « ( r ) r 2 d r |2 ( 4 3 >

and N nj! is  the number o f protons in the shell. •
We see that QE reactions depend on the momentum distribution of 

the knocked-out particle and, through the energy conservation 6-function, 
on its separation energy B nie. It is  clear that a direct measurement of 
these quantities is  possible only in a coincidence experiment. However, 
it  is  also important to study and to understand the re a l nature of the QE 
peak appearing in the non-coincidence energy spectrum, which w ill be 
done in the next section.

The approximations used to derive Eq. (42) have been made simply 
in order to introduce the problem. In fact, there is  no need o f them in 
actual calculations. F irs t of a ll, one should introduce a more rea lis tic  
description o f the nucleus. This is  usually done [34] by taking into account 
the residual interaction. The wave-function o f the nucleus A  can then be 
expanded in the form

g f i ( p )  =  f e ( 4 1 )

(A ) = £  C(fn4,(0 -  E*f ) {t t f (B ) % !„ (? ) } t (44)
f

where Cf"*5 (fractional parentage coefficient, f. p. c . ) couples the ground 
state o f A  with excited states o f B. Inserting Eq. (44) in the overlap integral 
(38), we get for the QE form  factor (35)

-  V  (nl) P ,7? .7 -  -  -
g f i ( q - k p) = ^  c f { f ,Um)} i J e q (r)<Pnjem(r )d r  (45)

f  P

where {  } f is  an algebraic factor coupling angular momenta.
As fo r the final state interaction, it has been shown [35] that at high 

energies (Tp ~  100 M eV) the interaction of the proton with the nucleus B 
simply reduces to its absorption (the rea l part o f the optical potential is
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very  sm all at such energ ies), i. e. to a reduction o f the momentum d istri
butions without significant changes o f their form . . Thus the plane-wave 
approximation can s t ill be used in Eq. (42) provided a reduction factor is 
used to take proton absorption into account.

The transverse interaction can be taken into account without any d iffi
culties. At high energies, a simple and accurate way to do that ("impulse 
approximation") is  to factorize the electron-nucleus cross-section  into the 
electron-proton free  cross-section  ctp (0) (Rosenbluth cross-section ) and 
the nuclear structure part. In doing that one neglects o ff-energy-shell 
effects which, however, are ve ry  sm all at high energies. Anyway, i f  one 
wants to avoid this m inor approximation, one can d irectly calculate the 
electron-nucleus cross-section  in Born approximation taking into account 
both longitudinal and transverse interactions [36].

With the refinements discussed, in impulse approximation, the cross- 
section w ill be

6(u - B nj - T„ - Tg )dk_ (46)d M n£) . ,„,k i „(ni> r.ta.7t -. J —  = a ( B ) :— Of / e yt* (r ) to (r )d rd fi2de2 p ' k 2 f J *kp ' ,Y nlm '

where 0f"^ is  the "spectroscopic factor" defined by the square o f the 
f. p. c. and the vector coupling coefficient. • From  Eq. (46) we see that QE 
scattering is no longe^proportional to the momentum distribution o f protons 
having momentum p = kp - q. However, since, as mentioned, the distortion 
can be factored out into a reduction factor, we can s till claim  that electron 
QE scattering is  proportional to the true proton momentum distribution.
The main approximation contained in Eq. (46), that is to consider the final 
nucleus simply as a hole state o f the in itia l one, w ill be discussed later on.

4. 3. Non-coincidence quasi-elastic scattering

Here we have to consider that both proton and neutron emission can 
contribute to the process. M oreover, since the emitted particle is  not 
detected, we must integrate Eq. (46) over kp and sum it over the final

nuclear states; since 23 = 1, we have
f f

d2a
df22de2

= {ap (0) +  a„ (0)} { l  +  Sin 2 §  }  £  J | felqg J r ) d r

(nUm)

X 6(u- Bnf - Tp - T fi )dkp (47)

which becomes [37] in plane-wave approximation and neglecting the sm all 
quantity T B (it is  in practice not difficult to include the reco il),

t '

P' ' = q + k Mnax M p

= { a p( e ) + an ( e ) } { l  + ^ r  sinZ! } ^ r  I  / * „ , < P)PdP (48)
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and

k jn4) = {2 M (y -B [i{) } 1/2 (49)

Because o f the integration over p, one expects the shape of the QE peak 
to be rather insensitive to the details o f pn£. This is in fact the case, as 
shown in Fig. 12, where the QE peak o f 12C calculated [38] (with distorted 
wave) using two very  different momentum distributions giving, however, 
s im ilar nuclear radius, is  compared with the experimental data [39]. From  
Fig. 12 we learn that the shape o f the QE peak is not very  sensitive to pnl 
and that it  can be satisfactorily reproduced by any IPM  which gives the 
correct sizes o f the nucleus. The qualitative effect o f SRC on the shape 
o f the QE peak of 12C has also been investigated [38], The momentum dis
tributions have been calculated with Jastrow wave function (see Fig. 13)'and 
then have been used to calculate the QE cross-section  (F ig . 14). The effect 
is  very  sm all, which is  again due to the integration o f pn£. In fact, typical 
values in the experiment [39] are 0 fm ’ 1 Pmin ~  1. 5 fm"1 and 3. 5 fm "1 
~  Pmax ~   ̂ fm 1. Thus, the region where correlation affects the momentum 
distributions is  picked up by the integration, but the contribution of this 
region ( p —10"7 fm 3) to the in tegral is  insignificant. We see that the in
formation obtainable from  the shape o f the QE peak is  very  scarce. How
ever, the area o f the QE peak, which almost exhausts the inelastic spectrum 
at high q, might be a useful quantity since we need it  when we want to com
pare with the experimental data the theoretical "sum ru le", i. e. the inelastic

V)

>
ai
S

FIG. 12. Comparison between the experimental [39 ] quasi-elastic peak o f 12C and the theoretical calculation 
based on the independent-particle model. Continuous line: oscillator parameters as = ap = 1.64 fm.
Dashed line: as = 1,2 fm. ap = 1.8 fm. In this figure, as in Fig. 14, E0 is the incident electron energy
(kt ) and 6 the scattering angle
(From Refs [2 7 ,3 8 ].)

The value o f the three-momentum transfer at the peak is q~2 .25  fm.
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FIG.13. Effect o f Jastrow correlations on the momentum distributions o f 1ZC. Continuous line: no correlations. 
Dashed line: Jastrow correlations. (From Refs [27 ,38], (a : p^, b: p ^ )
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(1) [MeV]

FIG.14. Effect o f Jastrow correlations on the quasi-elastic peak of 12C [39 ]. Continuous line: no 
correlations. Dashed line: Jastrow correlations. The value o f the momentum transfer at the peak is 
q ~ 2 .6 fm '1. (From Refs [2 7 ,3 8 ].)

cross-section  d2ar/dn2de2 integrated over the energy transfer u at fixed q 
or 0 [3], It can be shown [40] that at 180° and 1^-q £.2 fm”1 the sum rule 
("transverse sum ru le ") is  dominated by the term

2
-^(z»l + mb (so)

where n is  the magnetic momentum o f the nucleon. Thus, by measuring the 
area o f the QE peak (inelastic cross-section ) versus q2 one could check the 
value of/i fo r bound nucleons; prelim inary experimental results [41] show 
that this value agrees with that o f free  nucleons.

The Coulomb (inelastic) sum rule gives [3]

^ - H (q ) = z - Z ’ iF (q> r + z ( z - 1,

xJ ' e iq r  ̂p (r, r ')d r  d r1 (51)

that is , a quantity d irectly proportional to the two-body correlation function 
p (r r ').  Therefore, it would seem that one has a method fo r a d irect study 
of SRC. Actual calculations [42] (see F ig . 15) show that the effect o f SRC 
on the integrated cross-section  is very  small. The reason is clear from 
Eq. (51) (see also, in this connection. F ig . 14). A t high^q, where SRC are 
important, both F (q ) and the Fourier transform  o f p(r, r )  are much less than 
Z , so that, at high q

R (q )/ Z  -  1 (52)
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FIG. 15. Coulomb sum rule calculated with the independent-particle model (continuous line) and with 
short-range correlations included (dashed line). (Adapted from Ref. [4 2 ].)

the Coulomb sum rule. Other applications o f sum rules are discussed in 
Ref. [43].

4.4 . Coincidence quasi-elastic scattering

When the scattered electron is detected in coincidence with the emitted
—> —> ->

proton, one is able, by measuring q, kp, u and T p to determine Bf and K B.
The advantages over the non-coincidence experiments are clear: neither the 
summation over the shells nor the integration over the re co il momentum 
occurs. Therefore, one can study the excitation spectrum of the residual 
nucleus and the momentum distributions pnje(p). Coincidence QE experi
ments for studying these quantities were firs t carried  out and are currently 
perform ed [44] using protons as projectiles. The advantages o f using protons 
are due to the high counting rate (cross-section ) which is particularly important 
in coincidence experiments, while the drawbacks are some theoretical d iffi- . 
culties connected with the interaction of strongly interacting particles and 
the relevant absorption due to the presence of three distorted waves. This 
last fact sets serious lim itations on the study of inner shells in heavy nuclei. 
The use of electrons as projectiles has therefore been proposed [35], since 
in this case none of the above troubles is present. Unfortunately, the low 
value of the electron-nucleon cross-section , resulting in rather poor count
ing rates, makes the coincidence experiments with electrons very  difficult, 
since high-intensity beams and high-duty-cycle accelerators are required. 
Nevertheless, coincidence (e ,e 'p ) experiments have been shown to be feasible 
[45,46] and are now in progress in severa l laboratories [47-49],

The cross-section  for an (e ,e 'p ) reaction w ill be given in plane-wave 
approximation by Eq. (46):

It is now generally agreed that no information on SRC can be obtained from

dn2de2d^p dep
• } ap (0) 0f(n£) pne (p) 6(u- B(fni) - Tp - TB )

(53)

The character o f the energy spectrum is determined by the spectroscopic 
factors 9"e. It w ill also depend, however, on the energy resolution of the 
apparatus, the better the resolution the c lea rer the structure o f the spectrum.



a) b) c)

FIG.16. Sketch o f the (e .e 'p )  reactions.
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In P ig . 16 we drewa sketch of the (e, e 'p ) process for the case o f lp -sh e ll 
nuclei. F igure 16a illustrates the transitions occurring from  the ground state 
o f nucleus A  to the excited states o f nucleus B. When nucleons are knocked 
out from  less bound-shell ( lp  in our case) quasi-stationary states of normal 
parity are populated, whereas very  short-lived highly excited states o f anomaly 
parity are excited when knockout occurs in the deeply bound shell ( Is  shell). 
The decay width o f such states was found to be about 10-15 MeV (see, fo r 
example, Ref. [33]). The possible effects o f such very short-lived  states on 
the reaction mechanism w ill be b rie fly  discussed la ter on. F igure 16b shows 
the "theoretica l" spectrum of the process, while in F ig . 16c is sketched the 
experimental spectrum, where the leve ls  populated in the final state are spread 
out by the energy resolution. I f  this is very  poor, then the position o f the two 
resulting broad peaks yields the separation energies o f the two shells 
( I  = 0, t  = 1). Indeed, the separation energy of a given state of the in itial 
nucleus can be defined as the weighted average of the separation energies 
o f a ll states of the final nucleus, coupled to the given state o f the in itial 
one [50]. In a poor energy resolution experiment this averaging is auto
matically guaranteed.

The shape o f the energy spectrum is already in its e lf good evidence 
o f shell structure. However, more d irect and stringent evidence can be ob
tained by measuring the momentum distributions pnj((p). This can be done, 
fo r example, by fixing q and K p at the values corresponding to the two peaks 
and then varying the proton em ission angle 0p. The expected results are 
shown in F ig . 16d.

It should be c lear that according to Eq. (53), the form  o f the energy 
spectrum w ill depend on the values assumed by the momentum p, or, equi
valently, by the bands o f pnl(p ) picked up during the measurement o f the 
energy spectrum. Indeed, i f  the energy spectrum is  measured, say, 
varying k0 and keeping the other quantities fixed^ there w ill be a variation 
o f p (hence o f pni(p)) which strongly depends on kp. The energy spectrum 
w ill, o f course, depend on this variation, as illustrated in F ig . 17.

P

p

RG.17. Sketch o f the effects o f the kinematics on the shape o f the energy spectrum of the (e .e 'p ) reaction.
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F irs t experiments on (e ,e 'p ) reactions were carried  out [45,46] using 
incident electrons of ~600 MeV and detecting in coincidence ~500 MeV 
electrons and ~100- 200 M eV protons. Results for 12C are shown in F ig . 18 
where kx~  500- 600 MeV, k ~ 2 .3 fm '1 , 6 = 56°, q ~ 2 .5 fm ‘ 1, u ~  150 MeV. 
The poor energy resolution (AE  ~  ± 6 MeV) does not allow the contribution 
from  the two shells to be separated out in the energy spectrum (F ig . 18a). 
The values o f the B 's agree, however, with the values found in (p, 2p) ex
periments perform ed with better resolution (see, fo r example, Ref. [44]). 
Furtherm ore, by looking at the shape of the angular distributions (F ig . 18b), 
there cannot be doubts that the energy spectrum is due to knock-out o f •
£ = 0 and SL = 1 particles.

There have been severa l calculations [51- 54] trying to reproduce these 
results. Most of them [51-53] were based on the impulse approximation 
(Eq. (53)), while in Ref. [54] the total (longitudinal plus transverse) electron- 
nucleus interaction was considered in Born approximation. The results in 
both cases are very  sim ilar. The interaction o f the outgoing proton with 
the residual nucleus was taken care of [51-53] by means o f the high-energy 
approximation (WKB), which allows the proton continuum wave function to 
be written in the form

Xj^(r) = exp ju k p* r ) + i ^ -  J V(t)dtj- (54)
 ̂7

where V (r ) is  the complex optical model potential whose rea l part accounts
fo r elastic scattering (distortion) and the imaginary part for compound
nucleus processes (absorption). A  direct partial-wave analysis o f (?) 
has also been perform ed [54]: p

Xjj* (?) = 4*r ^ i X^ x(kpr)Y$;*(£p)Yx(r) (55)

\v

where 31 x(kp r )  is  the continuum radial wave-function generated in the optical 
potential. Both Eqs (54) and (55) yie ld , however, very  sim ilar results.
A t Tp ~  100 MeV, the rea l part of the optical potential is very  sm all [55], 
which results in a negligible distortion of the momentum distributions. As 
already mentioned, the only sizeable effect is an overa ll reduction which is 
la rger fo r the inner shell, since in this case the path o f the proton before 
escaping the nucleus is longer. The effect o f the distortion in (e ,e 'p ) reac
tions is  shown in F ig . 19.

I f  the single-particle wave functions are generated in a loca l w ell re 
producing the correct values o f the separation energies (B s ~36 MeV,
Bp ~  16 M eV), then a good fit to the data can only be obtained [51] i f  the 
Is  and the lp  wells are very  different from  each other. F or example, 
assuming a square-well shape, the Is  w ell has ~  70 MeV depth and ~ 2  fm 
radius and the lp  ~35 MeV and ~ 4  fm , respectively. I f  the harmonic 
oscilla tor is used, it turns out that as ~  1. 2 fm and a p ~  1. 8 fm. These 
figures, although very  indicative o f the trend (state dependence o f the po
tential w ell), cannot be taken too lite ra lly  since they have at least a ~20
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FIG.18. Energy spectrum (a) and angular distributions (b) of the l2C (e ,e 'p )n B reaction. 
(Experimental data from Ref. [4 5 ].)
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FIG.19. Effect o f the distortion on the momentum distributions of 12C. Dashed line: undistorted momentum 
distributions. Continuous line: distorted momentum distribution calculated using the WKB approximation 
and optical potential (Vr) = - (23 + i l7 ) exp(-0.41 rz.) MeV [51 ],

per cent variation due to the experimental e rro rs . Typical fits are shown 
by the continuous line in Fig. 18. H ere the energy spectrum has been cal
culated [51] by replacing the energy conservation 6-fUnction in Eq. (53) with 
a Gaussian <pyf iAB(B -  B f ) defined by the relation

OO so

/ « ( B -  Bf )dB = J 9y AE(B - B f )dB (56)
o o

thus taking into account the natural width o f the leve l 7 { and the experi
mental resolution AB on the experimentally measured quantity ("m issing 
energy") B = w- Tp . The nuclear model used is  the same as in R ef.[34 ], 
that is an intermediate-coupling model calculated with residual interaction 
containing the well-known Rosenfeld mixture. The excitations o f 11B pre
dicted by the model for the knockout from  lp -sh e ll are shown in Table III.
It is  clear the the poor experimental energy resolution does not allow the
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TAB LE  III. SPECTROSCOPIC FACTORS 0 lp FOR THE EXCITATIO N 
O F N O R M A L-PA R ITY  STATES OF n B IN  THE REACTION 12C (e, e 'p )n B. 
THE SPECTROSCOPIC FACTORS ARE  NORM ALIZED TO THE NUMBER 
OF PROTONS IN  THE lp -SH E LL, i .e .  S e 1? = 4 (adapted from  Ref. [4 ])

Residual nucleus 11B

9fJ, T
F* ' hexp

(MeV)

4
(MeV)

3 1 0 0 2.5

2 2
6.81 6.9 0.78

1 1
2 2 2.13 1.9 0.66

predicted transitions to be seen (a pure IPM  givete almost the same spectrum), 
so that the correctness o f the model remains to be checked in a good reso
lution experiment [56],

The good fit to the experimental data shown in F ig . 18 is only apparently 
satisfactory since the obtained param eter fo r the potential w ell (even with 
e rro rs  included) do not fit elastic electron scattering data [51], This is 
illustrated in Fig. 20. Responsible fo r  this situation is  the deep s-w ell 
generating too high a central density. I f  param eters which fit the charge 
form  factor are used, the fit  to the (e ,e 'p ) reaction is completely spoiled 
(see F ig . 21 and, fo r m ore details, Ref. [51]).

This apparent contradiction between two experiments which must be 
explained in a unified way might be ascribed to severa l reasons:

(a) not enough accuracy in the quasi-elastic experimental data;
(b) unrealistic wave-functions used in the calculation;
(c ) m ore complicated reaction mechanism.
As fo r the firs t  point, it is  c lear that, the analysed experiments being 

the firs t, one should wait for other and better experimental data. However, 
recent high-energy (~400 MeV) (p, 2p) experiments perform ed with very 
good angular and energy resolution [44], fully confirm  the state dependence 
effects found in the (e ,e 'p ) reaction.

In order to check point b, calculations have been perform ed with dif
ferent types o f wave functions: IP M  Woods-Saxon [54], parity-m ixed orbitals 
[52], and projected H artree-Fock wave-functions in a deformed basis [53 ].
No significant improvement with respect to Ref. [51] has been obtained. It 
remains to be seen i f  H artree-Fock-like calculations perform ed with 
"rea lis t ic  interaction" can give some improvement. One expects, however, 
the single-particle wave functions obtained from  such a calculation to over
lap strongly with those o f the harmonic oscilla tor o r the Woods-Saxon.

A  different approach fo r the solution of this puzzle has been suggested 
in Ref. [51 ]. The quasi-elastic data should be fitted and then one has to 
look fo r some effects which should affect the charge form  factor, leaving 
unaltered the fit to the quasi-elastic data. The effect o f Jastrow correlations 
goes just in that direction, since it decreases the central density (see F ig . 8) 
leaving unchanged the momentum distributions in the region o f sm all single
particle momentum measured in quasi-elastic processes (see F ig . 13).
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q( fm“')

FIG.20. Charge form factor of 12C (full line) calculated with parameters which fit the (e .e 'p )  reaction 
(as ~1 .2  fm, ap~1 .8  fm). The dashed line corresponds to the best IPM (as = ap = 1.64 fm ). (Experimental 
data from Ref. [ 12 ].)

Indeed, an at least qualitative, coherent interpretation o f both processes 
has been achieved [27,57], Before drawing any conclusion from  this result, 
m ore and better experimental data are needed, in order to see how system
atic is the trend o f the state-dependence effect and to have m ore precise 
determination o f the parameters o f the wave-functions.

As fo r  the reaction mechanism, it seems rather unlikely, because of 
the high energies both in the entrance and exist channels, that adding some 
non-direct or multi-step contributions, or treating distortion effects in a 
m ore sophisticated way, w ill change the character of the reaction8. There 
is , however, one side o f the reaction mechanism that has been so far o ver
looked and which does deserve some attention [58-61], We mean the com
plete neglect o f the effects o f the finite life -tim e o f the deep hole state, 
created by knocking out the strongly bound protons. As a matter o f fact, 
the tim e corresponding to a width o f ~  20 MeV is almost the same as is

* Numerical results o f Ref.[56] show that at energies of the outgoing proton higher than ~40 MeV, 
resonant processes are negligible. As for the distortion, the mentioned (p,2p) experiments [44 ] do not show, 
unlike the case when distortion is present, any filling in of the zero o f the lp  momentum distributions.
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FIG. 21. Angular distribution o f the I*C (e ,e 'p )1IB reaction calculated with parameters which fit the 
charge form factor shown in F ig .20 (adapted from Ref. [51 ]).

needed fo r  a 100 MeV proton to traverse an intermediate nucleus and it 
could happen that the proton is s till inside the nucleus when it decays [58]. 
Thus one is faced with the difficult problem of calculating continuum wave 
functions o f a decaying strong resonant state. There are no reasons to 
think that the finite life -t im e  w ill not affect the angular distributions [59], 
Therefore, before drawing final conclusions on the values of the nuclear 
model param eters, one has to estimate the effect o f 'the width o f the hole 
state on the momentum distributions. A  firs t attempt has been presented in 
Refs [59, 60], where the overlap integral (Eq. 38) has been approximated by 
the solution o f the Schrodinger equation for a hole moving in a complex po
tential, whose rea l part binds the hole in the shell-m odel potential and the 
complex part determines its "absorption", i. e. the decay width o f the state. 
Although an approach o f this kind is only an approximation o f the rea l situa
tion, it w ill s t ill help to estimate the size of the effect. The dependence of 
the momentum distributions on the shape of the imaginary w ell has been in
vestigated in Ref. [60]. The results fo r ieO show that fo r  rea lis tic  shape, 
i . e .  proportional to the density o f the lp  p a rtic les9, negligible effects are 
obtained (~3%). On the other hand, extreme situations o f absorption, either 
on the surface or in the centre, give a 10% decrease o f the width of the Is  
momentum distributions. I f  these results were a good approximation o f the 
rea l situation, we should conclude that the difficulty in explaining in a uni
fied way elastic and quasi-elastic scattering on 12 C cannot be ascribed to

9 Such a shape is called "realistic” because it is believed [33 ] that the decay o f the highly excited
state is due to the filling in o f ls-hole by a lp-particle.
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the effect of the finite life -tim e , since (see F ig . 21) they disagree m ore than 
10% in the s shell and a strong disagreement is also present in the p-shell, 
where no problems o f finite life -tim e  exist. In heavier nuclei, however, the 
effect was found to be m ore sizeable, which casts a doubt on the validity and 
the meaning o f the usual identification o f the single-particle energies found 
in many-body calculations, with the separation energies measured in quasi
elastic experiments [58, 61], It has already been pointed out that the separa
tion energies are actually an averaging over severa l final states, so that 
their comparison with the solution o f the H artree-Fock  equations is  not 
very  direct. I f  fin ite -life -tim e effects are going to modify the usual descrip
tion of quasi-elastic processes, that comparison becomes even meaningless.

5. SUMMARY AND CONCLUSIONS

The most recent results on electron scattering at high energy and mo
mentum transfers and the attempts to interpret them from  the point o f v iew  
of nuclear structure have been reviewed. From  this analysis the usefulness 
o f elastic scattering in checking different nuclear models (in particular, their 
predictions fo r the high-momentum components) and the possib ilities offered 
by coincidence quasi-elastic scattering in d irectly measuring the proton 
separation energies and momentum distributions came out. I f  we consider 
the enormous quantity of information resulting from  inelastic scattering 
to discrete leve ls  [3 ,4 ], we c learly  see the potentiality o f high-energy e lec
tron scattering in probing nuclear structure.

The theoretical attempts to in terpret recent data on the form  factors 
o f light nuclei have already provided interesting results, namely some in
dications on short-range correlations and the failure o f the available nuclear 
models to reproduce the high-momentum transfer region. Whether or not 
the successful Jastrow model w ill be confirmed by other experimental and 
theoretical facts or whether new H artree-Fock wave-functions w ill be found 
which explain equally w ell the experimental data, useful information on the 
structure o f nuclei w ill be obtained in any case.

The interpretation o f the firs t experimental results on quasi-elastic 
(e ,e 'p ) reaction on 12C has also led to a remarkable result: the apparent 
contradiction in explaining coherently this experiment and elastic scattering. 
A  possible solution to this puzzle has been given; its correctness w ill be 
checked by new and better experimental data. From  the theoretical point o f 
view , much work remains to be done in order to understand better the role 
played by the decay width o f the deep hole state and the connection o f its 
separation energy with the single-particle energies calculated theoretically.
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Abstract

THEORY OF EFFECTIVE INTERACTIONS.
The paper concentrates on the many-body perturbation theory approach to the theory o f effective 

interactions. The emphasis is on the relative importance o f various effects rather than on agreement with 
experiment.

The necessity for using effective operators in m any-particle systems 
arises from  the suppression of available degrees, of freedom. When the 
number o f degrees of freedom of a system becomes unmanageably large, 
it is necessary to abstract those which are most important for the process 
of interest, and to absorb the effect o f those ignored in a "renorm alization" 
of the operators acting on the system . Physics abounds with examples of 
this procedure. For example, mesonic degrees o f freedom are suppressed 
in nuclear physics, leading to the appearance of inter-nucleon potentials 
and effective electrom agnetic interactions (anomalous magnetic moments). 
S im ilarly, elementary treatments of electron motion in metals ignore the 
lattice degrees of freedom and compensate by the introduction of effective 
inertia l parameters (effective mass). Even within the m ore obvious lim ita 
tions, such as the exclusion of explicit mesons from non-relativistic nuclear 
systems, the number of particles whose degrees of freedom are retained 
is frequently too large to handle, and models must be constructed in which 
only a few degrees o f freedom  are excited. This evidently applies to the 
nuclear collective model, where co llective coordinates are introduced at 
the expense of unknown parameters characterizing the effective interplay 
of these coordinates (mass and stiffness parameters); and to the nuclear 
shell model, where only a few particles are free  to change their state, 
again at the cost of unknown parameters (effective interactions and 
moments). The task of m icroscopic nuclear theory is to determine the 
effective parameters, the range o f applicability and the significant co rrec 
tions of nuclear models in term s o f the phenomenological nucleon properties 
and interactions obtained by ignoring mesonic degrees o f freedom. A t a 
yet m ore fundamental leve l, the aim is to construct these phenomenological 
parameters from  the mutual interactions of the elementary particles, a 
program  which is s till in its infancy and w ill not be touched upon further 
here.

The shell model, with residual interactions, could be regarded as the 
firs t step in the construction of a m icroscopic theory. The prototype model 
operator is the effective interaction between a sm all number o f active 
nucleons in a lim ited space of single-particle states. The dramatic success 
o f the phenomenological shell model confirms the existence o f two-body 
effective-interaction  m atrix elements which fit observed nuclear spectra 
[1]. M icroscopic calculations must derive this effective interaction from
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the observed nucleon-nucleon interaction [2], as abstracted from nucleon- 
nucleon scattering data and the bound-state properties of the two-nucleon 
system.

Among the various approaches to this fundamental problem are the 
following:

(i) Jastrow correlations [3] — This is a variational method, in which 
the m any-particle wave-function is approximated by a shell-m odel wave- 
function multiplied by a factor which introduces two-body correlations.
The correlation factor is determined by m inim izing the expectation value 
o f the Hamiltonian with this wave-function. E ffective operators are defined 
by | 0  | )  = | 0 eff | $ X  where is the correlated ar.d $ the un
correlated wave-function. In practice, cluster expansions are used and 
truncated after a few term s. This method has the strengths and weaknesses 
of variational calculations, as w ell as some approximations of its own to 
make calculations tractable. Its connection with perturbation theory is a 
subject of current investigation.

(ii) Unitary operators [4] — Like the Jastrow method, this one modifies 
the wave-function, using 'P = e iF $, with Hermitian F (though the herm iticity 
must be relaxed for hard-core potentials). Operators are modified by
0 -» e"iF  ̂ 0 e iF . In practice, F  is lim ited to two-body operators, variational 
methods are used, and the calculations (but not necessarily the results) 
are sim ilar to the Jastrow ones.

( iii) Green's functions [5] — Perhaps the most powerful approach, it is 
very  useful for obtaining very general form al results. P rac tica l applications 
have been lim ited to a few selected areas of nuclear physics (random phase 
approximation, in particular) and once perturbation techniques are intro
duced, the method very  closely resem bles the pure perturbation theory 
approach to be detailed below.

This paper w ill concentrate on the many-body perturbation theory 
approach, which has the advantages that it is w ell understood, has, in 
principle, no ad-hoc elements, is formulated in pictorial and intuitively 
appealing form , and has been applied in very  extensive calculations1. The 
basic form alism  may be derived by time-independent methods (mainly 
Brandow [6 ]) or by time-dependent methods (Johnson and Baranger [7]), 
and has been frequently discussed in the literature, at other courses and 
in the ea rlie r lectures of this course.

Many-body perturbation theory: A brie f but clear derivation o f the 
fundamental equation is obtained by following Lowdin [8], The eigenvalues 
and eigenstates o f a given Hamiltonian H = H 0 + V can be obtained by 
diagonalizing the (generally infinite) m atrix of H in the basis defined by 
the complete set of eigenstates of H0. The space spanned by these eigen
states may be split into two by dividing the eigenstates of H 0 into two sets, 
labelled 1 and 2. Then the secular equation fo r H can be written

i Many calculations have been performed o f finite-nucleus reaction matrices and effective interactions. 
Since the emphasis, in this paper is on the relative importance o f various effects, rather than on agreement 
with experiment, almost all numerical results are quoted from the work of the lecturer and his collabora
tors. This should not be construed as implying special merit to these results, nor any disparagement o f the 
work o f others. Apologies are extended to all who feel that some particular efforts have been slighted or 
ignored. No denigration was intended.
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in an obvious notation, where the Hfj are m atrices and the columns.
W riting this out in full,

H 11$ i+ H i2 $ 2  = E # j 

H21® i + H 22®2

The second equation is solved for $ 2, which is substituted into the firs t 
equation, to obtain

$2 = - (H 22 - e ) '1h 21$ i

[H n - H u J H M - E ^ H j i - E ]  *1 =0

The result resem bles an eigenvalue equation in the space 1 alone, where 
the eigenvalue is a true eigenvalue of H and the eigenstate is the projection 
onto space 1 of a true eigenstate o f H. The effective Hamiltonian in the 
space 1 is = H n  - H 12 (H 22 - E)"1 H2i , which is explicitly dependent on
the eigenvalue E, and contains in the second term  the effect of the neglected 
degrees of freedom, those of space 2. It may be written = H 0 + 9r (E),
where the effective interaction 9^(E) = V - VQ (Hq +Q VQ - E ) '1 Q V, the 
projection operator Q projecting onto the space 2. It is easy to show that 
9^(E) satisfies the integral equation

■■ r ( E )  = V - V — 2 ^  *-(E )

using the fact that Ho and Q commute.
The above derivation has produced an effective Hamiltonian which, 

acting only in the space 1, produces correct eigenvalues and (projections of) 
correct eigenfunctions of H. It is thus precisely the kind of renorm alized 
operator desired, involving im p licitly  the degrees of freedom (space 2) 
which have been suppressed. The energy-dependence of 9^(E) is important. 
It has the consequence that the eigenvectors $ i(E ) and $ i (E ’ ), for E f  E 1, 
are not orthogonal — they are projections on space 1 of mutually orthogonal 
eigenvectors, but orthogonality is generally not preserved under projection. 
Consider the eigenvalue equation [H 0 +9r (E 0) - E] ®i = 0. If space 1 is 
n-dim ensional, this equation has n rea l eigenvalues E (E 0) for every E 0, 
with n corresponding mutually orthogonal eigenvectors, since 9^(E 0) is 
hermitian for fixed E 0. However, fo r an arb itrary E0, none of these 
eigenvalues is likely to satisfy [H0 + y (E )-  E] = 0. The solutions of this 
equation are given by  the intercepts of the line E =Eo with the multivalued 
function E (E 0)- Since the intercepts w ill generally fa ll at different values 
of E 0, the .corresponding eigenvectors need not be orthogonal2.

The solution of the equation [H0 +Vr(E) - E] =0, with 
Q9^(E) = V - V ■ ■■ ?7E), is equivalent to the solution of the Schrodinger 

“ 0 " ^
equation. The iteration expansion is equivalent to the Brillouin-W igner 
perturbation expansion, to which it reduces for a one-dimensional space 1.

i

2 The function E(E0) is called the bracketing function by LBwdin [8 ]. He shows that under certain 
general conditions E0 and E(E0) bracket a solution o f the secular equation [H0+9r (E )-E ]  4̂  = 0.
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FIG. 1. An effective interaction diagram with five valence particles. The two disconnected portions on 
the right constitute "core parts".

Although the degrees o f freedom of space 2 have been absorbed in the 
effective operator X (E ), thus truncating the space in which the effective 
Hamiltonian acts, this has not yet produced the shell model — the inert 
core has not been explicitly achieved. This was done by Bloch and 
Horowitz [9], and rederived in the present formulation by Brandow [6], 
as follows.

The space 1 is defined in terms o f the eigenstates of H 0. Choosing
H0 to be the shell-m odel Hamiltonian H 0 = (T ; + U i ), where T is the

i
kinetic energy operator and U the shell-m odel potential for an individual 
nucleon, define space 1 to be that space spanned by the set of shell-m odel 
states with a fully-occupied doubly-closed-shell core plus a number v of 
"va lence" particles in a few valence orbits outside the core. Examples 
are: lsO — space 1 a closed 160  core plus two neutrons in the ls-Od shell;
66Zn — space 1 a closed 56Ni core plus two protons and eight neutrons in 
the lp -0 f5/2-0g9/2 shell; or 116Sn— space 1 a closed 100Sn core plus 
sixteen neutrons in the 2 s-ld -0 g7/2-0hu/2 sh e ll3. A diagram representa
tion is used for the perturbation expansion, with the vacuum being the 
closed core, and lines representing particles outside the core (upgoing lines) 
or holes in the core (downgoing lines). (Note that the form alism  could 
also be applied to a space 1 of closed core plus v valence holes or closed 
core plus Vi valence particles and i/2 valence h o les .) The interaction V 
is denoted by a black dot, the single-particle potential U by a cross. The 
operator Q ensures that no intermediate state in the diagram w ill be in 
space 1, that is, w ill have only v valence particles. Every diagram has 
v valence lines entering the diagram from  the bottom and leaving it at the 
top. Among the diagrams obtained are some in which sequences of in ter
actions occur only in the core, with no connection to the valence lines 
(see F ig . 1). These "core parts" can be factorized, summed by a geo
m etric series  formula and added to the energy denominators, which have 
the form  (particles) — S e  (holes) + E 0 - E, where e are the shell-m odel 
single-particle energies and E 0 is the sheLUmodel energy o f the core. 
A fter factorizing the core parts, the energy denominators become 
2 e(partic les) — £ / e (h o le s )— E v, where Ev = E - E 0 and E 0 is the m eas
ured energy of the core, considered as a separate physical system (e .g .
16O, 56Ni or 100Sn (!) in the examples above). This follows because the

3 The definition o f closed shells could be much less restrictive, and need not pay too much attention 
to real physical shell-breaking. The aim is simply to obtain a well-defined tractable space 1. For Instance, 
u6Sn could have a closed 114Sn core plus two neutrons in the 2s-ld3̂ 2- Oh11yz shell.
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FIG.2. Example o f a five-valence-line folded diagram. On the left, the diagram before folding has an 
intermediate state o f five valence particles (circled), which is forbidden. The diagram is folded on the 
dotted lines, and the diagram on the right is one o f  the possible results. (Others will differ in the relative 
order o f interactions originally above and originally below the folds.) Note the downgoing valence lines.

sum of the core parts is just the Goldstone expansion fo r the energy shift 
E0 - E 0 of a non-degenerate system. A t the same time, since some dia
grams w ill have only core parts, 9^{E) = E 0 - E 0 +9^V(E V) w here9% (EV).is 
the sum of diagrams with no core parts unlinked from the valence lines 
and with Ev energy denominators. The secular equation can then be written 
[H  o(v) + ^v(® v) " ®vl ®i = 0* where H 0(V) ignores the core, i .e .

Hq (vj ^  e i ® i- This is the Bloch-Horowitz equation [9], which re fe rs
i=l

to a lim ited number o f valence particles in a few active orbitals outside an 
inert core. Except for the energy-dependence o f 9  ̂ (E v), this is a shell- 
model equation.

Brandow [6] proceeded to elim inate the energy-dependence o f (E v) 
by introducing a new kind of diagram, the "fo lded" diagram. These are 
obtained by drawing diagrams with intermediate states which violate the 
prohibition o f Q, and then folding the diagram horizontally, as one would 
fold a long strip o f paper, on the interaction immediately preceding and 
following the forbidden'intermediate state (see F ig . 2). In the resulting 
folded diagram, the following rules hold: (i) the top interaction of the 
folded diagram must be the top interaction of the unfolded diagram; (ii) a ll 
re lative orders of interactions on the two sides of the fold must be allowed, 
provided no Q-forbidden intermediate states arise; ( i i i )  particle or hole 
lines which bend around the fold without interacting may be straightened 
out; (iv ) any number o f folds is permitted, but only one for each 
Q-forbidden intermediate state; (v) valence lines revers ing  direction 
because o f the fold have the sign o f their single-particle energy reversed
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FIG.3. A five-valence-line partially linked diagram. There are no core parts, but the valence lines fall 
into three independently interacting groups.

in energy denominators; (vi) each fold introduces a minus sign. (For 
detailed rule's, see Brandow [6], Revs. Mod. Ph ys.) In addition to elim inat
ing the energy-dependence of 9^  (E ), the folded diagrams also elim inate 
partially linked diagrams, where subsets o f valence lines interact with one 
another and the core but not with the other subsets of valence lines, so that 
the diagram separates into independent parts (see F ig . 3). Brandow calls 
the folded diagram expansion totally linked.

Folded diagrams arise in the time-dependent perturbation theory of 
Johnson and Baranger [8], where they are introduced to convert retarded 
effective interactions into instantaneous ones. They are also hidden in 
perturbation expansions of Green's functions [10]. That they are "rea l"  
diagrams and play a definite physical ro le  can be demonstrated by the 
following simple examples4 .

(i) Consider a simple two-particle system having only two eigenstates 
of HQ. The spaces 1 and 2 are one-dimensional, each containing one o f the 
H 0 eigenstates. The operator Q excludes the state 1 as an intermediate 
state. The Schrodinger equation is

( V n - E  V12 ) ( * i )  = 0
V V21 V22 + e - E  A $ 2 /

with eigenvalues E 12 =| [V n  +V22 + e i  s/ (Vn  - V22 - e )2 +4 | V i2 |^']. In 
the lim it of no coupling (V12 =0), E 1 = Vn  and E 2 = V22 +e, and it is assumed 
that E 1 < E 2 . To lowest order in the coupling,

ei -Vii - Iv*2I2- +  =vu - 1Vi2£ -  Iv»1*v;i . .
1 11 V22+ e - V n  •••• Vl1 V 22+e (V 22+e)2

The perturbation expansion contains the diagrams of F ig . 4a, which contri
bute to the effective interaction an amount

v  V12V21 | V12V22V21....... 1 V12 I2 '
1 1 " e - E  (e -E )2  ........  11 V22+ e - E

4 Both o f these arguments arose in the course o f discussions with Prof. L. Zamick.
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(a)

(b)

FIG.4. Diagrams contributing to the effective interaction in a two-lev.el, no-core model, (a) is the set o f 
all non-folded diagrams, (b) a particular subset o f once-folded diagrams.

The Bloch-Horowitz equation becomes E = V n  - | V12 |2-(V22 +e - E ) '1, which 
is just the Schrodinger secular equation in another form . However, with 
energy-independent denominators (e - E -» e), the sum of this diagram 
series  is just E = V u  - | V12 |2 (V22 + e )"1, which is not even correct to lowest 
order in V 12. Including the once-folded diagrams of F ig . 4b, the sum of 
the perturbation series  is increased by

which is the next term  in the expansion o f the correct result. More compli
cated once-folded diagrams produce higher powers of V12, while tw ice- 

\ folded diagrams contribute terms o f order zero, one and two in V n . A ll 
folded diagrams are required to get the exact result.

(ii) If the single-particle potential U in H0 is changed by some constant 
amount C (a shift in the zero o f single-particle energy), the single-particle 
wave-functions are unchanged, but every e becomes e ' =e + C. In addition, 
there occur singler-particle potential insertions C on every line in every 
diagram. F o r each intermediate state in a diagram, a ll possible 
C-insertions produce a multinomial geom etric series which can be summed 
to a ll orders. The effect is simply to add C to each e 1 (hole) and to subtract 
C from  each e 1 (particle), restoring the energy denominator to its old form, 
except for e ' (ingoing valence) (see below), since C-insertions on ingoing 
valence lines produce Q-forbidden diagrams. This indicates that the folded 
diagrams can save the day. Indeed, the use of C-insertions on folded 
valence lines is just what is needed to restore a ll energy denominators to 
the form  without C. This is c learly  necessary — a shift in the zero o f the 
arb itrary single-partic le potential U should not affect the expansion.

A fter including folded diagrams, the perturbation expansion is complete
ly  linked and the energy denominators are of the form  2 } e (upgoing) —
2  e (downgoing)— Yj  e (ingoing valence). The expansion contains diagrams 
in which a ll but one of the valence lines are spectators, only the remaining 
valence line experiencing any interactions (see F ig . 5). The spectator

V i 2 V 21V 11 , 2 V 12V 22V 2 i V l i  3 V 12V 22 V 2 1 V 11 
?  e 3 e 4
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FIG .5. A five-valence-line diagram belonging to the single-particle energy shift. Four o f the valence 
lines are simply spectators.

lines do not enter the-analytic expression at all, since they cancel out of 
a ll energy denominators and enter no interaction m atrix elements. Thus 
the set of diagrams in which one particular valence line is,the only one to 
interact define the effective interaction for a space 1 o f the form  "closed 
shells plus the specific valence line considered", a one-dimensional space 
in practice. The sum of this set of diagrams is just E j - E0 - e (valence), 
where E 0 is again the measured physical core energy and E j is the 
measured physical energy of that state of the system core-plus-one-particle 
having the quantum numbers o f the valence line considered. This is the 
experimental single-particle energy (not weighted with spectroscopic 
factors) re lative to the core. The elim ination o f energy-dependent de
nominators is essential fo r this identification.

The final form  of the fundamental equation is

(  £  [E i (valence) - E0] + <TV - E v)  = 0

This looks just like a shell-m odel equation, except that %  , defined by the 
totally linked perturbation series, is not Hermitian. The effective 
Hamiltonian has rea l eigenvalues Ey but non-orthogonal eigenfunctions .
It cannot be Hermitian, and the non-herm iticity must come from  %  . In 
fact, it comes from  the folded diagrams. In general, Hermitian conjugation 
o f a diagram produces the inverted diagram, with the particle and hole lines 
not changing direction (see F ig . 6). The perturbation expansion defines a 
Hermitian operator i f  every diagram occurs together with its upside-down 
partner. Because of the "top-interaction" rule (i) for folded diagrams, 
there are no upside-down partners for folded diagrams. (Warning: There 
occur ordinary unfolded diagrams which look exactly like every folded 
diagram, except that the downgoing folded valence lines of the folded dia
gram are rea l downgoing hole lines in the non-folded diagram. Such non
folded diagrams do have upside-down partners .) Johnson and Baranger [7] 
show how to arrange that the energy-independent e ffective interaction be 
Hermitian, while Brandow [6] has demonstrated a transformation to a
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FIG.6. Examples o f Hermitian conjugation o f diagrams. The first diagram is Hermitian; the next two 
are Hermitian conjugates o f one another. The last two are Hermitian conjugates o f one another i f  the 
circled line is a hole line. The folded diagram in which the circled line is a downgoing valence line has 
no Hermitian conjugate in the expansion.

Hermitian effective operator. Both o f these methods lose the identification 
of the eigenfunction with the projection on space 1 o f the true eigenfunction, 
but this is not so important, since perturbation expansions are available 
for the true eigenfunction and for m atrix elements of any operator between 
true eigenfunctions. In practice, the non-herm iticity o f 9^ is found to be 
small, in low orders, so numerical work has concentrated on the 
non-hermitian 9^ .

Structure of the perturbation expansion: The folded diagram perturba
tion expansion fo r the effective interaction has counterpart expansions for 
the true wave-function of the many-body system and for the m atrix elements, 
between eigenfunctions of the total Hamiltonian H, o f any operator [6, 7]. 
Provided antisymm etrized states $ are used (in practice, antisymmetrized 
m atrix elements o f V and factors \  for equivalent pa irs5), the Pauli 
principle is properly taken into account. This is generally achieved by 
deriving the diagram expansion in the notation o f second quantization. 
However, the totally linked folded expansion contains many term s which 
appear explicitly to violate the Pauli principle. Since antisymmetrization 
has been properly handled, every  such Pauli-violating diagram must have 
in the expansion a partner which is also Pau li-violating and which cancels 
it identically. Many of these compensating diagrams turn out to be unlinked 
or partially linked. They have thus already been taken into account in the 
partial summations leading to the totally linked form . The diagrams they 
compensate must thus be included in the evaluation o f — the Pauli 
principle is respected only i f  a ll Pau li-violating term s are included in the 
totally linked expansion!

It should be noted that, even when V is at most a two-body operator,
9% may contain effective three-, four- or many-body parts. As an e ffec 
tive operator in the valence space, 9^ contains parts which cannot be 
broken up into parts involving only two bodies in the valence space, as 
soon as the number o f valence particles exceeds 2. Since it is known that 
the phenomenological shell model requires only two-body effective forces 
to fit spectra, it is to be expected that these many-body parts w ill either 
be small, or w ill somehow average out to appear like two-body interactions.

5 Equivalent pairs are pairs o f lines that start at the same interaction, end at the same interaction and 
go in the same direction [6 ].
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That these many-body forces may be significant is indicated by fits to 
spectra which include them explicitly [11] and by the fact that the two-body 
m atrix elements which fit spectra are generally not the same as those that 
fit re lative binding energies. In the particular case of the calcium isotopes, 
Bertsch [12] has traced this difference to effective three-body forces 
arising from diagrams that compensate Pauli violations.

In principle, for sufficiently weak forces V, the totally linked folded 
expansion is sufficient to calculate 9^ . But the phenomenological nucleon- 
nucleon potentials obtained from  scattering data are so strong that a simple 
perturbation approach is unlikely to converge. This problem is hopefully 
overcom e by "Bruecknerizing" the expansion — all ladders of V 's  on 
particle lines are summed6 to produce Brueckner reaction m atrices 
G = v -v (q / e )G , which are finite even for singular potentials v. The so- 
called Pauli operator q here restric ts  the intermediate two-body states to 
be particle states, and is not the same as the Bloch-Horowitz operator Q. 
Many methods are now available for computing G-m atrix elements, some 
of which are surveyed in Baranger's excellent review  [14].

Although it does take care of singular potentials v, the G -m atrix in tro
duces problems of its own. Those relevant to the present context are the . 
following:

(i) "Up-ladders" — Since G sums ladders of v 's , the resulting G-m atrix 
expansion should contain no ladders of G 's between particle lines. How
ever, some of the approximate methods of treating the Pauli operator q
in the evaluation of G are specifica lly designed to handle high-lying in ter
mediate states. There has been some discussion o f whether these methods 
do not leave out some of the contributions of the low-lying intermediate 
states to the ladder. This would make it necessary to include G-m atrix 
ladders with low-lying intermediate states. Although this problem can be, 
and is, avoided by proper calculation of G, it appears that even the 
approximate methods do include the low-lying states satisfactorily [15], 
so that "up-ladders" o f G -m atrices should be omitted.

(ii) O ff-energy-shell effects — The value of the G -m atrix depends on 
the excitation energy of the system in the neighbouring intermediate state. 
Most G -m atrices should thus be evaluated off the energy shell — at non
zero  excitation energy. The factorization technique [6, 16,18] used so 
extensively in eliminating unlinked and partially linked diagrams (generalized 
time ordering) is particularly valuable in that it allows many apparently
o ff-energy-shell G -m atrices to be evaluated on the energy shell. For 
example, a ll G-m atrices between two hole lines can be put on the energy 
shell. Unfortunately, not a ll G-m atrices can be treated in this way, and 
this feature should be taken into account. In addition, when folded dia
grams are not introduced, so that the energy-dependence remains in the 
denominators, every G-m atrix element is a function of the energy eigen
value sought, which could severe ly  complicate calculations. M ore recent 
methods of computing G, allowing for a dependence on the starting energy, 
make it possible to handle these complications, but they,have been uni
versa lly  ignored in practice, so far. This is not as bad a procedure as it 
might appear to be — because of effect ( i i i )  below, the distance o ff the 
energy shell is usually quite small.

6 An excellent introduction to Brueckner theory is the review article by Day [13].
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( i i i )  H igh-energy intermediate states — In evaluating perturbation 
theory diagrams, practical lim itations of time, complexity and computer 
capacity requ ire that only low-lying intermediate states be included in 
the calculation. This can be justified by noting that high-energy in ter
mediate states can be reached only through the action o f the very  strong, 
short-ranged part of the nucleon-nucleon interaction. The range of this 
interaction is characterized by the hard-core radius c ~ 0 .5  fm. Since 
nucleons at normal nuclear densities have an average separation o f the 
order of 2r0 ~  2 fm, the ratio of the "strong interaction volum e" to the 
"occupation volum e" of a nucleon is (c/r0 )3 ~  1/8. Relative to the strong 
short-range part o f v, nuclei are low-density systems, and cluster 
methods are appropriate — since the close approach of two nucleons is of 
low probability, that o f three is even less probable, and so on. The two- 
body cluster is taken into account exactly by the use of the G-m atrix.
The three- and four-body clusters have been computed in nuclear matter 
[17] and found to be much less important than G. It is thus expected that 
three- and m ore-body clusters should be negligible in computing effective 
interactions — insofar as the high-energy intermediate states are concerned. 
F o r low-lying states, where longer-range interactions of much less 
strength are active, the cluster approach is not appropriate, but simple 
perturbation theory, order by order in G, may w ell be satisfactory.
Hence only low -ly ing intermediate states are included in the perturbation 
theory calculations.

(iv ) D ifferent q 's  — In calculating 9% , the interaction between two 
valence particles alone is commonly taken to be G, the core remaining 
inert. However, in this case some of the intermediate states permitted 
by q are forbidden by the Bloch-Horowitz operator Q, namely states with 
only valence particles outside the core. Either q must be redefined, for 
this particular case only, to be consistent with Q, or the G -m atrix must 
be corrected by the standard integral equation [16] G = Ga +G a (qa - q ) e ‘ 1G, 
where the. subscript a means approximate. Once again, this requirement 
has been neglected in practice. Although the effect of this e r ro r  has not 
been investigated numerically, it should be quite small, because the bulk 
o f G comes from  high-energy states, where the effects of Q and q are the 
same in this case.

(v) S ingle-particle potentials — The question o f the choice of the 
"co rre c t"  s ingle-particle potential has been discussed at great length 
[18, 19]. Many criteria , involving different types o f self-consistency, 
have been suggested for the shell-m odel potential, a ll of them reducing in 
lowest order to H artree-Fock. It should be noted that other single-particle 
potentials and energies can be defined,- and need not be the same as, or 
even s im ilar to, the shell-m odel potential. The o ff-energy-shell proper
ties of the perturbation expansion complicate the choice of potential 
considerably, and are responsible for the present favoured definition — 
H artree-Fock  (with G replacing v) for holes, no potential for particles.
The second part of the definition follows from  the sm all three-body 
correlations, and is thus most appropriate for the high-lying particle 
states. The particle states near the F erm i surface should fee l some 
potential, perhaps H artree-Fock averaged over o ff-energy-shell excitation. 
This definition leads to a finite-depth potential [20], in which the continuum 
wave-functions are determined completely by the bound-state wave-functions. 
In practice, harm onic-oscillator wave-functions are used for a ll the states
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FIG.7. First- and second-order contributions to the effective interaction for five valence particles outside 
a core. The first, the only first-order diagram, is a simple G-matrix. The next two are lowest-order core 
polarization and "deformed-state" contributions. The fourth diagram introduces three-body effective forces, 
while the last four give some self-consistency corrections — their sum vanishes (by pairs) for a self-consistent 
single-particle potential.

included in the folded diagram expansion, while continuum states are ap
proximated by plane waves in some calculations o f G. It should be observed 
that the single-particle wave-functions could be approximated, e .g . by 
harmonic oscillators, without approximating the single-particle energies. 
Even if the latter are taken as harmonic oscilla tor energies, as is f r e 
quently done, they need not have the same oscillator energy ftu as the 
single-particle wave-functions. This freedom has been little  used in 
practice. It is important that this discussion does not a ffect the single
particle energies to be used in diagonalizing H0 +9% — as shown above, 
these must be the experimental energies of the closed-shell-plus-one-nucleon 
nuclei, while the single-particle energies in the energy denominators should 
generally not be the experimental energies. The choice o f single-particle 
potential by some self-consistency criterion  im plies that a ll single-particle 
potential insertions cancel a ll insertions o f a particular kind in a ll dia
gram s. When the single-particle energies and wave-functions are chosen 
fo r convenience, some check should be made on how close they come to 
self-consistency and how much the lack of cancellation of insertions contri
butes to 9v . This is usually not done.

Identification o f important renorm alization effects: The simplest 
approach is to apply the perturbation theory order by order in G. The 
lowest order term  is just G itse lf. In second order, there are a number 
of term s (see F ig . 7), including core polarization, "deform ed" states, 
three-body forces and self-consistency corrections. Since most effort 
to date has been concentrated on two-body effective forces, the three-body 
diagrams have not been investigated in detail. In the same way, deviations



IAEA-SMR-8/7 269

TA B LE ’ I. LOWEST-ORDER CO RE-PO LARIZATIO N M ATRIX ELEM ENTS 
COMPARED WITH G -M ATRIX  ELEM ENTS 
A ll entries are in M eV. The m atrix elements considered are
<(0d5/2)2|G(J = 0, T  = 1) | (0d5/2)2> for 180 [27],
< (0f7/2)2 | G (J=0, T  = 1) | (Of7/2)2 > for 42Ca [22] and
<(1P3/2) 21 G (J  = 0, T  = 1) | { Of5/2 )2 > fo r 58Ni [22]

180 «C a 5aNi

G -1.236 -0.869 -0.56

Core polarization -0.755 -0.938 -0.70

from  self* consistency have generally been ignored. However, considerable 
attention has been paid to the other term s, which w ill now be taken one by 
one for further discussion.

(i) Core polarization — The importance of this effect was firs t indicated 
by Bertsch and confirmed by the pioneering calculation of Kuo and Brown 
[21]. The diagram describes an excitation of the inert core by interaction 
with a valence nucleon, the excitation then decaying by interaction with the 
second valence nucleon. In this way, the two valence nucleons "communi
cate" by way of the core, giving r is e  to an effective valence-nucleon inter
action (through virtual excitation of the suppressed degrees of freedom of 
the core) which could w ell be o f much longer range than the "bare"
G -m atrix interaction. The particular excitation of the core involved -is a 
particle-hole excitation, corresponding to a density fluctuation, or v ibra
tion, of the core. The term  "core  polarization" w ill here be restricted  to 
such vibrational excitations of the core. The importance of these excita
tions is well-known experimentally, from the occurrence o f excited states 
in the spectrum of the closed-shell nucleus at surprisingly low (or sur
prisingly high) energies, with very  large transition strengths. Well-known 
examples are the octupole vibrations (3_, T  = 0) and giant dipole states 
( I - , T  = l ) .  Thus it is perhaps not surprising that core polarization, even 
in lowest order in perturbation theory, gives r ise  to strong effects in the 
e ffective interaction. These effects have been observed throughout the 
periodic table [ 2 2]7, and include a dramatic lowering o f the ground-state 
energy and an increase in the energy o f high-spin excited states — both 
improving agreement with experiment (see Table I and F ig . 8).

However, the very  identification of the physical mechanism (vibration 
o f the core) responsible for core polarization ra ises questions about the 
validity o f the calculation. It is well-known that the properties of v ib ra 
tional excitations.in closed-shell nuclei cannot be adequately explained by 
a simple particle-hole shell-m odel excitation. Both energies and transition 
strengths disagree greatly with experiment unless some residual in ter
action between the particle and the hole is introduced. This is done by 
diagonalizing the particle-hole interaction (TDA method) or by allowing 
for the presence of zero-point vibrations (ground-state correlations) in

7 Kuo has collaborated with many workers in extensively applying the Kuo-Brown techniques, and 
many others have made similar calculations. An exhaustive list o f references has not been given, but just 
a few representative examples.
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FIG. 8. Effect o f lowest-order core polarization on nuclear spectra. For 58Ni the ground-state is set arbitrarily 
at zero MeV. For.42Ca-«Sc, the energy o f the ground-state is significant. The effect o f core polarization, 
compared to the simple G-matrix result, is dramatic for T  = 1, considerably less so for T = 0. (See also 
Figs 16a and 16b.)

the core before diagonalizing (RPA  method). Both of these improvements 
lead to better agreement between theory and experiment, but neither is 
taken into account in the simple second-order core polarization diagram. 
The correction  of this defect requires the introduction of selected higher- 
order diagrams.

To maintain the identification o f the effect under consideration as core 
polarization, it must consist of the excitation of a core vibration by a 
valence nucleon, followed by the "propagation" of the core vibration 
independently of the valence nucleons, followed finally by de-excitation of 
the core vibration by a different valence nucleon. (De-excitation by the 
same valence nucleon which excited it contributes to the single-particle 
energy o f the nucleon and is already taken into account by the use of 
experimental single-particle en erg ies .) The TDA and R PA  modifications 
then involve a better treatment of the propagation of the vibration8.

If the propagating particle-hole pair are allowed to interact with one 
another any number o f times, a sequence of diagrams o f increasing order 
in G is generated (see F ig . 9), which can be summed by a geom etric series 
formula. The effect is to replace the propagator [H 0 (p - h)]_1 by 
[H0(p -h )+ V  (p -h )]"1 , which is clearly equivalent to TDA. So core po lari
zation can be treated in TDA by summing a suitable set of diagrams9.
The results are predictable [23] — an enhancement of the core polarization 
effect in the effective interaction (see Table V and F igs 16(a) and 16(b)).
It is very  interesting to consider in this context the contribution to this 
effect o f the different vibrations JPT  o f the core (see F ig . 17). These do

8 The numerical results quoted from this point on generally have the following features and approxi
mations in common. The prototype system is 160  + two particles, i .e .  **0 and 1SF. Single-particle wave- 
functions and energies are those o f  a harmonic oscillator with fiw= 14 MeV. Hamada-Johnston G-matrix 
elements were very kindly supplied by Dr. T .T .S . Kuo. Only lowest-energy excitations are included, and 
all energy denominators are multiples o f ftw. All G-matrices axe on the energy shell and no self-consistency 
corrections are included.

9 A ll G-matrices in a ll V (p-h )'s should be, but are not in this calculation, o ff the energy shell
by 2tkj.
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n

FIG.9. Diagrams summed in extending the core polarization to include particle-hole interactions in the 
core. The number n o f particle-hole bubbles is summed to all orders. Each order differs from the preceding 
one by a factor -V p-h M E p -h , where Vp-h is the particle-hole interaction and A Ep-h the particle-hole 
excitation energy.

FIG. 10. Effect o f ground-state correlations on core polarization. The basic correlation vertex, at left, 
corresponds to spontaneous excitation o f two particle-hole pairs from the core, and can always be put on 
the energy shell. Such excitations make possible core polarization contributions like that on the right, 
which' must be summed to all orders.

not in terfere with one another, because of the conservation of angular 
momentum, parity and isospin in each interaction, but propagate inde
pendently. The multipole analysis of second-order core polarization 
indicates that even-J multipoles play a dominant role, particularly the 
2+0 vibration, which is equivalent to a quadrupole-quadrupole effective 
interaction. In going to TDA, most multipoles are quite unaffected, the 
exceptions being just those which are generally regarded as being 
co llective — the 0 + 0 and the 2+0 . This tends to re in force the identifica
tion of core polarization with core vibrations.

It now becomes interesting to see what R PA  would do.. This can also 
be achieved by summing diagrams, by allowing for ground-state co rre la 
tions in the core (see F ig . 10). Once again, this can be done by summing 
geom etric series . Factorization plays a vita l ro le  in allowing each 
TD A-like sequence to be summed independently. The identification of the 
summed series with the use of R PA  vibrations in the core can again be 
confirmed algebraically, though it is somewhat m ore complicated than the 
TDA case [23]. In somewhat schematic form , the propagator o f the 
vibration becomes [H 0(p - h) + V (p  - h) - B [H0(p - h) + V (p - h) + E ]_1 B ] '1, 
where B is the usual ground-state correlation vertex of the R PA  and E is 
the R PA  eigenvalue fo r the vibration. The effect on the core polarization 
is dramatic [23, 24] (see Table V and F igs 16a, 16b and 17). The 0+0 
and 2+0 vibrations are very  strongly enhanced, the form er by an order
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of magnitude over the second-order result, and although the other m ulti
poles are unaffected the resulting core polarization is much too strong.
The suppression of the ground-state energy results in a mismatch with 
experiment o f almost 3 MeV and the pattern of the spectrum is rad ically 
changed. There must c learly  be other effects which counteract the 
explosive tendencies o f the R PA . This need arises also in the treatment 
of vibrational excitations of closed-shell nuclei, where the R PA  is too 
strong and even leads to instabilities (the 0+0 excitation goes below the 
ground state [25]).

( ii) "Deform ed" states — The second-order term  with two particles 
excited out o f the core, leaving two holes, introduces a four-particle-tw o- 
hole (4p-2h) intermediate state. Such states have been identified with 
deformed states in severa l calculations [26], and have been found to play 
an important ro le  in explaining observed spectra. They might thus be 
expected to be of some importance in obtaining the effective interaction.
In fact, the second-order 4p-2h diagram is quite important, though con
siderably sm aller than the core polarization term . It affects mainly 0+l 
and l + 0 states, depressing the ground-state energy (see Table II). Since 
deformation is a co llective effect, it might be expected that the effect of 
the 4p-2h states could also be enhanced by suitable summation of higher- 
order diagrams. Although very  little  has yet been done in this direction, 
prelim inary indications are that there is no strong build-up of "deform ed" 
contributions analogous to that for the core polarization.

(iii) H igher-order term s — The use of perturbation theory always 
involves some anxiety concerning the convergence of the expansion, and 
this anxiety is considerably greater than usual in the present case because 
of the strong enhancements found in the RPA  treatment of the core polariza
tion term . Again the sim plest path to follow  is to compare the total third- 
order contribution with the total second-order contribution, in the hope that 
the form er w ill be much sm aller than the latter. Such a result would give 
some hope that the perturbation series converges, or is at least a useful 
asymptotic series . However, it is not at a ll as easy to carry out this 
proposal as it is to make it. There are a tremendous number of third- 
order diagrams, even when attention is confined to two-body diagrams.
This number is greatly reduced by again ignoring the absence of se lf- 
consistency and by lim iting consideration to diagrams with only the lowest- 
energy intermediate states. Even then there remain sixteen distinct third- 
order diagrams, so that some care is needed in evaluating the results o f 
the calculation.

Stated baldly, the results are that the total th ird-order contribution is 
comparable with the total second-order contribution [27], that it is

TAB LE  II. LOWEST EIGENVALUES FOR lsO (T  = 1) AND 18F (T  = 0) 
W ITH G ALONE COMPARED W ITH G PLUS LOWEST-ORDER 
"DEFORMED" CONTRIBUTION. A L L  ENERGIES ARE IN MeV

J = 0, T = 1 '

oIIHHII

G -2.271 -3.373

G + ''defoimed" -2.575 -4.258
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TABLE  III. FEATURES OF THE THIRD-ORDER PERTURBATION 
THEORY CALCULATIO N [27], THE M ATRIX ELEM ENTS, IN  MeV, ARE 
<(0d5/2)2 |‘n ( J  = 0, T  = 1)| (0d3/2)2 > FOR lsO

G -3.025

Total second order -0.727

Total third order 1.109

Second order core polarization -0.581

"Large" third order terms 1.161

First number-conserving set 0.242

Second number-conserving set 0.284

frequently even la rger than second-order, and that it is opposite in sign — 
repulsive, while second order is attractive (see Table III). This is clearly 
a blow to expectations o f rapid convergence, and a m ore detailed investiga
tion o f third order is warranted.

O f the sixteen th ird-order diagrams, eight fa ll into number-conserving 
sets [27, 28]. These are sets of diagrams related by a type o f Ward's 
identity, as pointed out by Brandow, who predicted that such sets would 
tend to cancel in effective interaction calculations. They are grouped 
together because they correspond to diagrams in the expansion for the 
single-particle density o f the system which must be kept together i f  the 
total number o f particles is to be conserved in each order o f perturbation 
theory'. The numerical calculations confirm that, although not a ll indi
vidual diagrams are small, the sum of the contributions o f a ll diagrams in 
any number-conserving set is sm all compared to G (see Table III). These 
sets include folded diagrams, which enter for the firs t time in third 
order. The folded diagram s play a ro le in the cancellation of the number - 
conserving sets. They also make the effective interaction slightly 
non-Hermitian.

Of the eight remaining th ird-order diagrams, six are themselves 
individually sm all (though the second-order TDA diagram is quite sizeable), 
but the remaining two are comparable in size but opposite in sign to the 
second-order diagrams (see F ig . 11-and Table III). These are c lea rly  the 
ones responsible for the apparent divergence o f the perturbation series . 
Careful study of the structure of these large th ird-order term s led to the 
identification of a suggestive classification of diagrams, according to 
their degree o f "slashability" [27]. A  diagram is not slashable (called 
zero-slashable) i f  it cannot be separated into two parts by cutting one 
internal particle line and one internal hole line. It is once slashable i f  it 
can be so separated into two zero-slashable parts. An n-slashable dia
gram can be successively divided, by cutting internal particle-hole lines, 
into (n + 1) zero-slashable parts (see F ig . 12). It is observed that the set 
o f zero-slashable diagrams appears to converge rapidly order by order 
in G, and that the same is true o f the sets of once-slashable and tw ice- 
slashable diagrams. However, the sum over the degree of slashability
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FIG. 11. Third-order diagrams which are found to give a large repulsive contribution to the effective 
interaction.

FIG. 12. Examples o f the "slash" classification. The first diagram is once-slashable, the second zero- 
slashable, and the remaining two thrice-slashable. Compare also Fig. 11, where both diagrams are twice- 
slashable.

seems to d iverge — the sum of tw ice-slashable diagrams is comparable 
to or b igger than the sum of once-slashable diagrams, and o f opposite sign. 
Some method o f summing all degrees of slashability in closed form  is 
essential.

Several other classification schemes w ere tried  [27], but a ll failed to 
converge order by order in G within each class. The particularly in terest
ing feature o f the slash classification is its connection with particle-hole 
pairs, which played such a ro le  in the TDA and RPA enhancements. In 
fact, the large th ird-order diagrams are those with additional internal 
particle-hole pairs. This applies also to the zero-shashable th ird-order 
diagram in F ig . 12, which is comparable to the second-order "deform ed" 
contribution from F ig . 7. It appears that core polarization, in the sense 
of particle-hole excitation of the core, is indeed very  important, and-that 
it is capable of modifying not only the propagation of core vibrations, but 
also the coupling o f such vibrations to the valence nucleons. The large 
th ird-order diagrams are those in which the vertex coupling a valence 
nucleon to the valence-nucleon-plus-particle-hole-pair intermediate state 
contains a particle-hole pair. This suggests a possible new way o f looking 
at core polarization.

Self-consistent particle-hole excitations: Since the th ird-order calcula
tions suggest that the perturbation expansion may not converge order by 
order, it is a ttrattive to seek a closed, non-perturbative formulation which 
has the same perturbation expansion as the original series. Although it is 
probably unreasonable, to hope to find such a formulation for the whole
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FIG. 13. Modification o f the particle to two-particle-one-hole vertex. An incoming particle gives rise to 
an outgoing particle and a coupled particle-hole pair. The lowest-order vertex is a simple G-matrix, 
while the lowest-order modification has an internal particle-hole excitation o f the core.

fully-linked folded diagram expansion, it may w ell be possible to do so for 
the most important diagrams, namely those of the highest degree o f slash
ability in each order. In order to achieve this, it w ill be necessary to 
reformulate the results obtained so far.

As defined above, core polarization is the process in which a valence 
nucleon excites a core vibration, which then propagates independently of 
the valence nucleons and is finally de-excited by a different valence nucleon. 
This process is thus determined by two vertices — vibration production and 
vibration absorption — and a propagator for the vibration. What is required 
now is a suitable set o f equations for the vertices and the propagator. The 
third order results have indicated the form  of the vertex (see F ig . 13).
It must be either a simple G -m atrix element between one particle and one 
particle plus a particle-hole pair, or it must have the excitation o f a core 
vibration which propagates and then breaks up into a particle-hole pair, 
with the particle exchanging with the other nucleon present. Schematically, 
•»=•»(, + -w^Vp_h , where -is is the vertex, «s0 the simple G -m atrix vertex, 

the particle-hole propagator and Vp.h the G -m atrix element leading to 
the breakup o f the particle-hole pair. This equation must be solved self- 
consistently for ■».

To get some feeling for this vertex modification effect, it is instructive 
to consider a firs t approximation for ■», in which •** is replaced by-ie0 in 
the right-hand side o f the equation. The propagator g> is treated in TDA, 
because RPA  turns out not to factorize, introducing overwhelming d iff i
culties in the treatment of the energy denominators. (In general, fac
torization of a portion of a diagram requires that the re lative ordering of 
interactions in the two parts of the diagram be varied completely free ly  
in at least one direction — up or down. When the propagating vibration is 
contained between two fixed interactions, as in the case of the vertex 
modification, this freedom o f ordering is lost, and factorization fa ils .)
The resulting vertex is called a black-box vertex and can be used in calcu
lating core polarization w. The results are quite astonishing [27, 29],
■The black-box vertex brings about a complete change in the coupling of the 
various vibrational multipoles, and dram atically reduces the R PA  core 
polarization (see Table IV  and F igs 16a, 16b and 17). The 0+0 multipole 
is further enhanced, but the 2+0 and 4+0 are greatly reduced, while such 
non-collective vibrations as 3+ and 5+ are considerably enhanced. As far 
as core polarization is concerned, the black box vertex is a strong damping 
factor. This is precisely the kind o f effect that was hoped for — a reduc
tion in the explosiveness o f the RPA .



TA B LE  IV. COMPARISON OF SOME M ATRIX ELEM ENTS (IN M eV) OF VARIOUS PORTIONS OF THE EFFE C TIVE  
IN TERACTIO N  FOR MASS-18 NUCLEI
(In the last row, the single - particle energy splitting is changed from  14 to 17.5 M e V .)

<C0d5/£)2 | 0+11 (0dsA)2> <(0d5 /!)2 | l+0 | (0d3/2)2> < 0^5/20^3/2 | 3+l  | 0d5̂  0d3̂ >

G • -1.236 + 2.097 -0.403

Second-order "deformed" -0.254 -0.043 -0.000

Second-order core polarization -0.755 -0.543 + 0.604

TDA -1.232 -0.525 + 0.898

RPA -1.955 -0.574 + 1.514

Nested RPA -1.345 -0.458 + 0.986

Black box RPA -0.413 -0.764 +1.270

scce -0.163 -0.628 + 0.672

scce (17.5) -0.218 -0.493 + 0.505
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FIG. 14. The particle-hole interaction. At left, the simple G-matrix; at right, the contribution o f lowest- 
order core polarization.

Unfortunately, the situation now attained does not yet satisfy the 
maximum slashability criterion . It is further subject to the critic ism  of 
inconsistency. Both o f these critic ism s are related to the absence o f a 
certain set o f diagrams from  those taken into account so far. P ictoria lly , 
the type of modification employed both in the lowest-order core po lariza
tion and in the black box vertex modification has been the replacement of 
the simple black-dot G interaction by a particle-hole pair between two 
black-dot interactions. Since this replacement has been found to produce 
significant changes wherever it is used, it should be used consistently 
throughout. But there is one place where it has been omitted — in the 
black-dot interaction Vp_h . In the particle-hole interaction, this "standard" 
replacement leads to a self-screened interaction, with propagating particle- 
hole pairs mediating the interaction o f a particle-hole pair (see F ig . 14). 
Such self-screen ing effects have been found to play an important ro le  in 
moderating the R PA  for vibrations of closed-shell nuclei [30]. In par
ticular, they very  much reduce the tendency to instability of the 0+ 0 
multipole which has been so dominant in the present results. The se lf
screening diagrams are also o f the same degree o f slashability as the 
TDA diagrams (see F ig . 12), and should thus be taken into account to a ll 
orders. Again schematically, a self-screened Vp.h should satisfy the 
equation Vp.h = Vp0.̂  + -ie^*e, where Vp0.̂  is the simple G -m atrix inter- ' 
action and the other symbols have been previously defined. Since the 
propagator &  includes Vp_h , this equation is non-linear.

Again to get a feeling for the importance of this effect, it is  useful to 
consider the firs t approximation Vp.j, = V p°.\i +-»o^TDA(Vp-h )®*o , a non
linear equation for Vp.̂  , but with simple vertices. The resulting "nested" 
■^rpa (as indicated in F ig . 15, the iteration expansion o f this equation 
reproduces a ll diagrams with strings of particle-hole pairs inside strings 
o f particle-hole pairs inside strings of particle-hole pairs inside . . . )  is 
used in the core polarization, •Wq ^ rpa • and the results are again quite 
astonishing [23]) (see Table IV  and F igs  16a, 16b and 17). Multipole by 
multipole, m atrix element by m atrix element, energy leve l by energy level, 
nested R PA  is very  s im ilar to TDA! The strong R PA  enhancement of the 
collective vibrations is damped by the nesting to produce much weaker, 
TD A-like enhancements. A ll  other multipoles are essentially unaffected. 
There is a probable physical explanation for this phenomenon. The RPA  
requires very  special ground-state correlations. The ground state of the 
closed shell nucleus must be a vacuum for the particular R PA  vibration 
considered, i .e .  it must contain only zero-point motion for that vibration. 
This imposes stringent phase relations on the ground-state wave-function.
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FIG. 15. A typical "nested-screening" diagram included in the self-consistent self-screened core polariza
tion process.

In any situation where different vibrations must be considered at the same 
time, the phase relations imposed by the zero-point motion o f one w ill 
generally compete with those required by the other. Some kind of destruc
tive interference is at work. When many such zero-point vibrations must 
exist together, none of the phase relations w ill be satisfied, the ground- 
state w ill be uncorrelated, as far as vibrations are concerned, and TDA 
propagation w ill result. This is the physical content o f the self-screen ing 
effect.

The final step is to demand complete self-consistency of vertices and 
propagators, namely the simultaneous satisfaction of the coupled non-linear 
equations

* = * 0+ * ^ ( V p.h')V|S

Vp-h = v£? h +<* ^ (V p -h  ) *

These w ill be called the self-consistent coupled equations (scce ). They 
involve both damping effects — the screening of the propagator and the 
black-box vertex — so it is not too surprising that the overa ll effect is 
near-cancellation o f the core polarization. The fully self-consistent core 
polarization is much sm aller than simple second order [23] (see Table IV  
and F igs 16(a), 16(b) and 17), and the beautiful fit to experiment has been 
lost. The contributions of many multipoles, not a ll of them collective, 
are important and tend to cancel. However, a very  selective choice of 
diagrams has been made — a ll diagrams contained in the perturbation ex 
pansion of the scce have been included, and a ll others excluded. This
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FIG. IT. Contributions o f selected particle-hole multipoles to the core polarization for an effective inter
action matrix element in **0. The small crosses represent the total matrix element (which is o ff scale for 
RPA!). The different calculations are described in the text.

selectiv ity  is partly justified by the slash classification, since it co rres 
ponds to the sum of a ll term s of lowest order in G fo r every degree of 
slashability. This argument must also be invoked to justify neglect of 
diagrams which cancel Pau li-violating terms in scce. In any case, the 
reasonable physical significance of scce justifies regarding it as the 
"c o rre c t"  way to handle core polarization.

The wav ahead: It is s till reasonable on physical grounds to introduce 
diagrams omitted by scce and having evident physical significance. The 
"deform ed" four-particle-two-hole diagrams are a case in point. They 
aid the now greatly weakened core polarization in lowering the energy of 
the ground state, but don't go quite far enough. However, it can now be 
argued that the effects under consideration are quite small, but s till have 
a significant effect on the calculated spectrum, so that previously- 
neglected "sm a ll" corrections may be of some importance. Improved
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G -m atrix elements, better single-particle wave-functions10 and energies 
(the single-particle self-consistency problem again), better treatment of 
intermediate states (the continuum does exist [19]), careful handling of 
o ff-energy-shell effects — a ll o f these'could affect the final results. As 
a ve ry  simple example, an increase o f the harmonic oscilla tor energy fiw 
fo r the single-particle energies (but not the wave-functions) from  14 MeV 
to 17.5 MeV appears to reduce the black-box vertex effect-m ore than the 
propagator screening effect, producing a net increase in the core polariza
tion. However, the e ffect of this 25% shift in the single-particle energies 
is seen to be quite sm all (see Table IV  and F igs 16(a), 16(b) and 17), 
insofar as the spectrum is concerned.

Since most o f the calculations given in detail above make use of one 
set of G -m atrix elements, and in particular a set acknowledged to have 
quantitative defects [32], the conclusions drawn should properly re fe r  
only to re lative effects — screened versus unscreened RPA, black box 
vertex versus, simple vertex, etc. — and not to close agreement or d is
agreement with experiment. As previously mentioned, many different ca l
culations o f reaction-m atrix elements have been carried  out to date, and 
there are often considerable differences between the results o f different 
calculations. The qualitative effects, however, appear to remain the 
same — second-order core polarization is always sizeable and attractive, 
second-order "deform ed" contributions are sm aller, but also attractive, 
the la rge th ird-order term s are comparable'to second-order core polariza
tion and repulsive — when calculated with different nucleon-nucleon forces 
and different methods of computing G [27], It thus remains possible that 
a ll effects beyond the simple G -m atrix are comparatively small, as found 
in the present calculations, but that the "co rre c t"  nucleon-nucleon potential 
and/or the "co rre c t"  single-particle wave-functions and energies w ill 
produce agreement with experiment.

There remains one additional effect which could w ell affect the re lative 
importance o f different renorm alizations, and which is  intimately tied in 
with the choice of single-particle potential. The factorization arguments 
used in defining a single-particle potential also produce occupation proba
b ility  factors on a ll internal particle and hole lines [6,18, 33]. These 
factors express the probability that the single-particle state considered 
is actually occupied (particle ) or unoccupied (hole), and are always be
tween zero and one. They must necessarily reduce the contribution of any 
intermediate state to any diagram, and could lead to a revision  of con
clusions involving competition between different diagrams. A  rough 
estimate o f their effect leads to a reduction of the second-order core 
polarization by about ten percent.

It is quite clear that the above considerations, though here applied so 
far exclusively to the two-particle e ffective interaction, also a ffect many 
other properties. Obvious examples are the two-hole e ffective interaction, 
the particle-hole effective interaction (d irectly involving the core v ib ra 
tions themselves), the single-particle energies, effective charges, etc. 
Some of these involve special problems of their own — the single-particle 
energies requ ire a very  careful diagram analysis to avoid serious o ver
counting problems; the particle-hole calculations for even parity vibrations

10 Kahana and collaborators have shown [31] that the use o f  Woods-Saxon wave-functions for the 
states between which matrix elements are evaluated can have a considerable effect on the G-matrix.



TA B LE  V. NEUTRON AND PROTON EFFECTIVE  CHARGES (TO  BE ADDED TO e(n0) =0 AND e(p0) =1) 
FOR ONE P A R T IC LE  OUTSIDE A  leO CORE. EACH COLUMN IS HEADED BY THE SYMBOLS FOR THE 
TWO STATES BETW EEN WHICH M ATRIX ELEM ENTS OF THE E2 OPERATOR ARE  TAKEN

0d5/2 0d5/2 lSi/2 .  0 d 5 /2 0 d 3 / z • 0 d 5 / 2 0 d 3 / 2 . lsl/2 0d3/z 0d3/2

P n P n P n P n P n

Lowest older 0.103 0.329 0.119 0.269 0.187 0.371 0.053 0.239 0.099 0.331

TDA 0.315 0.501 0.277 0.404 0.431 0.581 0.167 0.322 0.285 0.474

RPA 0.477 0.655 0.394 0.517 0.632 0.775 0.232 0.381 0.428 0.608

Nested RPA 0.341 0.513 0.291 0.412 0.461 ' 0.599 0.177 0.322 0.314 0.486

Black box RPA 0.190 0.435 0.212 0.379 0.372 0.551 0.000 0.209 0.122 0.354

scce 0.143 0.353 0.158 0.300 0.285 0.429 0.028 0.204 0.119 0.311
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FIG. 18. Core polarization contribution to the E2 effective charge. The wiggly-line-and-cross represents 
the E2 operator, 9  the propagator o f the core vibration and v  the particle-vibration vertex.

are complicated by the presence o f two-particle-two-hole states degenerate 
with the particle-hole states — but others are straightforward. The E2 
effective charge, for instance (see F ig . 18), simply selects the 2+ m ulti
pole from  the above development, and its behaviour closely parallels that 
found above. The damping due to the black box is less dramatic because 
of the absence of competing 3+ and 5+ multipoles, but a ll other effects are 
as expected. The net result here, too, is that self-consistent core 
polarization is too weak to produce the observed effective charges with the 
present G-m atrix elements (see Table V). ’

It is appropriate to mention here two variations on the form alism  which 
warrant attention. One is an extreme version o f "double partitioning" [6], 
which sees as a firs t step the definition o f a space 1 containing those states 
with a ll particles in single-particle orbits below a h igh-energy cutoff [34]. 
Such a space has no core, but folded diagrams would s till be required to 
elim inate energy-dependence. The effective interaction in this model space 
would be mainly the G-matrix, a ll excitations outside the space fitting 
naturally into a cluster scheme, probably with sm all three-body (and higher) 
contributions. The model space would then be further subdivided into a 
space l 1 of a core plus a few valence particles, and a space 2' of a ll co re
excited states and a ll states with valence particles outside the valence 
states. The effective interaction in space 1' would be calculated by the 
methods described here. The chief new features would be the appearance 
of "up-ladders" (within space 1 but outside space 1') and the confident use 
of plane waves for states outside space 1.

The second variation is the extreme opposite of this model-space ap
proach. It considers space 1 to be an inert core, with valence particles 
anywhere outside the core. The only diagram without core excitation is a 
single v-interaction. For the particular case of two particles beyond the 
core, the Bloch-Horowitz equation, with no core excitation, is identical 
to a Schrodinger equation fo r two particles in an external potential, in ter
acting by way of the bare nucleon-nucleon interaction, but excluded from  
any of the core states. The eigenvalues give d irectly the spectrum, without 
core excitation, of the nucleus with two particles outside the core, and the 
eigenvectors are the projection of the true eigenvectors on the space 1 [35],
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There is evidently much s till to be done to understand even the simple 
two-body effective interaction. The application o f the same form alism  to 
other operators and m ore complicated systems allows fo r extensive ca l
culations of nuclear properties from  firs t principles. Perhaps even m ore 
useful are the qualitative conclusions to be drawn. F o r example, excellent 
fits  to spectra are possible with very  poor model wave-functions — the 
projection o f the true wave-function on the model space may be only a small 
part of the whole, but a ll the rest can be absorbed in a suitable effective 
interaction. As a corollary, effective operators must always be used in 
shell-m odel calculations. Computations of quantities such as mean square 
radii, magnetic moments, transition rates, e tc ., using shell-m odel 
wave-functions must always be supplemented by higher order calculations 
testing the effect of the neglected part of the wave-function. Many-body 
effective forces may be necessary in certain calculations. The simple 
structure o f nuclei with many particles outside of closed shells may be a 
reflection  of "double partitioning" — sixteen neutrons outside 100Sn in ter
acting through effective forces can themselves be treated by many-body 
methods, generating effective self-consistent fields, effective closed 
shells, e ffective effective forces, and so on. The possibilities appear to 
be boundless.
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NOTE ADDED IN PROOF

Since these lectures were delivered, some e rro rs  in computer programs 
have been found and corrected. The effect is to change some o f the 
numbers quoted in Tables IV  and V and F igs 16 and 17, without changing 
any o f the qualitative features. The numerical values in these tables and 
figures should be regarded as illustrative only, and not exact.
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Abstract

HARTREE-FOCK THEORY OF FINITE NUCLEI IN THE LOCAL DENSITY APPROXIMATION
1. Introduction; 2. Definition o f an effective interaction in nuclear matter; 3. Definition o f effective 

forces in finite nuclei; 4. Renormalization and starting-energy correction; S. Separation o f volume and 
residual surface terms, o f potential energy; 6. Hartree-Fock equations with density-dependent forces;
1. Results with different density-dependent effective forces.

1. INTRODUCTION

A  nucleus cannot be treated by the usual perturbation theory because 
of the strong interactions acting among the particles. A  convergent per- 
turbative series was worked out for nuclear matter as a result of almost 
twenty years of investigations. The terms of this series are the sums of 
a ll the two-hole, three hole, etc. interactions. The convergence o f the 
series seems to be reasonably fast, so, as a firs t approximation, one can 
take into account only the firs t-o rd er term , the sum of the two-hole 
diagrams. The summation of these ladder diagrams can be performed by 
the Brueckner method. The Brueckner-Goldstone theory introduces an 
effective two-body operator instead o f the two-body forces and determines 
the potential energy o f the nuclear matter as the sum of the m atrix 
elements o f this G-operator taken among unperturbed plane-wave wave- 
functions. Present calculations underestimate the binding energy of 
nuclear matter by 3 - 5 MeV per particle [1 ], This underestimation might 
partly be due to the lacko f the three-hole, four-hole diagrams, partlytothe 
approximate solution o f the G -m atrix equations, and partly to our unsatis
factory knowledge o f the nuclear forces.

The Brueckner-Goldstone theory has been applied to finite nuclei [2] as 
w e ll as to nuclear matter. The results o f the finite-nucleus calculations 
are s im ilar to the in fin itet nucleus calculations: they underestimate the 
value of the nuclear binding energy by about 4 -5  MeV per partic le . They 
also give too sm all root-m ean-square radii o f charge. Better agreement 
with experiments should be obtained from a theory which accounts for the 
nuclear-matter binding energy derived from the W eizsacker formula.

It is m ore convenient fo r nuclear calculations to use an effective 
interaction instead o f the G -operator. There are severa l attempts in the 
literature to derive an approximate state-dependent or state-independent 
but density-dependent effective interaction in nuclear matter which tr iv ia lly  
reproduces the nuclear-matter saturation curve calculated in the Brueckner 
approximation [1, 3], We can generalize this effective interaction for the 
case o f finite nuclei by applying the local density approximation [4 -7 ].

287
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Such a force was successfully used for H artree-Fock calculations o f 
spherical nuclei [6 - 8] and deformed light nuclei [27],

Density-dependent effective forces have been applied already twenty 
years ago by Skyrme [9]. • He used a force containing three-body forces 
in addition to two-body forces. Such a force can be transformed into a 
density-dependent e ffective two-body interaction. Skyrme's force is a 
6-function force, depending on the density and its derivatives. The 
advantage o f such a force is the simple treatment of the exchange terms, 
when applied to H artree-Fock  calculations [10].

2. DEFINITION OF AN  EFFE C TIVE  INTERACTION IN  NUCLEAR 
M ATTER

Brueckner's G-m atrix, which sums a ll the ladder diagrams, satisfies 
the equation

G ( W ) = v - v ^ y  G (W ) (2 .1 )

where Q is the Pauli operator projecting into unoccupied states, e is the 
energy denominator, W the starting energy and v the two-body potential.
The operator equation (2.1 ) defines a two-body wave function through 
the equation

Gif, = vip (2. 2)

ip =̂ > - ~  vi/j (2. 3)

It is convenient to expand <£ and tjj into partial waves

* ( r j * £  i t v/47r(2i + l ) ( i . S0ms|jm s ) j J( k r ) ^ ” Y (k ? ) (2 .4 )

Ji

* ( r ) = £  (2i  + 1) ( is  0 m , | j m , ) H i i j k £ i  y ” * (2 . 5)
H r

where the (£ s0 m s | jm s )-term s are the Clebsch-Gordan coefficients, 
y » .  are the generalized spherical harmonics, j t are Bessel functions, 
k represents the re lative momentum, and s the spin. The wave functions 
u^fj , according to E q .(2 .3 ), satisfy the equations

ul 't = (kr)  - ( 2. 6)
i."

where Q av is the spherically averaged Pauli operator. From  Eqs (2. l )- (2 .6 ) 
we obtain the expansion of the G -m atrix elements
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^k 'sm j'|  G | k sm s > = ^  n/4ff (2 i +1) ( i 's  (ms - n^')  irij11 j  m s)

M l'

X (j?sO m J.jm s)Y ™ s-ms’ ) (kk>) G jf { (k,k>) (2.7).

where

co

G ,; 8( ^ ^ ' ) = 4 ff Y f  r h -  (k' r ) v r r  (DuJ*., (k.r)  (2.8)
l" o

is the partial-wave G-m atrix element.
To derive Eqs (2 .7 ) and (2 .8 ) we made use of the fact that

Xsms'Yro (tMxuv =^2FTT I  Yr > > Yrr>>>
m

= \j 2 i 1 + i X  (^lm s m s, h nij ) ^ r ijs
m

and the m atrix element

( & mi I v  I &  ) = 6 v is
v fi’ j s  1 1 i " j s  • mim. fi’ fi"j *

is diagonal in m j , m s and independent o f them.
The definition o f an effective force means that the G-m atrix elements 

should be expressed as the m atrix elements of an effective potential in the 
Born approximation. . This means that

oo

G \S. e (k l,k )= 4 Jr J ' r j )1. ( k ' r ) v '1ss (r ) r  j 4(k r )  dr (2 .9 )
o

Comparing (2 .8 ) and (2 .9 ) one sees that to get an effective potential 
it is  sufficient to require that

V i'« <r ) = X  V*'1'  ( r ) u t " j (k<r ) / r j « (k r ) (2.10)
V'

To satisfy Eq. (2 .10) we have to introduce the approximation

u3{ " j ( k» r ) = f  (r ) r  j £(k r )  (2.11)

which gives the effective potential

V r*  = I  v i*j* (r ) f  j l { (r ) (2.12)
t"
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Equation (2.11) represents c learly  a requirement which is strong and som e
what arbitrary, namely that the k-dependence of u Jt -1 should be para
m etrized in the way described by this equation. Clearly^Eq. (2.11) cannot be 
fu lfilled for every k-value. Brandow [11] suggested that f (r ) should be 
defined at an average k-value:

Instead of the definition (2.11a), one can define, as Sprung [3] has pointed 
out, a k-dependent effective potential which is c learly  already sufficient, 
but not easy to treat:

Since u depends on the starting parameters used for the solution of the 
G-m atrix equation (kF, P , W, where W is the starting energy and P  is the 
centre-of-m ass momentum), the effective potential defined in expression 
(2 .12a) w ill depend on them, too. Banerjee and Sprung showed [12] in 
their paper that it is a good approximation to replace P  by its average 
value for a given k. The effective potential defined in expression (2. l ib )  
goes over into the free potential as r  increases and the zeroes o f the 
denominator occur at those points where this approximation is already true.

Siemens [1] has used an alternative approximation for f £ ( r ). He 
required that the nuclear-matter binding energy calculated with the effective 
interaction in the Born approximation reproduce the Bruckner values.
This requirement suggests an average over the re lative momentum

Expression (2.13) together with relation (2.12) supplies the effective 
potential:

where P  (k, kF ) is the weight function coming from  the replacement o f the 
double summation in Eq. (2.13) by a single integral in Eq. (2.14):

(2 .11a)

f £■* (r* k F* W) = k‘<kf <kF (2.13)

kt< k F k,<ki&!< Kp k2<kf

v ^ r  ( r ) r u Jj l c (r, k)dk

(2.14)

0

P  (k, k F) = (2k? + k 3 - 3k2 k) (2.15)
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It is easy to prove that the effective force defined in expression (2.14) 
gives exactly the Brueckner value in the firs t-o rd er Born approximation. 
From  expression (2. 7) we see that

I  < k 1k2|G|k1k2>
kjCkp k2<kF

^  (24+1 ) ^  dkP (k, kF) J d r r  j t (k r )  v j ’ . u ’ .5c (r ,k )

fl r

Y  ( 2 i + l ) /  d k P (k ,k p) / i j ( k r ) V J/£ (r ,k F)d r

(2.16)

2 ^  ^  < ^ k jk  2| V  | k j k 2 - k 2k j^ >

ki <kp k2<kp

where for nuclear-matter binding one needs only the diagonal i. = V  forces.
In many applications it is convenient to further sim plify expression

(2.16) and use an effective interaction which depends only on spin and 
isospin. We can achieve this aim by averaging firs t over the total angular 
momentum variable in the trip let cases

J+l s + i

g 7 1= X  (2j+1) v ” =1 1 I  (2j+1)
j=  e - 1

s = °  J ..-0
i S£

j = t - l

(2.17)

and then defining the effective g ST interaction acting in an S, T  spin, 
isospin channel by taking the average

g ST(r , kp, W) = —t

X  | [ l - ( - l ) t+S + T] ( 2 4 + l )G * ( r , k F,W )y ,dkP(k>klr) j 2(k r )

El 1 - (-1 ) fi + S +T (24 +1) J dkP (k , kF) j 2(k r )
(2.18)

In the firs t step, the averaging projected out the j-independence for a 
given £, while in the second step we obtain an i-independent force, which 
d iffers, however, for odd and even, singlet and trip let cases.

Another way o f defining an effective interaction was proposed by 
Sprung and Banerjee [3 ], E llio t et al. and others [13] defined an f 4(k r ) 
function which is the inverse operator to j® (kr). Using this f £(k r ) an 
effective interaction

V J{ST = f  f|ST(k r ) <k | G|sir| k >dk (2.19)
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is obtained which precisely reproduces the diagonal G -m atrix elements. 
To evaluate V\fT one needs, however, the G -m atrix elements for a ll 
values of k, while the nuclear-matter calculations give them only for 
k ^  kf . Sprung and Banerjee propose that one should admit that these 
high-k diagonal m atrix elements are somewhat arbitrary, and one should 
determine them by improving the approximation for the off-diagonal 
elements:

in such a way as to fit the following data:
(a) The diagonal G m atrix elements in the F erm i sea.
(b) The Negele force in the r-space, except for r  & 0.4 fm.
(c) The OPEP-potential for large values of r .
The reason for the second requirement was that N egele 's  force 

probably reproduces the off-diagonal m atrix elements on the average well 
enough.

No matter which way one defines the effective interaction in nuclear 
matter, when one wishes to use this effective force in finite nuclei, an 
extension for a medium with different neutron and proton F erm i momenta 
is necessary. It is reasonable to assume, as was pointed out by Brueckner 
and Dabrowsky [14], that the proton-proton and neutron-neutron interaction 
contributions to the G-m atrix elements should be evaluated from  the 
nuclear-matter calculations at k F =kp and kN, respectively, while the 
neutron-proton interaction is to be taken at

where k N is the neutron, kp the proton F erm i momentum. There are other 
alternative proposals instead o f relation (2. 21): Sprung [3] and Siemens [1] 
proposed

<k '|  vJST|k>= 4 r r j  j { (k 'r ) V jST(r ) j s (k r ) r 2d r  (2( 2 . 20 )

They assumed a functional shape for V J{st7 and changed the parameters

( 2 . 21)

(2.21a)

while one can take also the simple geom etrical mean

(2. 21b)

With this "last assumption, the effective force can be written as [7]

(2 . 2 2 )

where r  and r '  mean neutrons and protons, respectively.

3. DEFINITION ON EFFE C TIVE  FORCES IN F IN ITE  NUCLEI

In finite nuclei, one wants to define an effective interaction s im ilarly  
to that used in nuclear m atter. In a finite nucleus, the density is not
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constant but a function o f the radius. One may, however, assume that an 
e ffective finite nuclear interaction can be evaluated at a given local density 
in the same way as in nuclear matter. This approximation is called the 
loca l density approximation.

The validity o f the local density approximation has not yet been checked 
quantitatively. The assumption that the approximation can be applied is 
motivated by the fact that the two-body correlations are re la tive ly  short- 
range compared to the range o f  nuclear forces and nuclear s izes. The 
effective forces defined in expression (2.14) go over into the bare two- 
body forces at large distances, and only fo r short distances ( r s  1 fm ) 
do they d iffer from  them significantly. It is thus reasonable to assume that, 
at a given point, the short-range interactions of two particles are influenced 
only by the local density, and they are not too sensitive to the behaviour 
o f the wave-functions fa r from  the place o f the interaction. The approxima
tion is better in the centre of the nucleus than at the surface where the 
density changes rapidly.

Accepting the validity o f the loca l density approximation it is easy to 
show [6] that the effective fin ite ‘nuclear interaction has the same functional 
form  as the infinite nuclear matter interaction. Let us denote by 0nl , 
the re lative finite nuclear wavefunctions and by (r ) their radial parts. 
The central Gp -m atrix elements for a finite nucleus are then given by [6]

and fL is defined in expression (2.11a).
A s one sees from  expression (3.1 ), the local density approximation 

consists in substituting the finite Gp -m atrix operator 
(S.T)

< *  NL I'G FT \*  N' L >  '= I  O  NL k >  <  *  K l ' I ^  >  < * K -  I W
kk'

where V|jT is the effective force

(3.2 )

(3 .3 )

NL

by its nuclear matter value:

(ST)

(3 .3a )

k
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The most serious approximation in this substitution is the starting-energy 
problem. In the energy denominators e, one has the finite nuclear and the 
infinite nuclear-matter single-particle energies, respectively. The single
particle energies, however, d iffer w idely from  each other in the two 
cases. To take into account this d ifference, one has to use different 
starting energies for finite nuclei and for nuclear matter.

Another approximation which is introduced by using expression (3.3a) 
instead of expression (3.3) is the approximation of the Pauli operator Q 
by its nuclear-matter value. Wong has shown [15] in his calculations that 
the e rro r introduced is  not too significant.

As.a result of the local density approximation one can define a finite 
nuclear effective force which has the same functional dependence on the 
loca l density and the starting energy as the nuclear-matter one, given by
(2.18). The method fo r evaluating expression (2.18) at a given local 
density is, however, not unique. The local density in the effective force 
can be chosen in various ways, such as the density o f the centre-of-m ass 
position o f the interacting nucleons, the arithmetic mean density between 
the two local densities corresponding to the two interacting particles [3] 
or the geom etrical mean between them [7], The last two form s are more 
convenient for computational purposes. Using the last assumption we. can 
w rite the final e ffective force as

« £ *  = » " ( * . « ■ > „ .  . [k ( r ^ k / f r ^ r , ) ^ .  (r 2) ] 1/2) (3.4)

where the local Ferm i momentum k Fr (r ) is defined by the local density

kFT(r ) = [37rz pT ( r ) ] 1/3 (3.5)

and uTT, is the starting energy.

4. RENORM ALIZATION AND STARTING-ENERGY CORRECTION

To deduce a nuclear effective force in a finite nucleus one has to start 
from  nuclear-matter calculations. Present nuclear calculations, however, 
as mentioned above, underestimate the value of the nuclear-matter binding 
energy by 2. 5 - 4. 5 MeV. Since the h igher-order corrections to finite 
nuclear energies are determined in the same way as in nuclear matter, 
a s im ilar underestimation is to be expected. To avoid this e rro r, Bethe 
[5, 17] proposed the renorm alization o f the effective interaction so as to 
obtain 16 MeV binding energy-per particle in nuclear matter. If one 
renorm alizes the force to give greater binding energy, the saturation 
density tends to increase. To obtain an unchanged saturation density one 
has to adjust the density dependence o f the interaction simultaneously. 
Sprung and Banerjee [3] found that a convenient form  for writing this r e 
normalization is the following:

g ST(r » kF)=  [1 - a STF (r ) ]  g§T (r )  + [1 - j3ST F ( r ) ]  gST(r ) [k£ - 1. 36 x ] (4 .1 )

where X characterizes the density dependence of the force, and go and g'i 
are the density-independent and the density-dependent parts of the forces
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g ST(r, kF)=  g|T(r ) + g f T (r ) [ k£ -1 .3 6 x (4. 2)

F (r )  is an operator projecting into the short-range part of the forces and
a ,  |3 are the density-independent and density-dependent renorm alization 
param eters. Since we believe that the long-range parts of the effective 
forces are fa ir ly  w ell known and the value of the short-range correlation 
is uncertain in nuclear-m atter calculations, we want to renorm alize the 
short-range forces only. One o f the a , j8 parameters is adjusted to obtain 
the correct binding, the other parameter to obtain the required saturation 
densities. For more sophisticated calculations one can use different 
ttST, j3ST values, reproducing the correct symmetry energy with them.

The adjustment of the renorm alization parameters is somewhat 
arb itrary. One cannot avoid this difficulty: the contributions o f some 
h igher-order interactions are unknown even for the simple nuclear-matter 
case. Probably less arbitrariness is involved i f  we requ ire that the 
nuclear-matter saturation density and symmetry energy remain unchanged 
by adding this m issing part. There are, of course, no definite reasons 
for making this assumption, and Negele a rb itrarily  changed the saturation 
density to achieve better agreement \vith the experiments. In this way, 
however, he had to choose a very  large /3-value, as Sprung and Banerjee[3] 
have pointed out. In the next section, we shall give a renorm alization 
method which seems to be slightly less arb itrary than other procedures.

The other question which we have to consider in detail is that o f the 
starting-energy correction. Negele [6] has observed that a significant 
part of the density dependence o f the G-m atrix is, in fact, its starting- 
energy dependence, in nuclear matter, the starting-energy dependence 
can easily  be transformed to density dependence since the starting energy 
can be expressed in term s of F erm i momentum. In finite nuclei, this 
correspondence is not so clear. Negele calculated the effective interaction 
at different densities but with a fixed starting energy, separating thereby 
the starting energy and density dependence o f the g-m atrix elements.

Another way of defining the starting-energy correction as proposed 
by many authors [3, 5, 7, 16] is through the BBP-in tegral equation. 
According to Bethe, Brandow and Petschek (BBP) [18], the g-m atrix  at a 
given starting energy w can be expressed by the m atrix at another starting 
energy W through the equation

<kk! | G (u)| kk '>  = < k k '| G (W )| k k »> + < Xkk.|e(u ) - e (W ) | Xkk.>  ■ (4.4)

is the defect wave-function. Taking into account that e (W) =H 0 - W, and 
assuming that the difference between the starting energies is state- 
independent, expression (4 .4 ) can be written as

<kk'|G (u)| kk '>  = <kk'| G (W ) | kk1 > - (u - W ) < x kk.| Xkk. > (4.6 )

(4.3)

which gives the relation between the g-m atrix elements

where
(4.5 )
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Sprung and Banerjee proposed the use o f E q .(4 .6 ) for defining a correction 
to the effective force.

is analogous to the effective forces defined in Eq. (2.10). A ll the averages 
can be carried  out over k and L , J as discussed above. They found that
a 6-function is a good approximation for V ®  . __

However, the question o f what is  the best approximation for the u - W 
average starting-energy difference in finite nuclei and in nuclear matter 
s till remains to be solved. One must be sure to use the sam e-single 
particle energies in both cases, i . e .  one either includes the rearrangement 
term s both in nuclear matter and in finite nuclei, or one omits them in
both cases. __

Kohler estimated the difference u - W in the two cases [19] and he 
found that the numerical values are ve ry  near to each other. Since it is 
m ore convenient to include the rearrangement term s in the finite nuclear 
single-particle potentials one generally includes them in evaluating the 
difference (4 .7 ).

Another method of taking into account the starting energy w ill be given 
in the following section.

5. SEPARATION OF VOLUME AND RESIDUAL SURFACE TERMS OF 
PO TE N TIAL  ENERGY

The effective forces deduced in the previous sections reproduce the 
infinite G -m atrix elements as far as possible. In the following we shall 
proceed in a different way, i. e. we want to use the nuclear-matter calcula
tions as fa r as possible and consider the finite nuclei as nuclear matter 
with some corrections due to the finite size o f the nucleus. The procedure 
has the advantage that a ll e rro rs  introduced in the deduction o f the effective 
force are o f only secondary importance since they occur only in a co rrec 
tion term , the bulk of the effective force coming from  the exact nuclear- 
matter calculations without any approximation. The outline o f this section 
follows section 4 o f Ref. [ 7].

Follow ing an idea o f Bethe [5] we separate the total potential energy 
into a volume term , which is completely determined from  nuclear-matter. 
calculations and a residual term  which we ca ll the residual surface term  
(RST). The firs t expression accounts fo r most o f the potential energy while 
the second term  vanishes for a constant-density system. It contains both 
a residual surface energy (RSE) and a starting-energy correction  (STE).
In the following we shall res tric t ourselves to nuclei which have the same 
neutron and proton orbits and which have spin-saturated closed shells.

V (r, u) = V (r, W) - (u - W) V (2) (r ) (4.7)

where

(4 .8 )



IAEA-SMR-8/29 297

The generalization to nuclei with different neutron and proton orbits and 
spin-unsaturated shells can be found in Ref. [7].

Let

P(r )

} (5.1)

(r)

be the mixed and total densities of'the H artree-Fock state, respective ly. 
We define a nuclear-matter potential-energy density

D [p ( r i ) ,  u (r ! ) ]  = i  pZ ( r 1 ) f  dr2 g D [r , k p ^ ), u (rt )]

+1 J '  d r  2 | pNM(r i ,  r 2) |2 g X [r , k p ^ ) ,  w ^ ) ]  (5. 2 )

In expression (5. 2) the d irect and exchange interactions g D and gx are the 
following linear combinations o f the effective interaction:

= Yq Y  (2S + l ) (2 T  + l ) g s '1
S, T

:= A  Y  (2S + l ) (2 T  + l ) ( - l ) S+T + 1g ST
S.T

(5 .3 )

The nuclear-matter mixed density , ?2) is defined as

(5 .4 )

The energy density (5. 2) is the potential energy per unit volume o f 
nuclear matter at a density equal to the loca l density p(rj) and calculated 
with a starting energy u> ( r x) in the effective interaction g. The starting 
energy u (r  i)  is  an average loca l starting energy of the finite nucleus which 
depends on the local density. The nuclear-matter potential energy can bei 
determined from  the equation:

Dtpfr j ) ,  u f r j ]  = Y  X < ki k 2 lg lr i kF(r i ) »  u (r i ) l  I ki k 2> ( 5-5)
k^kpfrj) kĵ kpCrp

where the sums over the plane waves include the spin and isospin variables. 
I f  one uses the nuclear-matter self-consistent starting energies instead of 
the finite nuclear ones- the potential becomes independent o f the starting 
energy and it is then defined as D [p ( r j ) ] .
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(5 .6 )

a.B

where g (e a + e 6) is the effective interaction calculated with self-consistent 
starting energies ea + e 6 which we shall specify later on. We may write 
expression (4 .6 ) in the following way:

< v >=  J "d r  D [p (r )] + <aj3  | g (e a + e 6 )| aj3 > - j '  d r D [p (r ) ,  w (r )

- J dr  | d  |

aS

> W[P ( r ) .u (r ) ]  - D [ p ( r ) ] f  = / dr D [p (r )]+<R SE )+ (STE ) .
(5 .7 )

The firs t term  in (5.7 ) is the volume term , the second term  represents 
the residual surface energy (RSE) while the last term is the starting- 
energy correction (STE).

As one sees from expressions (4.6 ) and (5 .5 ) that the starting-energy 
correction  can be written as

D [p ,U j] -D  [p ,u 2] = - (Uj -u 2)K (p)p/2 

where the integral k (p) is defined as

= I  < x klk2 l x klk! > 
kikj

(5 .8 )

(5 .9 )

Taking into account the fact that the starting energy is twice an average 
single-particle energy, and a single-particle energy is the sum of the 
single-particle kinetic and potential energy, we assume that the STE can 
be written as

J d r  [ d [ P (r ), u (r ) ]  -D  ( p (r ) ) = - /  [ u j ( r ) - u ™ (r) k [P (r )] p (r ) dr 
(5.10)

where U£ is the finite U^M the nuclear-matter single-particle energy, 
including the rearrangement term s.

The average finite single-particle potential is defined as the equivalent 
local potential

UF (r ) = £ * * ( ? ) /  d r 'U ( ? , ? ' ) * B( r ' ) /  £  <p*{r)<pa (r)  (5.11)
a a

where U (r, r f ) is  the non-local potential defined by the g-m atrix as

<a |uF|or> = ^  <a0 |g(e„ + e6)|a0> 
s

(5 .12 )
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a&
orj3>

(5.13)

The average nuclear-matter potential is defined as 

UNM( r i ) = p ( r 1 ) f  [ g D(r, k p (r i  ), u (rx ) + p ( r n ) i M r i?

+ J  d r j p ^ ^ j j l ^ / p f r j g ( r . k ^ r j u  ( r 2)

. . > dgx (n )k F(ri)u ) ( r i )
+ p (r i> d p ( n )

and it  has the property that

p (r )K  [p (r ) ]U £ M(r) = 2K [p ( r ) ]p ( r )

(5.14)

D [p (r ). u (r )]+  6D [p (r ) ,u (r ) ]

(5.15)

where 6D [p(r), u (r)] is a sim ilar expression as D, only that in expression
(5 .5 ) we substitute g [r ,  k F(r i ) ,  u ^ ) ]  by p (r ! ) (d g [r ,  kF( r i ) , u (n )]/ d p (r ].)).

With Eqs (5.13) and (5.15) we find the following expression for the 
starting-energy correction  (5.10):

( S T E ^ - ^ ^ l M p ^ ) )  g (€a.+ e6 ) + ^ | £ s J p i  p(ri)
c tB  1

+ aj3 >

2k (P ( r i ) ) D [p (r1), u ^ ) ]  + 6 D [p (r1), u ( r x)] (5 .16 )

Including expression (5-. 16) into the second expression (5. 7) we obtain 

< V > = /  d r D [p ( r ) ]  + |  £  <«j3 | { ( l  - 2* (p ( r , ) ) )  g (ea + e& )

aB

- 2 * (P ( r 1) ) ^ J ^ y 4 i P (r i ) } | a f l >

- f  dr ^1 - 2K (p ( r ) ) )D  [p (r ) ,u (r ) ]  - 2K (r)8D  [p (r ),  u (r )] 

= f  dr D [p (r )] + (RST) (5.17)

where the second expression (5.17) represents the residual surface term .
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To evaluate the residual surface term  we firs t approximate it by r e 
placing the effective interaction g (e a + eE ) by the effective interaction g 
calculated with nuclear matter self-consistent energies and likew ise the 
potential-energy density D by D. This can be done in two steps. F irst, 
we replace g (e „  + e8) by g(u (r )), i . e .  we replace the starting energy by 
an average local starting energy. In the second step, we replace in both 
term s of the (RST) the starting energy u ( r )  by the nuclear-matter self- 
consistent starting energy. This may be justified by the fact that the (RST) 
is  sensitive to the long-range part o f the effective interaction V D, V x 
only. For short-range force the RST term  vanishes as can be seen from 
expression (5.18). Since we mentioned in section 4 that a sm all change 
in the starting energy may be replaced by a short-range interaction, 
it is clear from  the above argument that the (RST) is not sensitive to the 
starting energy used in the effective interaction:

As we have pointed out before, the inclusion o f the rearrangement term s 
in expression (5.19) is not necessary. Since they are always multiplied 
by p, they actm ostly in  the high-density region in which the difference 
U F - UNM is small. They contribute only little  to the starting-energy 
correction  and to the (RST). The starting-energy correction  used this way 
d iffers from  that o f Negele [6] but agrees with that given by Sprung and 
Banerjee [3].

(RST) = \

1
2

(5.18)

where V D and V x are the effective interactions defined as

VD [r , p (r i ), p ( r 2)]=  l - 2 i t [ p ( r 1)] g D [r , k F ), k F(r2 )]

(5.19)
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Equations (5.17) and (5.18) provide a convenient way of writing the 
potential energy in term s o f a single effective interaction ‘X'D.x

< V > = | /  dr j d ? 2 { p ( r 1 ) p ( r 2 ) 9 ^ +  | p ( ? 1 ) ? 2 ) | 2 < r x j .  ( 5 . 2 0 )

where

9rD’X = | r  (r i '  5 - r 2 )+ V D-x [r , p (r l )< p (r 2)] (5.21)

r [ r i .  P ( r j ) ]  = 2D [p ( r j )]/ p ( r j ) 2 - J  dr2 V D [r, p (n ) ,  p (r2)]

- / d ? 2 I Pnm(^i» ^2 )|2/p ( r i  ) 5 Vx [r, p ( r j ) ,  p f r j ]  (5.22)

Equations (5.19), £5. 21) and (5. 22) define an effective force fo r finite 
nuclear calculations. D, g and k can be determined from  nuclear-matter 
calculations. Since V D,X acts in the (RST)-term , which vanishes for very- 
short-range forces, one can define V D-X = 0 for r  < d, where r  = d is a cut. 
A  reasonable value for d is somewhere between 0,6 and 1 fm.

Equation (5.17) supplies a d irect method for the renorm alization d is
cussed in section 4. The potential energy is divided into two parts: one 
is the nuclear-matter energy density — as the function o f p ( r )  — and the 
other one is the (RST)-term  which vanishes for sm all distances. Since 
the renormalization is due to the short-range contributions, one does not 
change the long-range forces, i .e .  the (RST)-term , at all, only the 
nuclear-matter energy-density function is changed in such a way as to 
supply good infinite nuclear-m atter binding. There is, o f course, still 
an arbitrariness as to how one changes the D (p)-function, but i f  one keeps 
the saturation density and the symmetry energy fixed, this exact shape of 
the D (p)-function does not influence the results too much.

6. H ARTREE-FOCK EQUATIONS W ITH DENSITY-DEPENDENT FORCES

In the previous sections, a density-dependent effective interaction has 
been derived with the help o f the loca l density approximation. We now wish 
to determine the orbit wave-functions by using a variational principle, i. e. 
by m inim izing the total energy. The total energy can be written as

E = ^ < « | t : \ a y + \ Y ,  < «i3|^ (p )| ff/3-i3a> (6 .1 )
a a,B

where t is the s ingle-particle kinetic energy. Expanding the orbits a  in 
the orthonormal basis system

<Pa c la <Pi
1

(6 . 2 )
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the variational principle yields the equations

9c“ C* ° l
= 0 (6 .3 )

Differentiating expression (6 .1 ) as a function of c“  one has to take 
into account the fact that because o f relations (5 .1 ) and (6. 2) T eff depends 
on the c f  coefficients too. Equations (6 .3 ) yield the H artree-Fock (HF) 
equations [20]:

£  < i|h| j>  c“ = e „c “  (6 .4 )
J

where h is the H artree-Fock Hamiltonian, given by its m atrix elements

hlj = <*. 11| 3 > + ^  <i<* I y-(P)| j «  - + |  ^  <>£ | (<p*<p. ) -|3<*>
a aS (6-5)

The diagonal elements o f Eq. (6 .4 ) yield  the HF-equations:

■<a|t|o '>+^<aX |v|aX > + |  ^  | 6pa |\Ai>=ea (6.6 )
X. X.JJ

In these equations we have omitted the spin and isospin indices.
In Eq. (6. 5) we have included the rearrangement term s in the definition 

of the single-particle energies. A  variational principle automatically 
yields such a single-particle potential; however, the use of a variational 
principle is not warranted by the present theory. Assuming the local 
density approximation to be exact, a strict application of Brueckner theory 
in the fin ite nucleus would amount to a use of Eq. (6. 5) without its last term . 
The inclusion of the rearrangement terms in the H F-field , however, 
seems physically reasonable and successful. Not only does it yield good 
binding energies and single-particle separation energies, but it also 
considerably improves the charge distributions observed in elastic 
scattering, which suggests that it gives an improved shell-m odel potential.

Another argument in favour of including the rearrangement terms in the 
H F-fie ld  is that, in this case, the eigenenergies of the HF-Hamiltonians 
are equal to the nucleon separation energies [20]:

s a  = E A + 1 - E <x = < 0 | a « H ( p  + 6 p a ) a 1 ; | * > - < * | H ( p ) | * >

a l l ^ >  + < ^ la a H (P )aat U > -< «^ | H (p )U >

= <a|t|a-> + \ v r \ + |  ^  ^  pa d cfp^ I X^ ’>
\
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+ l < a X l 6P a f J £i l * X > (6-? )
X

Here aa and a j  are the absorption and creation operators o f a nucleon, 
respectively, and

H ( p + 6 p a ) = H ( p ) + 6 p a ( 6 . 8 )

is the modified Hamiltonian. Neglecting the last term  which represents 
the change in the interaction of the extra nucleon with the core nucleons 
due to its own density, expression (6. 7) can be rewritten, with the help 
of relation (6. 6), as

S « = e a (6.9)

The inclusion of the rearrangement term  in the single-particle 
potential solves the usual contradiction in the HF-calculations. Without 
rearrangement energies, the total HF-energy o f a nucleus is

E t| « >  + e„ (6 . 10 )

The single-particle energies ea can be determined experimentally. The 
different models yield  very  sim ilar kinetic energies, so that we can deter
mine the right-hand side of Eq. (6.10), which differs, however, significantly 
from  the experimental total energy o f a nucleus. Including the rearrange
ment term s, Eq. (6.10) can be written as

E = \  ^  [ o  I * l « >  + e «  - \  ^  <<*• I 6Pa (6- n )
a a

i . e .  one can obtain both good single-particle and total energies.
The eigenstates of the HF-Hamiltonian are obtained by solving the 

H F-in tegro-d ifferentia l equations in co-ordinate space by the method 
used by Vautherin [21], We shall outline his derivation in the following:

Let us, in a doubly-closed-shell nucleus, denote by a, the quantum- 
number set na i a j a ma a n d ra , where r a means the nucleon charge. The 
radial wave-function ua of orbit a  depends on na £a j a and r a . The neutron 
or proton density is  given by

( r , m )

I  '<**„ « ) « > >
a

( r , m )

where ^  means a sum over a ll the quantum numbers o f the occupied



TA B LE  I. ENERGIES AND CHARGE ROOT-M EAN-SQUARE RAD II OF SPHERICAL NUCLEI FROM  F IV E  
D IFFER ENT CALCULATIONS AND THE EXPERIM ENT

160 «°Ca «C a s»Zr 208Pb

E/A rc E/A rc E/A rc E/A rC E/A 'c

Ref. [6] -6 .75 2.83 -7.49 3.51 -7.48 -7.85 -7.53

Ref. [22] -7 .73 2.76 -8.32 3.45 -7.87 3.52 -8.07 4.23 -7.31 5.44

Ref. [23] -8 .22 2.68 -8.64 3.41 -8.93 3.46 -8.81 4.22 -7.89 5.44

Ref. [2] -3 .84 2.61 -4.20 3.12 -3.73 3.14

Ref. [24] -6.05 2.77 -6.43 3.52 -6.10 3.60 -6.28 4.32 -5.52 5.50

Experimental
-7 .98 2.70 -8.55 3.50 -8.67 3.49 -8.71 4.30 -7.87 5.45

value
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orbits except t  and m . The density due to orbits with quantum numbers 
Sa s na> jaJ Ta is thus written as

(r)
(r ) (6.13)

while the corresponding mixed density is

p>a ( r * r , ) = ^  X u “ (r ) u« (r ,)
na

The radial wave-fUnction ua satisfies the HF-equation

(6.14)

i l l
2m -u " (r ) + ^ ° t„+ ^  u (r )  + / r r 'H  ( r , r ' ) u  ( r ' ) d r '= e  u (r)

a '  '  r z CL '  '  J sa  «  a a ' /
0 (6.15)

where the HF-potential H s has a. loca l direct.and a non-local exchange 
term :

H*a<r ’ r ' ) = ^  HTDa ( r ) 6 ( r - r ' ) + H * a ( r . r i )  (6.16)

The calculation o f H S(X ( r , r ' )  can be found in Ref. [21] for density- 
independent forces. In the case o f density dependence the only change is 
that one has always to add the rearrangement term s to the different compo
nents of the potential energy. Reference [7] gives the detailed formula 
fo r density-dependent effective forces.

Finally, one has toinclude the Coulomb interaction and a single-particle 
spin-orbit field , in the HF-equation (6.15) as it was done in R e f . [21].
The equations can be solved by the method of equivalent loca l potentials 
proposed by Vautherin [21].

7.- RESULTS WITH D IFFERENT DENSITY-DEPENDENT EFFECTIVE
FORCES'

In Table I we collect the results o f different calculations for spherical 
nuclei. The follow ing calculations are compared:

1. Negele [6],
2. Nemeth and Vautherin [22],
3. Vautherin and Brink [23],
4. Davies, Baranger, Tarbutton and Kuo [2],
5. Vautherin and Veneroni [ 24].
The firs t two of these authors use density-dependent e ffective forces 

deduced from  nuclear-matter calculations employing the Reid soft-core 
potentials [25] with the help of the loca l density approximation. The third 
author uses the Skyrme force [9], i . e .  a density-dependent 6-fo rce . The 
calculation o f Vautherin and Veneroni used the Brink [26] interaction which
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does not depend on density/ while the calculation of Davies et al. is a 
Brueckner-Hartree-Fock (J.’HF) calculation in which the g-m atrix elements 
are self-consistently calculated in the finite nucleus. It does not include 
rearrangement te rm s.

The results of each o f the density-dependent calculations are sim ilar, 
giving binding energies and root-mean-square rad ii close to the experimental 
values. The BHF - calculation gives too sm all binding energy and too small 
radii, while the Brink interaction gives good radii but generally under
estimates the binding energy o f the nuclei.
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Abstract

MICROSCOPIC DESCRIPTION OF THE 2p -lf SHELL NUCLEI.
The construction is described, from a smooth nucleon-nucleon interaction, o f an effective Hamiltonian 

suitable for shell-model calculations in the complete 2p -lf shell o f “ Ni and the nuclei around. A pre
liminary application to 56Ni is made, using a 2p-2h approximation.

1. SOME PROBLEMS IN THE 2 p -lf SHELL

We shall describe here some calculations which are being done by our 
group in the spirit o f the shell model with configuration mixing for the 
nuclei in the middle of the 2 p -lf shell, i. e. 56N i and the nuclei around it. 
Some prelim inary results have recently been published [ 1]. The interest 
of these calculations is, in my opinion, that they provide a simple (or 
sim plified? ) example o f a consistent application of the concept of effective 
Hamiltonian. In the shell model with configuration mixing one assumes few 
shell-model single-particle (sp) leve ls  as active or valence leve ls. For 
some of these leve ls  it may be convenient to use a description in term s of 
holes. The Hamiltonian fo r the valence system is written

valence valence

= X  £  aI  + 1 X  Vaflya: a* 4  % a,, : (1)
“  a fly  6

where a* is the creation operator o f a nucleon in the "spherica l" sp leve l a .  
The Greek index a  summarizes the quantum numbers n, £, j,  m and q, 
while Latin a w ill indicate n, I  and j only. The condition o f invariance 
under rotations in’ space and isospin space im plies Ta = e"a and

V aBy6 = Y .  < j a m c J b m B I I N  >  < 3 C “ 7 Id  m 6 I >

&  ' (2) 

X < | q a | q 6 | S V > < iq r *  q& | SV > G (abcd|S)

The symbol : : is relevant only if  hole valence leve ls  are present and
means normal ordering with respect to the re ference state in which all 
hole leve ls  are occupied and a ll particle leve ls  are empty. The single
particle energies ?a and the interaction Vaflri5 are understood to be effective
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in the sense that they contain corrections which compensate for the 
neglecting of the non-active core and upper leve ls . One o f the aims of 
our calculations is to give a description as m icroscopic as possible of the 
nuclei under consideration. Therefore, we have tried to calculate a ll 
quantities appearing in expression ( 1 ) from  the assumed nucleon-nucleon 
potential rather than attempting to determine them by fitting to the ex 
perimental data on the considered nuclei.

The interest in 56N i arises from  the studies of heavier nickel isotopes. 
These nuclei were treated extensively in the framework of the shell model 
by assuming a closed 56N i core and distributing the remaining neutrons in 
the leve ls  2p3/2 , I f  5/2 , 2pi/2 (and sometimes l g 9/2). When this assumption 
is made, one is in a good position. F irs t, the single-particle energies 
are easily  determined in a phenomenological way. In fact, they are d irectly 
given by the leve ls o f 51Ni since only the firs t term  in expression (1) 
survives for this nucleus. Secondly, the subsequent shell-model problems 
involve only identical nucleons and are therefore rather easy to treat both 
in exact and in approximate form . The effective nucleon-nucleon in ter
action was either phenomenologically determined by fitting the experimental 
nuclear leve ls  or m icroscopica lly derived from  various nucleon-nucleon 
potentials. As a whole, these treatments had considerable success. Then 
one became curious about the 56Ni core: to what extent is it actually 
closed? 56Ni has an excited state at rather low energy (2.6 MeV), and 
57Ni has an excited state indicated as an excitation from the l f 7/ 2 leve l 
at approximately the same energy. M oreover, the neutron effective 
charges in nickel isotopes are large, indicating that protons play an im 
portant ro le in the low-lying states. The proposed question has a sense 
only i f  one includes the l f 7/2 le ve l among the valence leve ls . This has 
been done by several authors in the last few .years [ 2],

The firs t problem met by such authors was that of the sp-energies ea. 
These quantities are not directly related to the levels o f any nucleus, when 
the problem is treated in the complete 2 p -lf shell. For example, i f  one 
describes the l f 7/2sp leve l in terms o f holes and the remaining leve ls  in 
term s o f particles, the energy levels of 57Ni are to be obtained by 
diagonalizing the Hamiltonian (1) in the space of a ll the n-hole (n+1) - particle 
states. C learly, the ea values no longer coincide with the energy leve ls.
The attitude assumed by the abovementioned authors was the following: 
the old values were assumed for £3/2, £5/2. ei/2 lacking any better indication; 
the value o f e7/ 2 was treated as a parameter. The values o f the e3/2 - £7/2 
separation proposed by the various authors range from  1.5 to 5 MeV. The 
differences are probably due mainly to the different approximations to the 
exact shell model which were adopted. One can say, in our opinion, that 
the situation is not satisfactory.

L e t us try  to give a m icroscopic definition of the sp-energies to be 
used in a shell-m odel calculation of 56Ni and neighbouring nuclei in the 
2 p -lf shell. We start by assuming a smooth N -N  interaction. In our pre
lim inary calculation we have used the Tabakin force with new 1P1 para
m eters [3). One could equally w ell use an effective interaction deduced 
from a non-smooth potential as a consequence o f the elimination of the 
very-h igh-lying levels (e .g . a reaction m atrix or the Yale-Shakin fo rce ).
We secondly assume that for a ll the nuclear states which we shall consider 
the following is a rough but reasonable approximation: a 56Ni core (in 
a spherical basis) plus few particles and/or holes in levels not too high or
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deep lying. This assumption would be invalid in the case of strong deep 
deformation or in that of large superconductivity effect. One can then 
define the sp-energies which should be used i f  the non-active levels were 
completely negligible. The nuclear Hamiltonian in the second-quantized 
form  is written

H  = ^  TojB a I  a B +  ?  ^  V ciBySaI  a B a s a y ( 3 )
afi aByS

Let

Uo> = ( n  a« ) i o >  (4)

be the 56Ni re ference state introduced above and put the Hamiltonian (3)
in normal form  with respect to such a state. We have

H = Hfl + H , + H2
hole

^ ( ̂ a'B + X y) : a“ a8 ' " X e“ ®: ^“ aB: ^
oB y aB

2 -  4  otByB : aa  a B a 6 :

aBy 6

H0 is a constant which can be dropped for spectroscopic calculations.
H x contains, besides the kinetic energy, a term representing the in ter
action o f a particle (or a hole) with the particles in . The quantities 
ea6contained *n H l have property

eotB= eab 6ja jb \  t h S m a m B ^ q g  ( 6 )

and are therefore diagonal within the valence leve ls. We could assume 
H1 + H2 as the shell model Hamiltonian (1) but, in so doing, one would 
neglect the coupling between the active and the non-active leve ls  caused 
by the off-diagonal elements of eab and by Va8y5.

Of course, the one-body potential appearing in expressions (5) has a 
physical meaning only i f  | is an acceptable firs t approximation. This 
depends on the properties o f the nuclei we are considering and on the sp 
basis which one uses. This basis has so far been left unspecified. The 
sim plest theoretical definition is that of H artree-Fock (HF), given by the 
condition eaB= ea a 6ag. This condition implies that |$0)> is decoupled from 
the most elementary lp - lh  excitations and this fact puts one in a good 
position for the successive calculations. However, a considerable compu
tational price must be paid in order to construct and use a HF-basis. For 
this reason, harmonic oscilla tor (ho) states of suitable s ize  parameter 
are most frequently used in shell model calculations. We w ill also use 
such a sp basis. This assumption is justified by the fact that the HF- and 
ho-states do not d iffer very  much in practice, at least, fo r not too high- 
lying states. Those ho-states which would lie  in the continuum of the 
HF-potential should be interpreted as corresponding to resonances o f the 
HF-potential. The fact that we use a ho-basis does not mean that we
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simply forget the off-diagonal elements of eag. These elements introduce 
a coupling between states in and outside the model space, and we shall 
consider such a coupling (as w ell as that introduced by H2) in going from 
the Hamiltonian (5) to the shell-m odel Hamiltonian.

2. THE EFFECTIVE  HAM ILTONIAN

We have firs t calculated the diagonal and off-diagonal elements ea|, 
up to the 3p-2 f-lh  oscilla tor m ajor shell. We have used the value 
b = (fi/Mu)1/2= 2.063F fo r the ho s ize  parameter corresponding to 
ft j = 9.74 MeV. The number of elements G (abcd|S) required fo r the 
calculation is 1282. A  part o f the resulting eab's are shown in Table I.
It can be seen from  the table that there is a large cancellation between 
the kinetic and potential energy parts in the off-diagonal elements, 
showing that the ho-wave functions provide a reasonable substitute to the 
HF-wave-functions. The off-diagonal elements are sm all when compared 
with the difference between the corresponding diagonal elements. The 
largest o f these ratios is about 0.1 and their root mean square is 0.074. 
We also note that the differences between the diagonal elements tend to be 
la rger than those given by the fuo rule.

' Since we lim it the configuration mixing to the 2 p -lf shell, we cannot 
use simply the Hamiltonian (5). L e t H be split into two terms

H = Kq + K , (7)

TA B LE  I. DIAGONAL AND OFF-D IAGONAL ELEM ENTS eab (in MeV) 
FOR THE S ING LE -PARTIC LE  p-STATES. THE THREE COLUMNS 
GIVE THE KINETIC  AND PO TE N TIAL  ENERGY PARTS AND THE 
TO TA L  ENERGY, RESPECTIVELY.

a b T V Eab

^  3/2 ^S/2 12.18 -49.95 -37.77

^ 1/1 1P l/2 12.18 -48.94 -36.76

3/2 2Ps/2 7.70 -10.55 - 2.84

^1/2 2Pl/2 7.70 - 9.85 - 2.15

2P*2 2PS/2 21.92 -25.72 - 3.80

2P i/z 2Pl/2 21.92 -23.99 - 2.07

2P3« 3Pj/2 12.89 -12.26 0.63

2p , 1/2 3p
1/2 12.89 -11.51 1.38

3p , 
*V2

3p
*3/2

31.67 -16.03 15.63

3p1/2 3p
1/2 31.67 -14.37 17.29
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such that the model space is an invariant manifold o f K q . According to 
the most frequently used definition [4 ], the effective Hamiltonian is given by

where E is the energy o f the state under consideration and Q is the operator 
projecting outside the model space. With such a definition the model wave- 
function |̂ M > is related to the true wave-function by

We take for K„ the diagonal part of Hlt and for K i the off-diagonal part 
o f Hi plus H2. We lim it the complete H ilbert space to the configurations 
which can be built on the sp leve ls  up to the 3p-2 f-lh  shell. Furthermore, 
we calculate the correction  in expression (8) in the lowest order

This approximation is reasonable i f  the energy denominators are large 
enough compared to the m atrix elements o f K1( i .e .  if the states outside 
the model space are w e ll separated from  the energy region  in which we 
are interested. As already mentioned, we choose the model space to be 
spanned by a ll the states in which the 2s-ld  shell is closed ( 40Ca core) 
and the 3s-2 d -lg  shell is unoccupied. Note that the core leve ls  do not 
coincide with the hole leve ls . The approximation (10) makes life  easy.
In the domain of its validity, sm all variations of the energy denominators 
are allowed. To make K®“ - energy-independent, we replace E by the 
energy o f the unperturbed initial state. The resulting K fff- is then non- 
Hermitian. To avoid this, we further replace in the energy denominators 
the valence sp-energies pertaining to the unperturbed in itial (and also 
final) state by their average value. The lowest-order HSMdefined above 
can be written

The constant term  can be dropped for spectroscopic calculations. As is 
customary, we neglect the three-body term, even though, as we shall see 
later, there is at least one respect in which it is important. The ex 
pressions fo r ea and Va &y& in term s of eab and VaBy5are easily  found. The 
two-body m atrix elements Vaay6are not automatically antisymm etric, so 
that one must antisym m etrize them in order to retain a ll the usual features

( 8 )

k M > = d - Q ) k > (9 )

Kf * K» + K ' ( 10 )

HSM= K 0 + K®ff-= constant + Hj + + three-body term

( 11)
a

a & y 6
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-G

F IG .l. Processes contributing to Ht . Circles represent the one-body operator and horizontal lines 
represent the interaction Vagy$ . The graphs are drawn for the case in which all external lines are particle 
lines.
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FIG.2. Processes contributing to H2. The graphs are drawn for the case in which all external lines are 
particle lines.

o f the shell-m odel interaction. Of course, a ll expressions are used, in 
practice, in the coupled form . The various processes which contribute 
to Hx and £T2 are illustrated by graphs in F igs 1 and 2, respective ly. A ll 
the processes which contain at least one one-body c irc le  would be zero  if  
a HF-basis were used. The number o f independent G (abcd|S) elements 
requested to perform  the calculation is 7653.

Let us see now what happens i f  some particle valence levels are 
occupied (a sim ilar situation arises when some hole valence leve ls  are 
empty). Let us take into account, e. g. the process represented in F ig . 3a,
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FIG.3. Two processes forbidden by the Pauli principle.

' f> k *■/* ,

V >v

. s r V
FIG.4. A process possible when the valence leve l)j is occupied, a and b represent the same process 
using a particle and a hole description fo r jj, respectively.

where v is an upper leve l and n is a valence leve l already occupied by a 
fre e ly  propagating particle. Such a process is forbidden by the Pauli 
principle and actually its contribution is cancelled by the process r e 
presented in F ig , 3b. On the other hand, new processes become possible 
because the leve l n is occupied, e .g . that represented in F ig .4 a  using the 
description in which n is a hole leve l. The same process, in the description 
in which n is a particle leve l, is represented in F ig . 4b. We see that the 
three-body term  in HSM would automatically take into account both the 
exclusion principle and the new processes. Since, however, we drop the 
three-body term , this should, in principle, be compensated by introducing 
a dependence o f H2 on the state o f the valence system. We can hope that 
the state dependence discussed here is smooth enough so that it can be 
properly taken into account through factors depending on the average 
occupation probabilities o f the particle and hole valence leve ls . There 
would remain, however, a dependence on such average occupation pro
babilities, i. e. on the particular nucleus which is taken into account. Such 
an effect may be important when a large number o f nucleons is added to or 
taken away from  our re ference nucleus 56Ni. For this reason we say that 
our e ffective Hamiltonian is suitable for 56Ni and the nuclei containing 
only few nucleons less or m ore.

The values o f the valence sp energies we get are given in Table II.
The three columns give the bare values of Eq. (5), the "e ffective  H F " 
values containing the processes o f F igs la -d , and the completely renorm a
lized  values, respective ly. It can be seen that both corrections are im 
portant. The final values are reasonable and are in favour of the small 
l % a-2p3/2gap.

F o r the two-body part H2of the shell-model Hamiltonian, the corrections 
can be divided into four classes: 3p-lh  (F ig. 2g), 2p (F ig . 2e),
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TAB LE  II. SHELL-M ODEL sp-ENERGIES ea (in M eV). THE THREE 
COLUMNS GIVE THE BARE VALUES, THE "EFFECTIVE  H F " VALUES 
AND THE F IN A L  VALUES, RESPE CTIVELY

TAB LE  III. NORMALIZED SHELL-M ODEL INTERACTION M ATRIX 
ELEM ENTS G(aabbl= 0S=1) (in M eV). THE TWO COLUMNS GIVE THE 
VALUES OF REFS [1] AND [5], RESPE CTIVELY

a b G K

7/2 7/2 -1.351 -1.807

7/2 3/2 -0.767 -0.783

7/2 5/2 -2.795 -2.788

7/2 1/2 -0.656 -0.714 .

3/2 3/2 -0.967 -1.206

3/2 5/2 -0.825 -0.777

3/2 1/2 -1.032 -1.465

5/2 5/2 -0.627 -0.860

5/2 1/2 -0.455 -0.392

1/2 1/2 -0.295 -0.249

HF (F igs 2a-d), 4p-2h (F ig .2 f). This nomenclature is non-symmetric in 
particles and holes because it makes reference to F ig . 2 which is drawn 
fo r the case in which a ll the external lines are particle lines. On the 
whole, the above order is that o f decreasing importance. None of the 
corrections is negligible. The corrections, though important, never 
become overwhelming. Only in few cases they are of the same size of 
the bare element and only in one case (7/2, 7/2, 7/2, 7/2, 1=0, S=l) this 
happens for a large element.

Our calculated can be compared with the effective interaction in 
the 2 p -lf shell calculated by Kuo and Brown [5] for a 40Ca core from  the 
Hamada- Johnston potential. In Table III we compare the 1=0, S=1 
normalized two-body m atrix elements. The agreement for the remaining 
185 elements is not essentially d ifferent.. The two sets are surprisingly 
sim ilar in spite of the different N -N  potentials and slightly different values 
of b which were used. M oreover, Kuo and Brown assume the 1 f 7/2 sub
shell to be unoccupied and include only the 3p-lh  corrections.
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3. TW O -PAR TIC LE  TWO-HOLE SHELL-M ODEL CALCULATION

As a general feature, the interaction we have obtained looks rather 
strong and, having in mind the sm all calculated l f 7/2- 2p3/ 2 gap, a large 
configuration mixing should be expected in the shell-m odel description 
of 56Ni. In fact, the Tamm-Dancoff and RPA-treatm ents fa il. The Tamm- 
Dancoff spectrum is completely unrealistic and the R PA  gives imaginary 
energies. M ore complete shell-m odel treatments are therefore necessary. 
We have started by calculating the J = 0, 2, 4 leve ls  of 56Ni including up 
to the 2p -2h excitations from  the H 7/2 to the 2p3/2, lfs /2 and 2pi/2 leve ls .
The results are shown in Table IV. It can be seen that the spacings between 
excited states are in essential agreement with experiment. It should be 
rem em bered that no adjustable or phenomenologically determined para
m eter is present in our description. The ground state is too much de
pressed by m ore than 1 MeV. Counting the excitation energies from  the 
calculated ground state is, however, incorrect because o f higher excitations 
not included in the model space, whose effect would be different on ground 
state and excited states as discussed by E llis  and Zam ick [6] and Padjen 
and Ripka [7]. But the prescription of R e f . [7] for calculating consistently 
the energy shift o f the unperturbed ground state and 2p -2h states cannot 
be used in our case because the 2p- 2h admixtures in the ground state are 
la rge (the vacuum is only 54% of the calculated ground state). We hope 
that the explicit inclusion o f higher order excitations w ill push down the 
excited states by a la rger amount than the ground state, bringing the results 
near to the observed values.

The inspection of the calculated wave functions shows that few com
ponents exhaust m ore than 95% of the total wave function. But the nature 
of the important components is completely different, e. g. in the and 
4i states. The 2+ case seems to suggest a kind o f pairing scheme with 
holes coupled to = 0. The 2\ wave function is 8.7% lp - lh  and 87%
2p-2h with Jh = 0. On the contrary, the 4+ case suggests a kind of aligned 
scheme with holes coupled to maximum Jh . The 4j wave function is 40% 
lp - lh , 34% 2p-2h with Jj, = 7 and 15% 2p-2h with Jh=6. On the basis of 
these results, it seems difficult to use a unique model assumption to select 
the most important higher excitations. S till we hope that the problem 
of truncations can be handled numerically starting from  the lowest diagonal 
elements and including the most important couplings in the Hamiltonian 
m atrix. This kind of treatment can be successful i f  it is possible to find 
out some simple-minded representation in which the wave functions of 
the low -ly ing states have a lim ited number o f important components.

TA B LE  IV. ENERGIES (in M eV) FOR THE LO W -LYIN G  STATES OF 56Ni. 
THE TWO COLUMNS GIVE THE 2p-2h CALCULATED VALUES AND 
THE EXPERIM ENTAL VALUES, RESPE CTIVELY
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Abstract

NUMBER-CONSERVING QUASI-PARTICLE CALCULATIONS.
The physical grounds and main features o f the broken pair approximation (BPA) are presented. This 

formalism is introduced as a number-conserving approximation to the lowest-seniority shell model and is 
applied to the nickel isotopes, using a phenomenological and a realistic interaction. Comparison with the 
lowest-seniority and the exact-shell-model results shows that the BPA is a much more reliable approximation 
than the quasi-particle Tamm-Dancoff approximation.

The broken pair approximation is a number-conserving approximation 
to the shell model. It has been developed by Lorazo [1] fo r the J=0-case 
and completely worked out for a ll J's by Gambhir, R im ini and Weber [2, 3]. 
L et us lim it ourselves to the study o f the even single-c losed-shell medium 
and heavy nuclei and try  to apply the shell model (ESM) techniques to 
reproduce the low -ly ing part o f the spectra. If we want to use the shell- 
model procedure, we have to construct the model space as a firs t step.
In practice, we start by choosing a system of single-particle energies 
and wave functions. In principle, this should be done by some Hartree- 
Fock type procedure, i .e .  by determining the single-particle Hamiltonian 
(and therefore the residual interaction) and the single-particle wave- 
functions in a self-consistent way, so that the independent-particle-model 
results are as good as possible. Therefore the interaction between nucleons 
is as low as possible and one forgets (at least, for the moment) the levels 
defining the closed major shell, assuming that they form  a completely 
filled  and inert core. .Then we distribute the nucleons not contained in 
the closed m ajor shell, i .e .  the "va lence" nucleons, among a few of the 
remaining single-particle leve ls  (valence leve ls ). As a next step, we 
construct for each J a complete set o f antisymmetric states belonging to 
the configurations ( j j 1 j!j2. .  . j||n )j (where 1, 2, . . .  n are the n valence levels 
and k i + k2 + . .  .k n = k is the number of active nucleons). We note that, 
because we are considering only single-closed-shell nuclei, the valence 
nucleons are-a ll neutrons or protons. The last step of the calculation is 
to build up an effective Hamiltonian and to diagonalize it in the above- 
mentioned basis. This e ffective Hamiltonian should take into account, in 
some way, the effect o f the neglected single-particle leve ls  (below and 
above the valence leve ls ); it can be determined by imposing the condition 
that its lowest eigenvalues coincide with those of the true Hamiltonian 
and that the model eigenvectors are the projections on the model space of 
the true eigenstates [4]. Unfortunately, such a program can be performed 
in practice only in a very  lim ited number of cases because o f the explosive 
dimensions of the bases. Therefore we are compelled to look fo r some 
approximation to the shell model.
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Let us consider two nucleons in a valence leve l and suppose that they 
interact through a short-range interaction. If it is  attractive, their binding 
energy is maximum when the overlap of their wave functions is maximum [5J. 
This happens when the resulting angular momentum of the two particles is 
maximum (J=2j, they are aligned) or is zero  (they are paired). In our case, 
the valence nucleons are identical and the Pauli principle prevents the 
possibility o f alignment. Therefore the configuration ( j2)0 is the most 
favoured one and form ing a configuration (j2)j^o requires a large amount 
o f energy which tends to produce a gap between the state with J = 0 and 
those with J f  0. Let us now consider a system of n valence leve ls . The 
previous considerations suggest that the ground state o f an even single- 
closed-shell nucleus must contain a large number o f zero-coupled pairs 
(or simply pairs). On the other hand, the largest m atrix elements of the 
interaction are the so-called "pa iring" m atrix elements o f the type 

<aa J = o|v|bb J = 0> . Let us now define the seniority o f a state o f identi
cal nucleons as the number of unpaired particles after a ll the pairs have 
been removed. Then one is tempted to introduce an approximation in 
which only the basis states up to seniority two or four are used. This is 
the lowest seniority shell model (LSSM). A lso here we encounter on 
dimension difficu lties. Let us consider, for example, a 2* state o f Sn116.
The shell-m odel configurations are obtained by distributing the 16 neutrons 
out o f the inert core in the five valence orbits 2ds/2 , l g 7/2, 3si/2, 2d3/2 
and lh j  If we lim it the space up to the seniority - two states, only two 
neutrons can couple to J = 2 and there are only nine possibilities for it.
But the remaining 14 neutrons in the five  valence shells can be arranged 
in pairs in so many ways that the number o f seniority-two states approaches 
a thousand. Therefore, also the use o f LSSM is lim ited to specific cases 
in practice.

A  way o f overcom ing this difficulty is to introduce a new type of object, 
called quasi-particle, which contains in it the effects o f the main part of 
the interaction, i .e .  of the pairing part. We obtain this result if  we are 
able to define the quasi-particle creation and destruction operators in such 
a way that the Hamiltonian, in terms of these, becomes as much as possible 
a free  Hamiltonian. I f  this happens we can hope that states with few quasi
particles w ill provide a good space for the description of the low-energy 
leve ls . We can proceed as follows. L e t us call a.jm and ajm the particle 
destruction and creation operators, respectively, and look fo r  some other 
operators a jm and ajm connected with the preceding ones by means o f a 
unitary transformation (this requirement preserves the anticommutation 
relations). It is w ell known [6] that i f  we choose this unitary transformation 
as a rotation in the quasi-spin space we obtain the Bogolyubov-Valatin 
transformation

( 1)

with

U? + V? = 1 ( 2 )

The Uj and Vj coefficients can be determined by imposing that the residual 
interaction between quasi-particles be as weak as possible, i. e. that the
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quasi-particles be the elementary excitations of our nuclear system. It 
can be seen [6] that this condition is perfectly equivalent to m inim izing 
the Hamiltonian in the quasi-particle vacuum, i . e .  to imposing that the 
quasi-particle vacuum be a good approximate ground state fo r the even 
nucleus under consideration. To make sure that we are considering a 
specific nucleus, we must add the condition that the expectation value of 
the number operator in the quasi-particle vacuum gives the right valence 
nucleon number. This is the BCS-procedure. Then the excited states w ill 
be found by diagonalizing the residual interaction in the space (fo r example) 
of the two-quasi-particle states, i .e .  of the states

|(rs)JM > = (aj ® o ^ j B C S )  (3)

where |BCS)>is the quasi-particle vacuum or BCS-state. These states 
are particular superpositions o f v = 2 (or v = 0 for J = 0) states, because 
|BCS contains only pairs, distributed in a fixed way. This procedure 
(called quasi-particle Tamm-Dancoff approximation, QTD) is conceptually 
very  simple and, at least for the two-quasi-particle approximation, the 
re lative calculations are easy to do in practice. Unfortunately, it presents 
a very  disturbing feature, the non-conservation o f the nucleon number.
In fact, the Hamiltonian m atrix in the truncated H ilbert space containing 
few quasi-particles does not commute with the particle number operator, 
so that the energy eigenstates do not have a well-determ ined particle 
number. Indeed, they are superpositions of states with different number 
of particles. Furtherm ore, the H ilbert space contains spurious states 
which would not appear in a number-conserving theory. These states must 
be projected out of our space before diagonalization, but nevertheless 
some non-valuable contamination from the h igher-order spurions cannot 
be avoided. A t this point, one could pick out o f the quasi-particle states 
the components with the right number of particles. The corresponding 
formulae can be found (see, fo r  example, Ref. [6 ]) and many ways of doing 
this "particle-num ber projection" can be chosen. The sim plest procedure 
is to project on the right particle number the QTD-eigenstates and then to 
calculate the re lative energy leve ls  as expectation values of the Hamiltonian. 
Because o f this procedure, the obtained states are not eigenstates o f the 
Hamiltonian. A  m ore serious way o f doing it is to project before diagonali
zation. We calculate the U1 s and V 's  using BCS-theory; then we know the 
quasi-particle operator and can project the quasi-particle basis states 
and diagonalize the Hamiltonian in this projected space. C learly this type 
o f calculation is an approximation to the procedure in which the u's and v 's  
are determined by m inim izing the mean value of H in the projected BCS- 
state . This has been done by Ottaviani and Savoia and applied to the tin 
isotopes [7] by them.

These procedures, though successful, are not satisfactory from  a 
conceptual point o f view.. The quasi-particles are very  useful because 
they provide a simple scheme in which to perform  calculations: when the 
projection is carried  out this sim plicity is lost. M oreover, the quasi
particle technique cannot be the most d irect way to a rr ive  at a number- 
conserving theory. There must be a way o f doing such calculations 
without having to' introduce quasi-particles.

We can interpret the quasi-particle theory as a way of doing LSSM- 
calculations. The reason why the dimensions are very  low is that the
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pairs are contained in the BCS-state in a well-defined way. Let us then 
introduce an approximate ground state containing the right number of 
pairs distributed among the valence leve ls in a fixed way. We firs t con
sider a particular case of two identical nucleons in the valence leve ls .
In this case, we can construct a state which exactly diagonalizes the 
pairing part of the Hamiltonian. Let us write the shell-model Hamiltonian

= - ^  ea*J 2 ja + IH = - ea«j2 ja  + 1 U00(aa) 
a

+\ X G (abcdj) A JM (ab) A ĵ  (cd)

abed
JM

where ea are the single-particle energies and

(4)

U JM (a b ) = X  < j a j b m a m b I J M >  a Iama a jb

mamb

A JM ( a b ) = X  <  i*  jb  m a m b I J M > a jta ma %Jbmb 
mamb

(5)

(6 )

A jm (ab) = [A JM(ab)] (7)

G(abcdJ) = Y j ^ a  Jb m a ^  >  <3C Jd m cmd |JM >  <ab | V |cd >A (8)

ma mb
mc

Then the pairing Hamiltonian is

HP = - Z Ca ^ a  + 1 U00 <aa> + i Z G (aabb0> A oVaa> A 00(bb) (9)
“  ab

If we introduce the state

f/oo  (aa) l °>‘'oo-' L> 2 Ta"oo I”  ✓ (10)
a

the distribution coefficients <pa can be determined in such a way that

H p I = E  p I f 1 1 )

Let us define the operator

S+ = I  ^ V ^ aAoo (12)
a

The state S+ |o > is then a particular sen iority-zero  state, containing p 
pairs, which reduces to |<P00̂  in the case of p = 1. M oreover, i f  we put 
cpa = Va/Ua with the condition U a+ V f = 1, S f  |0) has exactly the same 
structure as the projected BCS-state, which is a ve ry  good approximation
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to the v=0 ground state [6 ]. Therefore we can think that it takes well into 
account the pairing part of the Hamiltonian and can assume it to be a tr ia l 
ground state for a system of 2p-valence nucleons. We must determine the 
coefficients <pAby m inim izing H, i .e .  by imposing the condition

f <o|SpH S P|o )l .
6t  <0 |SPSP |0> J (13)

Let us put + Then the condition (13) can be written

0 3

. 2 I *o > 2

put l</>0>= s + l

a H kn>
9<Pa <4o <f>o>

i. e.

< *0 lH g^ -| *0 X * 0|*0 > !♦„><»„ |H|*0> " 0

On the other hand, it is easy to show that

a

where

10 (a) > = SP-^a ,®  a j)00|o>

(13'

(14)

We can also put

c k > + k x> <i5>

with (jj>o 10a) = 0. Then, using relation (14) or (15), the conditions (131) 
become-, respectively,

< * 0|H | *(a )> < *0|*0> -< *b | H | ^ X *0 |*(a)>- 0 (16)

< *0| H | * ;> -0  (17)

Conditions (16) can be used to calculate the coefficients ipa. Conditions (17) 
w ill be used later. We can now construct the other basis states by 
rem oving one distributed pair (one operator (S+) from  the ground state and
replacing it by a tw o-particle state (an operator a /m (a b )). In this manner,
we obtain particular seniority-two (or zero for J=0) states of the type

S f 1AjM (ab)|0> (18)

We shall call the states (18) the one-broken-pair (IB P ) states. For J = 0, 
these states coincide with the previously defined (a) > states; they are 
not orthogonal and must be orthogonalized. We note that conditions (17) 
im ply that |$0 )  is not coupled to the lB P -states , i. e. that it is the ground
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state of the lBP-approxim ation. It is easy to show that the space spanned 
by the state | ij>Q)> and the states (18) coincides with the space spanned by 
the projected zero - and two-quasi-particle states, i f  the coefficients Ua 
and Va are assumed equal in the two theories. In fact the following 
relations hold [2 ]:

2p uaub (p -i): S+ A jM (ab) 10 >

- § « J 0  «ab'/2 V r i ^ S+P |0>

(19)

(2 0 )

where

(.L + i)
( 2 1 )

At this point we have to orthonormalize states (18) and diagonalize the 
Hamiltonian in this basis. Therefore we must calculate the scalar products 
of states (18) and the m atrix elements of H between states (18). I f  we face 
the firs t problem from  a general point of view, we can solve both problems 
together. Obviously, the approximation described above is the firs t which 
we can construct. In general, we can consider a broken-pair state of the 
type

sr bX ;M (d ,K ) | °>  (22)

where x }Mis a vector-coupled product o f 2b creation operators, d is the set 
of quantum numbers necessary to specify the valence leve ls  and K  is the- 
set of intermediate angular momenta. Even i f  the states xJM(d, K ) |o)> are 
orthogonal (in general, they are not) fo r different d and K, states (22) can 
be non-orthogonal. Therefore, we must orthogonalize them and this 
requ ires the knowledge of the scalar products of states (22). To calculate 
them we firs t expand the states X jM(d, K ) |o)> in term s of the orthonormal 
states XjM(ni, i/., a) |o), where nt are .the occupation numbers for the valence 
orbits, are the seniorities and a  contains a ll the additional quantum 
numbers necessary to specify the state uniquely. For two, three or four 
particles (which are the cases in which we are interested) this expansion 
is ve ry  easy to carry out [6 ]. Then the states S j’ ^jLOnj, vlt a) |o)> can be 
expanded in term s of the states ^P i+n !, . . .  2p[c+n]{;> (p i+p2+ . . .  + p k = p-b) . 
and the scalar products can be evaluated immediately. The procedure is 
exp licitly  shown in Ref. [2 ].

Let us turn now to the evaluation o f the m atrix elements o f the type

<0 |Ajm (a'bMSP^H S P ^  (ab) |0 > (23)
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We observe that the Hamiltonian can be written

H =X  { (2ja + D e a+ | j 2 j a + 1 ^ 2 jb + l  F  (aabbO)l 
a b

‘  I  { e* +J C + T  I  n/V T  F (aabbO )}^  a ia ma a
a b m.

T

(24)

where

F  (ab 'a 'bJ) = G(aba'b 'I) (25)

If we use expression (24) fo r the Hamiltonian, the m atrix elements (23) 
become scalar products o f states o f type (2 2 ), and the re lative procedure 
to calculate them can be applied directly. The explicit formulae for scalar 
products and Hamilt'onian m atrix elements are shown in Ref. [ 2]. The 
same method can be used to evaluate m atrix elements o f any other one- 
or two-body operator and therefore to calculate electrom agnetic transition 
rates, static moments and spectroscopic factors.

To check the va lid ity o f this approximation, the broken-pair method 
(BPA ) in its firs t approximation has been applied to the even nickel iso
topes [2]. The case of nickel is particu larly significant because exact 
shell-m odel and low est-sen iority shell-m odel calculations are possible 
for nickel and, therefore, these theories are d irectly comparable with 
BPA. We used two kinds o f fo rces fo r these applications. The firs t one 
is the Argonne effective interaction, obtained by Cohen et al. [8 ] fitting 
the experimental leve ls  of the even and odd isotopes from  68N i to 62Ni.
In this case, the valence leve ls  are 2p3/2, l f 5/2, 2p1/2 and the corresponding 
single-particle energies we used are, respectively, 0, 0. 78 and 1.08 MeV. 
These values were deduced from  the experimental spectrum of 57Ni. The 
results are shown in Table I. The comparison between BPA and v s  2 
results shows that they agree very  well: BPA presents itse lf as a very  
good approximation to LSSM. In a ll cases the difference between the two 
spectra is less than 100 keV, except fo r the states O3 and 23 of 60Ni, which 
contain appreciable percentages of two broken pairs with sen iority two.
On the other hand, the comparison o f the v § 2 and ESM spectra and the in
spection o f the seniority-two percentages in the ESM states show that LSSM 
is a good approximation to ESM, at least fo r the low  leve ls  and with the 
exception o f 3+ states. On the other hand, the two-quasi-particle Tamm- 
Dancoff results show a complete failure of the quasi-particle theory in this 
case.

The second interaction we used is the non-local, energy-dependent 
Tabakin potential [9 ]. In this case, we include the lgg /2 subshell among the 
valence leve ls , in order to construct negative-parity states too. The energy 
of the lgg/2 le v e l is  taken equal to 3. 5 MeV. The effective interaction is 
obtained by appropriately renorm alizing the Tabakin interaction fo r one- 
particle-one-hole excitations o f the core [10,11]. Holes run on the six 
core shells lp 3/2, lPi/2. ld 5/2. 2sjy2, ld g ^  H 7/2 and particles on the four
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TA B LE  I. ENERGY LEVELS (in MeV) CALCULATED ACCORDING TO 
THE EXACT SHELL MODEL (ESM), LOWEST SENIORITY SHELL MODEL 
(vS 2), FIRST BROKEN PA IR  APPROXIM ATIO N (BPA), AND TWO- 
QUASIPARTICLE APPROXIM ATIO N (QTD)

60Ni “ Ni 64 Ni

J'1 ESM v < 2 BPA QTD ESM BPA QTD ESM v s  2 BPA QTD

0. (99.8) 0. 0. 0. 0. (99.7) 0. 0. 0. (99.8) 0. 0. 0.

0+ 2.32(95.8) 2.41 2.46 1.93 2.01 (87.3) 2.19 1.69 2.16(98.8) 2.18 2.19 1. 72

3.27 (86.7) 3.42 3.65 2.98 2.61 3.62 3.03 3.56 (81.2) 3.66 3.77 3.42

1.42 (99.8) 1.42 1.42 0.95 1.53 (99.4) 1.53 1.07 1.56 (99.7) 1.56 1.56 1.11

2+ 2.17 (76.6) 2.43 2.53 2.07 2.25 (89.1) 2.41 1.86 2.37 (78.7) 2.48 2.49 2.08

2.58 2.87 3.48 2.99 2.70 3.45 2.88 2.60 (64.9) 3.28 3.31 2,75

2.76 (55.5) 3.44 3.51 2.99 2.84(40.6) 3.59 3.03 3.07 (36.6) 3.45 3.45 2,95
3

3.37 (30) 3.87 3.98 3.51 3.63 3.10 3.48(72.7) 3.77 3.80 3.34

2.21(91.9) 2.30 2.30 1.86 2.20 (92.9) 2.30 1.84 2.26 (96.3) 2.29 2.31 1.84

4+
2.80 (23.9) 3.50 3.57 3.21 2.76 3.48 2.91 2.73 (34.1) 3.35 3.40 2.86

The effective interaction o f Cohen et a l. (Ref.[ 8 ]) is used. The numbers in parentheses in the columns 
ESM are the percentages o f seniority two in ESM vectors. The ESM values for 62Ni are taken from R e f.[8 ].

TA B LE  II. SAME AS TAB LE  I, BUT FOR EFFECTIVE  TABAKIN 
INTERACTION

60 Ni 62 Ni 64 Ni
Ju

ESM v<2 BPA QTD BPA QTD BPA QTD

0. (99.2) 0. 0. 0. 0. 0. 0. 0.

0+ 2.39 (93.4) 2.51 2.50 2.16 1.95 1.68 2.59 2.18

3.35 (58.9) 3.79 3.85 3.27 4.61 3.78 4.99 4.59

1.62 (95.2) 1.70 1.77 1.57 2.03 1.81 2.08 1.84

2+ 2.58 (91.9) 2.69 2.80 2.54 3.14 2.51 3.38 3.12

3.03 (94.4) 3.10 3.10 2.61 3.52 3.13 3.74 3.27

3+
2.88 (91.3) 

3.75 (22.2)

2.99

4.19

3.03

4.17

2.96

3.51

3,10

3.62

2.91

3.35

3.58

4.28

3.27

3.89

4+
2.63 (95.3) 

3.67 (20.0)

2.68

4.23

2.67

4.22

2.64

3.94

3.27

3.83

3.01

3.44

3.34

3.94

3.14

3.62

4.34 (90.8) 4.46 4.49 4.28 4.27 3.97 3.63 3.46
3‘

5.48 (76.8) 5.66 5.73 5.09 4.83 4.25 4.01 3.98
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valence shells and on the four upper shells l g 7/2, 2ds/2, 2d3/2, 3si/a. Because 
of the sm all occupation of the valence shells we do not take into account the 
partia l inhibition o f the core-valence transitions due to the Pauli principle 
and we neglect the valence-upper processes. The results are shown in 
Table II. In the case of 60N i, we again find ve ry  good agreement between 
BPA and v  52 and between v S 2 and ESM. On the other hand, the difference 
with the QTD-spectra is now less appreciable, and this happens also for 
s*Ni and 64Ni.
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Abstract

GROUND-STATE PROPERTIES OF LIGHT NUCLEI AS DEDUCED FROM VARIATIONAL CALCULATIONS.
A review is presented o f recent work done in Pavia on ground-state properties o f light nuclei as 

deduced from variational calculations. Special attention is devoted to the single-particle density; three 
methods are analysed to deduce it. In the framework o f Hartree-Fock theory, first-order contributions 
to the ground-state function are shown to be negligible in the case o f 4He. The projection o f good quantum 
numbers from the initial Slater determinant before variation has been compared with the Hartree-Fock 
method in the case o f parity, and considerable energy gain has been achieved. A variational procedure 
has been proposed to determine the single-particle reduced density matrix by a best fit to the experimental 
data, with the conclusion that, in the case o f 4He, even a finite linear combination o f Slater determinants 
seems inadequate to describe all ground-state properties.

In the m icroscopic description o f ground-state (g. s. ) properties of 
nuclei the H artree-Fock  (HF) approximation is the most w idely used.
A  large number of calculations in recent years have shown the possib ility 
of reproducing the gross features o f nuclei as light as 4He. However, as 
Kerman pointed out [1 ], a second-order, contribution to the total energy is 
always required. Thus, it is generally assumed that HF-solutions should 
only serve to define a convenient basis in which a perturbation calculation 
can be carried  out. This argument holds for the g. s. energy, as w ell as 
for the total state function. It is w ell known, indeed, that wave functions 
based on an independent-particle m odel do not reproduce the charge form  
factor at high q-values, which has been recently measured [2, 3] in elastic 
electron scattering on 4He and 160 . Only Woods-Saxon wave functions seem 
to reproduce the form  factor o f lsO reasonably [4 ], but they also predict 
a second diffraction dip in the form  factor of 12C which was not observed [3], 

As fa r as 4He is concerned, Radhakant et al. [5] have shown that 
H F-like single-particle (s. p. ) wave functions fitting the charge form  factor 
are not able to give the correct energy, and vice versa. So, i f  one believes 
in the HF-method and wishes to describe a ll the g. s. properties of a nucleus 
in a coherent way, one is forced to use perturbed HF-wave functions.

This idea has been developed by the author in collaboration with Rim ini 
and Weber [6 ]. Let |o )>be the (non-degenerate) HF g. s . , which is not 
an eigenstate o f the total Hamiltonian H. To approach the true eigenfunction 
of H we add to |o)> the firs t-o rd er contribution in a perturbation treatment 
of the residual interaction V:

l1>= “ I  Z  cmnij ^ nii> (D
mnij

329
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where

W j  = < m n i j  I V l ° >  ( £m +  e n -  V  V 1 ( 2 )

The indices m, n, p , . . .  are used fo r particle labels, and the indices i, 
j, k , . . .  for hole labels; ^  is the s. p. energy corresponding to the 
H F-orb ita l |a>.

Then the normalized g. s. wave function is given by

A  knowledge of the admixture coefficients cmnij is possible after solving 
the HF-equations with a specific interaction in a sufficiently large s. p. 
basis: the size of these coefficients depends on the strength of the 2p-2h 
interaction and on the spacing between particle and hole energy leve ls . It 
has been usually assumed that h igher-lying s. p. states enter with lower 
weight in the calculation; however, Bassichis and Strayer [7] have shown 
that this assumption is correct only in the pure harm onic-oscillator (h. o . ) 
shell model. In the HF-approximation, on the contrary, because of a 
phase conspiracy in the unoccupied orbitals, the probability of 2p-2h con
figurations is smeared out over the whole excitation spectrum, whereas in 
the pure shell model it is strongly peaked at the lowest 2p-2h excitations.

Thus, significant alterations with respect to the zero -order approxi
mation can be expected in the average value of a s. p. operator Q computed 
with the state function (3):

In the case o f the charge form  factor (neglecting nuclear re co il and proton 
s ize ) we have

Bassichis et al. [7 ,8 ] have published HF-calculations fo r 4He in a suitably 
large basis (up to the h. o. le ve l i i3/2) using the Tabakin interaction [9 ].
A  zero -o rder g. s. energy of -0. 10 M eV and a second-order contribution 
of -20. 46 M eV are found: taking into account the Coulomb repulsion and 
the c. m. correction this gives a g. s. binding energy of about 31 MeV 
(experimental value: 28. 3 M eV). The r .m . s. radius turns out to be 
1. 91 fm , which seems too large (experimental value: 1. 61 fm ); however, 
this result can be attributed to the large value o f the oscilla tor constant 
used in the HF-calculation (b2 = 2. 6 fin2).

In Fig. 1 we report the charge form  factor as computed according to 
Eqs (5) and (6) with the same large basis, the same interaction and the

\<p> = N '*  (|0>+ | l> ) (3)

where

(4)
mnij

A

mnik ^jk (5)
i= l mnij p k

< i +  T«> (6)
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F IG .l. The charge form factor o f 4He. The dashed line is obtained with HF-orbitals, the full line is the 
result o f first-order perturbation; the dot-dashed line represents the approximation with pure shell model 
as described in the text. Experimental points are taken from Ref. [2 ].

same b as in Refs [7, 8] (full line): no diffraction dip is  present. For com
parison, the dot-dashed curve is drawn: it represents the result obtained 
by approximating H F-orb ita ls by h. o. wave functions.

This result seems thus to be at variance with the feeling that HF- 
orbitals are convenient for a zero -order s. p. basis set.

There is now another problem, which is fundamental in HF-technology. 
Among the very  many possible solutions of HF-equations, only those with 
some given consistent symmetry have been investigated, as a matter of 
computational simplification. However, the consistent symmetry group 
o f the HF-Hamiltonian H0 need not necessarily  be the same group of 
symmetry as that o f the total Hamiltonian H. Let ft be an operator which 
commutes with H, and u the re lative quantum number associated with the 
symmetry properties described by Q. In principle, the Slater determinant 
(SD) solution o f the HF-problem  is not an eigenstate of f i . Several values 
of u are m ixed together in the solution; and the description of a nuclear 
leve l requires the use of a projection operator which extracts from  
the HF-wave function the component of a good quantum number u. This 
method can be called "projection after variation" (PAV ). It does not, in 
general, give the same results as "projection before variation" (PBV), 
i .e .  a variational calculation based on tr ia l wave functions obtained after 
projecting the good quantum number u from  the in itial SD.
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Let K 0 be an m-dimensional vector space form ed by the complex 
linear combination of a set {|ar)>} o f m linearly  independent s. p. wave 
functions; then

is  an element o f K^. Let Km be the space form ed by a ll the SD's of order A  
which can be constructed, each starting from  A  linearly  independent s. p. 
wave functions |i The HF-approximation restric ts  the variation o f the 
tr ia l wave function to the set o f functions belonging to KN.

Let us denote by KP the space of a ll state functions obtained by applying 
the projection to a ll the elements of K N. Furthermore, let us suppose 
that K c is the set of a ll state functions belonging both to K N and to Kp:

The solution o f the PBV-method, which must be found in K p., w ill not 
necessarily  be in Kc. It is s till an antisymmetric state function (as SD's) 
and, in addition, has the required symmetry (i. e. u is  a good quantum 
number).

From  a theoretical point of view, the advantage of using the PBV 
method is evident, even when the HF-solution lies  in K c , i. e. when no 
P A V  is  required. Indeed, when perform ing the PB V  method, the same 
solution (in K c ) or one with lower energy (in that part of K P complementary 
to K c ) must be found.

In the case o f fi being the total angular momentum, the PBV-method 
has already been extensively and successfully used [10] and also compared 
with the corresponding P A V  method [11]. Here, the HF-solution is not 
in Kc (except for spherical nuclei), and P A V  is not triv ia l.

Let'us now consider the case of parity symmetry. If the functions 
of the set { |or>} are not a ll of the same parity, the corresponding SD's 
have no definite parity. The possible presence of parity mixing in s. p. 
orbitals is suggested by the existence o f tensor forces and one-pion- 
exchange contributions in a complete rea lis tic  nucleon-nucleon interaction.

However, in a 4n-nucleus with s. p. density which is invariant under 
the usual consistent sym metries (i. e. time reversa l, reflection  through 
a plane, rotation by ■n about an.axis in the plane o f reflection  symmetry) 
good-parity solutions are indeed energetically favoured [12,13]. Under 
these conditions, therefore, HF and P A V  are equivalent, the final solution 
being in K c . When some o f the above sym metries are relaxed, and/or a 
nucleus is considered which is not o f the 4n-type, parity mixing in. s. p. 
orbitals may be present in the final solution. In any case, it is  interesting 
to compare the results o f a PBV-calculation with those of the corresponding 
HF and P A V  ones.

. Pacati and the author [ 14,15] have studied the general structure of 
the parity-projected solution and its relation with the original SD without 
definite parity. The application o f the parity PB V  method to actual nuclei 
is very  laborious, from  a computational point o f view: the choice o f the 
particular nuclear system is ve ry  lim ited by the number of param eters 
(i. e. the X-coeffic ien ts of Eq. (7)) varying in the calculation o f the energy 
minimum. Therefore, to have a reasonably large s. p. space K a, we have

m

(7)

K c = Kn n Kp (8 )
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studied spherical nuclei [15], such as 4He and160 , and ve ry  light odd 
nuclei [14 ], such a s 3H and 3He.

With the exception o f 160 , an energy gain o f about one MeV is achieved 
by the PBV-method compared to the HF-approximation. M oreover, the 
HF-solution is always parity-conserving, while the PBV-solution shows 
large parity mixing in s.p. orbitals; in the case o f 4He, e.g. the dominant 
expansion coefficients Xnj of the PBV-solution are Xoo = 0.972 and 
X 01 = 0.230 i. These results are obtained although two-body interaction 
was simulated by the effective force derived by E lliott et al. [ 16], whose 
central character is w ell known [17]. This fact, together with the argument 
given by Rowe [18] about the origin  o f the energy gap, may explain the 
stability (with respect to parity deformation) o f the energy minimum of 160  
with a spherical shape. In this case, indeed, the absolute energy minimum 
(with parity mixing) should be obtained i f  sphericity is relaxed [19].

At firs t sight, a large difference exists between H F- and PBV-state

shows that only differences o f 5 + 10% are to be expected when computing 
average values of s. p. operators. As an example, let us consider the 
case o f 4He. For a state function |(//)eKP (with positive parity ) the charge- 
and bond-order m atrix [20] of Eq. (9) becomes:

Owing to the smallness of the elements k; (S I, but «  1 fo r la rge A ) ex
pression (12) does not d iffer strik ingly from  expression (10). Indeed, in 
the charge form  factor o f 4He computed both with our PB V  and HF solutions, 
no remarkable difference is  present.

M oreover, the qualitative behaviour is s im ilar to the standard h. o. 
shell model, thus deviating strongly from  the experimental data.

and for the charge form  factor o f leO (see Refs [14,15]).
We are tempted to conclude that H F-like calculations are inadequate 

fo r a m icroscopic description of such light nuclei.
We shall now report some results of a work s till in progress [21] on 

the problem of a coherent m icroscopic description o f finite nuclei, which 
seems to support the idea that, at least fo r 4He, a s. p. description is  very  
difficult.

functions. However, accurate investigation o f the s. p. density m atrix

(9)

( 10)

where

( 11)

( 12)

The same situation prevails for the magnetic moment of 3H and 3He
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Let be the exact g. s. eigenstate of a finite nucleus: H |i//0>= E 0|i//0>. 
According to Thouless [22 ], we define the one-particle G reen 's function:

< ^ o la0el(H' Eo>T aL k > .

- O 0laI  e ' lCH‘ ^ )Tafl |^>,

for t  < 0 

for t  >  0

(13)

where a^ creates a particle in the state |q>. Then

Pa8 = - lim  G„r (t)
► o+ aB (14)

and the expectation value of a s. p. operator Q on the g. s. 11//0̂ > is given by

(15)
a B

The g. s. energy (sum of the kinetic energy T  and the potential energy V, 
with the centre-of-m ass motion subtracted) is given by

E0 = < T > + < V > 4 X Ta6 PaB + | i l i “  I  (16)v *a 6

Evaluating the derivative o f the Green's function in term s of the advanced 
part o f Gas [22], one has:

I * 1™ !  ^ I)m ' i l l  K $n la al^0 >|2 (E n ” E 0) (17)
T u+ a a n

where E'nis the energy of the excited state | $n^of the nucleus with one 
nucleon missing.

In the case of 4He, the right-hand side of Eq. (17) can be approximated 
by the sum fip+ r2n, where f2p= E 0(4H e)-E 0 (3H) = -19. 6 MeV and 

= E 0 (4He) - E 0(3He) = -20. 6 MeV.
The unknown quantities pag can be obtained by a variational procedure, 

fitting the experimental data on the energy, the root-mean-square radius 
and the charge form  factor in a force-independent way.

Prelim inary results o f such a calculation in a s. p. basis set with 
£ = 0,1 and n s  5 show that the simultaneous fit is not possible under the 
condition

P2= P (18)

which is necessary and sufficient fo r |0o> to  be a SD: i f  the charge form  
factor is reproduced, the energy turns out to be positive; conversely, a
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negative, reasonable value of the ground-state energy corresponds to a 
pure-shell-m odel-like charge form  factor.

A  very  satisfactory fit can be reached, on the contrary, i f  only the 
(less stringent) condition

T r p = A  (19)

is satisfied. In this case, however, some eigenvalues o f p are negative 
or greater than one. This im plies further investigation o f the problem of 
the N -representab ility o f the density m atrix [23], which w ill be published 
elsewhere [21].
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Abstract

ANHARMONICITIES AND THE PARTICLE-VIBRATION COUPLING.
1. Introduction; 2. Phenomenological description o f nuclear vibrations; 3. The particle-vibration 

coupling; 4. Triangular diagrams and the quadrupole moments.

I. INTRODUCTION

Since the early identification of the pattern of the low -ly ing states in 
some nuclei with the co llective quadrupole vibrations, it has been clear 
that the harmonic description should prove to be insufficient. The splitting 
in the energy of the degenerate many-phonon multiplets, deviations from  
the simple harmonic rule for the transition intensities and, finally, the 
successful measurement o f the signs and magnitudes of the quadrupole 
moments, have provided necessary information on the relevance of the 
question of what type and magnitude of anharmonicities are required by 
the experimental observations. The phenomenological description of the 
nuclear vibrations has been substantiated by the random-phase approxi
mation [1] (there are a number of s im ilar though differently named approxi
mations which yield  the same result in the lowest order) for it provides 
a means of understanding the co llective vibrational states in terms of 
particle degrees of freedom.

To the lowest order, the random-phase approximation and sim ilar 
approximations are basically harmonic; consequently, the anharmonic 
term s are expected in higher orders from which it may be difficult to 
extract the most important contributions.

The essential geom etry of the problem is contained in the phenomeno
logica l description, as w ell. This, together with the strong evidence of 
the fundamentality of particle-vibration  coupling [2 ] , suggests the possibi
lity  of analysing the anharmonicities in term s of the polygonal particle- 
vibration coupling diagrams [1 ,3 ]. Additional support is provided by the 
possibility o f explaining the occurrence of quadrupole moments together 
with the correct other electromagnetic properties by the phenomenological 
description [3,4 ] .

In section 2, the phenomenological description w ill be b rie fly  reviewed 
and the geom etrical structure of the anharmonicities w ill be shown.
Section 3 contains the concept o f particle-vibration  coupling and its relevance 
to the problem of anharmonicities. Finally, in section 4 triangular graphs 
w ill be shown to give the possibility of evaluating the magnitude o f the 
th ird-order anharmonicities, and an explicit calculation for the isotopes 
of cadmium w ill be presented.
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2. PHENOMENOLOGICAL DESCRIPTION OF NUCLEAR VIBRATIONS

Assuming constant rectangular density p0of the incompressible matter 
within the radius R 0of a spherical nucleus, sm all deviations from  sphericity 
can be parametrized conveniently in term s o f a X(J such that

R(0. <p) = R0 1 +

The transformation properties o f the o ^ 's  are determined by the rea lity  
o f the radius R (0, <p). (i>, <p) are spherical harmonics. Volume-
conserving changes o f the shape lead, in the lowest order for sm all ,
to the harmonic oscilla tor Hamiltonian:

H = CJ > J 2
 ̂ M X M

iiX(J are associated velocities, while the parameters Bx and Cx are con
veniently re ferred  to as the inertia l and the restoring force parameter of 
the A-pole vibration, respectively. They can be calculated by assuming 
a definite model (e. g. a liquid drop) or else can be taken as parameters 
from  experiment. In expression (1) parameters Bx and C\ are taken to 
be independent o f a x and , and it should be noted that the vibrations 
corresponding to different multipole characters are uncoupled and there
fore qualified as normal modes. The quantization of (1) is achieved by 
requiring that

[a, , B ., a ., ,1 = iti6,., 6 ,
1 X jr  X* X * /i,J XX* jjm*

The transformation to the occupation number representation, which 
often proves convenient, is given by

( 2)

bX(1 and b ^  are the phonon creation and annihilation operators, respectively, 
and the phonon vacuum | O'} is defined such that bX(J|oS = 0 is fu lfilled. 
Hamiltonian (1) assumes the form

h =Ih I  <3>
X M X

Bilinear combination ^  b ^ b x^= N x counts the number of phonons o f energy
M
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hux. = fifCx/B^)^ in a given state and it is immediately seen that (3) yields 
the fam iliar equidistant spectrum fo r each multipole X .

The same assumptions give fo r the e lec tric  multipole operator the 
following expression:

M(EX.iu) = ^  Ze R£aX(1 + 0 («2 ) (4)

for the uniform charge density within the nucleus. By virtue o f trans
formation (2) it is clear that the electromagnetic transitions occur only 
between the states d iffering in phonon number N by one. Therefore, only 
so-called cascade transitions are allowed, whereas a ll the other transitions 
as w ell as the static e lectric  moments are zero. Relative ratios of the 
reduced transition probabilities yield  the simple N '/N ratio when summed 
over the final spins; N 1 and N are the phonon numbers o f the in itial states 
in question. This completes the harmonic picture.

The anharmonicities which appear in departing from the lowest-order 
approximation can be conveniently separated into two groups: i) the an- 
harmonicities within a given normal mode X which distort the harmonic 
pattern but leave the normal modes uncoupled, and ii )  anharmonicities 
which a rise from  the coupling o f the different normal m odes.

Respecting the rotational and tim e-reversa l invariance as w ell as the 
parity conservation, the construction of the anharmonic term s is straight
forward. Note the implication o f the t im e-reversa l invariance that only 
the even number o f associated velocities appears (from  «\ (-t) = a rft) 
follows &x ( - 1) = -<frx(t)). For the firs t kind of anharmonicities, cubic and 
quartic term s are, fo r example,

cx l  [ i ip &*Ha )v&\p (5a)
f il/p  n v p

and .

c x £  f L ) + D x I  f , (x * L > r ( v s A  W J

Bx l f  (*-•L ) [® A )l (“ A U o

0
(5b)

L

respectively, [ ] is the 3-j symbol ensuring the sym m etry and rotational 
invariance in (5a), whereas in (5b) it is  f  (X, L ) and by brackets are denoted 
couplings, f  (X,-L) can.be d irectly related to the sym m etric fractional 
grandparentage coefficients [5]. P arity  conservation would immediately 
set equal to zero  term s (5a) for odd multipoles X .
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The cubic term s o f the second group of anharmonicities coupling the 
different normal modes are o f the form :

Cc(XXX') I XXX'
jJ-v p

livp

B (XXX')
pup

BC(X X ^ )^
pup

y  [xxx1 
L \ » v p

a,  a,  a
A.JJ \ V  X p

va\'p

°kpa \v*\-p

( 6 )

There are many fourth-order or quartic term s which can be easily  con
structed follow ing the above-mentioned rules. However, the main concern 
here w ill be the anharmonicities within a given normal mode, m ore spec ifi
cally with X = 2 quadrupole vibrations.

A  few general remarks are in order. Rewriting expressions (5a) 
and (5b) by making use o f transformation (2), it becomes apparent that the 
two expressions obtained w ill have different effects on the properties of 
the vibrator. Their diagrammatic expression is as follows:

A 0[\i/ + /*• ] W Y - t - U

D0[V '+ - A - ]  + Dx [ V  + . f j  + D2 [ X  ]

(5a»)

(5b>)

C  CAq, A-l as w ell as D0, Di and D2 are expressed in term s of C*., Bx and 
CjJ, DJ and B j, respectively, and the broken line represents phonon. 
Neglecting the contributions from  the terms containing a\^ (extrem e 
adiabatic lim it) thereby retaining only the "potential energy" term s, there 
are simple relations between the constants. If the order of the anharmoni- 
city is n, then there are (?) (binomial coefficient) diagrams with r  phonon 
lines coming in. Now (?) = (n"r ) and it is, o f course, true that the Hermitian 
conjugate diagrams have the same weight. For example, in (5a’ ) A i = 3Ao 
and in (5b1) Dj : Dj : Dq = 6 : 4 :1.

It is clear that the odd and the even power anharmonicities form  two 
separate chains. While the even chain (see (5b) and (5b1)) contributes to 
the energy in the firs t order o f perturbation and admixes to a state with 
given N states with N, N ±  2, N ±4 , e tc ., the odd chain w ill give second- 
order energy corrections and admix N ±  1, N ±  3, e tc ., states to a given 
state N. Therefore, in view o f expression (4) the even chain w ill produce 
neither static moment nor cross-over transition. The odd chain w ill give 
both non-zero, but it has been shown [4] that the large moments do not 
necessarily imply large cross-over transitions. It should also be noted 
that, although the quartic anharmonicity is an order of magnitude 
(n/Iho/2C ^ 0 .1 ) sm aller than the cubic one, it is necessary to take it into 
account i f  the energies are to be reproduced. In other words, with each 
odd-power anharmonicity one should incorporate one order higher even-
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power anharmonicity, otherwise the nucleus becomes unstable. F o r  the 
purpose of investigating the origin  o f the static moments it is, however, 
sufficient to consider the cubic anharmonicity only.

The constants in Eqs (5a) and (5b) are parameters to be fixed by 
comparison with experiment. This leads, o f course, to a m ulti-param eter 
analysis which is neither an easy nor a very  enlightening procedure. 
Therefore, it is  very  instructive to try  and calculate the respective 
constants, a possibility which has been offered by the success of the 
particle-vibration  coupling. . .

3. THE PA R T IC LE -V IB R A T IO N  COUPLING

When an incom pressible nucleus vibrates, its density w ill c learly 
undergo changes in shape. Assuming that the changes in the density are 
followed by changes in the potential and that the equipotential surfaces 
have the shape o f the nuclear surface, it follows that under the sm all 
amplitude a^  vibrations, each point r  is subject to the change

1+I ^ Y X(i 
\,li

Therefore fo r the potential one has to put

V (r ) -  V
X|i

Smallness of the vibrational amplitude allows one to expand around

_r/(l + = V [r  C1 ’ I  a t \ ) ]  = V <r > - r
X.fi X .ji

(7)

The second term  in expression (7) represents the change of the potential 
fe lt by the particle and can conveniently be written as

Hpv= K( r ) £  (2 X + 1 )*  £  ( « XY X) 0 (8)
X |i

where Hpv stands for the particle-vibration  coupling and the bracket ( )„
denotes sym bolically the angular momentum coupling [1], K (r) = -r  (9V(r))/8r 
is the radial dependence of the coupling. If the potential is w e ll described 
by the square well, k (r ) is simply V0 Rq 5 (r-R 0) where Rq is nuclear radius 
and 6 (r -R 0) the usual delta function. For the harmonic oscilla tor potential 
K (r) w ill be proportional to r2, therefore having the same form  as the 
original potential. In the case of the more rea lis tic  Woods-Saxon potential
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K(r) w ill be surface-peaked, though slightly asym m etric owirig to the 
weighting with r . The Woods-Saxon potential is conveniently represented 
as

V (r) = -V0 f(r )  = -V0

with R 0 being the nuclear radius, V0 the depth of the potential and a the 
diffuseness parameter. tc(r) is  then given by

* (r )  = -V0 £
i-R0/a

l + e r' R“/a 2

Now, for the last bound particle R 0^2(R0) ~  1.4 [6] (<p(R0) is the value of 
the radial wave function at the surface R0) so that i f  V0 =48 MeV and 
a = 0.6 fm the value o f the radial integral at the surface w ill be ~2 . 8 MeV. 
The integration over the spread contributes to the final average value of 
~  50-60 M eV [3].

By virtue o f transformation (2) it is  seen that the. strength o f the 
particle-vibration  coupling depends also on the amplitude of the vibration 
\/ft(jx/2Cx. In practical calculations (see, e .g . section 4) the amplitude 
of the vibration can be determined from  the ground-state transition with 
an accuracy corresponding to the degree of the validity o f the approxi
mations invoked in deriving expression (4).

The m atrix element representing the scattering of the particle o ff the 
phonon due to the HpV w ill be calculated explicitly. The corresponding 
diagram is

where the vertex is the particle-vibration  coupling Hpv (8):

3ilH pvlJi>= (3 a k ( r ) | J i )  (23* +  1)‘ * < J , | |  y J j ^

X ' X <i2m2 ^ lilm l> < j lml X- v |j2m2 > (-)X'‘1'

where <|)> are the vector coupling coefficients, (||) the radial m atrix 
element <|| || )■ the reduced m atrix element. Making use of transformation 
(.2), .

. < ^ k »  \ / f| |  < ^ H „  + (-)v V „ ) l < »  = J f§ ^  V
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and perform ing the summation, one obtains:

< (J^ ) JilHpvlji>= (- )X+i!' jl (J jic t r j l j j  (2Jn + l ) ' \ f ^ < j 2ll Y x h >  

The reduced m atrix element is

which, together with the definition [3],

a(r) =j i r \ f i § KK (r)

yields finally

< ( V 0  3 l l Hp v l i l >  "  ( J * l a ( r >l J i>  ( 2 X +  1 )i  < h  \  x ° | j 2 i  > H H 21 ( 9 )

Expression (9) denoted by the H21 in Ref. [2] is one o f the basic building 
blocks fo r the particle-vibration  coupling diagrams. Remembering that 
in the random-phase approximation the phonon represents many scatterings 
o f the particle-hole (quasi-particle) pairs, another important building 
block corresponds to the diagram

and is related to expression (9) by

< (i i f2V | H pv|x> = J | j ^ Y  Hi2 (10)

In the case o f the open-shell quasi-particles expressions (9) and (10) 
are multiplied by the factors (UjUg V2) and (U iV j + l^V^), respective ly
[ 2], and the corresponding diagrams bear no arrows on the particle (hole) 
lines. Note that (9) and (10) represent the m atrix elements o f the respective 
diagrams; the energy denominators have not been exhibited.

The relation o f the particle-vibration  coupling and the anharmonicities 
can be understood as follows. Given a certain basis (H artree-Fock  or shell 
model, for example) the random-phase approximation means taking from  
the Hamiltonian

H = I Ta b ^ a b + \ Y  V.bcda ^ a j a 6 ay
a0 aSy6
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term s which correspond to the particle-hole pair scattering by the in ter
action V. In the case o f the pairing vibrations, it is  particle-partic le and 
hole-hole pairs. For the particle-hole random-phase approximation this 
can be represented as the summation o f the diagrams

where the wavy line is the interaction V. By inspecting expression (9) and 
the corresponding diagram it is  clear that the diagrams of the type

J------ &

are included by the particle-vibration  coupling. To make them identical 
one has to replace the particle-hole pair by the phonon line (random-phase 
approximation summation at the particle-hole pair scattering) and the 
interaction wavy line by the Hpv. The tensorial property is correct, as 
can be established by the fact that the particle-hole pair carries the angular 
momentum X of the vibration requiring the particle vertex to have the same 
transformation property. This is manifestly so in expression (8 ) of Hpv.

Therefore one can say that the particle-vibration  coupling takes more 
o f the dynamics o f the total Hamiltonian. The diagrams associated with 
expression (9) are the ones responsible for the non-linearity in the problem 
of vibrations, or, as usually phrased, for the anharmonicities in the 
vibrational motion [ 2]. Their magnitude w ill depend on the shell structure 
in the nucleus in question, as w ill be seen in the next section where the 
connection between the triangular graphs and the quadrupole moment is 
discussed.

4. TRIANGULAR DIAGRAMS AND THE QUADRUPOLE MOMENTS

Assuming that in the firs t excited state of the vibrator |NX>= |l2>
(N stands fo r  the number of phonons) there is an admixture of the two- 
phonon state 12 2 with the amplitude a21, the diagonal m atrix element of 
the e lec tric  multipole operator M(EX,/i) of (4) fo r X = 2 in the state 
12j^  = |l2 ^ + a21|2 2^ is

<2 1|M(E2lM)|21> = 2a21<12|M(E2,M)|22>

The definition o f the quadrupole moment

= C i o i ) n/t ^<i"M(E2)*i>

gives immediately the relation between the quadrupole moment and the 
amplitude a2i o f the admixture as

eQ (2 i) = 2a2i j i f  ( j  I  *)<12||M(E2)||22>
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Now as <12||b||2R)> = -J 2(2R +1), by virtue of expression (4) and the 
transformation (2) we obtain

* 3 (2.) -  2 ,/To 2 )  - 5  Ze <n '>

Remembering, however, that in the harmonic picture the reduced transition 
probability fo r the ground state transition is

B (E2, 1 2 -0 0 ) = ( £  Z e R ^ J | |

it is seen that, for the sm all amplitudes o f the admixture a21< the last 
factor in expression (1 1 ')  can be extracted from  the experiment in a given 
nucleus. The expression for the quadrupole moment is then

eQ (2 j) = 2 v/l0 a21J i | ?  Q  \  \  )  (B (E 2 ,12 -  0 °) )* (11)

The knowledge o f the amplitude a2i provides the sign and the magnitude 
o f the quadrupole moment. This is of course in the lowest order of per
turbation. Higher order term s, however, for reasonable values of a21 do 
not change appreciably the values obtained (see, e .g . R e f . [4 ]).

The amplitude a21 can be determined in the phenomenological approach 
by relating it to the magnitude of the th ird-order anharmonicity (Ax of (5a*))

[2  Ai 
a21= ‘ V s  ĥ T

This, however, is the relation of one unknown to another and it is important 
to be able to calculate the amplitude a2i. Such a possib ility is suggested by 
expressions (9) and (10) and respective diagrams.

The particle-vibration  coupling Hpv (8) changes the number of phonons 
by one and therefore the low est-order expression for a21 is given by the 
th ird-order perturbation

_ V  < 2 phon | Hpv|b)<b|HDv la )< a lH Dy|i= 1 phon) .
21 L  (*u - EJ (h u -E b) (-hw) K '

F o r the particle scattering o ff the phonon the diagrammatic expression of 
(12) is shown in F ig . l .  There are three term s whose m atrix elements 
(numerators of (12)) are the same:

MP = - \ f §  ( ^ ) f <0i||a(r) Y 2 |)j2> < j2 | | a (r )^  |!J2><jll|a(r)Y2||jj>|^

(13)
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by expression (13’ ).

FIG.2. Triangular diagrams for hole scattering (14). The sum o f their energy denominators is given by 
expression (14 ').

The subscript p denotes particle scattering, { } is the 6-j symbol and the 
definition <ji ||a(r)Y2 ||j8> ee (j x|a(r) |j2) <J ilY 2 ||j2> is used fo r the sake 
of brevity. The summed energy denominator is

E - i __________ hu (e(j2) - c(fa)) +3 (eQI1) + e ^ ) )  (eUi1) + e(J2) + ftu)_______________
P ftu (e (j-1) + c (j2)) (e ( j j1) + e (j2) - flu) (e tjj1) + e(j2) +ftu) (e fjj1) + e (^ ) +2ftw

(13')

where e (j) and e( 1) are s ingle-particle and single-hole energies, respecti
ve ly . The amplitude a2i is then sim ply a21 = MpEj;1. In the case of the hole 
scattering o ff the phonon (see F ig .2), the respective expressions are:

Mh = -J f (4^jf < j1 ||a(r) Y 2 ||Ti> <Ji ||a(r) Y2 ||j2> <j2 ||a(r)Y2 - j }

(14)



The relation < j_1 ((Yx [[j"1)  = ( - )M'1<J ||Yx (|j > has been employed [ 6 ]. In 
the particular case when the particle and the hole remain in the same state 
a fter the scattering o ff the phonon, expressions (13) and (14) have to be 
taken when evaluating the amplitude a21. The reason is that then both the 
particle and the hole can experience the particle-vibration  coupling Hpv . 
The corresponding diagrams are shown in P ig . 3 and the expressions for 
the Mph and E pi, are

Mph = (- )Jl+JZ (4tt)3/2 <Jl II a (r ) Y 2 II 32 >2 

<Ji II a tr ) Ya I i i> j

0 2 | | a (r ) ^ 2  Hi
. v f  2 2 2 ]  
]2>

and

^ph 

respective ly

E 'i  = -3  [hu (e ( j j 1) +e ( j 2) - fiu) (e ( j j 1 ) +e ( j 2) +2ftuj' 1

(15)

(15-)

FIG.3. Triangula! diagrams illustrating expressions (IS ) and (15 ').
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FIG.4. Diagrams contributing to the a30 amplitude.

It is possible to re late this calculated amplitude a2i to the magnitude 
o f the equivalent cubic anharmonicity A 1 (5a1). However, it w ill now 
depend on u. According to the amplitude a21 of (15) and (15'), A ^ u ) is 
given by

Aj(u>) = ( - ) W (4*)'3/2 3< jill a ( r )Y 2 l|j2> 2
(e (j i1)+e  (j2 ) -*w) (e (J-1)+e  (j2) + 2ftu)

X < j2 II a (r ) ^2 lh'2> {  ̂  f2 }  ~ ^ i  II a (r } Ya II 3i >

By evaluating the diagrams (F ig . 4) corresponding to the admixture o f the 
three-phonon state to the ground state whose amplitude is a 30, one finds 
f o r A 0 (u) (5a 1)

A 0(u)) = ( - ) jl+jz (4tt)3/2
<3 ill a (r )Y 2 H j 2>2

(e ( j 2)+ fw ) (e (j-^J+e ( j2) + 2fiu)

<h 1 II i ,>  { ' j j j  - < i.ll y *  II J ,  > { j j j j
°2

Consequently, there is the relation

• -l
A l(u ) = 3 l i m ^ l h l ^  A 0(u,) 

11 e ( ] - 1) + € ( j2)-h u

which for ■hw «c (jJ 1) +e ( j 2) reduces to A x = 3A 0 found for the extreme 
adiabatic case in section 2 .

The expressions for the open-shell quasi-particles are obtained 
follow ing the prescription given with the basic building blocks (9) and (10). 
The second term  in the square bracket of expression (15), however, comes 
with the opposite sign, for the particle hole difference is contained in the 
appropriate values o f the Uj and Vj coefficients for the state in question. 
The particle energies e (j) in the energy denominators are, of course, to 
be replaced by the quasi-particle energies E j.

In nuclei where either protons or neutrons are near the closed shell 
it has been known [7] that the BCS-solution becomes poor and, therefore, 
the expressions for triangles involving the seniority [5] v = 0 to v = 2 two-



FIG.5. Particle triangular diagrams for (jj)2 Q-* (j^ O  corresponding to expressions (16) and (16’ ).

particle (hole) states are considered. The corresponding diagrams are 
shown in F ig . 5 and the m atrix element and the energy denominator are

respectively, fo r particles, and the same expression except for the general 
minus sign in the m atrix element M for holes. The factor (2j ! + 1 ) '1 comes 
from  the fact that there are only two particles (holes) whereas it  did not 
appear in the particle-hole case, Eq. (15^ because of the «/n = s/(2jj +1) 1 
normalization when one particle is  taken out of the closed subshell j j .  In 
the case o f the d ifference in the in itia l and the final v = 0  j-value, expression 
(16) is to be multiplied by the appropriate statistical factor. Equation (16) 
has been evaluated (see F ig . 5) for ( j 1) 20l v  = 0-► ( j x)20, v  = 0, consequently, 
for ( j i ) 20 v = 0 -» ( j2 )20 v = 0 it should be multiplied by the factor 
[(25i + 1)/(2ja +1)] ^ 2. When pairing among these two particles (holes) is

(16)

and

E 'x = -3  [hw (e (J i ) + e ( j 2) - h tj ) ( e ( j i ) + e ( i 2)+2Jiio)]-1 (16' )
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taken into account, it is clear that the gap A j w ill appear in the energy 
denominators. F o r example, in the case o f a s in g le -(j)2 .configuration with 
pairing the amplitude a2i assumes a very  simple form :

a =(4^3/2 [2  _________24___________< i J aL r l I i l l 3 >3 (2  2 21
1 \  5 h u (A j- ftu )(A  +2fuo) 2j +1 I j j j J  ' '

Before the amplitudes a2i  a re explicitly evaluated for chosen examples, 
an approximate selection rule for the vertices should be mentioned. From  
expression (8) for the particle-vibration  coupling H pv follows, that, in the 
case of density fluctuations, H pv acts only on the orbital motion which 
im plies the difference between the spin-flip and the non-spin-flip vertices 
[2 ,3 ], The la rger the s ingle-particle j-value the greater the d ifference.
As an illustration severa l reduced m atrix elements are listed:

<9/2 || Y 2 || 9/2> = - ^  3.4, <9/2 || ^  || 5/2> = ^  3. 8 -> non-spin flip

<9/2 || Y a || 7 / 2 ) = - ^  0.94, <7/2 || || 5/2>= - ^  1.04 -* spin flip

Upon inspection of expressions (13) - (16) and the corresponding triangular 
diagrams, F igs  1-5, it is seen that the spin-flip vertices come tw ice and 
therefore the reduction o f the spin-flip diagrams compared to the values of 
the non-spin-flip diagrams is approximately given by the ratio of the 
reduced m atrix elements squared. As an example, .possible diagrams for 
the closed shell Z = 50 are considered. The hole w ill be made in the states 
p 1/2 , P 3/2, f 5/2 and g 9/2 of the 28-50 m ajor shell. In evaluating the 
triangular diagrams, one of the particles is promoted to the m ajor shell 
50-82 containing the S1/2, d3/2. d 5/2, g 7/ 2 and h u / 2 s ingle-particle states. 
Simple angular-momentum and parity considerations- show that only the 
g 9/ 2 particle is to be promoted to either the d5/ 2 or the g 7/ 2 orbit. This 
s till yields 18 triangular diagrams (see F igs 1 and 3). Taking fo r the 
radial m atrix elements o f a (r ) an average value a it is simple to see that 
the non-spin-flip diagrams are  by a factor 12-16 greater than the spin-flip 
ones. The difference in the energy denominators (c (9/2) = 0, e (5/2) = 4. 5 MeV 
and e (7/2) =5. 2 M eV) is sm all. In practical calculations, provided the 
particle angular momenta are not small, this approximate selection rule 
considerably reduces the number o f triangular diagrams to be evaluated.

114Cd has been the firs t vibrational-like nucleus in which a large 
quadrupole moment has been- found experimentally [ 8]. Many experiments 
have been performed on different nuclei since [9] using the same higher- 
order Coulomb excitation process. Recent experiments [10,11] are of 
particular interest fo r they (R e f.[10]) represent re lative measurements 
providing the data on 108Cd - 116Cd nuclei. This gives the possibility of 
observing the change in the quadrupole moments due to the difference in- 
neutron number. Relevant experimental data are given in Table I.

Cd isotopes have the proton number Z = 48 and therefore the proton 
part o f the wave function w ill be represented by two holes in the 28-50 
proton shell. It is noted that the particle-hole triangles in this case-are !
multiplied by the square o f the fractional parentage coefficient [5]
<(9/2)2 0, 9/2; 9/21} (9 /2 )36 = 1 (9/2) > 2 = 4/15 and ean be neglected, being I
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TA B LE  I. E X PE R IM E NTAL DATA OF REF. [10]

Isotope E(2+) MeV B(E2j 2+ - > 0 p e V Q (2+ )eb

106Cd 0.633 0.084 -0,84 ± 0.28

1MCd 0.633 0.084 -0.84 ± 0.28

110Cd 0.656 0.087 -0.24 ± 0.09

11!Cd 0.618 0.097 -0.15 ± 0.07

1,4Cd 0.558 0.112 -0.38

u6Cd 0.517 0.131 -0.88 ± 0.25

Note that the value -0.38 eb o f the lu Cd quadrupole moment has been used as a reference for 
relative measurements.

TA B LE  II. CALCULATED  QUADRUPOLE MOMENTS IN eb COMPARED 
W ITH EXPERIM ENTAL VALUES OF REFS [10,11]

Isotope %xp  in eb Qcalc in eb

‘ “ Cd -0.76 ± 0 ,15b -

‘ “ Cd -0.84 ±0.28a -0.14

“ °Cd -0.24 ±0.09® -0.16

•«Cd -0.15 ± 0,07a -0.26

1MCd -0.38a -0.32 ± 0 .l l b -0.48

‘ “ Cd -0.88 ± 0 ,25a -0.69

a See Ref. [10] 
b See Ref. [11]

of the order o f 0. 03 a3. Throughout the calculation an average value for 
the radial integrals (at j | a (r ) | n 'je 'j1) =a = - 0. 5 M eV is used. The triangles 
based on the (9/2) ‘ 2 configuration with A 9/2 = 2 MeV (6+ and 8+ states are 
not observed below that energy) are evaluated using expression (17) with 
the general minus sign because of holes. ■ The effect o f p[}2 and p 3/2 hole 
states [12] is mocked by multiplying the amplitudes obtained with 0. 9 
(108cd), 0.85 ( 110Cd) and 0.8 ( i^ c d -  i^Cd ). A jfuJ 's related to a 21 then 
assumes values 0.166, 0.157, 0.147, 0.147 and 0.147 M eV for ,108Cd - 116Cd, 
respectively. F rom  their sign it is seen by virtue o f (11) that they yield 
a negative quadrupole moment.

Neutrons are particles in the shell 50-82. As their number ranges 
from  8 ( 106Cd) to 18 ( 116Cd) it is clear that the BCS-solution is to be used. 
Then the expressions (13) - (15) a re to be multiplied by appropriate 
combinations o f U and V factors as indicated. BCS-solutions1 with the best

1 We are grateful to Dr. A . Rimini for kindly providing the BCS-solutions.
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Cd

FIG. 6. Graphical presentation o f Table II is given. The dashed error bar for 114Cd is an estimate o f an 
error not indicated in Ref.[ 10]. The full line joins the calculated points.

single-particle energies of the Bonn group and the core-polarization- 
renorm alized Yale-Shakin interaction of Ref. [13] have been used. The 
calculated A a r e  - 0.06, - 0.03, 0.05, 0.14 and 0.19 MeV for 
108 Cd - 116Cd, respectively. Adding the neutron and the proton contribution, 
A j(u ) is connected into the amplitude a2i and the respective quadrupole 
moments are evaluated making use o f expression (11). The results are 
shown in Table II together with the experimental ones o f Refs [10, 11],
F o r the sake of illustration they are shown in F ig . 6 . The general variation 
with the particle number is seen to be reproduced although it seems 
unlikely that the value for 106Cd, which has not been calculated, would 
increase sufficiently. However, the results presented confirm the-notion 
[ 1 , 2] of particle-vibration  coupling being the basic anharmonicity of'the 
vibrational motion. The magnitude and the sign o f the triangular diagrams 
depend on the shell structure featuring the anharmonicities as shell effects. 
A  s im ilar calculation [14] for Te-isotopes also shows satisfactory results. 
However, there remains the question o f predicting the positions of the 
two-phonon trip let states. They are not degenerate, and their positions 
are known in many cases. To account for this, it is necessary to evaluate, 
besides the triangular diagrams, the quadrangular ones which would 
correspond to a quartic anharmonicity. Quadrangular diagrams w ill have 
a firs t-o rd er contribution to the energy and, although one order higher in 
Hpv, w ill therefore favourably compete with the second-order contribution 
from the triangular diagrams (see section 2). This should be done fo r a
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further confirmation of the confidence gained so far, namely that particle- 
vibration coupling is the key to the solution of the problem of nuclear 
vibrations.
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NOTE ADDED IN PROOF

A fter completing the artic le  it became clear that the sign of the 
neutron contribution corresponds to pure isovector particle-vibration  
coupling. The isoscalar particle-vibration  coupling which is certainly 
dominant yields the opposite sign of the neutron contribution, thus worsening 
the agreement considerably. Further investigations are under way.
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Q U A S I-P A R T IC L E  V IB R A T IO N  C O U P L IN G
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Abstract

QUASI-PARTICLE VIBRATION COUPLING.
A complete system o f coupled equations necessary for describing the nuclear rotational excitation is 

obtained from a variational principle without use o f the equations o f motion.

The quasi-particle approach and the random phase approximation (R PA ) 
are the methods used [1 ] in the nuclear mo,del called the m icroscopic model. 
The starting point o f this model is the model Hamiltonian

H = H 0 + Hpair + Hqq

where H0 is one-particle energy o f a ll nucleons moving in a self-consistent 
potential, and the last two term s describe the interaction o f particles. As a 
rule, in spherical nuclei only particles over closed shells interact.

Unfortunately, [2 ], this model in pure R PA  has been found insufficient to 
describe the vibrational co llective excitations higher than 2+ in even nuclei, 
and it was possible to describe only a few nearest excited levels in odd 
nuclei.

Subsequently, some progress has been made in deriving methods by which 
the R PA  defects could be elim inated. Various anharmonic corrections have 
been introduced either by modifying the RPA  equations o f motion and enlarging 
the H ilbert space o f the admissible states (two-boson excitation, fo r example 
[3 ])o r  by making use o f boson expansions [4 ]. The problem we should like to 
discuss in this paper is the follow ing:

In a ll these methods, higher accuracy is required and various corrections 
to RPA  are calculated but the conventional R PA  as a zero -o rd er approximation 
is always used. In this connection, let us once more ve r ify  RPA, taking into 
account that in this sim plification not only part of the interaction was omitted 
but also the Pauli principle was violated. Therefore our task w ill be to find 
the best quasi-bosons taking, approximately o f course, the Pauli principle 
into account. As a result, we shall obtain the coupled system of equations 
fo r a ll param eters necessary to describe the quasi-particle and collective 
excitations o f nuclei.

What w ill be new in my calculations was obtained last year at Dubna in 
collaboration with Dr. R.'V'. Jolos [6 ] .  The idea worked out by us was first 
stated by K. Hara in 1964 [5 ], but he solved only part of the problem.

*  Permanent address: Institute for Theoretical Physics, Wroclaw University, Poland.
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The individual terms in the model Hamiltonian given above are defined as
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H , '=I (er :X ) at a  • mjm jm
■ jm

where ej is the one-particle energy and X the chemical potential (we use the 
spherical-nuclei quantum numbers). The next term is defined as

where

^ t = y l ( - l ) j-mat a+ 
Z_i '  jm 3-r

jm

H,QO '  - 4  Y  X Q* Q L  = 2,2 Zj  L LM LM
LM

a.

QLM<X > =

< 1 |QLMI2> = / ' tl+(X>QLM<X)'M X) dX

We perform  the u-v transformation by passing from  a, at-ferm ion particle 
operators to c, c+-ferm ion quasi-particle operators:

at = u c t + f - l ) j"m v.c. jm  j jm  ' / j j-n

U 2 +  V.2 = 1

^  = ^ + ( - 1 ) ' .  V,
j-m f 

"  Ci-m

A fter this transformation our Hamiltonian can be written as:

^  = 1  ( v 4 ^ 2+^ ( ur vi ) tti + ^ u jVj (aV aj).
i . . . .

H . = - 2n.u.v.') - 4 V  20jkn u.v.u.tv.,ar?t
Pair 4 J 1 Z_i J J j j )’ J j’



+ ^ 2 0 ,^ 4 ^ . UjVj (U*.-15?) (A+-.+ A r ) 
j j '
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- ^'/2oTV4^~.uj Vj

Si*

-2 ^  j4nJ\/2nj.(u?At - v 2Aj )u..vj t a|t 

ii* 1

Y  \  (uj -v,2) (ur vr ) (A J + A j) (A r +A j')
j j*

4  (A* - A,) (A*. - A Jt) - \ 6 ... ( u* - v f )  (1 aj)

4  )  V 2 f i . > / 2 £ ^ tu . v .  u . tv . t af  a\ i Ls J J J J J J J J J

jj

+

jj

+

jj

w h e r e

At = j A =  y  C.+ ct (-Dj"m
J rn

at] - a - -j====) c .t  c .  2 Q . -  2,- +  1 '
i j s/2 « .  Jm Jm J J .

J m

a n d

H Q Q = I  I  X LQ L [ n . ] Q L[22 .] (A +LM[ l l . ] A LM[22.] 

LM ll'22 * ,

L M ll'2 2 '

L M ll'2 2 '

' I  I  XLq L[U ']q L[22.]aJM[U .]4 M[22M
LM ll'22*
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j

(the shell-m odel state is simply abbreviated as 1 ) where

C2

r , i <i || q l ||2>
« J 1 2 ] - < v .  + v > > ^ = p -

“ L

, t [ i 2J V . )  5 -

These quantities do not depend on magnetic quantum numbers mx and m2; to 
indicate this fact we used the bracket [12]. The matrix element <̂l| QlM |2^ is 
written with the help o f the W igner-Eckart theorem as

<1 || Q , II >

and < 2 ,L M | 0  is short fo r the Clebsch-Gordan coefficient ^ j g i x i j L M | . 
The operators A, Af  satisfy the commutation relations:

[A , ,A p  -  S „ . ( l -  £ f , [ l M A * ,[111
J 2 2 '  1 1 '

= 5XLâ [ l l ,Jf* [11,J '
11 '

- 2 ^ % / 4 ? f L ^ 4 ? r L , < L ' M ' L M | A A » > G xLLJ n ' ]  a j / M ' 1 1 1 ' 1

11' L*

where

and.

GXLL,[11'] = ^ f x U 2 ]Q L[21>] W (11 '\L; L '2 )

W ( l l ' XL; L '2 )  = W fj^ .X L ; L^ j #) 

represents a Racah coefficient; Q L[22*], f xt l l ' ] are arb itrary coefficients.
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Our approximation is based on the replacement of the operators of the right- 
hand side o f the last relations by their ground-state averages

In other words, we do not neglect the fact that the occupation numbers of the 
quasi-particle states are different from  zero  in the RPA-ground state. If we 
assume <( |a?M[ l l ' ]  = 0, we obtain cr+[l 1' ] or c j > =  0. From  this it
follows that the boson vacuum is approximately equal to the quasi-particle 
vacuum, which is not very  reasonable. To  avoid this contradiction we as
sume that the approximate commutation relations are

<|a+|> = -I2U.P.

where

< |ff+ (1 1 ' ]  |> = 6 6 p N |  L M  L0  11* 1 ^ 1

3 3 *

We now define the bosons by

l

W  - g“ [ l l ' ] ( - l ) X' ,,A x . |1 [11'])
i r

with the follow ing conditions fo r  the co-effic ients:



Using the approximate commutation relations we obtain the orthonormality 
conditions:

^ ( 1 " 2P1) (anlaml '  bnlbml) = {nm 
1

=fil2
n

/ ( l " 2pJ (a ,b a ^ , 1 = 0/  K l ' v nl  m l  m l  n l '
1

^ ( 1_2P l)(anibn2 ' bnian2) ~ 0 
n

g x [11,])  = fi«6
11* v

£ < i - P u I ) ( f “ [ i i ' ]  f ? 22' ] -  el 
a

I ^ - P u . ) ^ 11']  - g“ [11'] fx [11,])  = 0
11 *

X < x- v ( fx“ [11,] < [22,] - <[1V] fx“ [22,])  = 0 
a

Having set up these conditions, we can simply perform  the inverse trans
formation

Ati = ̂ ( 1 - 2P i)(anlB j+ b niBn) 
n

A ^ I l l ' ]  = ( l - p n o X ( f “ [11, ] BXMW  + ( - l ) X-'i g ; [ l l ' ]
a

Now, we proceed to the formulation of the problem as a variational 
principle which is our basic approach. We construct the functional &  as

fiT -  < | h |> - ^ ( v f + u 2)
1
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t11’^ 22'! ;  = i  C6l 26l-2 * -(-1 ) J2 + JZ' X V l * :
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■ I  u? 1- v 0 O 11,l)2- (*x[11'])S

nl̂
l,n

where < [h |> is the expectation value of the Hamiltonian in the ground state. 
We require

6 S ’ = 0

and we assume the ground state of the system to be a vacuum of bosons

B j > = 0

B\(j [®] I > = 0

We have now explicitly

\2

' = ? I 2v I 2ni ( v x- ? ) vi2- t ( 1 2W ^ - 2̂ \)
1 1 1

+Z ( ei ? ) ( v vi> 2sV i  ‘  Z yi(vi +u!) 
i  i

- f  ^ '/ ^ ^ 4 ^ . ( l - 2 p 1)(l-2p1,)| (u 2- v  JfUj.-Vj2,)
IV

X )  (a ,a ,, + b ,b a ,b ,,+ b , a ,,)
/ n l nl’ nl nl’  nl n l nl nl'-' 
n

-  f  X ^ ^ (1 ' 2 p l ) ( 1 ' M 4 l ( an ian l '+ b n lbni '  ' an lbn l * - bn lan l«)
11* n

' I  Y , \ 2Qi QLl i m i [22']
L a ll*

X ( f “ [ l l ' ] f “ [22'] + g “ [ l l - ]g “ [22'].+ f “ [ l l . ]  g " [2 2 ']+ g “ [ l l ' ] f “ [22']

- I  f 1 - > (« f 1 lrl >2 - C g“  E i i-l )2)  - X  ̂ 1 - 2^  M - t>L
Lot U ' nl

2
)
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(In i£  only terms quadratic in pt have been omitted). The system of equations j 
fo r a ll the parameters characterizing the quasi-particle and co llective ■
excitations

we have

S=1 I  xl Sl [11,, 22,1 ( - 1 )L- X m [11,) a+l-m [22,1
LMH'22'

and SLhas the following symmetry properties:

SL111*, 221] = ( - l ) Jl+5l+LSL[l'l,2 2 '] etc.

^ { f “ [ l l ' ] ^ ‘ AX)j[ l !• ]«< -  g “ [ l l I] ( - l ) X' |JAtx_|l [ l l ' ] } h 0>= 0

a f l l33'] 3g[[33']

is just the set o f conditions necessary fo r ££ to be minimum. As we see, 
Sf depends on the so fa r unknown parameters p i which are the occupation 
numbers o f the quasi-particle levels in the ground state. F o r these para
meters we should find additional equations.

Let us assume that

l> = «d ® 0>

where |$0)> is the quasi-particle vacuum

OS = N es, N is a constant.

Since
B|> = 0

From  the condition B|> = 0 we also obtain 

(*)

11*

1 commute with )

On the other hand, a well-known identity holds fo r any two operators A  and B: 

e*BA e B = A  - [B, A ] + |  [B, [B, A ] ] -----

i



Therefore the left-hand side o f (* )  can be calculated and the result is

1 - g “ [ i i ' ] } ( - i ) x-', A ; . ( i tn -]| *0>=.o
11* 22*

Thus we obtain a system of equations

(* * } g “ [ l l ’] = xx^ ( 1 -P22.)S x[11 ' 22'] f “ [22']
22 ’

Let us now return to :

< I ® i l >  = N <|fi1es|$0>= N < | [fij, es] !*„>

We use the algebraic relation

Ifij, eS] = [nlt S] es

which we are going to prove immediately:

NjfO) = [n ^ e *8]

Nj(0) = 0

Differentiating Nj(i5) m times with respect to i5 we obtain 

U r  NjfO) = m [nr  S] S1" ’ ^  + SmN1(0) 

which can be ver ified  by mathematical induction. Thus, we have

• £  s  j  [s- s,e* s
m= 1

and hence from

[fij, eftsl = [fij, S] e *s

we have our identity i f  we put 0 = 1 .
Then we have

< l a i l >  = < | [nj, S] |>
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On the other hand; [fij, S] is evaluated as

. [nr S ] = 2 ^  x lSl [12,33'] (-1 )L' MA+LM[12]
233’LM

= 2 > .x S [12, 33'] (1-p H I-p  )
Z_i L L 12 '  o3

233' LMctfl

X ( f ’ W j B ’ . jJ f i ]  +gj[33'] (-1 )L‘ MB lm [(3]|

and

< | n j> = 2  £  2nLx L ( l - p 12) ( l - ^ 3.)S L[12,33']g“ [12] f “ [33']

233'LM a

Taking into account equations (* * )  we obtain

<|ni|> = 2 ^ ( 1 -p i2) ^ 2nL(g “ [121)2
2 L a

We can now use the orthonormality condition and add pairing vibrations. 
Finally
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remem bering that pii( = pt + pk.
We now reduce the system of equations for uk, vfe by the usual method to

2 R ku k v k -  r k<u k ' v k )  = 0

where

R k E ( Ck 'X" ? ) ( 1 ‘ 2pk )2n*

+ T ' /i^ ( l - 2Pk) X ' / ^ ( l ' 2 ')1) (u 2r vi2) (a nlank+bnlbnk +anlbnk+bnlank)

In
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r k = J 2 n k (1 - 2 p k ) X 2 n 1u 1v 1( i - 2 P l )

1

+ 2 Z  XL<:1 llQ L ll ^>< 2 l| Q j2' > (U2 V2 - + V2U2 *
Lot22'

X ( f “ [ l k ] f “ [2 2 ']+ g “ [ l k ] g “ [22'J+g“ [ lk ] f “ [22'] + f “ [lk ] g “ [22']^

The quantities Rk play the ro le of the renorm alized quasi-particle energies, 
the renormalization being due to pairing vibrations. The quantities rk are the 
renorm alized energy gap, the renorm alization being due to multipole v ib ra 
tions. Using these formulae we can write the form al solutions fo r uk, vk simply as

2 _ I  (■, Rk \
U k -  2 V

k k

v 2 = I  f x _  Rk . \
k 2 \  V r 2 + R 2 /

k k

To derive the equations fo r the collective-vibration  amplitudes we use 
the equations fo r pj. Generally, we also obtain non-linear term s but we shall 
omit them. Thus we have

86f
= ( 2Ek - % )ank

G
4

^ ^ ^ ( l - 2Pi) i ( a ni-b nl ) - 0  

1

- (2E k+US) bnk

- f ' /H ( u2k -Vk ) I ^ 1 - ^ 1 ) ( U r ^ ) | ( anl + bnl) 
1

+ f  ^ ^ ^ 4 n 7 ( i - 2 p 1) i ( a n l-bnl) = 0 

1



368 RYBARSKA

'  X.Q. [33'] V q  [ l l ' ] ( l - f l j ( f 7 l l l ' ]  + g j ,[ l l ' ] )  = o
L L / j L 11 L L

i i '

‘  XLQ Lt3 3 , )Z Q L[11, ] ( 1 ‘ Pll ') ( f L[11,1 + * I [11'J> = °
1 1 ’

where

E k = ( ek ' x - f ) (uk-vk) + G u kvk X 2 n i u i V 1 -2^i)

The equations fo r f, g are form ally identical with the equations obtained by 
Hara i f  we identify E k with the quasi-particle energy. In our case, the 
param eters uk,v k satisfy some other equations. From  our formulae follows 
the secular equation fo r the multipole excitations

and, fo r the pairing vibration energies, a sim ilar one. Thus we have a 
coupled system of equations describing the excitations of our system. Ob
viously, it is not possible to solve it in the general case. We can only try 
to use some iteration procedure.

We shall now give some simple examples by which we shall demonstrate 
the corrections characteristic o f our method.

a) Simplified equations fo r uk and vk

Let us neglect, fo r  the sake o f sim plicity, the second term s in the
formulae fo r Rk and r k. In this case we put

l

and the equation fo r the A assumes the form
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From  the condition

< | N j >  = N 0 = 2 j (2 n i v * +  2 ^  (u j  - V j) p j)
1

we can also determine X:

f i l ( e i - X ) ( l - 2 Pl )
n -  No

_ y  n i^e]

" 4-

In this crude approximation, we see that the coupling with the vibrations 
leads to blocking-type corrections in the energy-gap equation, i.e . the energy 
gap decreases. This effect is rather large in nuclei in which there are 
strongly co llective low -ly ing states and sm all where such states are absent.

b) Pairing vibrations

From  the equations

9 ^ = 0 ,  - ^  = 0
9 a nk ' 3bnk •

1

we have

( 2 E k - «S> a nk - f  v  = 0

(2Ek+wo) bnk - f  - i v f ^ v 0

so that we obtain

G\/4 ? W (u f-v ,2) ® ® ]
k '  k k n n

a„ -
nk" 4 (2Ek-u")

G ^ 4 n ,  [(u2 - v ? ) $  -tf ] 
k k k ' n n

nk -----------. n ---------------
4(2Ek + y“)

where

V 2 2
• - “ I —  (1 - 2pi ) ( Ur Vl ) (anl+bnl) 

1

V-'-JlSl.
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G ( 2 j . 1 )

1.0

b

0

2X < jllQII j >2 
5G(2j*1 )

0.5 1.0

F IG .l. The energy of the first collective excitation plotted as a function o f the coupling constant x
a) in the RPA;
b) in the Hara approximation;
c) in our approximation.

Using the sim plified expression fo r the A we obtain the following secular 
equation:

This equation differs from the usual one in two respects:

1 ) there are corrections o f the ( l - 2pj)-type;
2) Ek, which here plays the ro le of a one-quasi-particle energy, d iffers

from  the analogous term in the formulae fo r uk, v kby renormalization.
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c) O ne-level model

Let us take the isolated leve l as the last unfilled shell. In this model our 
formulae are sim plified;

G ( j  + i ) ( !  - 2Pi)

2 E.

E. = •«/(€. - X)2 + A 2

N0 = (j + l )  - (3 + ( l *2p. )

( l - 2 Pj)Q 2 [jj]2 E ,
1 = 2X ------S ---- i----1

4 E. - u
J

We assume 2j +1 = 2f2j = 40, N4= 18. We have taken into account the L  = 2 
vibrations only. Solving this system numerically we obtain the result 
shown in F ig . 1 (Remark: The list of re ferences is not complete. The last 
three papers are monographs where exhaustive references can be found).

C O N C L U S IO N S

A. A  complete system of coupled equations which is necessary fo r describing 
the nuclear non-rotational excitation has been obtained from  a vibrational 
principle without using the equation o f motion.
B. The expressions playing the ro les o f one-quasi-particle energies are 
different in the secular equations and in the equations fo r uk, vk . In the 
latter case, these expressions are being changed;

1 ) by one-particle energy renorm alization which depends upon pairing 
vibrations only;

2) by the energy-gap renorm alization which is induced by the multipole 
vibrations.

C. The appearance of factors (l-2 p j) in the energy-gap equation means that 
in this approach some blocking effect o f the one-particle levels is taken into 
account.



372 RYBARSKA

R E F E R E N C E S

[1] BARANGER, M ., Phys.Rev. 120(1960) 957: 122(1961) 992.
[2] TAMURA. T . ,  UDAGAWA. T . .  Progr.theor.Phys. (Kyoto) 26 (1961) 947.
[3] FANO, G-, SAWICKI, J.. Nuovo Cim. 25(1962) 586; TAMURA, T ., UDAGAWA, T . ,  Nucl.Phys. 53 

(1964) 33; Phys.Rev. ^50( 1966) 783; KERMAN, A .K ., KLEIN, A .. Phys.Rev. 132(1964) 1326;
DO DANG, G., KLEIN, A ., Phys.Rev. 133B (1964) 257; 140B (1965) 245; PAL, M .K ., GAMBHIR, Y.K., 
RAY, Ram, Phys.Rev. 155(1967) 1144; GOSWAMI, A .. NALCIOGLU, O., SHERWOOD, A .I . ,  "Boot
strap theory of vibrations" (preprint); ROWE, D.J., Rev.mod.Phys. 40(1968) 153.

[4] BELIAEV, S .T ., ZELEVINSKY, V .G ., Nucl.Phys. 39(1962) 582; MARUMORI, T .. YAMAMURA, M.. 
TOKUNAGA, A ., Progr.theor.Phys. (Kyoto) 31(1964) 1009; S0RENSEN, B., Nucl.Phys.A97 (1967) 1; 
S0RENSEN, B., Progr.theor.Phys. (Kyoto) 39 (1968) 1468.

[5] HARA, K ., Progr.theor.Phys. (Kyoto) 32(1964) 88; IKEDA, K ., UDAGAWA. T ., YAMAURA, H., 
Progr.Theor.Phys. (Kyoto) 33 (1965) 22.

[6] JOLOS, R .V .. RYBARSKA, W ., ( preprint Dubna in press); PAL, M .K ., "Theory o f Nuclear Vibrations” in 
Theory o f Nuclear Structure ( Proc. Trieste Course, 1969) IAEA, Vienna (1970) 547; in Nuclear Theoretical 
Physics (Proc.Summer School Predeal, Romania ( September 1969J; Advances in Nuclear Physics 2(1969); 
BES, D.R., S0RENSEN, R. A . , The Pairing Plus Quadrupole Model.



N U C L E A R  FISSION

IAEA-S MR-8/21

K. DIETRICH 
University of Heidelberg 
and
Kernforschungszentrum Karlsruhe, 
Federal Republic of Germany

Abstract

NUCLEAR FISSION.
1. Introduction; 2. The cranking approach applied to nuclear fission; 3. The method o f Strutinski; 

4 . Application o f the Strutinski method; 5. Conclusions.

1. INTRODUCTION

A fter the basic paper by N. Bohr and J .A . Wheeler [1] had appeared, 
progress in the theory of nuclear fission was re la tive ly  slow. The develop
ment of the nuclear shell model [ 2] concentrated attention on phenomena 
which are dominated by single-particle degrees o f freedom. On the other 
hand, the co llective model [3] which provided a successful description of 
rotations and vibrations, was restricted  to harmonic or almost harmonic 
vibrational modes-. The process o f nuclear fission, however, implies a 
continuous change of the nuclear shape from  the original nucleus via 
strongly deformed shapes to the final state o f separated fragments, i. e. 
it represents a non-harmonic collective motion. Bohr and W heeler [1] 
used the liquid-drop model (LD M ) for the description of this process. The 
model has two great m erits:

(i) It provides a simple means o f introducing collective variables as 
parameters defining the shape of the droplet surface.

(ii) By keeping the volume of the droplet constant and independent of 
the nuclear shape, the saturation property can be taken into account in a 
very  simple way.

Calculations within the static LDM  could explain certain gross features 
o f the fission process, like the existence o f a potential barr ier which 
protects the fiss ile  nuclei against rapid disintegration, but they failed to 
account for the .details. There were mainly three basic difficulties which 
hindered the further development o f the phenomenological theory:

(i) There is experimental evidence fo r the influence o f nuclear-shell 
structure on the fission process, like the asym m etric mass division for 
low-energy fission o f nuclei heavier than Ra, or the average number of 
emitted neutrons as a function of the fragment mass. Thus the problem 
posed itse lf o f how to include nuclear-shell effects in a theory based on the 
liquid-drop model.

(ii) A  dynamical theory o f fission requires not only the knowledge of 
the potential energy 9^(q) but also the knowledge of the kinetic energy
&~(q) as a function of the co llective variables q. The kinetic energy depends

373
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on the "mass tensor" ("in ertia l tensor") g ^ q ) .  In the original version of 
the co llective model [ 2], the inertia l tensor was calculated assuming a non- 
viscous, incompressible, irrotational fluid. Since this leads to moments 
o f inertia about an order o f magnitude sm aller than the observed ones, 
a different method of determining the kinetic energy had to be found.

(iii) Assuming that the kinetic energy ^ "(q ) can be obtained by some 
re liab le method, we face the problem of quantizing the classical 
Hamiltonian function

£T( q )= ^ (q )  +9r (q)

where q is a set o f co llective co-ordinates q1. . .q f .  There is no unique 
prescription to do this, as we shall see.

As to the firs t difficulty, an important break-through was achieved 
by W. Strutinski [4] who devised a method o f applying a shell correction  
term  to the LD-energy. The importance o f adding shell-correction  terms 
to the energy of the static LD was recognized rather early by a number of 
authors in the attempts of formulating accurate mass formulas. As we 
shall see, the significance o f the Strutinski term  is that it can be derived 
from  an adiabatic m icroscopic approach under certain assumptions, that 
it is valid for arb itrary nuclear shapes, and that it does not depend on new 
parameters other than the ones specifying the phenomenological shell- 
model potential.

Assuming that the fission process is approximately adiabatic, i. e.
*') that the collective velocities q are sm all compared to the velocities of 

intrinsic motion, the cranking model suggests itse lf for a calculation of 
the inertial tensor. In recent times, Kumar and Baranger [5] constructed 
co llective Hamiltonians for vibrational and rotational motion using the 
cranking approach and studied the corresponding spectrum of collective 
states. Sim ilar work has been performed by M osel and Greiner [ 6] and 
Gneuss [7], Several authors [ 8, 9] used the same approach for calculating 
the mass tensor in a Hamiltonian for the fission process. The quality of 
the adiabatic approximation is still an open question, especially for the 
dynamical behaviour beyond the saddle point [ 10 ].

As to the problem of quantization, we can only display the difficulties 
without presenting a solution to them. One usually applies the quantization 
procedure proposed by Schrodinger [11] without further justification.

In section 2 we shall derive a classical Hamiltonian function in the 
cranking approximation and we shall comment on the quantization problem. 
In section 3, the "Strutinski method" w ill be developed. In section 4, we 
shall discuss the qualitative effect of the shell-correction  term , and we 
shall mention specific form s o f phenomenological nuclear-shell-m odel 
potentials for strongly deformed nuclei. Finally, in section 5, we shall 
•point out a number o f open problems in the present stage of the theory 
of fission.

2. THE CRANKING APPROACH APPL IE D  TO NUCLEAR FISSION

 ̂ We assume that the system of A  nucleons may be described by a
\_many-body Hamiltonian H ( l . . .A ; q1. . .  q f ) which depends on the co

ordinates 1. . .  A  of the A  nucleons and on a set o f parameters q 1.. .  qf = q

i . &U ^ frw ut4 i»n  ) d*
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which are to specify the nuclear shape [12]. As an example, the q 1 may 
be the ratios of half axes o f an ellipsoidal nucleus, or some multipole 
moments of the nuclear density distribution. As an example, such a 
Hamiltonian could be obtained as a result o f a H artree-Fock  method subject 
to constraints. We imagine that the parameters q* are classica lly  given 
functions of the tim e t. The explicit form  of this dependence w ill not be 
needed. It w ill be assumed that the "ve lo c it ie s " q*(t) are low compared to 
the intrinsic velocities or, equivalently, that the energies o f collective 
excitations are much sm aller than the typical energies of intrinsic excita
tions. It is due to this assumption that we hope to be justified to use 
superfluous (> 3A) co-ordinates. We derive a "co llective Hamiltonian" 
by studying the reaction of the system with respect to slow changes o f the 
collective parameters in time ("cranking"). We w rite q(t) for the set of
shape parameters q ^ t )__ qf (t) and X  fo r the set of variables 1, . . . ,  3A.
The bracket symbol <( )> means integration over the variables X. We 
expand the solution (X, q (t);t) of the time-dependent problem

H (X ;q ( t ) ) *  = i h i  (1)

in term s o f the stationary solutions uk(x, q (t)) at fixed time t ("adiabatic 
states")

Huk = ( 2)

<Sf (X, q(t); t) = ) Ck(t )u k e (3 )

k t

Insertion of the factor exp ( - 1 /  # k(T )d r )  has the consequence that

the coefficients ck become independent o f tim e in the lim it q (t )  = 0. We 
substitute expression (3) into Eq. (1), multiply the resulting equation with 
u* and integrate over X . This results in the equations

ckW ( u* | S )  ^"e 11 tliTl' k ' l) <4>
k

Here and in the follow ing equations, summation from  1 . . .  f  over repeated 

Greek indices is implied. The summation usually contains a discrete
k

as w e ll as a continuous part. Thus the Eqs (4) represent an infinite set of 
in tegro-d ifferen tia l equations, and our procedure is only useful if there is 
a simple approximate solution to Eqs (4).

We assume that q (t) is sm all enough such that term s containing the 
tim e-derivative o f a co llective variable may be treated as a perturbation. . 
Calling the ordering parameter rj, we have

I I auk \ . ^dT(*k- **>
x \u« | l ^ ) r,̂ e <5>
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To the lowest order in O (rj) we obtain

fc<» = 0  (6 )

Since the system should be in the lowest possible state fo r vanishing q,
Eq. (6 ) is equivalent to

c(,® = S40 (?)

To firs t order (rj1) we obtain .

c “ >

, t

fo r i  f  0 and

c(0U = 0  ( 8')

because ^u0 | = 0 follows from <(u0 |u0)> = 1 .

Since we must have c(0̂  = 0 for q^ = 0 and since relation (81) holds 
independently o f the value of qM, we must have

c ?  =0 (9)

Equation ( 8 ) is equivalent to its integrated form

c'j15 (t) = (1 - 5.fi0) i f i
( u fl auo\

9qM / /dT(#0 - #£)
q^ e ( 1 0 )

£ 69 0

This is easily  seen by differentiating Eq. (10) with respect to time i f  we 
* 3#

observe that <#£ = ■ k 11 is o f the order O (n 1) and assume that q^ is of

the order O ^ 1). We also note that the condition

l im qH=0 Ck = 6k0

excludes the addition o f a time-independent term, on the right-hand side of 
Eq. (10). '

We now calculate the total energy E (t) o f the system as a function 
of time:

E = < *  (t) | H | *  (t)>

= * o | c 0 |2 + Y  * k K  I8 ( n )
k?4 0
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■ I
k/0

) I ck

Substituting the result (10) o f perturbation theory into expression (11) we 
obtain

E = ^o  + i I  g ^ ^ q ^ + O f r , 3 )
[L.V

where the "mass tensor" g^y is given by 

■ 2 h« £

(1 2 )

( & I - )  M e ? )
9 pit - * o

(13)

One can w rite g „ in alternative ways by using tr iv ia l manipulations: For 
k f  0 we have

( A < « * |  f e >  - | ^ T 1)

'  f k| [ H' afrr] “»}

- < ■
3H \

k I dqv I U°/
(14)

Substituting the result (14) into expression (13) we obtain the inertia l
t e n s o r  in  t h e  fo r r r i

i s u« h >  <"■
MO ( ^ k - ^ o  )3

3H

M U uo)
(15)

The derivation of Eq.(15) follows closely a chapter in Ref. [12]. The total 
energy E must be identified with the classical Hamiltonian fu n ction ^ :

4 1 g M„ q" qv + (16)
/i.i/

+ ^ (q )  = ^ (q ,q )+ ^ (q ) .  (16')
11,V
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The potential energy 9^(q) is given by the energy of the lowest adiabatic 
state

^ (q )  = * 0 (1?)

and p^ are the canonically conjugate momenta. In order to obtain a 
quantum-mechanical Hamiltonian depending on the co llective variables q, 
we have to quantize the classical system described by (16). Schrodihger 
has given the general prescription that the classical kinetic energy ought 
to be replaced by

A (ql” ' qf) (18)

where A is the f-dimensional Laplacian in curvilinear co-ordinates:

f

f ) : = X  (19)T g  3 ^  g g  8cF
M »v=l

Here we have defined

g = l det

and

Z gjjwg = 5(1vp P
V

The Hamiltonian is thus given by

^ ( q i . . . q f )  = - ^  A ( q l . . . q f ) + ^ ( q l . . . q f )  (20)

Although this quantization rule may appear to be a natural generalization 
o f the well-known quantization in three-dimensional Euclidean space, it is 
not proved to be correct:

(i) In general, the m etric  defined by the tensor is non-Euclidean 
and the quantization rules to be applied in non-Euclidean spaces could be 
different from  the ones in a Euclidean m etric.

(ii) By describing the A-body system by f < 3A collective co-ordinates, 
we have, so to speak, "fro zen " the (3A - f) additional degrees of freedom. 
Thus we have to quantize in a space which is embedded in a higher- 
dimensional space. It can be demonstrated [13] that the resulting 
Hamiltonian depends on the way in which we " fr e e z e "  the additional degrees 
o f freedom. The Hamiltonian proposed by SchriJdinger can be shown to be 
one o f the possible results.

Returning to our special example o f a co llective Hamiltonian for the 
fissioning nucleus, we propose to argue as follows: The approximations 
underlying the derivation o f our classical Hamiltonian are only valid 
i f  the coupling between the co llective degrees q 1 ___qf and the remaining
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(3A - f) degrees is  negligibly sm all. Let G ^  (q 1. .. q 3A) be the mass tensor 
fo r some choice of the complete set o f 3A independent variables and 
W (q 1. . .  q 3A ) the total potential term  formulated in these co-ordinates.
Let us assume that the variables q 1. . .  q3A are related to the original 
Cartesian variables X 1 . . .  X 3A by some contact transformation. It is then 
consistent with the hypothesis of weak coupling to assume that, fo r our 
choice of co llective variables, the total 3A-dimensional tensor 
G (q J. ..  q f ; q f+1. . .  q 3A ) should have the form

H, v = 1 . . .  f

k .X  = f + 1, . . . ,  3A

and the total interaction term  W should separate into two parts:

W = r C q ^ . - q f j  + ^ q ^ 1 ........ q 3A ) (23)

In this case, we obviously obtain a complete decoupling o f the Hamiltonian 
H (q 1 . . .  q f ) from  the Hamiltonian depending on the remaining co-ordinates 
and H fq 1. . . q f ) must have the form  (20) [14]. So, to justify the quantiza
tion method applied, we have to assume that there is complete decoupling 
as postulated by Eqs (22) and (23).

3. THE METHOD OF STRUTINSKI

The method o f Strutinski [4] consists in representing the potential 
energy 9^"(q) in term s of the liquid-drop energy plus a "shell-correction  
term ". I f  we choose as zero  o f the energy the intrinsic energy of the 
nucleus in the spherical state, the potential energy y (q) is the difference 
between the intrinsic energy o f the nucleus with some shape q and the 
intrinsic energy o f the spherical nucleus. We, therefore, re fe r  to 9^(q) 
as "deformation energy". While there are many properties o f the nucleus 
which are mainly determined by the nucleons in the topmost, partially 
filled  levels near the F e rm i energy, we have to expect that a ll the nucleons 
contribute to the deformation energy. The contribution o f the bulk of 
nucleons w ill be determined by the saturation property of nuclear matter. 
Because of the low com pressib ility o f nuclear matter, a sm all violation o f 
nuclear saturation may grossly  fa ls ify  the deformation energy. Thus, if  
we wish to calculate 5^(q) within a m icroscopic many-body theory, we 
must use saturating nuclear forces and we cannot re s tr ic t ourselves to the 
nucleons in the topmost shells. Since this is a technically difficult prob
lem , it is desirable to find a sim pler method. As we have already 
mentioned in the introduction, the LDM takes nuclear saturation into account 
simply by keeping the volume of the nuclear droplet independent o f its shape. 
So we ask the question: Is it possible to w rite the potential energy 9*"(q) as 
a sum of a liquid-drop energy and a correction to it?

G =
s (q
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FIG. 1. Density p ( ____) and average density p ( ----- )  as a function o f distance r.

The LDM describes a system with a smooth density distribution 'p.
This smooth density ~p should be about equal to the nuclear matter density 
p o in the in terior of the nucleus and should drop to zero in a surface layer 
o f thickness d (much less than the nuclear radius R) around the hypothetic 
surface o f a classical droplet (F ig . 1).

Let us, therefore, define the density p corresponding to the lowest 
adiabatic state u0 by

p (X i; q): = A  J  dr2 . . . drA u* (X lf  X a. . . X A; q) uQ (X ,.  . . XA; q) (24)

where X t is the total set of co-ordinates o f the nucleon i (we neglect spin 
for sim plicity).

Because o f the factor A  in Eq. (24), the density p is normalized to A:

J dT p(y; q) = A  (25)

where dT is the volume element corresponding to the three co-ordinates y 
o f one arb itrary nucleon. We assume that the intrinsic energy 
y (q )  = S  o(q) can be represented as a functional of the density p in the 
following way:

>"(q) = J  d T «* [p (y );y ] p(y) (26)

The quantity is an energy density per particle. Note that to- as w ell as p 
depend on the shape parameters q. We omit these variables in order to 
keep the notation simple. A  representation o f the form  (26) can be proved 
under very general'conditions [15]. A ll  that is required is a one-to-one 
relationship between the density distribution and the energy density €&.
We then assume that there exists an average density p (y) such that rep lac
ing p by p in the functional o f Eq. (26) leads to the energy given by the LDM

e ld = f  dT«* [ p( y ) : y ]  p(y) ( 2?)

As we shall see later, this is correct i f  the energy density «ff[p ; y] turns 
out to be approximately constant in the nuclear in terior, and i f  ~p drops 
sufficiently rapidly to zero  in the nuclear surface.
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We now w rite the true density p as a sum of the smooth density p and 
the fluctuating part 6 p :

p (y ) = p (y )+ fip (y ) ( 28)

and expand the functional in Eq. (26) up to term s linear in 6p: 

y ' = 'E w  +f  dT { ( ^ f ) _ p ( y ) + « * [ p : y ] }  f i p + o ( 5 P2) (29)

We call the term  linear in 5p a "Strutinski term ". I f  the nuclear radius 
w ere large compared to the average wave-length of occupied single-particle 
states, the fluctuation 6p of the density would be negligible and, conse
quently, the LDM would be an excellent representation of the nuclear 
system. In this lim it, the single-particle energies would be c losely and 
regu larly spaced so that the density of single-particle leve ls  could be r e 
placed by a smooth function of the energy. This means that the Thomas - 
F erm i model which is  equivalent to the LDM for large particle numbers 
should be applicable in this lim it.

In rea lis tic  nuclei, the nuclear radius is not very  much la rger than 
the average wave-length of occupied single-particle states, and, therefore, 
the density fluctuation is not negligible, at a ll. In term s of the density of 
single-particle energies, this means that there are fluctuations o f the level 
density around a smooth average trend which is defined by the Thomas- 
F e rm i model. Consequently, the Strutinski term  contains the effect on the 
total energy o f fluctuations o f the density of shell-m odel leve ls  and it is 
re fe rred  to as a "shell correction  term  " Esc • The existence o f this term  
is thus due to the finite size of nuclei while its detailed value is expected 
to be a function o f the nuclear shape, possibly o f the spin-orbit coupling, 
a. s. o. The Strutinski term

E sc =/ dT{ ( ^ f )  _ p (y )+ «*-[p: y ] }  6P (30)

is seen to depend on the nuclear model, i. e. finally on the Hamiltonian used 
in Eq. (1) and on the average density p. We shall now show that the shell 
correction  term  proposed by Strutinski [4] is obtained i f  we calculate Esc 
in the H artree-Fock  approximation and i f  we generate the smooth part p 
of the density by way o f a hypothetic, smooth distribution of single particle 
leve ls . This is motivated by the very  fact that the fictitious system with 
the average density ~p (y) ought to be equivalent to a nucleus treated in the 
Thom as-Ferm i approach, .i.e . to a system which can be described by a 
smooth continuous density o f single-particle energies. Since we wish to 
use the Strutinski method for any given nuclear shape, we have to consider 
the H artree-Fock  method with constrictive conditions. F o r s im plicity we 
consider only one subsidiary condition; the generalization to severa l ones 
is straightforward. If <j> is a Slater determinant o f A  s ingle-particle wave- 
functions <p :

*  = ~Tm  ••• ^a (A ) }
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and i f  we demand that the expectation value o f the quadrupole operator 
should be equal to a given quantity q:

a A

< * | £  r 1? Y 2O(0I ) U > =  <* | £ a ( i ) U > =  q (31)
1=1 i  = l

the H artree-Fock  equations a rise  from  the variational principle

A

8 <4> | H - E - X ^ S i U >  = 0 (32)
1=1

Here, fif is the many-body Hamiltonian1

A A

T ( i )  + ]T  v (i.J )
i = l  i < j

and the quantities E and X are Lagrange m ultipliers to be chosen such that 
the normalization of 0 and the constraint (31) are taken into account. The 
variation leads to the following set of H artree-Fock  equations:

[ T ( l ) + U HF(1 )+ U ext ( l ) ] ^ ( l ) = Ci/̂ ( l )  (33)

where UHF is the usual H artree-Fock  potential 

A

u » ( l ) ,  ( 1 ) = 7  f  d 2 * * (2 )v (1 .2 ) [ f f ' ( 1 )® (2 ) - P  f l )® (2 ) ]  (34)
V L___i U P  v  p  fJ v

P = i

and Uexl is an additional external field  which is created by the constraint (31):

U ext( l ) = X r * Y M (fl1 ) (35)

We note that the Lagrange parameter X, the single-particle energies e„, 
and the wave-functions <pv are a ll functions o f the "co llective va riab le " q.
The total energy E in the H artree-Fock approximation turns out to be

A A

E= ^  < p It I p > + |  X  < pv I v |pO  (36)
p = l  p,v= 1

where

<y|p >= <pp(y) 

<yi y21 p v > = ^2  ( v p & i ) <pv (ya) - <pu (yi)<pp(y2)

i The Hamiltonian H o f Eq .(l) can be thought to be obtained from the basic Hamiltonian ft by 
applying the Wick theorem. The contractions are to be defined with respect to «  as "vacuum state". 
Consequently, H w ill be a function o f q.
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and the density p has the form

A A

P (y) = p„(y) (37)
W = 1 V = 1

It is now useful to define a spectral density g (e ) by

(38)
V

We, furthermore, define a smooth leve l density g (e ) which is generated 
from  g (e ) by a "sm earing function" f ( e , e ' ) :

We assume that f  (e, e 1) varies very  little  in an energy interval Ae which 
contains a re la tive ly  la rge number of shell-m odel energies e u , i . e .  in an 
energy range which is o f the order o f severa l times the average distance 
between neighbouring leve ls . As a consequence, the leve l density is a 
smooth function of the energy e. The function f  (e, e 1) w ill be specified 
la ter. Using the spectral density g (e )  (Eq. (38)) we may write the 
density p (y) in the form

where <p(e, y) may be thought to be the analytic continuation of <p„(y)= <p(e„, y ). 
It should, however, be noted that in expression (40) as w ell as in a ll the 
following expressions, <p (e, y) is actually only used for e = e v , i .e .  for the 
d iscrete eigenvalues. Consequently, only normalized eigenfunctions 
<p(*> y) enter our derivation. The form  of expression (40 )'suggests the 
following definition o f a smooth density p ( y ) :

(39)
-  so

v = l
(40)

The parameter A  is defined by the requirement o f conservation of 
particle number

A

(42)

Since, by construction, g (e ) is just the result o f smearing the singular 
spectral density g (e ), the parameter A  is expected to be close to the Ferm i 
energy e? . It w ill be convenient to introduce the follow ing conventions:



(i) We form ally extend the bracket symbols to continuous values of 
the energy

<y |e>= <p(e,y) (43)
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< y iy 2 l e i e 2 > = j 2 ‘p (e i , y 1 )<p(e2 ,y 2 )-<p(e1 , y 2 ) <p(e2, y j (43-)

(ii ) We introduce the notation

A A + °°

f  de g (e )-q [< p (e ,y )] :=  J  d e f (e ,  e 1) J  d e 'g (e ')q  [<p(e', y)]

“  A

= 1 /  d e f (e , e„ )q  [cp (e v,y )] (44)
V =  1 -  00

where q [<p (e, y)] is some functional of the single-particle wave-function 
<p(e,y)j for instance the density |<p(e»y)|2. We shall use the following 
applications o f this notation:

A “ A

J  d e g (e )-< e | g | e > : = J  de f (e, e j  <v|g| i/> (45)
-  co V  =  1 -  °o

A ep A cp

I  dei I  dea g (e 2)E (e i ) - < e i€ 2 |v|e 1 e 2> = J d €2 J  d e ig (e !  ) g ( e 2)

d e f (e i e p )< p ^  I v l p^y ( 4 5 ' )
v - 1 p = 1 - «

A  A  oo w

I  dei de2 g fC iJ g fe j)  • < exe 2 |V | ej e2 > : = ^  ^  J  d e 1 J  6e2
- OO • OO l/= 1 p = l - OO - 00

x f  (e i * ep ) f (e 2» e ir)<pv I v | p i / >  (45" )

A A + <» 00 A

deg  ( e ) - e :  = J  de de1 f  (e, e ')  i ( e ' ) e '  = ^  J  d e f (e , e u)e u
-oo - o o - o o  y = l-oo (45® )

With the help of the spectral density g (e ), we may form ally w rite the total 
energy E in term s of integrals:

eF €F CF

E = J  d e g (e )< e  |t| e>  + |  J  dej J  de2 g (e j) g (e 2 ) < e i e 2 1V | e 1.e2 >

(46)
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We now replace g by [ {g  - g) +g] in the different term s of (46):

g (e ) = 6g (e )+ g (e )

with

6g ( e ) = g ( e ) - g ( e )

This leads to 2

A A  A

E = /  d e g (e )-  <e | t | c >  + -| J  dCl J  de2 g ( e i ) g (e2 ) • < e i€2 I V | e x e2 >

+  J  de 6g ( e ) - < e  | T  | e > + J  dex f i g ^ ) • J^de,, g (e2) <_€1 e2|v | C le2 >

+ 0 (6 g 2) (47)

Using the symmetry

<e l e 2 lV l el e2> = < e2e l lV l e2e l>

Eq. (47) represents the Taylor expansion (29) for the case o f the H artree- 
Fock model. The term s in Oth order o f Sg represent the H artree-Fock 
approximation to the smooth ( i . e .  LD) part of the energy

A  - A A

E S ItreeF00k \ / d e S (e ) '  < e lT l e > + - | / dei f  de2®(ei ) g (e2 ) * < eie2|v| e: e 2 >
• OO -00 - 00

while the term  linear in 6g (e ) constitute the "shell-correction  te rm " E sc.
From ( 3 3 )  to ( 3 5 ) ,  we see that the single-particle energies ev may be 
written as

A

e„ = <i/|t|./>+ £ < y p | v |  v p y +  X |Q | v > (4?a )
p = l

Comparing expression (47a) with the term s linear in 6g of Eq. (47), we 
see that the follow ing equation holds:

J  d e 6g ( e ) - { < e  |t| e>  + J  de1 g (e») < e e f |v| ee»> 

= J  de 6g (e ) | e - X < e  |g |e>j-

A  «F

2 The integration limits are / , i f  the variable occurs as an argument o f g (e ) and / i f  it occurs

as an argument o f g (e ).



We may rew rite  the term  which contains the contribution of the external 
potential as

A

X J  de 6g (e ) • <e |§ |e> = X J  d e g ( e ) - J  dT g  (y)| <p(e, y ) | 2
-oo

- x /  deg  ( e ) ' f  drQ  (y) | <p(e, y ) | 2
-oo

= drrQ(y)p(y)-f dTQ{y)p(y)\ (48)

We see from  Eq. (48) that the term s arising from  the external potential are 
proportional to the difference between the quadrupole moment of the true 
and the average density distribution. Now, clearly, the average density 
p (y ) must display the same multipole moments as the true density p(y).
If we identify p with the density distribution in a LDM, it is exactly this 
requirement which serves to re late the shape o f the droplet to the shape 
o f the actual nuclear density. Thus the contributions from  the constrictive 
potential cancel in expression (47a) and the "shell-correction  te rm " is 
seen to be
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E s c

. n  A

= J de flg (e ) -e = ^  ev - J  d e g (e ) •<
W = 1

Using the definition (45 m), we have the explicit form

A  «> A

Es c = X  " Z  / d e f (e' ew)e« <49>
v=l w=l ■“

It is seen from  expression (49) that only the energies ev in the interval 
eF - y < e„ < eF + y  around the Ferm i energy contribute to the shell 
correction E sc. The smooth term  in Eq. (49) can be written as

A  +«

Z  I  d e f (e * = /  d e / d e ' f ( e , e ' ) g ( e ' ) <
l / = l  .00

A  +<®

+ f  de J' de1 f  (e, e 1) g (e ')  (e 1 - e )

A  «» A

= f  d e e g (e ) + ^  J  de f (e, e j  (e„ - e)
- »  V = l  - oo
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The second term  in this equation is expected to be very  sm all i f  the number 
of shell-m odel leve ls  in an interval o f length 2y (see Eq. (59)) around the 
F erm i energy (e? - y  < e„ < Cf + t )  is large. Since the Strutinski theory
should only be applied to sufficiently large nuclei, this condition is usually
fu lfilled. We wish to emphasize the following point: The summation o f 
single-particle energies as w ell as the cancellation o f the effects of the 
external potential result from the fact that the Strutinski term  is defined 
as a correction  to the smooth part o f the energy functional which is linear 
in the fluetuation Sp o f the density. We thus a rr ive  at the result

r ( q ) = E LD+ E Sc (50)

A A

E sc = I  - / d^ g ( e )
v= 1

E sc = /  d^ [ g ( e ) - g ( e ) ]  (51)

This is the shell-correction  term  introduced by Strutinski [4 ]. We note that 
because of the cancellation of the contributions of Uext:

*  J  dT 9  p (y) - xi/ dT S  p(y)= 0

we may replace the energies q, in expression (51) by

'• ~ <\%  I T  +UHF

and thus also by the eigenenergies o f a phenomenological potential which 
replaces the self-consistent potential UHF.

We now turn to the problem of specifying the "smoothing function" 
f  (e, e 1): In principle, the smoothing function should be determined in such 
a way that it produces an average density ~p which, when .substituted in 
expression (26), leads to the liquid-drop energy. It is difficult to carry 
out this prescription, because it im plies that we specify the energy 
functional and carry through the actual LD expansion o f the smooth part 
/dT w [p; y] p as a function of A ' 1/ 3 . We, therefore, use the fact that for 
large particle numbers the LDM is equivalent to the Thom as-Ferm i 
theory. A  basic ingredient of the Thom as-Ferm i model is the rep lace
ment o f the actual density o f s ingle-particle energies by a smooth con
tinuous one. We shall, therefore, determine the smoothing function f (e, e ')  
such that it produces, through Eq.(39), a leve l density g (e ) which is equal 
to the smooth part o f the actual leve l density g (e ) [4,16]:

Let Ae be an energy interval sufficiently la rge for containing a re la 
tive ly  large number o f single-parti'cle energies ev . So, Ae should be 
large compared to the average distance of neighbouring single-particle 
leve ls , but sm aller than the distance between m ajor shells (see F ig . 2).
We now calculate from  g (e ) a continuous leve l density by integrating g (e ) 
over intervals of length Ae. This new leve l density is composed of a smooth
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DISTANCE OF 
MAJOR •' 
SHELLS

FIG. 2. Level distances.

part gs(e) which varies slowly with the energy & and a rapidly varying part 
gR( ^ ) which re flects the irregu lar fluctuations o f the number o f levels 
contained in an interval of length Ae as its center & is moved through the 
spectrum:

-

' +T

gs(*)+gR(*> ■ S f / d' s ( c) '52)

We now requ ire that the leve l distribution g (e ) which is calculated from 
Eq. (39) should agree with the smooth part gs ( ^ ) of the actual leve l 
distribution:

g (e )= g s (e ) = y  d e ' f ( e , e ' ) g ( e ' ) (53)

Assuming that the smearing function f  (e, e ')  can be considered to be 
constant in an energy interval of length Ae, we may w rite instead of (53):

-A+Ae

J d e ' f ( e , e ' ) g ( e ' ) = /  d e 'f  - A +  g (e ')

-A+2Ae

J  d e 'f (e ,  - A +  ^ 1 + A e ) g ( e ' )  + .

-A

-A+2Ae

+
■A+Ae 

A

+ J  d e 'f  ( e .  A -  ^ ) g ( e ' )  (54)
A -Ae
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where A  is a sufficiently large positive energy such that the contributions 
-A +00

J  and J  to the integral are negligible. Substituting expression (52) into
.oo A

relation (54) we obtain

J  d e 'f  (e, e ' ) g ( e ' )  = Ae | f  ( e ,  +
• oo

_gs ( A - ¥ ) + g * ( A -

Ae
2

■ f de1 f  (e, e ')

Ae

g s ( e ' ) + g R(e ')

Ae
2

(55)

Combining Eq. (55) with requirement (53), we obtain the following conditions 
fo r the determination o f the smoothing function f :

I d e ' f ( e , e ' ) g s (e 1) =gs (e ) (56)

d e 'f  (e, e ' ) g R(e ') = 0 (57)

It is important to note with respect to the conditions (56) and (57) that gs 
is supposed to be a smooth function of the energy and g R a rapidly varying 
function. We have to specify these properties in greater detail: F o r given 
e, the smoothing function f (e ,  e ')  is substantially different from  zero  in 
an interval 1 (e) of e ' values centred around e with a length comparable to 
the energy difference between m ajor shells. We assume that in this range 
of e '-values the smooth density gg (e ') may be represented by the firs t 
m terms of its Taylor expansion around e ' = e :

/ de' f  (e, e ') gs( e )+  (e* - e )  +
9e

+ 3mgs
9em Ss (* )

(58)

We imagine that in each interval 1(e) the rapidly varying density gR (e ') 
is expanded in a Fourier series [16], Then "rap id " variation should mean 
that the longest "wave length" \  in this expansion is given by the interval 
Ae, i. e. severa l times the average distance between neighbouring shell 
model leve ls . I f  condition (57) is w ell fu lfilled for the Fou rier component 
with X= Ae, then it is certain ly fu lfilled  for a ll shorter wave lengths. We 
can thus specify condition (57) by demanding

/
d e ' f ( e ,  e ' )  e A£ =0 (57')
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The requirements (58) and (57') can certainly be met by a variety of 
smoothing functions. Follow ing Strutinski, we choose the following function:

According to our preceding discussion, the parameter y should be approxi
mately equal to the distance between m ajor shells. Substituting expression 
(59) into relation (58) and introducing as an integration variable

Eq. (61) can be fu lfilled for a rb itrary (smooth) functions gs (e ) i f  the 
following set of equations hold:

where i =  0, 1 , . . . , m .
Substituting expression (60) into relation (62) yields a linear system

- o f equations for the coefficients ak o f the polynomial Pm :

The quantities I kt can be calculated analytically. They vanish i f  (H + k) is 
an odd number. Consequently, Eqs (63) are composed of a homogeneous 
set o f linear equations for the coefficients a k with odd k and an inhomo- 
geneous set of linear equations for the coefficients ak with even k. The 
homogeneous equations have only the tr iv ia l solution

(59)

where P m is an m-th order polynomial

m

(60)

u =

we obtain

m

gs (e )=7 7 /-CO k=l

+ oo

(62)

m

(63)
k=0

with

(64)
• CO



IAEA-SMR-8/21 391

a k = 0 fo r  odd k (65)

The inhomogeneous equations yield  a non-trivia l solution for the coefficients 
ak with even k. Note that the coefficients ak of the polynomial Pm depend* 
only on the order m of the polynomial, but not on the special form  of 
g s(e ). The order m of the polynomial must be sufficiently high such that 
the smooth density gs (e1), in an interval of length y around e, may be 
described by the m firs t term s o f the Taylor expansion around e (see 
Eq. (58)). On the other hand, the order m must not be too high in view of 
condition (57) or (57') which, for given value o f y, is fu lfilled the better 
the lower the order m. The optimal compromise between the two requ ire
ments (57') and (58) depends on y . Tsang [16] (see also Ref. [ 8] )  used 
7  = 1 .2  huo and m = 6 (uo = frequency of spherical oscilla tor potential). 
Strutinski et al. [9] and Andersen et a l. [17] used a somewhat sm aller y and 
polynomials o f order 2-4. It can be seen from  actual calculations [3] that 
the shell correction  Esc does not cr itica lly  depend on the choice o f the 
"com prom ise".

We wish to conclude this section by indicating very  crudely how the 
LD  expansion can be derived from  the smooth part o f the energy [16], As 
already mentioned, we must assume that the average density p generates 
an energy density w ['p; y] which is almost constant in the interior of the 
nucleus:

w [p (y );y ] a; w0 = const for y  e in terior o f the nucleus, (66)

where y  are the co-ordinates of an arb itrary point in space.

FIG.3, ----- , . ,  surface S o f fictitious classical droplet;
H I  , . .  surface layer.

FIG.4. Choice o f variables.
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We may thus write:

E [p i = J  d T W [p (y );y ] p (y )= J  d r [w - w 0]p + w 0J  p dr 

E [p ] = w0 A  + J  dT | w  [p ;y ] - w0 |  p (y )

(67)

The firs t  term  on the right side o f Eq. (67) is the volume term  of the LD 
expansion. If Eq. (66) holds, the integrand of the second term  in expression 
(67) is unequal to zero  only in the surface layer o f the nucleus.

Let us now use as the co-ordinates of an arb itrary point P  in the 
surface layer the distance t  of the point from  the fictitious surface S of 
the classical droplet, and a pair of orthogonal surface co-ordinates (u, v) 
which specify the position of the surface point Q closest to P  (F igs 3, 4).
We then have

J d T { w [ p ; y ] - w 0}- p (y)  = J ' d u d v d T  (1  + 2 k t  +  k-lk.2 t 2 ) -F (u ,  v, t )  ( 6 8 )

where 2 (u, v) are the principal curvatures at point Q (u, v), k is the 
average curvature

We now assume that the function F  depends on u, v only by way o f the 
principal curvatures k1( k 2 . Using the same symbol F  for sim plicity, 
this means

F is thus a functional o f the principal curvatures k. 1 2 and can be expanded 
around3 k ! =k2 = 0

and F is the integrand as a function o f the co-ordinates u, v, r

(69)

( ). (70)

Substituting expression (70) into relations (68) and (67) we obtain

E [p ] =w0A  + a.S+b -K  + 0 (k3 (71)

3 For symmetry reasons we must have



IAEA-SMR-8/21 393

where S = / dudv is the surface of classical droplet, and
K = f  du dv k (u, v) is the average curvature of droplet surface, and 

the constants a and b are given by

Equation (71) represents the LD-expansion. Since the nuclear radius 
RocA  ^8 the formula is seen to be an expansion in term s o f A -1/ 3 . The 
LD-expansion is seen to converge i f  the curvature of the classical droplet 
surface is small. It should be noted that the constants a, b are independent 
of the nuclear shape. The dependence on the nuclear shape is only con
tained in the surface S and the average curvature K.

4. A PPL IC A T IO N  OP THE STRUTINSKI METHOD

In the actual applications o f the Strutinski method, one does not ca l
culate the single particle energies ev from a H artree-Fock  method.
Instead one generates these single particle energies from  a phenomeno
logica l shell-m odel potential. The shape of this potential must be related 
to a given shape of the nuclear droplet in such a way that the multipole 
moments of the actual density and the droplet density are equal (see 
Eq. (48) and following discussion). The way this is achieved depends on the 
choice of the phenomenological potential. Calculations were performed 
with essentially three types o f phenomenological potentials: Strutinski et 
al. [9, 31] use a deformed Saxon-Woods potential

where S. is defined by

The function v (z, r )  defines the surface o f the rotationally symmetric 
droplet through: ir{z , r )  = 0 (z-ax is = symmetry axis). The parameters 
V0, k , a are self-explanatory.

S.G. Nilsson et al. [ 8] use a Nilsson potential which is generalized 
by the addition o f higher multipoles4

a = / dr F (0, 0, t )

u  =Ui +U 2 = ■- ^  gradU! (?  X p) (72)

(73)

5

(73')
i=3

4 R. Nix et al. generate the shell-model potential from a Thomas-Fermi theory (private communica
tion, to be published).
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( 7 3 " )

The parameters ci define the shape o f the potential. Ucort is the well-known 
correction term  in the Nilsson potential. F o r details we re fe r  to Ref. [ 8].
In this case one requires that an equipotential surface given by

should coincide with the given surface o f the LD.
Andersen et al. [17] use a potential composed of two oscillators which 

are smoothly joined by an inverted oscilla tor.

The definition of potential Vcorr in (75) d iffers from  the one in (73M); 
the angular momentum S. - r X p  is replaced by V V0 Xp and the trace term 
is generalized [17,19].

The results obtained for the potential energy on the basis of the 
above-mentioned shell-m odel potentials are published in severa l papers 
(see Refs [ 8, 9,17 - 19]). Here, we res tric t ourselves to a discussion of 
a few general points which we believe to be noteworthy:

(i) The qualitative effect o f the shell correction

It can easily  be seen that the effect o f the shell correction

depends sensitively on the density o f shell-model leve ls  just above the 
Ferm i energy ep. The Ferm i energy e F and the upper bound A  o f the 
integrated part o f the smooth spectrum are given by conservation of 
particle number A :

U = kfl = const (74)

U = U 0 +U,
mu2

p2 + V (z )+ U C0It (75)con 2

2

2
for - z Q < z <  z Q (76)

muj
2 (z - Zj )2 for z > z 0

A

(77)

We compare two typical situations: In F ig . 5 we show the case that the last 
occupied leve l of the true spectrum is just the topmost of a bunch of filled
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FIG. 5. Case 1 o f shell corrections.

gU) gU)
FIG, 6. Case 2 o f shell corrections.

FIG.7. LD-eneigy ------ j LD-eneigy + shell correction---------; I corresponds to F ig .5, II to F ig.6.
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leve ls  and separated from  the next group of (unoccupied) leve ls  by a gap. 
Because of Eq. (77) and because, for sufficiently large energy intervals, 
the number o f leve ls  of the true and the smooth spectrum must be equal, 
this leads to A  > eF (see F ig . 5), and consequently a negative shell c o rrec 
tion term  Esc < 0. In F ig . 6, we show the opposite case that the F erm i 
energy is in the middle' of a group o f narrowly spaced shell-m odel leve ls . 
Now, the condition of particle number conservation (Eq.77) leads to A <  eF 
(see F ig . 6 ) and consequently a positive shell correction  E sc > 0. Thus, i f  
the density o f shell-model leve ls  above the Ferm i energy eF is low, the 
shell correction  increases the binding^if the density o f shell m odel levels 
above the F erm i energy eF is high, the shell correction  decreases the 
binding.

The bunching of the actual leve l spectrum is a function of the nuclear 
shape. Thus, for given particle number, situations as depicted in F igs 5 
and 6 are expected to occur as a function of nuclear shape. The shell- 
correction  produces fluctuations of the potential energy y ' (q) around the 
smooth LD -energy. The magnitude of the shell-correction term  may 
amount to severa l MeV, i . e .  it provides a substantial "renorm alization" 
o f the LD energy. In favourable cases the shell correction may produce 
a "second va lley " in the potential landscape (see schematic picture in 
F ig . 7). As is well-known such a second va lley  leads to the phenomenon of 
shape isom ers [4]. A  high leve l density above the Ferm i energy eF means 
that a sm all perturbation may lead the system into a state o f different 
deformation, while, on the contrary, a low density of leve ls above may 
correspond to a stable equilibrium.

(ii) The use of phenomenological shell-model potentials

From  the form  of the shell correction  (Eq.51) it follows that the part 
of the single-particle spectrum below (eF - y) (7 = width o f the Gaussian 
in Eq. (59)) does not contribute to the shell correction, at a ll. Only the 
leve ls in an interval o f + 7  around the Ferm i-energy  eF determine the 
magnitude of the shell-correction . Consequently, it is only in this energy 
interval that the phenomenological shell-m odel potential is required to 
provide a good representation o f the true shell-m odel le ve l density. The 
actual H artree-Fock  potential is non-local and state-dependent. In a suf
fic iently narrow energy range, this potential may be replaced by a local, 
state-independent approximation [21]. Thus there is hope that the simple 
local phenomenological potentials (Eqs (72), (73), and (75)) which are used 
in the calculations of ¥ ' (q), do, in fact, represent sufficiently good approxi
mations. It should be noted that this is only due to the special form  of 
the Strutinski term  ESc . Since it is only the leve l density near the Ferm i 
energy which determines E Sc» the special form  of the phenomenological 
potential is not very  important as long as the shape of this potential is 
related to the given shape o f a liquid drop as was indicated above. Only 
in the last state o f fission (scission) where a potential b a rr ier develops 
between the nascent fragments, the two-centre model seems to be superior 
to the generalized Nilsson potential and possibly even to the deformed 
Saxon-Woods. It should, however, be noted that near the scission point 
we should consider the "adiabatic approach" with great suspicion [ 10 ],
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It should be kept in mind that it is not 9^(q) but the total Hamiltonian 
■ge'(q) (see Eq. (20)) which determines the dynamics of fission. In particular 
we may expect important effects from the fact that the inertia is a function 
of the co llective variables [22], The magnitude o f the different components 
o f the inertia l tensor (15,13) are seen to depend most sensitively on the 
low-lying excited states o f the system. If  the density of excited states 
above the groundstate is high, many energy denominators in Eq. (13) are 
small and, consequently, the inertia is la rge. Correspondingly, the inertia 
tends to be small,, if  there are few excited states above the groundstate. 
Since, in any nuclear model, the density of actual excitations is correlated 
to the density of shell model levels, the elements o f the inertial tensor tend 
to be large i f  the shell correction Esc is la rger than zero (Esc>0) and small 
i f  it is sm aller than zero  (E sc< 0) [9 ].

According to calculations [ 8, 9], the influence o f the shell structure on 
the inertia l tensor is substantial. If one calculates life-tim es for spon
taneous fission within the WKB-*approach [20] as a function o f the mass 
number of the fis s ile  nucleus, one rea lizes  a very  strong influence of the 
variable inertia on the results. It can be shown [23] that variable inertia 
acts like a scale in the potential landscape: Large inertia stretches the 
scale, sm all inertia contracts it.

5. CONCLUSIONS .

We would like to conclude this short review  of recent developments 
in the theory o f nuclear fission by pointing at what we believe to be the 
most urgent unresolved problems:

(i) Validity of the adiabatic approximation

It is not c lear at a ll whether we may trust in the adiabatic approxima
tion. The successful explanation of shape isom ers within the Strutinski 
theory and the striking success of the transition state hypothesis of 
A . Bohr [24] lend support to the assumption that the adiabatic approach 
may provide a useful zero -o rd er approximation. A t higher energies, the 
coupling to intrinsic excitations (dissipation) is sure to be o f paramount 
importance. Furtherm ore, deviations from  adiabaticity should be 
expected near the scission point.

(ii) Validity o f the cranking formula for the inertial tensor

The inertial tensor was so far calculated within the adiabatic theory 
using a constant pairing interaction acting in the deformed average field 
[ 8, 9, 20]. This approach could be considerably improved, even within a 
stric tly  adiabatic theory.

( iii) Accuracy o f the Strutinski theory

H artree-Fock  or Hartree-Bogoliubov calculations based on rea lis tic  
forces could provide a test on the validity o f the Strutinski method, especially
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the neglect o f terms of second order in the density fluctuation 6p. An 
analysis o f the actual leve l distribution in a deformed shell-model potential 
may provide a deeper understanding o f the smoothing procedure proposed . 
by Strutinski. In this respect, I would like to draw attention to the most 
interesting recent work of Balian and Bloch [25]. Furthermore, we should 
like to note a recent investigation o f the Strutinski method by Tyapin [26] 
which is sim ilar to the one presented here. The derivation o f the Strutinski 
method from  H artree-Fock theory was already given by Strutinski [20], 
but without consideration o f the ro le  of constraints.

(iv ) Dynamics o f fission

Within an adiabatic approach, the dynamics o f fission was so fa r only 
treated in the WKB-approach [ 8, 20]. More complete calculations were 
performed within a pure dynamical LDM [27, 28]. Hasse [29] combined 
the dynamical LD-m odel with phenomenological shell corrections calculated 
according to the M yers-Swiatecki theory [29], These last-mentioned 
investigations [27-29] are subject to the critic ism  that the inertia l tensor 
was essentially obtained from  the irrotational flow assumption, which is 
not rea lis tic .

(v) Problem  o f introducing co llective variables

Finally, the theory o f nuclear fission is tied to the fundamental problem 
of introducing co llective variables in the description of a many-body 
system. The cranking theory is only one of different ways to do this.
A  m ore basic approach is possibly provided by the method of generator 
co-ordinates. In this respect, we should like to point out a recent work 
by Norenberg [30],
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Abstract

QUADRUPOLE COUPLING CONSTANT FOR LARGE DEFORMATIONS.
1. Introduction; 2. Determination o f the quadrupole force strength from the position o f the 0+ and 

2+ vibrational states o f deformed nuclei; 3. Deformation dependence o f the multipole-multipole inter
action; 4, Vibrational states for large deformation.

1. INTRODUCTION

In 1955 A. Bohr [1] proposed the channel theory o f fission. According 
to this theory, the fissioning nucleus in the saddle point o f its deformation 
may exhibit the excited states which are s im ilar to those at the equilibrium 
deformation. The different excited states correspond to the different 
fission channels. Some experiments have been made in order to find the 
position of this transition-state spectrum. B ritt's  group [2] measured the 
probability o f fission  as a function o f the excitation energy. The experi
mental results indicated the presence of a low -ly ing vibrational spectrum. 
They also measured the angular correlations fo r (a, p f) and (a, t f ) reactions 
fo r 233U, 235U and239Pu and found the position of some co llective vibrational 
states at the saddle point (the octupole and 7 -vibrational states). It is 
therefore interesting to look at the theoretical estimate of the energy of 
the 7 -vibrational 2+ state in the saddle point. If one carries  out, for 
example, a m icroscopic calculation (described in detail in the next section) 
one finds that at the saddle point the nucleus seems to be extrem ely stiff 
with respect to the non-axial quadrupole deformation, i. e. the calculated 
energy is about 2 M eV while the experimental one is  about 0. 6 MeV. In 
this kind of calculation there is only one free  param eter — the strength of • 
the quadrupole force  which is responsible fo r the existence o f this vibrational 
le ve l and the value of this param eter is usually fitted so as to account for 
the energies of the equilibrium deformation.

The sim plest way making the nucleus softer with respect to the non- 
axial 7 -vibrations at the saddle point is to increase the value o f the strength 
of the quadrupole coupling constant. This means that one needs this value 
to be deformation-dependent. We are thus faced with one o f the central 
problems in every  m icroscopic calculation o f the co llective nuclear 
phenomena: the choice of the effective two-body interaction.

This problem becomes especia lly important when an effective in ter
action is used in the study of co llective processes taking place fa r from  
the equilibrium, e. g. at deformations much la rger than the equilibrium
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deformation. Fine effects, such as the density dependence o f the effective 
interaction, which are often accounted fo r at equilibrium by the choice of 
the phenomenological param eters of the two-body force , lead to non- 
negligible changes o f the interaction strength. In many cases these 
changes play an important ro le  in understanding the nuclear properties 
far from  equilibrium.

Thus it is important to test different approaches to the problem of 
the dependence o f the effective interaction strength on param eters defining 
the density distribution in the nucleus.

The approach to the effective interaction problem, which is tested 
here, is that of Bohr and Mottelson [3] generalized to include the defor
mation dependence of the interaction strength [4, 5].

The strength of the two-body force can be obtained from  the experi
mental data as a function of the param eters which define the density d is tr i
bution by fitting calculated (e. g. by the R PA  method) energies of the 
co llective excitations to the experimental values for a number o f nuclei 
and a number o f excitations. The calculation must include a ll transitions 
which give significant contribution (e. g. AN  = 0, 2 transitions for a suffi
ciently large number of shells in the case o f quadrupole excitations) in 
order to make "renorm alization" o f the force  strength negligibly small.
This is  essential not only for testing the strength o f the force but also for 
its dependence on deformation which can be strongly affected by large 
renormalization.

F irs t, we present this kind of calculation perform ed for quadrupole 
excitations in deformed nuclei with the use of the Nilsson model potential. 
A fterwards we calculate the effective two-body force  direct from  a given 
single-particle potential; we discuss the deformation-dependence o f the 
multipole-multipole interaction and compare the results obtained by both 
methods.

In the last section, we use the calculated values of the strength of the 
non-axial quadrupole force in estimating the position of the 7 -vibrational 
state for large deformations (for the saddle point and in the second potential - 
energy well).

2. DETERMINATION OF THE QUADRUPOLE FORCE STRENGTH FROM 
THE POSITION OF 0+ AND 2+ VIBRATIONAL STATES OF DEFORMED 
NUCLEI

To connect the strength of the quadrupole force with the energies of 0+ 
and 2+ vibrational states, the method described in detail by Bes [ 6] and 
used in Ref. [7] has been applied.

Nucleons are assumed to move in a single-particle fie ld  approximated 
by the "new" Nilsson potential [ 8] and interact through the pairing and 
quadrupole two-body forces. Thus the Hamiltonian has the form

H = Hq + Hpair - i  k Q+ Q ( 1 )

where Ho is the Nilsson model Hamiltonian, Hpait represents pairing 
interaction in its standard form  [9], k is  the strength o f the quadrupole
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fo rce  and Q is defined as Q = 2 } Qi where
i=l

A

■i|^r2 Y 20 in the case of 0 -vibration

r  2 (Y 22+ Y „ )  in the case of 7 -vibration

( 2 )

The energies of the vibrational state are obtained in the adiabatic 
approximation by calculating the stiffness and mass param eters C and B:

In the present calculation the sums in expression (4) and (5) were extended 
over a ll the single-particle states with positive magnetic quantum number
values of N = 0 ,1 ........ 7 and N = 0 , 1 , . . . ,  8 harmonic oscilla tor shells for
protons and neutrons, respectively, in the rare earth region and of 
N = 0, 1 , . . . ,  8 and N = 0, 1 , . . . ,  9 oscilla tor shells, respective ly, in the 
actinide region.

In the case of 7 - vibrations the m atrix elements o f q between states 
with the opposite signs of the magnetic quantum numbers were also in
cluded. The E„ are the quasi-particle energies and u „, v„ are pairing 
amplitudes o f the state v. The param eters of the Nilsson potential are 
those of R e f.[8] . The- pairing force  was diagonalized by the BCS method 
within 24 double-degenerated single-particle states with pairing force 
strength Gp = 32. 2/A M eV for protons and Gn = 26. 5/A MeV or 
Gn = 26. 04/A M eV fo r neutrons in the rare earth or actinide regions, 
respectively.

The relation

(3)

where

(4)

(5)

(6)

relates k, which is the only free  param eter of this calculation, to the 
vibrational energy values.
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TABLE  I. STRENGTH OF K=0-COMPONENT OF QUADRUPOLE FORCE

Nucleus € 64 Eg(MeV) k °  exp 
20

0 th 
20

« S m 0.25 -0 .02 0.685 0.173 0.191

1MSm
62

0.29 -0 .02 1.100 0.166 0.188

.sjGd 0 .24 -0 .04 0.680 0.173 0.199

« Gd 0 .28 -0 .02 1,048 0.172 0.194

« Gd 0 .30 -0 .02 1.449 0.162 0.189

156Uy
66

0 .25 -0 .02 0.674 0.171 0.202

i?>y 0.27 -0.01 0.993 0,174 0.199

0 .27 0.00 1.081 0.179 0.202

0.27 0.02 1.245 0.187 0.208

>  ' 0 .28 0 .02 1.460 0.193 0.205

176Hf
72 0 .25 0.07 1.250 0.238 0.227

” ‘ Hf 0 .24 0.07 1.199 0.253 0.230

188°s 0.17 0 .09 1.086 0.276 0.258

188pt
78 0.17 0.05 0.800 0.256 0.246

190Pt
76 0 .15 0.05 0.922 0.253 0.252

‘?Spt 0.15 0.05 1.195 0.247 0.252

194pt
n 0.15 0.05 1.267 0.250 0.252

1%Pt
78

0.12 0.05 1.135 0.259 0.262

The first fout columns give the nucleus, the quadrupole deformation parameter e , the hexadecapole de
formation parameter e4 and the experimental position o f the 6-vibrational state, respectively.
In column five we present the k°0 value calculated from the experimental value o f the energy o f 
the 8 -vibration while the last column gives the value o f k°0 obtained from formula (22).

By taking the experimental values o f E we obtain

1,1

The calculations were perform ed fo r experimental values o f quadrupole 
deformation e. The experimental values of the hexadecapole deformation 
e 4 were used in the rare  earth region only [10]. The values of e4 in the 
actinide region were taken from  calculations of Ref. [ 6] .

The results of our calculations are presented in Tables I and II where 
the values of

( 8 )
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TAB LE  II. STRENGTH OF THE K=2-COMPONENT OF QUADRUPOLE 
FORCE

Nucleus £
e 4 Ey (MeV) K0 exp 

22
0 th 
22

62 0.25 -0.02 1.090 0.465 0.405

i»Sm 0.29 -0.02 1.450 0.486 0.428

'llD y 0.26 -0.02 0.970 0.486 0.410

0.27 0.02 0.840 0.485 0.419

' 0.27 0.04 0.950 0.488 0.421

‘« Y b 0.27 0.06 1.230 0.481 0.422

172Yb70 0.27 0.06 1,470 0.475 0.422

176 Yb
70 0.27 0.07 1.260 0.457 0.423

‘ "O s 0.17 0.09 0.633 0.424 0.371

Th90 0.193 -0.021 0.790 0.459 0.374

“ u
92

0.200 -0.024 0.870 0.456 0.378

234 „
92

0.209 -0.022 0.920 0.459 0.383

238 p u  
94

0.216  ; -0.019 1.030 0.467 0.387

240 p u  
94

0.230 -0.015 0.940 0.486 0.394

The first four columns give the nucleus, the quadrupole deformation parameter e , the hexadecapole' 
deformation parameter and the experimental position o f the y -vibrational state, respectively.
In column five we give the k°2 value calculated from the experimental energy o f the y -vibrational 
state while the last column presents the value o f kJj obtained from formula (23).

are given. Column 5 o f Table I gives the strength /c§o ° f  the K  = 0 com
ponent of the quadrupole force which is  responsible fo r /3-vibrations, while 
column 5 o f Table II shows the strength k22 of the K = 2 component 
responsible for 7 -vibrations.

3. DEFORMATION DEPENDENCE OF THE M U LTIPO LE -M U LTIPO LE  
INTERACTION

According to Ref. [4 ], the field-producing two-body force  used in the 
RPA-calcu lation o f co llective excitations with a self-consistent single
particle potential U is

F  = F  (r r  ) = -  — f a )  (9 )
12 *  ' 1 r 2 I 6 p (r2)

where p is the density distribution o f the nucleus.
The components of F 12 corresponding to co llective modes of given 

symmetry (A/j) may be obtained by restricting the variation of the density 
distribution to the variation having this symmetry. F o r  a self-consistent
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I

potential U a deformation param eter determines both the density variation :
and the corresponding distortion o f the potential. Thus relation (9) may j
be rewritten in the form  [11 ] |

3Ui 6 axF U n >  =  ( 1 0 )
12 9 %  « P 2 '

It is convenient to define the deformation parameter a Xjl by the relation

(11)
where

= (0, cp) (12)

and f (arX(1) is such a function of that the equipotential surfaces o f the
distorted potential are given by

ro C1 + I  “ xr  = rn \1 +/_, (13)
. ^  

we have then

F = 6 Q ^  (1) =9 f^ N >) m f i  (2)
9 Q ^ « p 2 q^ u ; 3 Q *,q ^ u ,q ^

(14)

where

Q ^ = / w 2)P2dV2 (15)

is the average value of the operator <JX .
Thus the multipole force strength is given by

_ 3 f  (a^j) 3 «^ |i ,16>

where the derivatives should be taken at the value of the deformation 
param eters a  which correspond to the nuclear state just considered.

In general, both the f  (ax ) and Q ^ a re  not linear in aX(I so the strength
param eter kXjj changes with the deformation o f the nucleus. It should be
stressed that, as a rule, the param eters k change differently with 
deformation not only for different X components but also for different n 
components of the same X. For example, in the quadrupole case, k22 
increases while K.20 decreases with the increasing quadrupole deformation [5 ], 

To avoid calculating the derivatives of expression (16) fo r given values 
of deformation, one can define the operators

qxM(r) = g (r )  YX)l(S,lp)
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in such a stretched co-ordinate system (x, y, z") in which the potential and 
the density distribution become spherical again. In this co-ordinate system 
we have

'  T a p  H H * .  (?,) 3 *  f t )  <J8)
X.|1 ^Kfi

where the derivatives should be taken at7*v = 0 .^  A/J
For g (r ) = r x the value of

. ^  ^ 9 %  ' °  

coincides with the estimate of Bohr and Mottelson [ 3] for the multipole 
force strength o f spherical nuclei.

The deformation dependence o f the force given by expression (14) is 
determined by the transformation o f expression (18) from  the (5?, y, T?) - to 
the (x, y, z ) - space.

In the case o f an ellipsoidal nucleus with the sem i-axes

a i = R 0 e ° /2

a2 = R 0 e-°/2 (20)

a 3 = « d e °

described by the harmonic oscilla tor potential, this transformation has 
the form

x = x eo/2

y = y eo/2 (2 1 )

where

and

a =  0. 631 J3(l + 0.045 j3 + . . . )

e ~  0. 95 (3

The quadrupole force dependence on a  in the (x, y, z )-system  implied by 
this transformation is given in Ref. [ 5 ].

A  static hexadecapole deformation introduces additional distortion of 
the density. In the (x, y, z)-space this introduces the dependence o f the 
multipole force strength on the hexadecapole deformation param eter 64. 
In the formula (14) this dependence is determined by the dependence of 
the multipole moment QxM on e4. In the case of a quadrupole force with
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g (r ) = r 2 the complete formulas fo r the strength with e4 -dependence in
cluded have the form

2 e '2° + eu
20

, ^ 1. 12 + 2. 7 ct
1 + e, ( 2 2 )

2
4tt Muq 2o

22 3 AR2 e [ 1 + 0.19 e4] (23)

where R 0 is the radius of the nucleus.
The values of *20 anc* K22 obtained from  Eqs (22) and (23) are listed in 

column 6 o f Tables I and II, respectively.
The quadrupole force strength values calculated from  the experimental 

energies o f j3- and 7 - vibrational states are in good agreement with the 
values predicted on the basis of the simple oscilla tor model according to 
formulas (22) and (23). Both the absolute values of the strengths and their 
deformation dependence agree within the accuracy o f a few per cent with 
the predicted numbers. In particular, the calculation shows the opposite 
tendencies in the deformation dependence of /c§o and k%2 in accordance with 
formulas (22) and (23). Both methods of calculation give nearly the same 
difference between these two components o f the quadrupole force.

It is interesting to notice that even the slight dependence on e4 p re 
dicted by formula (2 2 ) appears in the values of the strength calculated 
from  the experimental data. It appears quite c lea rly  in the splitting of 
i<20 value for nuclei with the same quadrupole deformation e but different 
hexadecapole deformation e4.

The results obtained above support the conclusion that the force 
extracted from  the phenomenological potentials may be used in the calcu
lations of the co llective nuclear properties.

FIG. 1. The energy o f the y -vibrational state for 234U , 238U and 240Pu is drawn as a function o f the 
deformation parameter e for the value calculated from formula (23). The hexadecapole deformation 
parameter is given by = 0.06.
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4. V IBRATIO NAL STATES FOR LARGE DEFORMATION

The method described in section 2 was used to study the behaviour of 
the 7 -vibrational state fo r large deformation. The quadrupole coupling 
constant k22j was taken from  formula (23). In this case we took into account 
nine harmonic oscilla tor shells fo r protons and ten for neutrons. The 
pairing force was diagonalized within Z and N double degenerate leve ls  
fo r protons and neutrons, respective ly, and the pairing force strength 
was assumed to be proportional to the surface of the nucleus [ 12]. The 
results of these calculations are shown in Fig. 1. We see that the energy 
of the 2+ vibrational state has two maxima which correspond very  n icely 
to the minima of the total energy o f the nucleus calculated with the use 
o f the Nilsson potential by the method of Strutinsky [ 13]. The position 
of the 2 * vibrational state in the second minimum is o f the same order of 
magnitude as at the equilibrium. It seems very  interesting to notice that 
we have no rea l solution at the deformation corresponding to the saddle 
point. It seems to be in agreement with the result obtained by Pashkevich [14] 
who calculated the total energy of the nucleus with the inclusion o f the 
7 -deformation parameter. He concluded that while in both minima the 
nucleus seems to be axia lly symmetric, the saddle point occurs fo r 7  f  0, 
so i f  there is some experimental evidence about the 7 -vibrational state 
at the saddle point [ 2] this kind o f vibration may exist only i f  7  f  0 .
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Abstract

JASTROW CORRELATIONS -  DIAGRAMMATIC EXPANSIONS.
1. Introduction; 2. Definition o f Jastrow wave-function and of one- and two-body correlation 

functions; 3. Calculation of the normalization constant; 4. Calculation of the one-body correlation 
function; 5. The two-body correlation function; 6. The effect of Jastrow correlations on the charge 

density of ^Ca.

1. INTRODUCTION

In this paper we shall develop a perturbation expansion of the expecta
tion value of one- and two-body operators calculated with a Jastrow wave- 
function in term s of linked diagrams and discuss some o f the applications 
of Jastrow wave-functions which have been made in nuclei.

Since the Jastrow wave-functions were proposed [1] they have been 
w idely used, especia lly in the theory o f condensed matter. The use of 
Jastrow wave-functions in nuclei has developed greatly after the original 
work o f Iwamoto and Yamada [2 ]. Although the Jastrow wave-function 
is simple to write down it is  very  difficult to calculate exactly the expec
tation value of one- and two-body operators. This is why various cluster 
expansions have been proposed. They are reviewed in a recent monograph 
by Feenberg [3 ].

Jastrow wave-functions are used fo r strongly interacting systems.
In nuclei it is the strongly repulsive short-range interaction between the 
nucleons which requ ires a special treatment because it forbids the use 
of perturbation theory where a Slater determinant or a superposition of 
a finite number o f Slater determinants is taken as the zero -o rder approxi
mation. Jastrow wave-functions have been used either as variational wave- 
functions which are required to m inim ize the total energy of the nucleus 
or as wave-functions the param eters of which are determined to fit ex 
perim ental data such as electron and proton scattering at high momentum 
transfer or the absorption of 7r-mesons by nuclei. The use of the Jastrow 
wave-function as a variational wave-function is exposed to the follow ing 
problem: unless the energy is calculated exactly, an expansion which is 
cut o ff at a certain number of term s (for example, cut o ff at two-body 
clusters) does not, in general, give an energy with a lower bound. This 
is  why subsidiary conditions are required on the correlation factor. Many 
calculations have been made with such subsidiary conditions [4 ]. We shall

£ These lecture notes were written by L. Dohnert (on leave o f absence from Universidad Central de 
Venezuela, Caracas, Venezuela) and J. Tepel (on leave of absence from Atomic Energy Board, Pretoria, 
South Africa).

# # 0 n  leave o f absence from CEN de Saclay, 91 Gif-sur-Yvette, France.

413



414 RIPKA

not discuss these calculations here, but the expansion of the correlations 
in term s of linked diagrams which we develop here may help in finding 
such re-summations o f diagrams with which no subsidiary condition is 
required.

The fitting of elastic electron and proton scattering with Jastrow 
wave-functions [5-11] has raised many discussions on their meaning.
F irs t, the central point of these discussions was the question: do these 
experiments show short-range correlations? It is generally agreed that 
they do not, because a measure of the charge distribution alone cannot 
possibly measure the two-body correlation function. The question is then 
weakened: would short-range correlations affect the charge distribution 
and its Fourier transform, the form  factor? This question can be answered 
theoretically by calculating the effect of short-range correlations on the 
form  factor. The result is positive: short-range correlations do contribute 
to the form  factor, especia lly at la rge momentum transfer o f q > 2. 5 fm "1. 
Unfortunately, the form  factor has a large contribution due to the uncorre
lated Slater determinant even at the large momentum transfer of q ~  3 fm '1. 
It is therefore not possible by a measurement of the form  factor alone to 
disentangle the contribution arising from  the uncorrelated Slater deter
minant from  that arising from  the short-range correlations. In principle, 
many measurements could give information on the existence of co rre la 
tions. A  complete set of ground state measurements would provide a 
complete determination of the one-body-density m atrix "p... It could 
then be checked i f  p"2= ~p, that is , if  the ground state can be described 
by a Slater determinant, and, i f  so, what the orbits are. Even this 
would only te ll us that there are correlations, but it would te ll us nothing 
about their nature. Furthermore, a simple pick-up of S. = 3 nucleons 
from  40Ca w ill te ll us that the ground state of 40Ca is not a pure closed 
shell. What would be ve ry  useful is  a measure o f the short-range co rre la 
tions; even a crude measure such as the volume of the space which two 
nucleons keep out of because of the short-range repulsion, commonly 
called the volume of the "wound" in the two-nucleon wave-function, would 
enable us to discriminate between various potentials which give the same 
scattering and deuteron properties [12]. F o r this, c lever experiments 
w ill have to be devised. The absorption of ir-mesons.by nuclei has been 
studied fo r this purpose [13].

Finally, one can also encounter theorists who, with model wave- 
functions such as the Jastrow wave-function or with approximate theories 
such as the Brueckner theory, d iffer as to the definition o f the effect of 
correlations on one-body operators such as the charge density or the form  
factor. There are as many definitions as there are ways o f separating 
the charge distribution into correlated and uncorrelated parts. It is a 
matter of convenience to choose one Slater determinant rather than 
another to represent the uncorrelated part. A  Jastrow wave-function (see 
section 2) is a product of a Slater determinant and a correlation factor.
It has been shown [14], fo r example, that the Slater determinant of the 
Jastrow wave-function is not the uncorrelated state which approximates 
the charge distribution best. Another determinant may be constructed 
which approximates it better.

We shall make also a comparison between Jastrow and Brueckner co r
relations. This comparison w ill show the importance which the Pauli 
operator has in Brueckner theory. It is not necessary, a p r io r i, to include
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the Pauli operator in the Jastrow correlation  factor. But the inclusion of 
it w ill be shown to affect strongly the evaluation o f one-body operators. 
We shall also discuss the use o f oscillating correlation factors, which 
correspond to an exchange o f rather high momentum between the nucleons
[11,12] and which can also affect strongly the evaluation o f one-body 
operators.

2. DEFINITION OF JASTROW W AVE-FUNCTION AND OF 
ONE- AND TW O-BODY CORRELATION FUNCTIONS

The Jastrow wave-function fo r a system of N nucleons is given by

........V  =7 = =  II * (* « ) * (? ! ........ ?N) (2.1)
H K i m

CN is a normalization constant such that

J  |lfr(r1, . . . , r N)|2 dr1, . . . , d r N =1 (2.2 )

where r  stands fo r r  = (r, a , t ) ,  dr designates spatial integration plus sums 
over spins and isospins, and rjj stands fo r | r i - rj |.

^ ( r j , . . . ,  r N) is a Slater determinant made up of N single-particle wave 
functions {̂ >a(r ) }  , the ensemble of which is called the F erm i sea F:

4 (Xj j . . .  , ? „ )  = det )| « s F ,  i s [ l , N ]  (2.3 )

The quantity

f ( r „  ) = K l r j - r . | )  (2.4 )

is the two-body correlation factor.
The object o f the factor f ( r y )  is to give us finite m atrix 

elements o f the free two-nucleon interaction. It is  expected to reproduce 
the "healing" of the wave function describing' two nucleons in a F erm i sea, 
as in Brueckner theory [15 ], i. e. the fact that for re lative distances la rger 
than the so-ca lled  "healing distance" this wave-function becomes equal 
to the unperturbed two-body wave-function.

These two conditions can be stated as follows;

1) f ( r j . ) = 0 when r^ < c, where c is the range o f the repulsive hard 
core o f the nucleon-nucleon force , and

2) f (r „ )—  ------- 1.
J t i j  large

f ( r y )  should therefore be o f the form  shown in F ig . 1. It may also oscillate 
about the value one at not too large distances.
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a f i r )

1

r
c

FIG. 1. General form of two-body correlation factor.

I f  the two-body forces are singular only at the'origin , condition 1) can 
be replaced by

The fact that we do not choose f to be state-dependent, as suggested by 
De Shalit and Weisskopf [16], w ill give us a perturbation expansion 
which d iffers from the Brueckner-Goldstone theory. We shall compare 
the theories later.

In most applications, we are interested in calculating the expectation 
values of one- and two-body operators in the state described by the Jastrow 
wave-function (2. 1). For this it is sufficient to know the one- and two-body 
correlation functions, which are defined as follows:

i) One-body correlation function:

The expectation value of one-body operators © i (r ) is then given by

(2 . 6 )

i i )  Two-body correlation' function:
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The expectation value of a two-body operator © 2(r1, r^) is then

< ® 2 >  = | / / l ® 2 ( ? l l ' ? ,2 ) G 2 (? l » r 2 ; ? i * ? 2 ) ^  =* d ? l d ? 2 ( 2 - 8 )

n =*;

We now proceed to develop the perturbation expansion form alism  for the 
quantities we want to calculate.

3. CALCULATION O F THE NO RM ALIZATIO N CONSTANT

One of the factors which appears in the Jastrow wave-function (2. 1) 
is the normalization constant CN. Its evaluation w ill serve us to illustrate 
the methods used to obtain the perturbation series- fo r  the correlation 
functions.

From  condition (2. 2) we have

C N = / n i f M 2 | ^ i ............|2 d ? i j  • • • «  d r N ( 3 . 1 )

i < j

The exact integral is, in general, quite difficult to evaluate since the 
product of the correlation factors depends on the co-ordinates o f a ll the 
particles. We shall therefore proceed in the follow ing way. 'F irs t , we 
obtain a cluster expansion fo r the product of correlation factors, in which 
each cluster involves a certain number p s  N o f co-ordinates and which 
w ill be represented graphically by means o f Yvon-M eyer diagrams [17]. 
Then we integrate | <j> |2 over a ll co-ordinates not contained in the respective 
cluster. This integration w ill give us a determinant of lower order which 
we shall represent by diagrams o f oriented lines, which, when drawn in 
the Yvon-M eyer diagram, w ill give us a graphical representation o f a 
cluster expansion fo r CN in term s of the modified Yvon-M eyer diagrams.

A . Expansion o f the product o f correlation factors

We introduce the auxiliary correlation factor

g  ( r i j ) = I f  ( r ij  ) 12 "  1 ( 3 . 2 )

Figure 2 shows that g (r ) is  zero  outside the region in which f (r )  d iffers 
from  zero. We can expand the product

II lfM 2 =II (1  +  g ( r ±j ) )  = 1 +  £  g ( r i j ) + X  I j  S ( r i j ) g ( r ke) +  . . .  ( 3 . 3 )

i * j  i < j i < j  i < j  k < {
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g {r )

-1

0 r

FIG. 2. General form of auxiliary correlation factor.

and re-group the term s in this series so as to group the term s which depend 
on a given number of co-ordinates:

This is called a cluster expansion. W ^ r ^ r j )  represents the term s in 
expression (3. 3) that depend only on the two co-ordinates and . We 
see easily  that

In the same way, W3(r j , r j , r k) contains a ll the term s in (3. 3) that depend 
only on the three points r s ? k. Therefore, we have

W 3 ( ? i * ? j • ? k ) = g< r ij > S ( r i k )  +  S  ( r ij  ) S ( r j k )  +  S ( r i k ) S ( r  jk>+ S(r i j )  g(rJk) g f r ^  )
(3.6 )

The common feature for a ll the clusters in Eq. (3. 4) is that each point 
is related to at least one other point o f the same cluster by at least one 
correlation factor. It is easy to represent a ll the term s that make up 
a given cluster of order p, that is, a ll the term s of Wp ( ? i , . . . ,  r p ) by 
means o f Yvon-M eyer diagrams. We proceed in the follow ing way:

1) We draw p-points labelling them r1, . . .  , r  .
2) We join the points by dashed lines representing the correlation 

factor g (r j , ) in such a way that each point is joined to at least one 
other point. ■

3) We draw a ll the diagrams joining the points in a different way every  
time, until we have exhausted a ll possib ilities.

A ll  the graphs obtained in this way represent the cluster Wp ( ? i , . . .  , r p). 
Examples are shown in F ig . 3.

(3.5 )



IA EA-SM R-8 /24 419

w3(r7 .^ .f;) = \ f  /  \ • \I
\  /  / \ / \

"-------- * X - -------* i  V 11------ V
r, r2 r, r2 ri r2 r, r2

= g tr12)g tr23) ♦ g lr 13) g ( r 12 J * g ( r 13 )g (r2 3 ) .  g ( r l 2 ) g ( r 23)g (r13 )

FIG. 3. Examples for clusters. The dashed lines are called correlation lines.

B. Expansion o f the squared Slater determinant 

The unperturbed density matrix is given by

p  (? j . , r j ) = Y ,  * V a & i )  ( 3 .  7 )

a €F

The Slater determinant squared may then be written as

iM r j , . . .  , r N)|2 = det |p(?4, ) | (i, j )  e  [ 1 ,N ] (3.8)

that is, it is equivalent to an N X N determinant whose elements are 
p (?i t r . ). If we also want to specify a given number of co-ordinates 
p SN , we define the determinant o f dimensions (p X p )

A p (rx, . . .  , r p) = det | pCrj.r^l with ( i , j ) e [ l , p ]  (3.9 )

With these definitions we easily  obtain the follow ing identities:

f  !<£(?!,... , r N)|2 d r j , .  . .  ,d rN = N ’

/  k (? i ........rN)|2 d?2, . . . , d r N (N - 1)! A ^ )

f l t & i ........ r N)|2 d r...........drN = (N -2 )I  A a ^ , ^ )

and, in general,

J \ 4 > $ 1 ........ V I 2 ^ p + i .........drN = (N-p)I Apff,,......... r p) (3,10)
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It is possible to construct a simple graphical representation for the term s 
that make up the expansion o f the determinant Ap by representing p (? i,r j) 
by an oriented line that leaves the point and enters the point ?j

p (rt ,? , )  = X------- =>------X (3. 11)
ri rj

The expansion of ApCrj, . .  . , r p ) is then obtained in the follow ing way:

1) Draw p labelled points (? j , . . . ,  rp ). Then join them by means of 
oriented lines such that at each point one (and only one) line enters 
it and one (and only one) line leaves it. 'Each line gives a factor

2) The sign which corresponds to the term  in the expansion characterized 
by this graph is given by

(_)P+*

where p is the order of graph or number o f points, and i  is  the number 
o f closed loops form ed by the oriented lines.

3) Draw a ll diagrams until a ll different ways of joining the p points are 
exhausted. The sum of a ll possible diagrams multiplied by their 
respective signs gives then A p (Tj, . . . ,  r  ).

Examples are shown in F ig . 4. We can now represent each term  of a
cluster expansion for the normalization constant CN in a straightforward
way.

(f*;) = O  = sin  -n H’ )1*1 

* ,ir ,.r2) = ( 0  O )  *

,r3)

= ^ r,.r7)q(r~ p;-) - §( ) :

) * (  j L  h l p ' o )o o

• ( < $ ) •  6 , - 6 -r, r2 r, r2 r p * "  r2

* 0
r, r,

?(r3,r, ) §«r3 .>T >

FIG.4. Examples for expansion of Ap f a ........rj,).
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w2( t̂̂) A2(r-,r~) = O---- “0

° r - - ^  , < 3 > „
C D

FIG. 5. Third- and fourth-order diagrams. A , B are "linked", CD "unlinked" diagrams.

From  expressions (3.1 ) and (3 .4 ) we have

C N =f  1 + X W 2 +  ------- |(<i(r1 , . . . , r N )|2 d r 1 , . . . , d r N

(3.12)i <J i < j < k

We can reduce this expression to:

v / 1 +  ( ? )  W2 <*1 * ? 2> +  ( 3  ) W 3 +

+  V P y w p (t,i ........... r p ) +  -

Integrating over a ll co-ordinates not contained in WpJ we can use expression 
(3.10) and obtain by dividing by N!
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Each term  of this expansion can be represented by a modified Yvon-M eyer 
diagram, i, e, an Ivon-M eyer diagram contributing to Wp in which one draws 
the diagram contributing to A p (see F ig . 5). The prescription for obtaining the i 
diagrammatic representation o f / Wp Apdi^ , . . . ,  d rp is then:

1) Take p distinct and labelled points r-j, . . . ,  r p.
2) Join them by means o f correlation lines according to the rules given 

in section 3. A.
3) Join them by means o f oriented lines according to the rules given in

section 3. B. j
4) Sum a ll the possible diagrams.

To calculate the contribution o f each diagram of order p, we have the 
follow ing rules:

1) F or each interaction line between ( r ^ r j )  we have a factor g(rj=).
2) F or each oriented line going from  ?j to rj we have a factor p (r j,r  j).
3) The overa ll sign o f the graph is (-)P+i .where £ is the number of 

closed loops.
4) Integrate over a ll co-ordinates (including sums over spin

and isospin variables).

The integral /Wp A pd r l t . . . ,  d?p is thus equal to the summed contribution 
o f a ll such diagrams Tp of order p:

C. Exponential formula for the normalization constant CN

As we see from  the fourth-order diagrams in F ig . 5, a diagram in general 
contains both linked and unlinked parts. A  diagram Tp o f order p w ill there
fore consist of

A  linked labelled part rA repeated vA tim es 
B linked labelled part IJ- repeated tim es, e tc . ,

so that the contribution o f the diagram is equal to

(3. 15)
rrp

(3. 16)

There are

N  ( r A , F0 , 1 ^ . , . . . ) (3.17)

different ways of distributing the linked diagrams r A, r B, . . . ,  among the p 
points o f the diagram. Therefore, we have
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P

Substituting into expression (3. 14) we obtain

p = 2' 

na nb

W .  A  - d r .p “ pU I l *  • •

na nb

(3.19)

It is possible to extend the sum over p in expression (3. 14) or (3. 19) to 
infinity, because A p = 0 when p >N , as one cannot put m ore than N fermions 
into N different single-particle orbits. This means that the sum over 
vk ' VB' • ' ‘ * etc ’ ’ can a*so ke extended to infinity, because the sum of 
a ll graphs of order p > N gives zero contributions.

We then obtain

where [WpAp]L means: "include only the linked diagrams of order p".
We are able to reduce further the number of diagrams when we 

rea lize  that topologically equivalent graphs give the same contribution.- 
For example, diagrams which may be distinguished only through the 
exchange o f the position o f points or through the direction o f the arrows 
making up closed loops are topologically equivalent (example: in F ig . 5 
diagrams A  and B). F or t topologically equivalent diagrams, we define 
the sym metry factor s in the follow ing way:

It can be seen that s is the number o f substitutions, including the identity, 
which leave the given diagram invariant.

oo

(3.20)
p = 2

(3.21)

Example:

Let us take as an example the diagrams o f order three. A l l  diagrams 
are linked. We shall now draw a ll the topologically different graphs and
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s = 1 t = 6

P

Q
/  \ u .

/ \
*— A

Q

s=1 t= 6

R

s = 2 t-3

Q

/ \
/ \/ \

CJ b

s= 2 t = 3

s = 3 t = 2

/  \
N s=6 t=1 

/ \

a — o
FIG. 6. Topologically different graphs of order three.

indicate the corresponding symmetry factor s and the number o f topologically 
equivalent diagrams (F ig. 6). The sum over a ll t gives the total number 
o f diagrams of order three:

6 + 6 + 3 + 3 + 3 + 2 + 1 = 24

We can rew rite the diagrammatic expansion for the normalization constant 
thus:

00

§ h e x p { Z / i [WP V l . T D  ........... ^ p }  ( 3 - 2 2 )
p = 2

where

twpA p] LiTO

stands for: "Include only linked and topologically distinct diagrams".

Example: As an example, let us look at diagram A  of F ig. 5. It is of fourth 
order: p = 4. There is  no substitution but the identity which leaves A  in
variant: s = l. In fact, the number o f topologically equivalent diagrams 
in this case is: t = (number of ways o f joining one point with the other
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three) ®  (number o f ways of placing the bu bb le )®  (number of changes of 
direction of the arrows in the large loop) = (4 )® (3 )®  (2) = 24;

The total contribution is therefore given by

f i l i a l  ^ 2  d?3 ^ 4  g ( ? 12)g (? 13) g (? i4  > P (?l  - ?2 > P (?2 * ?4J P (?4- ? 1> P&V

4. . CALCULATION OF THE ONE-BODY CORRELATION FUNCTION

Using the Jastrow wave-function (2.1 ) and (2. 5) we find for the one- 
body correlation function

G i f t , * ; )  = - r - / n  f * (| ? i-  r J j f d r l - r J )  J] lf (r ij)|2
N 2 s i  s n  2 s i  < js N

X * (r  ̂, . . . ,  ) (£ (i^1, . . . ,  ?N) dr2, . . . , d r N (4.1 )

A s  before, we introduce the correlation factor

g ( r t j ) = Iffry  )|2 -1  (3.2 )

and an additional correlation factor

b(r i j ) = f ( r „  ) - 1 (4. 2)

We distinguish

external points: Tj.rJ 

internal points: r2, . . . ,  r

A . Expansion o f the correlation  factors

Using the correlation factors (3. 2) and (4. 2) we can rew rite  the product 
of correlation factors in expression (4 .1 ) as a sum of clusters. The order 
of each cluster is given by the number of internal points which it contains:

] [  [1 + h * (r 2i)] [ l  + h (r lt . )] ] ]  [ l  + g (r ..)]
2 < i < N  2 s i < j s N

= 1 + ^  W ^ r j) + ^  W g fr j,^ ) + .
2 f i £ N  2 £ i < j £ N

(4 .3 )
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' s ! 
' + \ + / \ = i 

A •  o 4 ^
r, r; ‘ r, r{ r, r,'

X---- i )

o
= j  + I /  I

o • o' %
1 1 '  1 1 '  1

FIG. 7. Expansion of correlation factors.

The common feature o f these clusters is that each internal point is con
nected through a correlation factor with, at least, one other point of the 
same cluster, be it internal or external.

The external points are never connected with each other by a co rre la 
tion line and there are cases where they are not even connected to internal
points.

If now o -------- x stands fo r h* (?j - r i ) = h^(rl i )
r > ri

« ---------- x stands for h(?J - r . )  = hOr.,.) and
rI . ri
x -------- x stands fo r  g(ry )
ri ri

we can immediately w rite down the Yvon-M eyer diagrams which represent 
the members o f a cluster o f order p using the following rules:

1) Draw 2 external points r^, r^ and p internal points (r2, . . . .  rp+i);
2) connect each internal point by means of a correlation line with at 

least one other point, be it external or internal;
3) do not connect the external points to each other with a correlation 

line;
4) draw a ll such diagrams.

For examples, see Fig. 7.

B. Expansion of the determinant and rules fo r calculating G i(? i,rS  )

We have now transformed the product of correlation factors appearing 
in expression (4. 1) into a cluster expansion. To carry out the integrations 
in expression (4. 1) it is  convenient to generalize the functions A p given 
by expression (3. 9). We define

(N -p )I - - 'J p)  = / ♦ * (? ! ,  ^
1 2* '*  * * p

X $ , . . . ,  Tprp+1, . . . ,  rN) drp+1, . . . ,  drN (4. 4)

rp? p
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(?'
9(*T ■ri >

9 (^ 1  91^1
9 (^ )9 ( r2.72M

o .

1 1’
A
1 i*

9(r,.r0 9lfT,r2) 9 (^$  

9̂ 2 9(F2.'T) 9 (^1

tfZT, 1 9 (^ 9  9 (5#

5 O

i' 1 1' i i' 1

FIG. 8. Expansion of the determinant.

Again we can calculate the functions A p in term s of the unperturbed single
particle density m atrix

det | p (v ? j)|  ( i . j ) c t l . p ]  (4.5 )
v • • • >rpy ‘

We can also find a diagrammatic representation o f these determinants.
As examples, see F ig . 8. The rules for drawing the diagrams rep re
senting ^ p+1) are the following:

1) Draw two external points (rv,, r ')  and p labelled internal points 
r2, . . . ,  r p+

2) Connect a ll the points with directed lines, such that:
i )  there is one (and only one) line entering each internal point

and one (and only one) line leaving it.
i i )  One line must leave r^ and one line must enter r^ so that one

must be able to go from  r 1 to r'j along a continuous line.
3) The sign corresponding to each graph is  ( - ) t+p where 

p = ' number of external points
i  = number o f closed loops.
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4) Draw a ll diagrams until a ll the different ways o f joining the (p + 2) 
points are exhausted. The sum of a ll diagrams multiplied by their 
respective sign then represents

r i r 2 .............r p + A

? r  r /1 2 '  * • • '  p + r

We now substitute expression (4. 3) into relation (4. 1) and find

_1+  X w 1(?i , + ^  W2(i- ,
2 s i< N  2 < i< jsN

><**(?! ?2........ ? N) ........ rN ) d?2......... d?N

=^ r / [ i + C i 1)

X <l> * (r2 , . . . ,  rN) 4> (r {?2........ ?N) d?2......... drN

(N - l )

~  ^ i Q ) + I  pT 1) d?2........ dV >
P=i

(4.6 )

A s  A p = 0 where p > N, we can extend this sum to infinity. Each term  
in expression (4. 6) can be represented by combining the graphs contri
buting to Wp and£(p+1), respectively. If we lim it ourselves to linked 
diagrams, the factor N! / Cjj cancels out and we are left with

G ^ . r i )  = p (?•!,?}) + ^ 4 -  /
WPA ( P + 1>. d?o........ d? p + l

(4.7 )

p = l

A s we integrate over the internal points, a ll diagrams which distinguish 
themselves only by the re -labelling o f the points w ill give the same con
tribution. These graphs are called topologically equivalent diagrams. 
By lim iting ourselves to topologically distinct diagrams, we rew rite 
expression (4. 7) as

00

G ^ . r i )  = p(r1, r i ) +  £  
P=i

WpA(p+ i) dr9,
L, TD 2 *

, dr.P + l (4.7-)

where [’wj, A (p+1j ] Li Td stands for: "include only linked and topologically 
distinct diagram s".
s is the symmetry factor o f the diagram.

Once one has drawn a diagram of order p, follow ing the rules given in 
sub-sections 4. A  and 4. B, we obtain the contributions o f this diagram to 
(4. 71) by means o f the follow ing rules:



IAEA-SMR-8/24 429

1) Each correlation line between internal points gives a factor gfr^ );
2) each correlation line between an internal point ?j and an external point

gives either a factor h *(ru ) or h (r lti);
3) each directed line from  point ?j to point ?j contributes a factor p(?j, );
4) the sign of the graph is ( - )1+P where

p is the order o f graph o r number o f internal points; and 
i  is  the number o f closed loops;

5) integrate over internal points.

Let us. give some examples (F ig. 9).

s =1

5 = 1

sl-Wr,.?}) JJh{r,2)q{~21)Q[rrr3)q[Trr2)<\r2<ir

"*1'

= - i  JJJ h*(r]2)h(rrt )g(r23)g(r2t)g(r3t)9(j;.g9(r2,r;')9(f3.p9(r4.r1)dr2 dr̂ dr;

-Jf[k ’ K W h iW A W w W 'i-r7)9(r*.ii)dr2dr3df4

FIG. 9. Contributions to expression (4 .7 ’ )  -  examples.



C. Rules for calculating the density i

The density p (r ) is  given in term s o f the one-body correlation function 
G (r , r ')b y

p (r) = G ( r , r )  (4.8 )

It is obtained by summing a ll diagrams consisting o f one external point r 
and any number of internal points. The rules for calculating the contri- j
bution o f a diagram are the same as those used for calculating the one- |
body correlation function, with the follow ing exceptions: i

1) A ll  correlation lines contribute a factor g;
2) the overa ll sign is (-1)P+J+1 where p is the number of internal points and i  

is the number o f closed loops form ed by the oriented lines j

I
For an example, see F ig . 10. I

430 RIPKA

I
FIG. 10. Calculation of density. j

Unless the subset of diagrams is chosen correctly, which is always |
possible, the contribution of a subset o f diagrams contributing to G(?1,?2) \
w ill not go continuously into a subset of diagrams contributing to p(r). ■

I
i

5. THE TWO-BODY CORRELATION FUNCTION

The techniques used to derive a cluster expansion for the two-body 
correlation  function G2(r j, r 2J r\> ?£) are the same as those employed in 
the previous section. We lim it ourselves, therefore, to indicating the 
essential steps followed in the derivation. Substituting the Jastrow wave- 
function (2. 1) into the expression (2. 6) fo r the two-body correlation func
tion we obtain
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f  (rr2 . )  f * ( r 12) f J| f  * (ru ) f * ( r 2i) f ( r 1.i ) f ( r 2.i)
N 2S1SN

x  II lf (r ij)|2 ........ rN)d r3, . . . , d r N (5.1 )
3 s  i < j SN

Using the correlation factors defined previously, (3. 2) and (4. 2), we 
obtain a cluster expansion for the product o f correlation .factors in the 
integral (5.1):

[ [ f * f * f f  I I  |f|2 = 1 + Y , X i(?i )+  X x 2(ri ,i?j ) + . . .  • (5.2 )
3si£N  3£i<jsN

where the X p( r j , . . . ,  rp) are symmetric p-body operators. These are 
represented by a ll possible Yvon-M eyer diagrams one can obtain by 
joining the internal points to each other and to external points. No co r
relation line joins any two external points. Making use o f the determinants 
defined in (4. 6) we obtain for G2(Tj, r 2; ?•(,?£)

(5.3)

where we have extended the sum to °o due to the properties o f 2\p. Each 
term  of order p in this expression can be represented, as in previous 
cases, by modified Yvon-M eyer diagrams, according to the follow ing 
rules:

1) Draw four external points r j, r2, r j, r'2 and p internal points;
2) connect-them by means of correlation lines in such a way that each

internal point is  connected with at least one other point, be it internal 
o r  e x t e r n a l ;

3) connect a ll points by means o f oriented lines in such a way that one 
(and only one) line enters an internal point and one (and only one) 
line leaves an internal point. Two lines must leave r x and r2 and two 
lines must enter r j and r^ ;

4) draw a ll diagrams until a ll the different possib ilities o f joining a ll
points by correlation lines and oriented lines are exhausted.

Rule 3 has the follow ing consequence:

If we leave (or r 2) then we reach, along two continuous lines, r^ 
and r^ (or r j ) .  To  obtain the contribution o f these diagrams we have 
the follow ing rules:

1) Each correlation  line joining two internal points contributes a factor
s(r i j );

2) each correlation line joining the external points (r1, r 2,r {, r ^ )  with an 
internal point rv contributes factors [h *(rli), h*(r21),h  (rr i ), h(r2tl) ] , 
respectively;

_i _  “

G2ff]»  r2; r j, ?£) = ^  f*  (r12) f ( r lt2) [ a 2Q  i  )  +
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3) each oriented line going from  Pj to 'r j gives a factor p(r>jJr^);
4) the sign of a graph is e ( - ) p+t, where p is the number o f internal points,

A the number of closed loops form ed by the oriented lines, and
e is + or - according to whether the continuous line leaving the external 
point r x enters the external r^ or r^;

5) integrate over a ll internal points.

If we lim it ourselves to linked and topologically distinct diagrams it 
can be shown, as in section 4, that the factor N; /CN cancels and the factor
l/pl is replaced by the symmetry factor 1/ s.

—* —*
Important: Diagrams in which pairs o f external points, fo r  example (r  j, r-f) 

and (r^, ?£), are not joined by any line, are not necessarily 
unlinked diagrams.

2°--- *-----*2' 2

+

o ► <
1 1' 1

= (-) J9(ryr3)9[r3.r;) h"(r2 3 ) d~3

= 9(fvr^)9(F2,r7 ) Jh (r13)§(r^ ipdr^

= 9^'*7)9lra. ) yVfU,3 )h(rj.3)9 (ry r )̂dij

FIG, 11. Two-body correlation functions.
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We have therefore:

X  [X p ^ (p +2 )1  l , t d  d r 3> ■ • • * d rp (5 .4 )

Let us give some examples fo r the firs t few orders. Remember that the 
diagrams only represent the clusters, that is, the factor f^ r ^ f^ i^ O  is not 
included (F ig. 11).

By means of the expansions (4. 7 ') and (5. 4) we are now able to calculate 
the one- and two-body correlation functions approximately in the sense that 
we have derived a perturbation expansion fo r them. Low est-order contri
butions with respect to the correlation functions are form ally  related to 
Brueckner theory. This relation and the differences are discussed in the 
next sections. F inally, we w ill discuss the effect of correlations on the 
particle density.

Each diagram has one continuous line leaving r j and entering r j  or r£. 
Another continuous line joins the other pair o f external points. The sum 
of a ll diagrams such that no line joins these two continuous lines is ob
viously equal to

where G f^ , r j )  is  the one-body correlation function. This is a simple 
example of the resummation of an infinite subset of diagrams.

6. THE E FFEC T OF JASTROW CORRELATIONS ON THE CHARGE 
DENSITY OF 40Ca.

E lastic electron scattering experiments can measure the form  factor 
provided the nucleus is not excited during the scattering process. We

Let us calculate the form  factor o f the''charge density. The form 
factor is the Fourier transform  of the charge density:

( 6 . 1 )

can calculate the density p (r) by summing the diagrams shown in F ig . 12.

FIG. 12. Calculation of p(r).



434 R I P K A

These are the diagrams which are firs t order in the correlation factor g. 
Except for 4He [5] a ll the applications made so far [6-11] have been lim ited 
to the diagrams o f the type shown in F ig . 12. They include'what are called 
two-body cluster effects. The diagrams in Fig. 12 have another important 
property: they conserve the norm / dr p (r) of the density and hence the 
number of particles. This would not be true i f  one o f them was left out.
In this section, for sim plicity, we shall evaluate the total nucleon density; 
in N= Z  nuclei such as 12C, ieO and 40Ca, to which the Jastrow calculations 
have been applied most, the charge density is very  nearly half of the total 
density.

The contribution o f the' graphs in F ig . 12 is

p(r) = 4p(r) + 16p(r) J  d r 'g (r  - r 1) p (r ') -4  J  dr' g (r ) | p(r, r ' ) |2

-  1 6y 'd r1dr2 |p (r,r1)|2 p(r2) g (? x - r 2)

+  4 J  dr1dr2p (r ,r1)p (r1, r 2)p (r2, r ' ) g ( r 1- r 2) (6.2 )

Expression (6. 2) is that which has been used to analyse the elastic- 
electron-scattering data. It has been consistently observed [6-11] that 
the high-momentum-transfer data are better fitted with a density ex 
pression (6. 2) than with an unperturbed density p (r) calculated with, say, 
Woods-Saxon orbitals. To see the effects o f the various term s o f Eq. (6. 2) 
it is useful to make the follow ing approximation: wherever in the integrands 
there appears a factor gfPj - ? 2) we replace ? ! and r2 by the centre-of-m ass 
position R = ?(r r2) in the other factors of the integrand. This approxi
mation w ill be good if g(r j - r2) is indeed short-ranged because for r 1 = 
we have ? j  = r 2= R. The Fourier transform (6. 1) of Eq. (6. 2) reads:

f(q ) = 4^ d r  p(r) e lq r + 12 n(q/2) J dr eiq r p2(r)

- 12 n (0 )y 'd ?1d r2e1’  |p(i?:L, r 2) |2 p(r2) (6. 3)

where

n(q) = y 'd r  e lq 1 q (r ) =y"dr e iq 1 [ |f(r)| -1 ] (6.4)

is the Fourier transform of the correlation factor g. We see that for 
q = 0, f(q ) = 4 / p (r )d r so that the correction  term s conserve the number 
o f particles. We see also that the correction term s depend on the Fourier 
components o f the correlation function. I f  a monotonic function

i

g j(r ) = -exp [-/32r 2] (6.5)
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is used [6 -8 ], the Fou rier transform  n(q) is

n(q) =-exp (-q^/4 /32) (6.6 )

Typical values o f /3 are j3 ~  1. 5 fm 1, so that n(q) is a slowly varying 
function of q.

Oscillating correlation factors have also been used [11] such as

g2(r) = ■- j 0(q0r ) (6.7)

with q 0~  1. 5 fm 1.
This correlation factor has only Fourier components equal to q0 so 

that with this factor only the second term  of Eq. (6. 3) contributes. The 
form  factor is only corrected fo r momentum transfer q = cJq/ 2. An 
oscillating correlation factor such as (6. 7) was introduced to represent 
the exchange of re lative momentum q0 between two nucleons. When an 
electron transfers momentum q to a nucleon, this nucleon w ill have a 
re lative momentum of q/2 with respect to another nucleon at rest and 
thus the correction to the form  factor w ill peak at q = 2 q 0.

Another useful way o f w riting the form  factor o f the charge d is tr i
bution (6. 2) is in term s o f m atrix elements between the single-particle 
states of the Slater determinant in the Jastrow wave-function. I f  we use 
the expressions

= Z  *5f(?i )
a « F

p(r) = ^  |<Pa(?)|2 (6.8 )
asF

where the sums extend over the orbits of the Slater determinant. The 
Fourier transform  (6. 1) of the charge density (6. 2) is given by

fj(q) = Z ^ “ lel^’r l“ ) + X ^ “ 0 lel^"ri g(r )l“P >
aeF (01,8) £F

- £  (a | e^ 7 |p )<07|g(r)|j37> (6.9 )

(ct,B,j)eF

In Eq. (6. 10) <arj3 |g|a|3 > are anti-sym m etrized m atrix elements o f the 
operator g. Expression (6. 9) allows a comparison of the effect of 
Brueckner and Jastrow contributions. In Brueckner theory [15] one 
solves the Bethe-Goldstone equation

^ a e =  * « e  - ?  v ^ b
(6 .1 0 )
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FIG. 13. Goldstone graphs for calculation of form factor.

<pae> represents the scattering wave-function of two nucleons in the nucleus; 
$<30 is  the unperturbed wave-function, an anti-sym m etrized product of two 
single-particle orbits a  and j3, v  is the nucleon-nucleon interaction. The 
operator Q is introduced in order to take into account the presence of 
the other nucleons which prevent the scattering o f any nucleon pair into 
the states of the Ferm i sea which is filled  by the other nucleons. Thus 
the Pauli operator Q elim inates from  any two-nucleon wave-function 0 
its components in the F erm i sea

< ij| Q k >  = < i j k >  i f [ i . j ]  4  F  (6.11)
= 0 otherwise

We can calculate the form  factor by summing the Goldstone graphs shown 
in F ig . 13. In the Goldstone graphs in F ig . 13 the dotted line represents the
operator exp (icj • F) and the wavy lines represent G -m atrix interactions.
A  G-m atrix is defined by

< ij|G | «0>  = < i j| v k ae> (6.12)

The contribution o f the graphs o f F ig. 13 to the form  factor is  given by

fB(q) = X  H elQ‘ r l“ ) + I  < * J eiq' ri k 6>
ae F  a .S eF

-  < x« y l V > (6,13)
a .B .ye F

where is the defect wave-function defined as the difference

^ e = ^ 0 - ^ 6 (6- 14)

between the unperturbed and scattering wave-function.
Expressions (6 . 9) and (6. 13) of the form  factors calculated in Jastrow 

and Brueckner theory are form ally very  sim ilar. But they may d iffer ap
preciably. Indeed, to compare them we assume that the defect wave- 
function in Brueckner theory is related to the Jastrow correlation factor 
by the approximate relation

(6. 15)
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Relation (6. 15) has the correct asymptotic values. At zero  re lative 
distance xa6= <l>aB and beyond the healing distance xcl6 = 0. Inserting r e 
lation (6. 15) into the Brueckner contribution (6. 13) we find that

fB(q) = fj(q ) -2  ^  < oj3 | ei q (f - 1) |orj3 >
(o,B)eF

+ 2 ^  <or)ei'?*r |j3> <ar-y|f - 1 |j3-y> (6.16)
oc,6ty €  F

so that unless

^<a|3|eiq :7M f- l )| a | 3 > -^ (a | e iq' r |fl) < a 7 | f- l|  07> - 0 (6.17)
«,8eF 0,8,7 eF

the contributions o f Brueckner and Jastrow correlations to the form  factor 
w ill d iffer. With the usual correlation factors such as (6. 5) and (6. 6),
Eq. (6.17) w ill not be satisfied. The difference may be traced to the absence 
of the Pauli operator in the Jastrow correlation factor. In Bruecknertheory, 
the defect wave-function has no components in the F erm i sea so that

(Q -1 )X ob=0  (6.18)

The equivalent Jastrow defect wave-function (6. 17) does not, in general, 
satisfy the Pauli condition

(Q - 1) (1 - f )  <f»a0 = 0 . (6.19)

The wave-function ( l - f )$ fflB w ill have, in general, particle-hole components. 
It is easy to check that i f  the correlation factor 1 - f  did satisfy the Pauli 
condition (6. 19) then Eq. (6. 17) would be satisfied so that Brueckner and 
Jastrow correlations would give the same contribution to the form  factor.

There is no reason, a p r io r i, to require the Jastrow correlation factor 
f  - 1 to satisfy the Pauli condition (6. 19). But unless it does it is  not possible 
to make a fa ir comparison between the contribution o f Brueckner and Jastrow 
correlations. Note, in particular, that the Brueckner contribution depends 
on ^ e " on ^  *s positive whereas the Jastrow contri
bution depends on ( f z - l ) ,  which fo r  monotonic correlation factors such as 
(6. 5) is  negative and for oscillating correlation factors such as (6. 7) w ill 
oscillate in sign. F inally, when the Pauli condition (6. 19) is not satisfied 
the effects of Jastrow correlations on the form  factor may d iffer very  much 
according to the definition used for the uncorrelated part [14].
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Abstract

VARIATIONAL DETERMINATION OF THE EFFECTIVE INTERACTION IN NUCLEI.
1. Introduction. 2. The model operator and the effective nuclear Hamiltonian; 3. The variational 

method with the separation condition; 4. The continuity of the derivative o f at the separation distance;
5. The variational method with the healing condition; 6. Non-central forces; 7. Applications and remarks.

1. INTRODUCTION

In the last few years, extensive use o f effective-interaction  m atrix 
elements has been made in various nuclear-structure calculations [1-5].

These matrix elements are derived from  the free  nucleon-nucleon 
potential which is assumed to be a loca l potential with short-range strong 
repulsion.

Two general many-body approaches have been followed in determining 
the two-nucleon wave functions and the m atrix elements o f e ffective in
teraction from  such a "rea lis t ic "  nucleon-nucleon potential. The firs t is 
the reaction m atrix G and is  based on perturbation theory1. The second 
is the cluster-expansion variational approach.

Both general approaches (which originated from  the study o f infinite 
nuclear matter [6, 7a,b] and the various versions o f each o f them have 
their lim itations, but the firs t has been much m ore popular so fa r, and 
it  might appear that the second approach is less suitable fo r  the treatment 
o f the nuclear many-body problem. This, however, may not necessarily 
be the case. Quite a number of the lim itations o f the second approach are 
not likely to be inherent in it but they can be removed i f  sufficient effort is 
made. The recent developments in the cluster-expansion variational ap
proach, which we are going to discuss in this paper, indicate such a 
possibility.

In the follow ing, we shall firs t discuss the unitary model operator 
suggested by V illa rs , and we shall describe two variational methods for 
determining the two-nucleon re lative wave functions and the m atrix e le 
ments o f the effective interaction. More details can be found in Refs [8-11],

*  Present address: Department of Theoretical Physics, University o f Thessaloniki, Greece.

1 To avoid misunderstanding, we should note that the matrix elements determined by means o f this 
method are usually referred to as "reaction-matrix elements” and not as effective-interaction matrix elements.
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2. THE MODEL O PERATOR AND E FFEC TIVE
NUCLEAR HAM ILTONIAN !

II
Following V illa rs  [8] we w rite the model operator which introduces !

short-range correlations in the form  exp(iS). An eigenstate $ o f the model i 
system corresponds to an eigenstate j

i
*  = e lS$ ( 1 ) |

of the true system. j
Let H be the Hamiltonian o f the orig ina l system, which contains :

single-particle kinetic energies t ; and two-body interactions represented j 
by the potential Vjj : j

j

H = T  + V = ^ 4 a 0<ff|t1|3> + j r  X  aIaJa6a 7 < Qri3|v|76> (2) j
afi aBy6  |

The quantities a j and aa are creation and annihilation operators fo r !
the single-particle states a . The effective Hamiltonian fo r the model 
system is

-iS+ is
H eff.= e H e (3)

The aim is to choose the model operator in such a way that the model | 
eigenfunctions $ may be w e ll approximated by a single Slater determinant j 
or a linear combination o f a few Slater determinants. Short-range correla- I 
tions would be absorbed on the model operator, to which certain general I 
restrictions are made: ]

(1) The model operator is (le ft) unitary [8 ,1 2 ]. I f  a state $ of the |
model system is norm alized then the corresponding state #  o f j
the original system is also normalized; I

(2) S is a two-body operator: S = S ij; I
i < j !

(3) S depends only on the spins, isospins and relative co-ordinates i
and momenta o f the particles in the system; I

(4) S is a scalar with respect to rotations. I
These restrictions make it impossible to include a ll correlations in |

the model operator. Hence i f  $ is a proper model wave function then ^  I
is  no longer the true wave function o f the system, but can only be considered 
as tr ia l wave function. j

The original Hamiltonian Eq. (2) is a sum of one- and two-body operators,] 
but the model or effective Hamiltonian Eq. (3) contains three body and many- j 
body parts [8, 9] also: j

( 4 )  j

( 5 )  !

where
TT - 4-TT^ i tt(3)

e ff. "  e ff. e ff. + H eff.

H $ . “ £ 4 a B< «| ti| 0 >
003

i
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Hef!. = j r  Y. al a6a fiay [< ^ | e ‘ lS“  (tx + t2 + v 12)e ‘Sl2 - (tj + t 2) (-/«>] (6)

etc.

The one-body part o f the effective Hamiltonian is the same as that 
o f the original Hamiltonian by restriction  [2],

We try  to determine the m odel operator by a variational principle. 
We shall assume that this operator should be chosen to make

a minimum, for a suitable wave function <8. Such a procedure is reasonable 
i f  represents a tr ia l wave function fo r the ground state of the nucleus. If 
we wish to apply the variational principle keeping the many-body term s 
in (4), we are faced with an extrem ely complicated task. In o rder to avoid 
this complication we consider exp licitly only the firs t  and second term s.
The omission o f the other term s w ill be compensated by the following:

(1) F irs t, by adding the term

This additional term  is  a two-body term  which contains an average 
contribution from  the three-body term s and takes some account o f the e f
fect of the other nucleons on the motion o f nucleons 1 and 2. Da Providencia 
and Shakin have shown that H  should be taken as the H artree-Fock  single
particle potential defined by Eq. (36) o f Ref. [9]. In the present study this 
H -F  potential is approximated as in Ref. [4] by a harmonic-oscilla tor potential

(2) Secondly, by introducing subsidiary conditions which can restric t 
the correlation  to having a sufficiently short range. We describe these 
subsidiary conditions in the follow ing sections.

The calculation o f the two-particle m atrix elements o f the two-body 
parts (H $ . +  ) can be sim plified by making a transformation to re lative
co-ordinates o f the two interacting nucleons. This is exhibited in detail 
in Ref. [10].

If  the model wave function is a single Slater determinant, the tr ia l 
energy o f the nucleus can be written in the above approximations as

(V)

aflyS

< E > = £  < « |t | a>  + £  [<<*0 |veff_ | ap> - <*|3 |veff> | |3a>]= <T>  +<V eff>  (10)
a aB
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where

eff. ' ,sl j £  + ' ' I!) , ,S”  - + ] £ £ )  ( i n

In this expression b is the harm onic-oscillator param eter o f the re lative 
motion (b = 2fi/Mu):L/2.

For central forces and with harm onic-oscillator wave functions the 
two-body m atrix elements can be written as sums o f diagonal m atrix e le 
ments between re lative wave functions (see sections 3 and 4 o f Ref. [10a] 
fo r details). Therefore, in order to vary ^E]>, we can vary the diagonal 
m atrix elements of v eff_, which can be written:

dr (12)

where n is the principal harm onic-oscillator quantum number for the re la 
tive motion, S. the orbital angular momentum quantum number of the re lative 
motion and S the total-spin quantum number of the nucleon-nucleon system.

The statement in the preceding paragraph about the variation o f Mnj!S 
follows by considering < E >  as a functional o f the correlated radial, re la 
tive , two-nucleon wave functions

^ s (r ) = e - , ,0lli ( r ) :<E >=<E >(1 

Variation o f <( E )> is equivalent to

n«SM n{S(*hl!s)

nCS

f i < E >  = 6 M nlS = o  

&K i S  W n t S

for every  ij/aiS appearing in the tr ia l energy o f the nucleus.
In the two variational methods which w ill be discussed in Sections 3-5 

the variational principle is  applied to the m atrix element (12) o f the effective 
interaction, with the subsidiary condition that i(/nts is normalized (or approxi
mately norm alized), which goes some way towards satisfying the (left) 
unitary condition of the m odel operator in the two-body approximation.

3. THE V AR IATIO NAL METHOD W ITH THE SEPARATION 
CONDITION

In this method we assume that there are no correlations beyond a separa
tion distance d = , which is determined later,
that

In other words we assume

I

I
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*n lS  ( r )  = * o l  ( r )  f ° r  r  >  d nfS (13)

Using this restriction  we can w rite expression (12) as follows:

d n£S

M,n£S
d&n is

_M \ dr
, 2 + £ _  
nCS I T  j-,4 k n is l2)  + v is (r )kn£s dr

n£S

■ ft2 f l f d^n* ^  i i (-4 + 1) *2 i 1,2 f2 1 i,- , Ap i 2 j.,-’  M" J  \ l T /  r ^  * n £ + p - * n i  d r  +  J  V£ s ( r ) ^ n £ d r  ( 1 4 )
°n£S

We shall m inim ize this m atrix element by varying the re lative two- 
body wave function with boundary conditions

^n£s(°) = n̂£S (dn£Ŝ  = *n {(dn£s) ( 15)

The firs t is due to the possible existence o f a hard core in the inter
nucleon potential. Obviously, there is  no difficulty i f  there is  a soft core, 
instead. The only difference is that in this case c = 0. The second condition 
is  due to restriction  (13). In addition,we require that <pals be normalized:

M

/kn£s|2dr = 1 ( 16)
0

The Euler equation o f our variational problem  is
i

ti2 cf ipngs , ft2 i(£  + l )  , ,-ft2 r 2 ,
M dr2 M r z n i s  M b 4  u s  v ts*r ^nts en£ŝ n£s ( 17)

C < r  < dnjjg

The Lagrange m ultiplier en£S is due to the normalization condition (16). 
Multiplying Eq. (17) by i/jnis and integrating from  c to d, we obtain the 

follow ing expression fo r the stationary value o f M nJS:

Mn4S = M ’ '̂n£s(dn£s)l/'n£s(dn£s)'

n£S 2

f \ ( ^ l )
M J  Lv dr /

jg(je +1) j2 ,
r 2 n̂£ b4

*2
*n£ dr

dn£S
(18)

+  e n£S/ ^ £ S d r + / v  ( r )6  dr £SV ;v ni
an4S
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The firs t term s in this expression, i .e .  the boundary term  with the 
"uncorrelated energy term " and the normalization term , are short-range 
contributions while the last term  comes from  the long-range part o f the 
two-nucleon potential.

Finally, a criterion  can be found fo r the stationary value o f M nJS to 
be a minimum. This is given in Ref. [10].

4. THE CONTINUITY OF THE DERIVATIVE OF 0n(s
A T  THE SEPARATION DISTANCE

We may firs t note that, while the continuity'of <l/ats(r) at r =dnj!S can 
be guaranteed by the boundary condition imposed in applying the variational 
princip le, the derivative of i//nSS(r ) at r  = d n{S is  not continuous in general 
since, we cannot requ ire in addition

*nlS( r ) lr-d = ^ r ) lr = d - (19)nJS r -d nl!s r dnl!s

for arb itrary values o f dn4S.
The actual two-body relative wave function and its derivative are not 

expected to have any discontinuity in the interval c < r <  oo and therefore we 
should investigate whether we can choose dnJS in such a way that the con
tinuity o f ^n£S(r)| I==d is also satisfied.

M SI f  for a value of the separation distance dn4S : dn£S = d nt’s ’ the condition

I IVl.O. I JVI. o.
l^n iS (dn fS  ) _ 0 n «(dn 4 S  ) ,nn^

is satisfied, we shall ca ll this separation distance "(variational) Moszkowski 
and Scott separation distance", in analogy to the corresponding definition of 
the Moszkowski and Scott separation distance in the reaction m atrix approach 
[13]. Note that dj '̂ss‘ is  state dependent.

In the case dnl!S = dj^‘ss‘ the expression for M njes becomes extrem ely 
sim ple:

M.S.
dniS «,

■̂n«S = (e n*s - E nl) /  & d r +  /  vls ^ d r  (21)
0 .M.S.

nlS

where

E r r  ^2n + £ +-|)fuo (22)

The results of the num erical calculations based on this method (see 
sections 2 and 3 o f Ref. [11] show that only in a few cases can the wave func
tion <Pnis(r ) also have continuous derivative at r  = dnies. It was found, how
ever, that one could guarantee continuity o f ip'nls at r  = d n{S i f  one does not 
impose the normalization condition (16), but instead the condition
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/ k J 2 d r = N "*s (23)

where Nnjes is a number different from  one, but ve ry  close to it. A  dis
cussion of such an approach is given in Ref. [11]. We should finally note 
that corrections due to the lack of exact normalization could also be cal
culated. This has been done recently [ l ib ]  and it is expected that in certain 
cases improved results w ill be obtained.

5. THE V AR IAT IO NAL METHOD WITH THE HEALING CONDITION

In this section the variational principle is again applied to the m atrix 
element of the effective interaction M but with a restriction  different from  
Eq, (13). Namely, the wave function <p is required to satisfy the follow ing 
two conditions:2

i) f k f dr = 1 (24)

i i )  J ' P (r ) |̂  - 0 |2 dr = rj2 (= constant), P (r ) > 0 (25)

where P (r ) is an appropriate weighting function. We shall be mainly in ter
ested in the sim plest case in which P (r ) is taken equal to one.

The second condition, which has been called the "healing condition", 
is  introduced so that the re lative radial wave function o f the two particles in 
the nucleus may approach the unperturbed wave function rapidly. With con
ditions (24) and (25) variation o f the diagonal m atrix element Mnjs is equivalent 
to variation o f the integral

rr  "h2 d 2i// . ft2 4U + 1) i , i 2 , ft2 r 2 i , |2 , , ,i , |2- ,  ̂ i , |S
J  ~ d r5" M" r2  '^1 + m F ' ^  + v <r ) H  + * i  H

\l, ^ l2L  r ft2 L  d%  j. *U  + 1),i2 x r 2 ,2
+  X 2 P ( r )  ]<//- <j>\ d r - J w  0 ^ +  r 2 *  + dr (26)

where and X2 are Lagrange multipliers. 
The Euler equation is

d >  iU  + l ) rfj
dr^ " r^ 0

M
^4 ^ - :p - v (r )^ - (| 3 1+/S2p (r )M = -  /32P (r)0 , c< r< oo  (27)

2 In the following we shall omit in most cases the indices n£S for simplicity.
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The boundary conditions are ^ (c) = 0, /̂(oo) = $(°o) = 0. In Eq. (27) we have
put

~ fj2 ‘ @2 ~ *2 (28)

The above Eq. (27) is linear and inhomogeneous. It d iffers from  the 
usual Schr5dinger equation because it contains the term s - ( r 2/b4)ip,
- j32P(r)^/ and the inhomogeneous term  - (32P (r ).

A  simple expression fo r the m atrix element can now be derived by 
multiplying Eq. (27) by - (fi2/M )tjj, integrating and substituting into the 
original expression fo r M nJis. We obtain

The nature of the above stationary value o f M nis can easily be investigated. | 
It is  found that this is indeed a minimum unless the eigenvalue problem >

has a non-positive eigenvalue (see Ref. [15b]).
In the case P (r ) = 1 a simple relation between MnjES and rj2 can be derived. 

This relation is

Num erical calculations have been perform ed in order to obtain the 
wave functions i(j and the m atrix element Mnts. In these calculations the extra 
h. o. potential energies were omitted. The K a llio -K olltve it potential [14] 
was used and fo r each value o f (3Z the param eter jSj (Lagrange m ultiplier 
due to the normalization condition) was varied  until t// was normalized. In 
choosing the various values o f (32 one must be careful not to use a value 
fo r j32 such that? + 32) = 02 > 0 is  an eigenvalue of the homogeneous equa
tion. This is  not allowed unless the inhomogeneous part of the differential 
equation happens to be orthogonal to the eigenfunction o f the homogeneous 
equation.

The way in which M and rj2 fo r the 1S0 state with n = 0 vary with 02 i-8 
shown in Fig. 1. It is seen that M becomes more negative fo r the sm aller 
values o f 02 fo r which the restriction  on <p due to condition (25) is weaker. 
On the other hand, rj2 becomes la rger fo r sm all JS2* Note also that 0j turns 
out to be quite sm all and also a slowly varying function of /3Z for 0 .5 ^ ,^ . 14.

oo

(29)

c

f^cfihtr) f i2 1(1 + 
M dr2 M r

(31)
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F IG .l. The diagonal matrix element o f the effective interaction M -M 00g and the corresponding healing 
integral t)2 as functions of the parameter 82 . (fiw = 13.3 MeV, Kallio-Kolltveit potential).

TA B LE  I. VALUES OF THE M ATRIX  ELEM ENTS M ats (IN  MeV) 
CALC U LATE D  W ITH THE HEALING CONDITION VAR IATIO NAL 
METHOD USING THE K A LL IO -K O LLT V E IT  PO TE N TIAL  AND 
ftu = 13. 3 MeV

State B2 = 7 fm "2 = 15 fm '2

‘ S0 , n = 0 - 6.6 - 6.3

’ 5 ! ^ =  0 - 10.4 - 9.9
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0.S

2 3 r ( fm)

FIG .2. Uncorrelated (solid line) and correlated (dashed line) relative wave functions obtained with the 
healing condition variational method (ftui- 13.3 MeV, 82 = 11.5 fm '2, Kallio-Kolltveit potential).

Among the possible values o f 02 ^  necessary to choose one fo r which 
the value o f i]2 is sm all because then $  would heal rapidly and the neglected 
many-body term s would not be very  important. We must note, however,

C

that there is a lower bound fo r i)2 = r}24S : >1̂£S > J ^i^dr. This lower bound

is  shown by a dotted line in F ig . 1. A  reasonable value fo r 02 should be 
one fo r which the value of rj2(|32) is  not very  fa r from  its  lower bound. 
Therefore the region o f very  sm all values o f j32 should be excluded. From  
F ig . 1 it is also obvious that fo r the la rger values the m atrix element does 
not vary very  much with $2 • Consequently, the effect on the value o f the 
m atrix element w ill not be very  serious i f  different but rather large values 
of (32 are chosen. We may also expect that very  large values of j32 are not 
appropriate either. An estimate o f the three-body term s (or a suitable 
approximate treatment o f higher term s) should enable us to determine the 
best values o f (?2 = (32 n£S in analogy with other s im ilar cases.

In Table I some typical values o f the m atrix elements are given, while 
in F ig . 2 the uncorrelated (0OO) and correlated ^000(r ) wave functions are 
plotted.

6. NO N-CENTRAL FORCES

The method of the previous section can easily be extended to cover 
the case o f non-central forces. In the general case, the model operator 
introduces more complicated correlations. A  diagonal reduced matrix 
element o f the effective interaction w ill be

(32)
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= . < ^ l t rel. +  f f  £4 + v k >  +  ^ ^ 7  l * >

where now

0 =  jniSJMj y  and ^ = e ‘Slz |niSJMj> (33)

stand fo r the uncorrelated and correlated wave functions, respectively.
The spin S has been coupled to the re lative orbital angular momentum.
A lso , the isospin quantum numbers have not been written explicitly because 
they are redundant i f  the interaction v  and the correlation operator are 
charge-independent. Following the procedure for central fo rces, the 
diagonal m atrix elements (32) are m inim ized subject to the "healing 
condition"

analogous to Eq. (25) where P  is some positive-definite operator and a 
normalization condition

The variational principle leads to an Euler equation for the correlated 
wave function

This equation is analogous to Eq. (27). When ijj satisfies the Euler equation 
the m atrix element (32) becomes

To solve Eq. (36) it is convenient to separate the radial parts o f the 
wave functions <j> and ip from  the spin-angle parts. The functions

form  a convenient orthonormal set o f spin-angle wave functions. We shall 
assume the operator P  = P (r )>  0, 0<r<oo  is a function o f the radial co
ordinate only and that the two-body potential contains central, tensor and 
spin-orbit parts:

< 0 -  0 |P|^- <j>y = nz (34)

< * k >  = 1 (35)

(36)

<n£Sj|veffJn£SJ> = - \ 1- \ 2< 0 | p k - 0 > - < 0 | t rel. + ^ ^ - U >  (37)

(38)

mMs

v  = vc (r )+ v T (r )S 12 + v 15( r ) i - S (39)



Other parts, e. g. a quadratic spin-orbit potential, could be included in an 
obvious way. The spin-orbit and tensor parts of the interaction do not 
contribute when two interacting nucleons are in a singlet state and the ana
lys is  o f correlations is the same as before. Several possibilities occur 
fo r the interaction in trip let states (see Ref. [10a]). Here we give the results 
fo r S = 1, f  = J ± 1. The uncorrelated and correlated wave functions are

. 1 Mt |
d> = |nilJM j > = - < M r ) 3 ' {1J, i = J ± l  (40) 1

*  = eiS”  |nnJMj> = i ( x ‘V (r ) »  “ ,11J+ (r ) 3 ^ , ) ,  1 = J±1 (41)
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The correlated radial wave functions X  ̂  and Y ^  satisfy the coupled
equations

d2 _ (J _
d r2 r 2 b^ f ?

■ - §  " i j  +  l—  VT<r >Y n1 <r ) = Pi * S } <r > + ft 2P (r ) (X (*] (r ) - e «  (r ))

—  - £ ± ± 1 ^  - ^  ^  ( v c ( r ) -  ^ ± 1 1  vT( r ) -  (J + 2)vis ( r ) ) ; X ^ ( r )

(42)

d2 J (J - l )  r 2 M (  , 4 2(J - 1) , 1 i ; t  , SY
d ? r -  - V -2 - w  W  V c ( r ) '

- &  W  = P ^ n t  <r > + P2 P (r)(Y^> (r ) - (r ))

where we have put

.(+)
nt

f l (+) _ 
nJ

.(-)
n£ = o , f l O  -

nfi

(43a)

(43b)

The radial correlated wave functions satisfy the boundary conditions

x (ni (c ) = (c) = ( » )  = Yn(f  (00) =0 (44)

and should be normalized so that

oo

/ [ (X (*> (r))2 + (Y„W (r))2] dr = 1 (45)

\

I



A  diagonal m atrix element o f the effective interaction reduces to

oo

<njeiJ |veff. |nilJ > = - 0, - ^  0 2 J p ( r )X ^ ( r ) (X ^ ( r )  - £ 1  (r ))d r
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00

I f  ft  / P ( r )Y $ ( r ) (Y n(f  ( r ) -  0 ^ (r ) )d r -  (2n + £ + | ) f t U

(46)

Analogous expressions can be derived fo r off-diagonal m atrix elements.
The Eqs (42) are very  sim ilar to the equations o f the deuteron or o f nucleon- 
nucleon scattering and reduce to them i f  j32 is  put equal to zero  and the terms 
- ( r J/b4)X W (r ) and - (r2 /b4)Y ^ ( r )  are omitted.

7. APPLICATIO N S AND REMARKS

Certain applications o f the m atrix elements o f the effective interaction 
determined in the previous sections have been made. We mention them 
here very  briefly.

The ground-state energy of the 160  nucleus has been calculated by using 
the m atrix elements obtained with both methods [15], The follow ing ex
pression has been used:

E <“ 0 ) = T + V c +21[<00,0|veff. |00 ,0>+<00 ( l| veff.|00,l>]

+ 6[<01,0|veffj0 1 ,0 >  + 9<01, 1 |veff> | 01, 1 >] + 7.5[<02,0|veff. |02,0>

+  < 0 2 , l | v ef f j 0 2 , l > ]  +  1 . 5 [ < 1 0 , 0 | v ef f . | l 0 , 0 >  + < 1 0 ,  1 |veff. 11 0 ,  1 > ]

(47)

The firs t term  in this expression is the kinetic-energy term , in which the 
correction  due to the centre-of-m ass motion is included:

T  = 17. 25 (48)

The second term  is  the Coulomb energy 'o f the ieO nucleus. This was 
calculated with the uncorrelated wave function:

* . - ! £ • $  <«>

The value E(i«o) = -143. 3 MeV was obtained using the K a llio -K olltve it 
potential and the healing condition variational method with 02 = 5 fm '2 and 
b = 2.49,4 fm. I f  02 i s chosen 8 fm "2, E(i«o) is  - 132.4 MeV. These values
are quite close to the experimental one (- 127. 56 MeV).
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FIG. 3. The absolute value of the charge form factor o f 4He fitted to the experimental points. The 
healing-condition variational method was used and bt =b/V2 and S2 were treated as adjustable parameters.

FIG.4. The solid line is A (=4) times the nuclear-charge-density distribution Pch(r') o f 4He, obtained with the 
healing condition variational method using the best fit values of bj and ^  . The dashed line is A (=4) times 
the harmonic-oscillator shell-model nuclear-charge-density distribution with the best fit value of bt (see 
Ref. [16b]).
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The m atrix elements o f the effective interaction obtained with a pre lim 
inary version  o f the separation condition variational method (in which the 
the normalization had been neglected) has been used in calculations o f hyper
nuclei [17] and in calculations o f nucleon separation energies [18],

In addition, the two-body wave functions determined with the healing 
condition variational method have been used in calculating the charge form  
factor o f nuclei in Born approximation [16], The calculated charge form  
fa'ctor o f 4He has been fitted to the experimental one by using again the 
KaU io-K olltveit potential and treating the oscilla tor strength b i = b/\/2 and 
the "healing param eter" f}2 as adjustable param eters. The fit is  very  good 
even in the region of high momentum transfers (see F ig . 3). The calculated 
charge form  factor o f 4He has subsequently been used in obtaining the 
charge density distribution o f this nucleus. This is  shown in F ig . 4. It is 
seen that the maximum of the density distribution is not at the centre. This- 
sort o f behaviour, although common fo r the charge-density distributions of 
heavier nuclei as, fo r example, 12C, was found fo r 4He fo r the firs t time.

We conclude with the follow ing remarks concerning the two-body cor
relations by means o f which the effective interaction m atrix elements are 
determined from  the free  nucleon-nucleon potential in the way we have 
described:

(1) There is a sim ilarity o f the d ifferential equations in both variational 
methods (which are characterized by a sort of inhomogeneity [10]) with the 
corresponding equations o f the sim plified versions o f Brueckner's reaction 
m atrix theory, namely the Moszkowski and Scott separation method [13]
(see Eq. (2. 21) o f Ref. [1 ]) and the reference spectrum method [19 ], applied 
to finite nuclei [1], The d ifferential equation in the latter case is

d 2tf/R £ U  +  1 ) - , r  2 ,r  M  , t , r  / ' m  „  , 2^ j , r 2 j
~ f r 2 --------- p ---- ^  ~ y  ^  “ ft2v (r )0  -  "  E n i+ T' )< h i i  + 'p -tfn£

(50)
c < r  < oo

However, as has already been pointed out by Baranger (see Ref. [20], 
p. 609) in spite o f this "strik ing superficial s im ilarity , the form alism  is
basically different".

(2) The correlations are state-dependent. In the-standard Jastrow 
method [7,21] they are state-independent, and, in addition, non-central 
forces are not treated.

(3) The shape of the correlated two-nucleon wave functions (which 
have been determined by means o f functional variation) depends upon the 
nucleon-nucleon potential. Again, this is not the case in most calculations 
perform ed with Jastrow wave functions.
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INTRODUCTORY REMARKS

This is a series o f lectures — 'to be called sections henceforth — on 
the experimental aspects o f ion implantation and channelling. It is intended 
to be a complementary contribution to the theoretical paper by Pro fessor 
Lindhard, which is , however, not published in these Proceedings. A t the 
outset, we shall give a b rie f outline o f what we intend to cover in the indi
vidual sections.

The firs t two sections w ill consider the available experimental in form a
tion on the question, "How deep does an ion penetrate in a so lid ? " In this 
section, we confine ourselves to penetration phenomena (ranges, etc. ) in 
the absence of la ttice- steering effects such as channelling. For want o f 
a better word, these are often re ferred  to as amorphous-target ranges, 
although they include poly crystalline m aterial and even, to a firs t approxi
mation, ranges in non-aligned (random) directions o f single crystals. 
Subsequently, we shall discuss how the crystal lattice can gently steer or 
"channel" an ion beam, and thus greatly enhance its  range.

Both sections w ill be restricted  to the low -veloc ity  region, i.  e. to 
velocities v « v 0Z ^ 3 where v 0 = 2. 2 x 108 cm/s, and Z1 is  the atomic number 
o f the projectile . We also confine ourselves to heavy ions, namely to Z x 
values between something like 10 and 92.

This particular region o f Z j  and v  is presently attracting a great deal 
o f in terest in the fron tier area between nuclear, solid-state, and atom ic- 
collision physics. One o f the main reasons is  the recent emergence of
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i
ion implantation as a practical process fo r  introducing specific foreign j
atoms into various types of solid substrate — such as doping semiconduc- j
tors, implanting radioactive nuclei in magnetic crystals, etc. |

In sections 3 and 4, we shall continue to look at channelling effects j
but in a completely different region o f velocity and atomic number: i. e. j
the region o f Z,l < 10, and v  >  VgZ2̂ 3. In this h igh-velocity region, one !
observes some very  strong channelling effects, and in section 3 we shall !
examine the experimental evidence fo r the influence that the crysta l lattice j
exerts on a ll v io lent-collision  processes — such as nuclear-reaction yie lds, i
Rutherford scattering, Coulomb excitation. We shall also see how w ell :
these channelling effects compare with the predicted behaviour from  >
Lindhard's theoretical description. :

It turns out that channelling also has useful applications in cyrsta llo- j
graphy and other fields — and in sections 4, 5 and 6 we shall discuss some j
o f the m ore interesting ones that have appeared. For example, channelling |
provides us with a probe for observing atomic displacements on a distance j
scale of about one-tenth o f an angstrSm. I f  an atom is  displaced from  the 
regu lar lattice site by m ore than 0 . 1 - 0 . 2  A  (i. e. 2 - 5% of the lattice 
spacing) channelling effects are able to observe and quantitatively measure 
this displacement. Many interesting applications of channelling to solid- 
state problems are based on this ability to pinpoint where atoms are sitting 
in crystals: One can determine substitutional content, radiation damage, j
the location o f impurity atoms on crysta l surfaces, and so forth. Sections 4 !
and 5, therefore, w ill deal with the applications of channelling in various |
solid-state studies, and section 5 w ill also consider in more detail the ■
specific case o f ion-implanted semiconductors — as this is  certainly the ;
most extensive (and probably the most exciting) application to date. I

It turns out that channelling effects can also be used to determine the j
position of a recoiling atom at the moment it  undergoes some sort o f \
charged-particle decay. So, the same process of channelling enables us I
to observe extrem ely short nuclear life -tim es: in ideal cases, life -tim es j
from  10 '14 s down to 10"18 s or even less . This and other applications in j
nuclear physics plus some simple applications in crystallography, w ill be 
described in section 6. ;

The above is  a b r ie f review  of what each section w ill contain. The ’ i
reader may be wondering what convenient references are available: unlike !
the theoretical side, it  is  difficult to select one individual paper or review  *
artic le  that covers the same m aterial as this contribution. Probably the j
best general reference at present is  the book "ion  Implantation in Semi- j
Conductors" (Academic P ress , 1970) by J.W . M ayer, L . Eriksson and !
m yself. Here, the reader w ill find a rather extensive lis t o f re ferences \
to a ll o f the topics covered (except section 6); also, at least 50% of the |
illustrations used in this contribution are taken from  figures in this book. i

Another interesting reference is the paperback "New  Uses of Low I
Energy A cce le ra tors", published by the US Academy o f Sciences in 1968, i
with the objective of providing a simple guide to people with rather lim ited '
research budgets who are looking fo r interesting problems to tackle with I
low-energy ($.5 MeV) accelerators. On the same theme, there is  also a j
good review  artic le  in ORNL Conf. 680411 (1968): "P a rtic le  chanelling 
experiments using sm all acce lera tors", by W. M. Gibson. !

Finally, fo r those who wish to delve more deeply into the orig inal j
literature, we should suggest as a starting point the published proceedings j

458 DAVIES I
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o f a series  o f conferences entitled, "A tom ic Collisions in Solids". These 
conferences have been held every two years:

1) in 1965 — University of Aarhus, Denmark — published in Nuclear
Instruments and Methods, 38.

2) in 1967 — Chalk R ive r Nuclear Laboratory, Canada — published
in Canadian Journal of Physics, 46.

3) in 1969 — University o f Sussex, England — published as a book
by North-Holland Publishing Company.

The next conference in this series  was held in September 1971 in Norway; 
the proceedings are expected to appear early in 1972 in Radiation Effects.

1. HEAVY-ION RANGES IN  SOLIDS

1.1. Introduction

Why are we interested in measuring the range o f heavy ions? We have 
already indicated that one reason is  the recent upsurge in ion-implantation 
work: i f  you wish to implant semiconductors, fo r example, with various 
dopant species, you need information on how deep the ions penetrate. 
S im ilarly, in many other branches o f science — such as nuclear spectro
scopy or radiation damage studies — the distance that an energetic reco il 
atom travels through a solid is  one o f the important experimental para
m eters. A  m ore fundamental reason fo r measuring heavy-ion ranges is 
to provide accurate experimental data for testing the theoretical predictions 
o f Lindhard and others on the slowing-down behaviour. In the low -velocity 
( v «  v QZ ^ 3) region, there was virtually no experimental information avail
able on heavy-ion ranges prior to 1960. And, o f course, any fie ld  where 
no experimental information exists is  interesting 'per se '. It was to remedy 
this paucity o f data that severa l groups, including our own at Chalk R iver, 
decided to enter the ion penetration field.

The main reason for the lack of experimental information was simply 
the practical problem of how to measure the rather sm all penetration depths 
involved. The principle is  simple: you take a solid target, bombard it with 
a beam of ions (preferably radioactive ones) o f atomic number E j and energy 
E, and then measure the resulting, depth distribution by sectioning the target 
into a series of thin uniform slices and measuring the radioactive content 
o f each slice . The practical difficulty is that the mean range R of, say, 
a 10-keV Xe ion is  only ~30  A.

During the early 1960's many different experimental techniques for 
measuring sm all penetration depths were proposed and tested. Not a ll of 
these techniques turned oat to be successful, but in Fig. 1.1 are summarized 
the ones that have achieved sufficient sensitivity and re liab ility  to be used 
for depth-probing measurements. The methods can be divided into two 
categories — chemical and physical — although the physical methods might 
better be-described as "nuclear physical" methods.

In the chemical method, one injects radioactive ions into a solid (as 
described above), and then determines the depth distribution of these radio
active ions by rem oving successive uniform layers from  the surface o f the 
solid and measuring the residual radioactivity in the target. There are 
various ways of accomplishing this: simple chemical etching o f the target
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FIG .1.1. Techniques for measuring the depth distribution of foreign atoms at shallow depths in a solid.

can be used, as shown on the left-hand side o f F ig. 1.1. However, etching | 
processes are not noted fo r their uniformity or reproducibility. |

There are ways in which one can im prove the uniformity. The chemical j 
method which we shall discuss here is  one developed at Chalk R ive r in which 
the etching process is subdivided into two steps. The firs t step is an e lectro- j 
chemical one in which one converts a surface layer o f the target into a pro- ! 
tective oxide by electrochem ical oxidation (known as anodizing). For certain ; 
elements (such as A l, Si, Ta and W ) these anodic oxides are quite uniform, j
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and their thickness increases almost linearly with anodizing voltage, at a 
rate o f ~  10 A p er  volt. The second step consists in dissolving o ff the 
anodized layer chemically with a reagent that does not attack the underlying 
m aterial. This 2 -step cycle may then be repeated as often as necessary and 
thus the entire range profile  can be obtained. For the above group o f targets, 
the method.works extrem ely w ell, and has been extensively applied [1], It 
is  described in m ore detail la ter in this section.

There are severa l other variations o f the chemical approach: for 
example, Whitton [2] has developed a method based on a sensitive mechanical 
polishing unit known as a vibratory polisher, with which he can acutally 
polish 50- 100 A  layers o ff the surface o f any m ateria l that is  sufficiently 
hard, using an aluminium oxide paste, with quite good reproducibility; 
also, a group in Munich under Sizmann [3] has used low-energy ion-sputtering 
to erode the surface at a controlled rate. So, there are various ways in 
which one can rem ove thin uniform layers.

There are also severa l variations of what one might ca ll the nuclear- 
physics approach: i.  e. the use o f some other radiation or high-energy 
particle (fo r which we know the rate o f energy loss ) to identify the depth 
o f the implanted foreign atom. For example, suppose the implanted foreign  
atom on the bottom right-hand side o f Fig. 1.1 is  a radioactive atom, which 
decays by giving o ff monoenergetic electrons or alpha particles. Since 
one knows the in itia l energy with which the particle starts and since one can 
measure accurately the energy with which it  is  emitted from  the solid, then 
from  the d ifference, AE, one can calculate the depth at which that particular 
atom was located, provided,of course,the rate o f energy loss (dE/dx) of 
the particles is  known.

Even i f  the atom is  not radioactive, one can use an external beam, pro
vided there is  some nuclear reaction in the atom that has a very  sharp 
resonance. For instance, i f  one wants to obtain a range distribution of oxy
gen, one can use the isotope lsO which has a very  sharp (p, a) resonance at 
1165 keV (bottom left-hand side o f F ig . 1.1); hence, the incident proton 
energy must be increased above 1165 keV in order to be at the resonance 
energy when it penetrates to the depth of the oxygen atoms. By measuring 
accurately this excess energy AE and knowing the rate o f energy loss of 
protons, one again obtains the depth distribution.

The method illustrated in the lower centre o f F ig . 1.1 has been the most 
extensively used o f the nuclear-physical methods. It is  s im ilar to the proton- 
resonance method, but uses Rutherford backscattering instead o f a nuclear 
reaction. A  proton, or helium ion, scattering o ff a foreign  atom in a target 
loses energy on the way in and again on the way back out o f the target. So 
i f  one knows the incident energy and measures accurately the em itted energy, 
then (a fter subtracting the calculated elastic energy loss on scattering) one 
can again determine the depth. This is  illustrated better in F ig . 1. 2 — a 
schematic diagram depicting the energy spectrum of backscattered helium 
from  a thick silicon target containing a sm all amount o f an embedded foreign 
atom (antimony). A  sharp threshold is  observed, — in this case at 0. 59 E 0, 
since a helium atom (mass 4) on being scattered through ~  150° by a silicon 
atom (mass 28) loses approximately 41% o f its energy. So the backscattered 
spectrum o ff the silicon target consists of a sharp edge at 0. 59 E 0 and then 
a continuum extending to lower energies, corresponding to scattering from  
progress ively  la rg e r depths into the silicon substrate. Suppose the silicon 
substrate contains some foreign atoms that we have injected and whose depth



462 DAVIES

ENERGY OF SCATTERED HELIUM 

FIG.1.2. Schematic representation o f the energy spectrum of a helium beam (incident energy, E0) 
backscattered from a thick silicon target in which some heavy atoms (Sb) are embedded at a shallow depth.

FIG. 1.3. Energy spectrum of protons scattered 90" from a beryllium target into which had been injected 
5 x l0 15 Xe atoms/cm2 at 1.0 MeV. Incident proton energy: 1401.7 keV (from Powers et a l . , Ref. [4 ] ) .
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distribution we are trying to determine. The energy loss on backscattering 
off a heavy foreign atom (such as antimony) w ill be considerably less than 
41%, and so its spectrum w ill occur as a peak at much higher energy than 
the silicon threshold. If the antinomy atoms were located right on the sur
face, the helium would lose only 1 1 % of its energy, and so the peak would 
occur at 0.89 E0. Thus, provided the foreign atom whose range we want 
to determine is heavier than the substrate atom, we can get a clearly dif
ferentiated signal for scattering off the foreign atom. If the antimony atoms, 
instead of being on the surface, had penetrated some finite depth, then this 
peak would be shifted to somewhat lower energy: from the magnitude of 
the shift we determine the mean range, and from the broadening of the peak 
we can determine the range straggling. This Rutherford scattering technique 
for measuring ion ranges has been extensively used by Powers et al. [4], 

Figure 1. 3 is one of his typical backscattered energy spectra: i. e. 
the Rutherford-scattered spectrum observed when a beam of ~1400-keV 
protons is injected into a beryllium target in which 1-MeV xenon atoms had 
previously been implanted. Protons scattering o ff a beryllium atom lose 
~  30% of their energy, and thus there is a sharp threshold at 1117 keV for 
backscattering off the beryllium substrate. At a very much higher energy 
is the scattering from the xenon. The arrow near the right hand side in
dicates the calculated energy for backscattering off xenon atoms located 
right on the surface of the crystal. So, from the observed displacement of 
the xenon peak, one obtains the mean depth of the xenon (in this particular 
case, it is ~ 8000.A); and, from the width of the peak, one gets the range 
straggling. As an added bonus in Fig. 1.3, one also observes several small 
peaks at intermediate energies; these correspond to scattering from carbon 
and oxygen atoms on the surface of the beryllium target. In fact, one of

ANODIC VOLTAGE (V)
FIG. 1 .4 .  Calibration curve of the thickness of tungsten converted to anodic oxide ( W O , )  as a function of 

the anodizing voltage (from R ef.[5 ] ) .
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the advantages o f Rutherford scattering is that it gives you a detailed mass \ 
analysis of the surface contamination — and in many of these problems :
dealing with ions recoiling into a solid, surface cleanliness is one of the ]
vital questions to be considered. The areas of these two small peaks in (
Fig. 1. 3 indicate that there are ~  10 atomic layers of oxygen and ~30 atomic I
layers of carbon on the surface of this particular target. !

One advantage of the Rutherford scattering technique for measuring j
ranges — its greatest .advantage, in our opinion — is the fact that one j
can re-determine the range as often as one likes without destroying the I
sample. Hence, it can be used to study changes in the depth distribution \
with temperature, oxide film  growth, etc. Also, it can be used to analyse !
for any implanted ion that is heavier than the substrate. Its main limitations !
(compared with the 2 -step anodizing method) are that the depth resolution j 
is not so good, and that it requires a rather large concentration of foreign j 
atoms. The best depth resolution attainable with the scattering technique I
is ~5 0 - 100 A (compared to better than 5 Aowith the anodizing method); i
since the range of a 10-keV Xe is only ~30 A , the scattering technique I
has not been of much use below 100 keV. Data such as those in Fig. 1.3 I
require a foreign-atom concentration of at least 0.1 - 1 atom%. For single- \
crystal channelling studies, such a high concentration would usually intro- i
duce an unacceptable amount of radiation damage; for measuring ranges in I
non-crystalline material, however, this is usually not a problem. j

I

1.2. Anodizing-stripping method • j

We shall now look in more detail at the most extensively used chemical j
method for measuring ranges, namely the anodic oxidation-chemical stripping | 
method. As we noted earlier, there is a group of- elements (the so called j
'valve' metals) that form highly protective oxides when subjected to anodic | 
oxidation. Furthermore, they have the very nice feature that the oxide thick- | 
ness is quite uniform and increases almost linearly with the applied voltage j 
at a rate of 10- 15 A per volt. The voltage can be varied from less than one j 
volt up to several hundred volts; hence, by selecting the appropriate voltage, \
one can form a surface-oxide film  whose thickness can be adjusted from i
~  10 A up to several thousand A. Having done this, one then searches for i
a reagent which w ill dissolve the oxide layer without attacking the underlying i
metal: for example, in the case of tungsten, the anodic oxide WOs is very '
soluble in alkaline solution, such as potassium hydroxide, whereas the !
metal is unattacked. i

One limitation of the method is that one destroys the range distribution j
in the process of measuring it, so that one cannot go back and measure 
changes in distribution with temperature and so on. However, this is not !
a serious limitation in most range studies. A  more significant one is that j
it can be used only for those targets that have the property of forming thin j
protective oxide films. At present there are about 8  elements that have I
been successfully tested: A l, Si, V, Mo, Nb, Ta, W and Au. I

One of the major advantages is that virtually any foreign ion can be i
studied, since almost all heavy ions (above mass 2 0 ) have a suitable radio- j
tracer. The depth sensitivity of the method is extremely high, as can be j
seen from the calibration curve in Fig. 1.4. This shows the thickness of !
tungsten converted to oxide as a function of the anodizing voltage. The i
three sets of calibration data are all in reasonable agreement, and indicate !
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a roughly linear relationship with a slope of ~  1 /ug/cm2 /V. Note 1 jug of 
tungsten jper  cm2 is equivalent to about 5 A — so the slope of this line is 
about 5 A per volt. There is a small intercept at zero voltage, and the 
thinnest layer that can be removed is ~10 A. But the reproducibility is 
considerably better than this: i. e. ~  1 - 2 A. So it is a very sensitive 
and a very reproducible method of obtaining range profiles. Another ad
vantage of this and of all the chemical methods is that, by implanting radio
tracers, one may use much smaller concentrations of foreign atoms than 
in the Rutherford scattering case. For Rutherford scattering, we noted 
above that one .needed 0 . 1 - 1 atom% in order to observe a reasonable 
scattered peak; on the other hand, for anodizing (using radiotracers), one 
can quite readily decrease the foreign-atom concentration by another 3 
or 4 orders of magnitude — i. e. to ~  1 ppm.

PENETR ATION ( / t g / c m 2 )

FIG.1.5. Range distributions for l4Na in polycrystalline aluminium (from Ref.T6J).
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DEPTH (/xg/cm2) |

F IG .1 .6 .  Range distributions for 41Ar(and  42K ) in polycrystalline alum inum ( from R e f .[ l ] ) . j

I

i

1.3. Range measurements

Figure 1. 5 illustrates the type of range profile that one obtains by means ! 
of this anodizing technique. In aluminium, a depth of 1 pg/cm2 is equivalent j 

to about 40 A, and so the position of the peak in the upper (10-keV) curve j 

corresponds to a depth of ~  150 A. I
As far as range profiles are concerned, there are two qualitative fea- j

tures to note'in Fig. 1. 5. F irstly, as the energy of the 24Na is increased | 
from 10 to 60 keV, we see that the relative width of the range distribution | 
becomes much sharper. This is due largely to a gradual transition, with !
increasing energy, from nuclear scattering to electronic scattering; and '
it is the nuclear collisions which give rise to most of the range straggling. 1

Secondly, we should like you to note that the distributions in Fig. 1. 5 are j
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PENETRATION jig/cm2

F IG .1 .7 .  Range distributions for ,sKr in amorphous Al2O s (from Ref. [8 ] ) . In A120 3 , 1 (ig/cm z is 

equivalent to ~ 30 A.

not symmetric, but contain a rather prominent tail in the distribution, 
especially for the 10-keV case. These experiments were carried out. in 
1959-60 a few years before the channelling effect had been recognized or 
even seriously proposed. It turned out afterwards that this was one of 
the first experimental evidences of ion-channelling, although we did not 
recognize it as such at the time. The measurements had been carried out 
in polycrystalline aluminium fo il, -and these tails in the distribution were 
explained a few years later by Robinson and Oen [7] as being associated 
with that small fraction of the poly crystalline grains in the aluminium 
surface that were (by chance) aligned with the incoming beam direction: 
channelling of the incident ions in those grains then gives them an en
hanced penetration.

These same qualitative features are seen also in Fig. 1. 6 , for a slightly 
heavier ion, argon, in polycrystalline aluminium at several different ener
gies. Again, the peak becomes much sharper as the energy increases from
9 keV up to 1 MeV — due to the reduced importance of nuclear collisions. 
And again, in the low-energy region, we see a very pronounced tail (due 
to channelling) which has almost disappeared by the time the energy reaches 
1 MeV.

Figure 1. 7 illustrates another set of range profiles, using 85Kr, but 
injecting it into an amorphous target (aluminium oxide) instead of into 
polycrystalline aluminium. These profiles were obtained by a simple modi
fication of the anodizing/stripping technique: i. e. forming the anodic oxide 
layer on .the aluminium target first, then injecting the 8 5Kr, and finally 
removing chemically the A120 3 layer to determine what fraction of the 85Kr
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Target Projectile
Energy region 

(keV)
Precision Reference

Be C , N , 0 ,  F, N e , Ar, 

Kr, Xe 500 - 2000 7 °lo Powers et al. [4]

C 0 ,  N e , Ar, Kr, Xe 500 - 2000 1°Iq Powers et al. [4]

Al Ar, Kr, Xe 500 - 2000 7‘fc Powers et al. [4]

Al N a , Ar, K ,  Kr 1 - 600 &Jo Davies et al. [ 1 ,6 ]

W Rb, X e , Cs, Rn

TABLE 1. 2. RANGES IN AMORPHOUS TARGETS

Target

( z  i )

Projectile

(Z i )

Eneigy region 

(keV)
Precision Reference

A l jO , Na, K .  Kr, Xe 1 - 1500 4 % JespersgSrd and 

Davies [8] ; 

Domeij et al. [9]

W 0 3 N a , Ar, Kr, Xe 1 - 160 6% Domeij et al. [9]

T a 20 5 N a . K , Ar, Kr. Rb, 

In. X e , Cs, Tl, Rn 0 .5 -  160 1 % J .P .S .  Pringle [10]

had been stopped in the oxide layer. The process can be repeated with a ;
series of targets, each having a different thickness of oxide on the surface, !
and so the whole range distribution is obtained. It is known that these anodic 
oxides are essentially amorphous, and we see in Fig. 1. 7 that the range j
distributions are quite symmetric and that the penetrating tails observed j
in the polycrystalline targets (Figs 1. 5 and 1. 6 ) are now completely absent. 
From a symmetrical profile such as these, one can easily extract the mean !
range, the root-mean-square straggling, and so on, for comparison with j
theory.

Tables 1,1. and 1. 2 summarize the available range data in polycrystalline !
and amorphous targets, respectively, with an indication of the experimental i
accuracy that has been achieved. In this connection, we should like to draw i
attention to Pringle’s recent range measurements in amorphous Ta2 O s, 
where the accuracy is almost an order of magnitude better than the earlier 
work. He uses a modified version of the anodizing-stripping technique, 
combined with optical interference measurements to monitor accurately 
the oxide thickness and uniformity.
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F IG .1 .8 .  Comparison of experimental range data in several polycrystalline targets with the theoretical 

curves given by Lindhard et al. [1 1 ] . The magnitude of the correction term from "projected range" to 

"total path length" is indicated by an arrow on each experimental point (from Powers et a l . , R ef.[4 ] ) .

1. 4. Comparison with theory

Let us now see how experimental data in polycrystalline targets (Fig. 1. 8 ) 
and in amorphous targets (Fig. 1. 9) compare with theoretical predictions.
The theoretical range curves in these figures have been derived as outlined 
by Lindhard [11] i. e. by combining the curve for nuclear stopping with the 
appropriate one for electronic stopping, (Fig; 1.10) to obtain the total rate 
of energy loss, and then integrating this from the incident energy down to 
zero. Note that, in terms of Lindhard's reduced energy and length units, 
e and p, one obtains a single universal curve for nuclear stopping (Fig. 1.10); 
on the other hand for electronic stopping one gets a family of lines, each 
one characterized by a.particular value of Zj and Z 2. The energy region 
of interest in this section corresponds to e S,5 (where nuclear stopping 
normally predominates) and hence in p-e units one expects almost a uni
versal range-energy curve — as can indeed be seen by the closely-spaced 
theoretical curves in Fig. 1.8 for quite a wide variety of targets and 
projectiles.
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F IG .1 .9 .  Comparison of experimental range data in amorphous T a 20 5 with the theoretical "projected range" 

curves calculated by H .E .  Schijitt [12] (from Pringle, R e f .[1 0 ]).

FIG . 1 .1 0 .  Theoretical nuclear and electronic stopping-power curves, expressed in terms of the reduced 

variables p and e. (Based on Lindhard et al. [1 1 ]). For electronic stopping, a family of lines (one for each 

combination of projectile and target) is obtained: the majority of cases fall within the limits shown. The 

dot-dash line represents the electronic stopping for k s 0 .1 5 .  The horizontal line labelled S° represents 

the constant-stopping-power approximation suggested by Nielsen [1 3 ]). Values of the characteristic energies 

> e2 and e3 are given in Table 1 .3 .
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TABLE 1. 3. CHARACTERISTIC ENERGIES (IN keV) CORRESPONDING 
TO e1( e2, AND e3 IN FIG. 1.10

Ion

£i e2

in Si in Ge in Sn in Si in Ge in Sn

B 3 7 12 17 13 10 3 x 1 0 s

P 17 29 45 140 140 130 3 x l 0 4

As 73 103 140 800 800 800 2 x l 0 5

Sb 180 230 290 2000 2000 2000 6 x l 0 5

Bi 530 600 700 6000 6000 6000 2 x 1 0 s

A  theoretically predicted range is of course the total path length tra
velled by the ion in coming- to rest, whereas what one measures experi
mentally is only the projected range perpendicular to the target surface. 
Hence, it is necessary to apply a small correction factor. In Fig. 1. 9, 
this correction factor has been incorporated into the calculated range 
curves; however, in Fig. 1. 8  the authors chose instead to represent it by 
a small vertical arrow on each of the experimental points.

In general, the agreement between experiment and theory is seen to 
be rather good: for example, in Fig. 1. 9, the range data for all five ions 
in Ta 20 5  fit the predicted curves within a few percent over almost the 
entire energy region studied. For the heavier ions such as xenon, however, 
the data at very low energies lie  systematically some 1 0 - 2 0 % above the 
theoretical curve.

So far, we have compared only the mean range (i. e. the position of the 
peak in the range distribution) with theory, but of course one is often equally 
interested in obtaining information on the distribution or "straggling" about 
this mean value. Figure 1.11 summarizes the straggling information ob
tained from range data,in polycrystalline targets, such as those in Fig. 1.8, 
and compares it with the semi-universal straggling-versus- e curve of 
Lindhard, Scharff and Schi^tt [11], These experimental straggling data 
were determined by fitting a Gaussian to the measured range profile, 
and thus determining the root-mean-square deviation (AR/R). At the 
higher energies the straggling data agree rather well with theory, but at 
lower energies the experimental points all lie significantly higher. Per
haps one reason why the low-energy data lie well above the theoretical 
curve is that these measurements were obtained in polycrystalline targets, 
and so have a penetrating tail due to channelling (see Fig. 1. 5).

This point is illustrated rather nicely by Fig. 1.12 which shows similar 
straggling data, but for an amorphous target, aluminium oxide. Again, 
the data lie somewhat above Lindhard's theoretical curves at the lower 
energies, but the deviations are very much smaller than in the polycrystal
line case. Note that in Fig. 1.12 we have plotted the square straggling, 
not the root-mean-square values.

Also, note that the energy scale is in laboratory (keV) units rather 
than in the universal e-units of Lindhard. For a light ion such as sodium
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F IG .1 .1 1 .  Comparison of the experimental root-mean-square range straggling in polycrystalline targets 

with the theoretical c-dependence predicted by Lindhard et al. [ 1 1 ] . (From Powers et a l ., R e f .[4]).

I

or potassium the available energy region covers the transition from pre- |
dominantly nuclear stopping up into the predominantly electronic-stopping j
region. In the electronic-stopping region, the predicted straggling is very I
much reduced, and this is confirmed experimentally by the data in Fig. 1.12. i
For heavy ions such as xenon, even 100-keV is still in the nuclear-stopping |
region, and so one predicts virtually a constant straggling throughout; :
except for a little bit of scatter, the experimental data are consistent with 
this. !

i
1. 5. Stopping-power (dE/dx) studies \

j

Up till now, we have discussed range measurements exclusively, but \
before leaving the amorphous-target case we should like to say a few words i
about stopping-power measurements. We have seen how ranges can be j
measured fairly accurately even in the purely nuclear-stopping region, and |
how quite a lot of useful information for comparison with stopping-power [
theory has thus become available. But i f  we want to study accurately the j
electronic-stopping contribution, ranges are not a very satisfactory method, j
Even i f  we use a sufficiently high incident energy that electronic collisions i

i

I
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FIG .1 .1 2 .  Comparison of m ean square straggling data for several ions in amorphous Alj 0 3 with the 

appropriate theoretical curves derived from the Lindhard treatm ent(from Ref.[8]).

FIG . 1 .1 3 .  Electronic stopping cross-sections in carbon and aluminum as a function of the atomic number 

Z j  of the incident projectile (at a constant velocity v “  9 x 1 01 cm /s ). Theoretical curves are from Lindhard 

et al. [11 ]). (Taken  from Ormrod et a l .. R e f .[14 ]).
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predominate initially, the range is still an integral effect involving colli
sions all the way down to zero energy. Hence, the measured quantity always I 
contains a significant contribution from the lower-energy region where j
nuclear collisions are dominant. :

To avoid this problem it is preferable to use a differential measurement, j 
such as the rate of energy loss. Fortunately, at higher energies, the ranges 
are longer and it becomes possible to make self-supporting foils sufficiently 
thin that the ion beam can penetrate through. In such a case, an analysing 
magnet can be used to measure the transmitted energy and hence the energy j 
loss (AE) in traversing the foil. Then, provided we know the thickness i
(Ax) of the foil, we obtain directly the stopping power (dE/dx), The main |
limitation is the difficulty in making self-supporting foils much thinner I
than a few hundred A, and so for heavy ions, transmission techniques are j
generally restricted to energies greater than ~100 keV. j

There have been two particularly active groups making such (dE/dx) 
measurements: Duckworth, Ormrod and McDonald [14] at McMaster \
University (Canada) and Fastrup, Sautter and Hvelplund [15] at Aarhus :
University (Denmark). Figure 1.13 illustrates a typical set of stopping- I
power data, for various ions (at a constant initial velocity) in thin carbon |
and aluminium foils. What one measures of course is the total stopping !
power — i. e. the sum of the electronic and nuclear contributions. But, j
i f  the energy is high enough, then the nuclear-stopping contribution is small |
and can be either neglected or corrected for. In this way, one obtains ex- j
perimental values of the electronic stopping power, Se. t

The most interesting feature of these (dE/dx) measurements is the 
oscillatory Zj-dependence that occurs about the smooth monotonically- '
increasing Lindhard curve, as can be seen in Fig. 1.13. The magnitude j
of these oscillations is fairly large, with the peaks and valleys falling as 
much as 30-40% off the Lindhard curve. Subsequent experiments by the i
Aarhus group [15] have shown that the Zj-oscillations continue with similar 1

amplitude up to the heaviest ions. Qualitatively, one observes quite a good I
correlation between the positions of the maxima and minima and the ion ,
size: i. e. the minima in Se coincide roughly with minima in ion size and j
the maxima in Se with maxima in ion size. It is therefore tempting to \
suggest that ion size is somehow responsible for the oscillations. On the j
other hand, there has not yet been a really quantitative explanation of the j
magnitude of the oscillations in terms of ion size, despite the efforts of j
several groups [16-19]. An alternative explanation [20] for the Z x-oscillations, 
based on a Ramsauer-type effect, was outlined briefly by Lindhard in his i
lectures (which are not published here), and this too can predict correctly j
the positions of the maxima and minima. Furthermore, it has the additional 
advantage of retaining the self-consistent nature of the Thomas-Fermi j
treatment; however, it has not yet been developed sufficiently to permit |
quantitative estimates of the magnitude of the oscillations to be made. j

Despite these rather large oscillations in electronic stopping power, j
the range measurements in Figs 1.8 and 1. 9 seem to fit rather smoothly j
on the theoretical curve, even at the higher energies. The reason for this |
is simply the diluting effect that nuclear stopping has on a range measure- j
ment, where the stopping power is being integrated right down to zero j
energy. This is clearly illustrated in Table 1.4, in which the ratio of J
the range calculated from experimentally measured stopping-power values I
to the range predicted from the Lindhard theory is listed for various ions in |

I
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TABLE 1.4. EFFECT OF Z 1 OSCILLATIONS 
IN "AMORPHOUS" SILICON

Ion ( k 'A )

^corrected/^LSS

1 keV 10 keV 100 keV 1 M e V

11B 1 .2 0 0 .9 8 0 .9 5 0 .8 9 0 .8 5

1 .5 0 .9 5 0 .8 9 0 .7 6 0 .6 9

m N 1 .3 0 0 .9 8 0 .9 5 0 .8 6 0 .7 9

» N a 0 .8 4 1 .0 1 1 .0 2 1 .0 6 1 .1 4

81 Al 0 .9 0 1 .0 0 1 .0 1 1 .0 5 1 .0 9

Sip 1 .1 4 0 .9 9 0 .9 9 0 .9 6 0 .9 2

?»Ga 0 .5 5 1.01 1 .0 2 1 .0 5 1 .2 1

7sAs 0 .6 0 1 .0 1 1 .0 2 1 .0 5 1 .1 8

silicon. The second column (k'/k) is the ratio of the experimentally ob
served electronic stopping power (k1) to the value (k) used in the Lindhard 
theory [11]. A  value of 1. 0 therefore corresponds to the normal Lindhard 
estimate of electronic stopping. We have deliberately picked cases close 
to minima and maxima in Se, and yet for the heavier ions, one has to go up 
to 1 MeV before the range correction due to Z j-oscillations amounts to 
more than the typical experimental error of ~ 6 %. Consequently, as far as 
ranges in amorphous targets are concerned, these Z j-oscillations are not 
particularly important. For stopping-power measurements, of course, 
they certainly are significant, and (as we shall see in the next lecture), 
they become even more important for channelled ions.

The discovery of these prominent Zx-oscillation effects in Se a few 
years ago has made it fashionable in recent years to look for all kinds of 
oscillations in range and channelling studies. There has been a lot o f specu
lation, and experimental evidence of varying degrees of reliability has been 
presented to suggest, for example, whether or not there are Z 2-oscillations 
in the electronic stopping power, or whether the nuclear stopping power also 
shows sim ilar Z j,  or Z 2 oscillations.

Varying Z 2 is experimentally considerably more difficult than Z j be
cause it requires having a large series of different self-supporting targets. 
Nevertheless, some groups [21, 22] have obtained data suggesting there is 
a small (but experimentally significant) Z2-oscillation effect: it is probably 
~ 5 -10% in magnitude, compared to 30-40% for the Zj-oscillations.

The other suggestion — that of possible oscillations in nuclear stopping — 
has been rather convincingly refuted by some recent transmission experi
ments of Andersen et al. [23], who have measured not only the energy but 
also the angular distribution of the transmitted beam. Even at sufficiently 
high energies for electronic stopping to be the predominant slowing-down 
mechanism, the angular scattering of a transmitted beam arises almost 
entirely from nuclear collisions. Hence, the mean square scattering angle 
provides a direct measure of the nuclear-collision cross-section. They 
have measured the angular distribution of the transmitted beam for some
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18 different elements transmitted through a thin carbon foil, and find a 
smooth monotonically increasing value for the mean scattering angle — 
indicating that any oscillations in nuclear scattering must be less than 
-5% .

SUMMARY

To sum up, we may conclude that in this low-energy region, in the 
absence of crystal structure, experimental range and stopping power date 
are in rather good agreement with the existing theoretical framework. 
Quite a wide region of energy and atomic number have been investigated 
and the only significant discrepancy that requires considerable further 
work is the Z 1 -oscillation effect in the electronic stopping power.
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2. RANGES IN SINGLE CRYSTALS

In this section, we are going to discuss range distributions in single 
crystals — and in particular the role that channelling plays. What exactly 
do we mean by channelling? A detailed description of the phenomenon has 
been provided by Lindhard in Ref. [1 ]. Basically, it is a gentle steering 
process arising from the correlated series of collisions that occur whenever
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CHANNELLING CONDITION: < ^crit = C /̂ 2^ 8**

FIG. 2 .1 .  Schematic diagram illustrating how a correlated sequence of collisions with an aligned row of atoms 

can gently steer (channel) a particle through a lattice, thus preventing violent collisions from occurring.

a beam of energetic ions moves through a crystal in a direction that is almost 
parallel to a major axis (or plane). As long as the angle between the beam 
and the crystal row is sufficiently small, the gradually increasing electro
static repulsion between the ion and the screened field around each successive 
target nucleus (due to the gradually decreasing impact parameter at each 
successive collision) is sufficient to deflect the particle smoothly away from 
the row — as illustrated schematically in Fig. 2.1.

An obvious consequence of this steered motion is that it prevents the 
particle from having violent collisions with target atoms, and therefore the 
nuclear stopping is strongly attenuated. Consequently, the beam loses 
energy more slowly, it penetrates more deeply, it creates much less 
damage^along its track, and it has much less probability of wide-angle 
scattering, or of participating in nuclear reaction yields. In short, almost 
all physical processes that can occur between moving particles and target 
atoms are drastically affected by such a steering process.

With such a wide-spread phenomenon that can produce (as we shall see) 
extremely large effects, people entering the field today may wonder why 
chanelling was not recognized or even seriously postulated until about
10 years ago. It might therefore be of some interest to start with a brief 
historical introduction.

2.1: Historical introduction

Experimental evidence for the existence of channelling has now become 
particularly widespread. For a heavy ion such as krypton or iodine, 
channelling effects have been observed at energies as low as 250 eV and as 
high as 100 MeV: i.e . over an energy range spanning almost six orders of
magnitude. Similarly,- they have been observed not only for heavy ions but 
also for protons over an equally wide energy range, and even for much 
lower-mass particles such as positrons and electrons1. Hence, today we 
recognize that the channelling phenomenon is a significant factor whenever 
a charged-particle beam penetrates a crystal lattice. The channelling 
phenomenon is not really new. It was indeed postulated back in 1910 by

1 In the electron case, an attractive potential is involved rather than a repulsive one ~ and this leads to 

a different and more complex type of steered motion, as was discussed briefly by Professor Lindhard.
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Bragg [2] in an attempt to explain the X-ray diffraction patterns that had 
just been observed for the first time. Bragg suggested that the spots might 
be due to some sort of steering of the X-ray 'particles' (the wave nature of ;
the X-ray had not yet been recognized) along the open "canals" that exist in j
a crystal lattice. !

Shortly after Bragg's suggestion, Stark [3] actually proposed a channelling | 
experiment involving a beam of protons in a single crystal, and the phenomena j 
that he anticipated are very sim ilar to what people observe today when they \ 
inject protons into crystals. It is interesting to speculate that if Stark's j
proposed experiment had actually been carried out in 1912, one would indeed ; 
have discovered channelling some 50 years earlier than was the case. If j 
this had happened, the whole development of crystallography might have taken i 
quite a different turn, since some of the channelling effects that one observes |
today provide in many respects a simpler and more direct way of studying >
lattice properties such as crystal structure, crystallographic orientation, 
mosaic spread, and so on. However, this did not happen — and probably !
the main reason it did not happen was that Bragg soon realized his mistake '
about the origin of the X-ray spot patterns. As the energy of the X-ray was 
varied, the position of each spot moved (due to the change in Bragg angle), :
and this led rapidly to the discovery of the wave-nature of X-rays and ulti- '
mately to the well-established field of X-ray diffraction. At that time, the !
intense interest in the wave nature of the X-ray completely over-shadowed j
Stark's proposed channelling experiment with protons and is probably the 
main reason why it was not attempted. j

During the subsequent 50 years, scientists discovered that, not only i
X-rays, but particles such as electrons and neutrons also had wave properties, j 
and one recognizes today the tremendous success that electron and neutron 
diffraction have achieved in solid-state studies. j

By the mid 1950's, when people began to get interested in studying the j
penetration of energetic heavy ions in matter, one of the first questions 1

asked was "Do we have to worry about crystal structure?" But most of us ! 
were so conditioned to thinking of crystal-lattice effects in terms of diffrac- : 
tion that we would immediately answer this question by working out the wave- ! 
length of the particle, and then seeing whether the Bragg angle was sufficiently j 
large. Well, the wave-length of a 50-keV heavy ion (such as krypton or j
iodine) is typically about 1 0 ' 6 A — and, for such a short wave-length, the 
Bragg diffraction angle would be of the order of 10-5  degrees. This angle is ! 
at least 2-3 orders of magnitude smaller than readily available goniometers ! 
.can achieve; it is also 2-3 orders of magnitude smaller than the mosaic i
spread that exists in high quality single crystals. Therefore, from a simple ; 
diffraction viewpoint, you quickly convince yourself that crystal-lattice j
effects are unimportant for heavy ions, and even for protons. Unfortunately, \ 
we did not consider (as we should have) the fact that a correlated sequence of 
collisions between atomic particles can be given a relatively simple classical , 
description. And we did not uncover the early predictions of Stark until 
after we had stumbled accidentally upon experimental evidence for the ;
existence of channelling. Anyway, that is now history, but there is surely j 
an important lesson to be learned. j

About the time that we started making accurate range studies (i.e . in I 
the late 1950's), other types of heavy-ion experiments (such as sputtering and | 
secondary electron emission) were showing strong crystal lattice effects that 
were obviously not due to diffraction, but which, on the other hand, did not |
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necessarily require a channelling mechanism. For example, Almen [4] ) at 
Goteborg observed that the yield of sputtered target atoms falls off very 
strongly when the beam is injected almost parallel to a crystal axis. Similarly, 
the number of secondary electrons emitted from a target was observed to be 
a strong function of the incident beam direction. Both types of measurement 
have often been interpreted as evidence for the existence of channelling.
Here, we should like to draw a rather important distinction between channelling 
and purely geometrical transparency. Channelling is defined as a more or 
less stable, steered trajectory persisting for a significant depth into the 
crystal. In the absence of channelling, however, purely geometrical effects 
would still exist within the first few atomic spacings beneath a crystal surface: 
even a set of parallel linear trajectories would initially exhibit an enhanced 
transparency along low-index directions or planes — except, of course, for 
the occasional trajectory that enters the crystal too close to the end of an 
atomic row. Hence, the orientation dependence of processes (such as 
sputtering and secondary electron emission) which originate from collisions 
occurring within the first few atomic planes, can be attributed, at least 
qualitatively, to transparency effects, and are not necessarily evidence for 
the existence of a channelling mechanism.

The first unambiguous experimental evidence for channelling was pro
bably the penetrating tail of the ^Na range distribution in polycrystalline 
aluminium (Fig. 1.5), although we did not at first identify it as such. These 
tails extend 1000 A and more into the target, and are therefore far too deep 
to be merely a transparency effect.

The credit for correctly identifying the channelling mechanism belongs 
to the theoretical work of Robinson and Oen at Oak Ridge, who in 1961-62 
attempted to simulate range distributions by means of a Monte-Carlo com
puter program [5]. F irst, to simulate an amorphous target, they selected 
the atomic positions in the target at random (by Monte-Carlo methods) and 
found that, with a fairly small number of collisions per trajectory they could 
fit the main part of the range distribution quite nicely. Then, they, tried 
placing the target atoms (in their computer program) on fixed sites, namely 
in lattice positions, and selecting at random only the initial angle and point 
of incidence at which each incoming particle entered the crystal. In this 
case, whenever the incident trajectory was almost parallel to a row, the 
particle penetrated so deep in the computer program that the computer ran 
all night without reaching the end of that particle1 s track — thus, they dis
covered the existence of channelling from the large number of dollars they 
had to pay for the use of the computer!

As soon as channelling had been observed in the computer simulations, 
an obvious experimental test was to measure a range distribution in a care
fully aligned single cyrstal. Such a test is illustrated in F ig. 2. 2. in which 
we have measured the range distribution along four different directions in an 
aluminium single crystal. These four distributions were obtained on the 
same crystal — which had been cut in such a way that the three low-index 
directions were all inclined at the same angle to the crystal surface, (i.e .
28° away from the perpendicular). Note that there is a marked difference in 
the penetration profiles — with the <(1 1 0 )* exhibiting by far the strongest 
channelling effect. The curve corresponding to perpendicular incidence (j.) 
does not coincide with any crystallographic axis. However, it is only ~ 8 ° 
off the < 1 1 2 \  which is the second best crystal direction for channelling; " 
this explains why the (j.) curve exhibits a rather pronounced tail. Similar
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range studies in polycrystalline aluminium and amorphous A120 3 are in- j
eluded for comparison. As we saw in section 1, the penetrating tail is j
completely absent in the amorphous target. I

Similar experimental confirmation for the existence of channelling was ! 
obtained independently and simultaneously by Lutz and Sizmann [7] who j
performed almost an identical range experiment, using 85Kr in a copper ;
crystal, and also by Nelson and Thompson [8 ] . j

This concludes our brief introduction to the historical "discovery" of | 
the phenomenon of channelling. For the rest of this section, we should like j 
to discuss range distributions in single crystals, and their dependence on j 
various experimental parameters. j

I
2.2. Experimental techniques !

i
The experimental techniques for measuring range distributions in single ; 

crystals are virtually the same as those used in the amorphous or poly- j
crystalline case (section 1). Most of the data have been obtained by means of ! 
the electro-chemical method: i.e . by injecting radio-tracer ions, and then j
peeling off successive thin layers to find out how deeply the tracer ions had 1

penetrated. The one difference is that, in the single-crystal experiment, of j 
course, you need to align the crystal so that a given axis is parallel to the | 
incoming beam direction. In the early measurements (such as those in j
F ig .2. 2), X-ray diffraction methods were used to obtain an alignment ac
curacy of 0.5 - 1 °; but later it became evident that a more accurate and 
convenient way of aligning a crystal is to use the channelling phenomenon 
itself. Hence, in most of the range studies we w ill be discussing here, the 
crystals were actually aligned in situ to 0 . 1 ° or better, using the channelling 
behaviour of a proton beam. This alignment technique w ill be discussed 
further in section 6 (see Figs 6.2 and 6.3). [

2.3. Qualitative features of channelled range distributions !

It is instructive to consider first the various types of trajectory that J 
occur when a beam enters a single crystal. Figure 2.3 (a) illustrates the 
effect of varying the angle of incidence, for particles entering at the mid- i 
point of a channel. Particle A, which enters at a large angle with respect to > 
the row passes straight on through the row with just normal multiple scat- j 
tering, and this would be very similar to what one might call a random i
trajectory; i .e . it would encounter a random stopping power and have ap- 1

proximately the same range as in an amorphous target. I f you rotate the |
crystal so that the beam enters at a small enough angle for channelling to ! 
start occurring, you obtain a trajectory such as that of particle B which just I
avoids making violent contact with the aligned rows. On the other hand, i f  I
you reduce the angle still further, then you obtain a trajectory with a smaller ; 
amplitude of oscillation, such as that of particle C. Even if you go to the j 
perfectly aligned case (F ig. 2. 3 (b)) one still observes three different types, ! 
since the initial impact position of a particle also influences its trajectory. ! 
Those entering the crystal close to an atomic row are scattered immediately j 
through an angle sufficiently large that they do not become channelled |
(trajectory A). Particles entering at a position slightly farther away are |
channelled (trajectory B), but with larger oscillations than particles near i
the centre of the channel (trajectory C). For convenience,therefore, the I
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l̂ ig/cm2)
F IG .2 .2 .  Experimental range profiles of 40- keV ® Kr: a) in polycrystalline aluminium  and amorphous A12 0 , ; 

b) in monocrystalline aluminium ( from Ref.[6]). Note: These distributions are integral range profiles such as 

those in Figs 1 .5  - 1 .7 .
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I
F IG .2 . 3 .  Schematic representation of ion trajectories for axial channelling. T h e  crystal lattice is depicted |

as a set of atomic "strings" of radius a, i .e .  the shaded rows, (a) Trajectories B and C  are for values of ip less j

than the critical angle, and A  is for values greater than the critical angle, (b) Trajectories for parallel incidencej 

( i .e .  0  = O).as a function of impact position. I

F IG .2 .4 .  The  observed range distribution of 500-keV ® K  ions injected at 2 5 ’ C  along the < 1 1 1 >  direction in j 

tungsten (from Ref. [9]). Note that in tungsten, 1 m g /cm 2 is equivalent to 0 .5 2  microns.
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incident particles may be divided into three broad categories, corresponding 
to the trajectories shown in Fig. 2.3:

Group A, those particles that do not "fee l" the lattice and so have a range 
distribution sim ilar to that in amorphous material.

Group B, those particles that start out with large oscillations in the channel.
Such particles are probably scattered out of the preferred direction 
— i.e . are de-channelled — long before they become stopped, and 
so do not penetrate as deeply as those in Group C.

Group C, those particles that start out "well-channelled" and thus have a
better chance of remaining channelled throughout the slowing-down 
process.

Figure 2.4 illustrates the type of range distribution that is observed 
when a heavy-ion beam is implanted into a well-aligned tungsten crystal. 
Tungsten has been chosen as a rather ideal case in that the atomic vibrations 
of the crystal lattice are small at room temperature, and so de-channelling 
effects are minimized. We see that the experimental distribution curve does 
indeed consist of three clearly divided regions, which may be identified 
roughly with the three types of trajectory shown in Fig. 2. 3 (b).

■ The two peaks, A  and C, correspond to the amorphous and well- 
channelled ranges, respectively. The latter is due to those particles that 
remain channelled throughout their entire path, and is characterized by a 
sharp cut-off around 1.9 mg/cm2. We define this cut-off as the maximum 
range R ^x  of a well-channelled ion.

In well-aligned tungsten crystals [9, ID], region C is usually the dominant 
feature of the range distribution, particularly at energies higher than ~100keV. 
In other crystals, however, de-channelling is often the dominant effect at 
room temperature — even for particles starting out initially in category C. 
De-channelling causes most of them to end up somewhere in the intermediate 
region B between the two peaks of the range distribution (F ig. 2.5). The 
resulting distribution then appears as a roughly exponential tail with an 
eventual cut-off at R^^; in many cases, the distribution actually falls to an 
immeasurably low level before reaching Rmax. so that the cut-off is not 
always observed. Several such distributions are illustrated in Fig. 2.6.

Ion
Concentration

F IG .2 . 5 .  Representative range profiles for an initially channelled b eam . The solid curve represents an "ideal" 

case in which dechannelling is m inim ized. The  dashed curves represent cases where dechannelling effects are 

large and only a small fraction of the implanted atoms penetrate to Rm a x -
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PENETRATION DEPTH fj.g/cm2

FIG. 2 .6 .  Range distributions of 40-keV U3Xe  injected at 2 5 “C  along the best channelling direction of various 

crystals (from R ef.[ll]). Note: These distributions are integral range profiles and must be differentiated to 

give concentration profiles such as those, for example, in Figs 2 .4  or 2 . S.

The main reason for this enhanced de-channelling in other crystals is 
the fact that, at room temperature, their vibrational amplitude is very much 
greater than that of tungsten. In the case of gold, for example, you would 
have to cool the crystal to about 30“K in o rder to reduce its vibrational 
amplitude to the same magnitude as that for room-temperature tungsten. 
When this is done (F ig. 2. 7), one obtains a range profile sim ilar in shape to 
that in tungsten at room temperature — except that the Rmax *n g°ld 
considerably greater2 than the tungsten value.

Even in an ideal crystal such as tungsten, there is a significant amount 
of de-channelling, and the observed distribution is very sensitive to many 
factors, such as crystal temperature, surface contamination, small m is
alignment, and angular divergence; some of these factors are often difficult 
to control. The amount of de-channelling also depends strongly on how far 
the ion must travel to reach E ^ ,  — i.e . on the magnitude of the electronic 
stopping power Se. Thus.42K (for.example) exhibits a much more pronounced 
channelled peak in tungsten than does 64Cu. The latter ion has a much 
smaller Se value (see Fig. 2.17) and hence a larger than 42K, and so it 
exhibits a larger amount of de-channelling.

2.4. Factors affecting range profiles-

Let us now look briefly at some of the factors governing the detailed 
range distribution of channelled ions.

2 T h e  origin of this large difference in Rm a x  values between tungsten and gold crystals is presumably 

linked closely to that of the -oscillations (Figs 2 .1 6  and 2 .1 7 ) .
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PENETRATION DEPTH fiq/cm*

FIG. 2 .7 .  Effect of temperature on the depth distribution of 40-keV U3X e  in gold ( from Ref.[11]).

DEPTH (mg'/cm2 )
FIG. 2 .8 .  The  influence of target temperature on the range distribution of SOO-keV 42K  injected along the 

< 1 1 1 >  direction in tungsten ( from Ref.[10]).
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DEPTH, M OF SILICON

FIG. 2 .9 .  Concentration profiles of S2P implanted into silicon at 40  keV  along the < 1 1 0 >  direction ( from 

Ref.[12 ]): a) distribution as a function of target temperature for a low-dose ( 1 .2  x  10u  ions/cm2) implant; 

b) distribution as a function of total dose, normalized at the peak position.

a) Dependence on temperature j

The effect of lattice vibration is illustrated in F ig .2 . 8  for the case of ;
500-keV 42K ions injected into tungsten along the ^ lll)>  direction. At 250°C, 
the number of particles appearing in the well-channelled peak C is one-half ■
to one-third smaller than at 25°C, presumably because of the increased :
scattering arising from the larger mean vibrational amplitude. As one might j
expect, there is no significant increase in the fraction of particles in the j
amorphous peak A. A similar temperature effect has also been observed in j
silicon (F ig. 2. 9 (a)) by Dearnaley et al. [12]: by increasing the temperature |
from 25° to 400°C, you decrease the number of well-channelled particles by ;
about an order of magnitude. j

Note that, although the number of well-channelled (Group C) particles 
falls strongly with increasing temperature, the value of Rmax is essentially '
temperature-independent. This point is illustrated clearly in Fig. 2.10 over |
a rather wide temperature region. As we shall see shortly (Fig. 2.14 and ■ ;
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FIG- 2.12 . Effect of misalignment and surface disorder on the integrated range distribution of 40-keV B %Ce i 
injected into < 1 1 0 >  silicon at 2 5 °C . (a) The  crystal was tilted so that the beam  entered at 7 “ from the 

< 1 1 0 >  direction, (b) The  crystal has an anodic oxide layer 4 . 0  |ugA:m2 (~  160 A ) thick on its surface, (c)

The profile obtained in a well-aligned unanodized crystal is included for comparison. (From Ref.[15 ] .)  ;

!

2.15), the well-channelled ion loses energy almost entirely by electronic I 
collisions; and, since the electron density near the middle of a channel !
should be relatively insensitive to lattice vibrations, it is not surprising to ! 
find that R max does not depend on temperature. j

b) Dependence on bombardment dose 1

The total ion dose can strongly influence the range profile, as can be 
seen in Fig. 2.9(b). The incident ions create a considerable amount of dis
order and hence destroy the lattice structure necessary for channelling. A | 
similar dose dependence has been observed in germanium crystals and also j 
in gallium arsenide [14]. It should be noted that this sensitivity to bombard- !
ment dose does.not occur in all crystals. In tungsten, for example, dose :
levels of ~ 1 0 16 ions/cm2 at room temperature are required before drastic j 
changes are observed (F ig. 2.11) in the range distribution of channelled ions. ! 
Most semiconductor lattices,, however,' seem to be rather sensitive to radi- ! 
ation damage and channelled profiles can be completely destroyed by doses of j 
1 0 14 ions/cm2 or even less. :

j

c) Dependence on misalignment and surface disorder I

Figure 2.12 shows the effect of a 7° misalignment and also of a surface ! 
oxide layer (~  160 A thick) on the measured range distribution of. 125Xe in a j 
^110> silicon crystal. In both cases, the number of well-channelled particles [
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FIG. 2 .1 3 .  Integral range profiles for 20-keV ®Kr ions in < 1 0 0 >  tungsten, illustrating the effect of surface 

contamination: (1) ultra-high-vacuum(10~u  torr) bombardment of a clean crystal - less than 1/10 of a 

monolayer of surface contamination; (ii) mass-separator bombardment (~ 1 0 "6 ton) - typically about 10 A 
of surface oxide; (ili) same as in (ii), but with a pre-formed oxide 3  fig/cm2 ( i .e .  ~  40  A) thick on the surface. 

(From R ef.[16] .)

is reduced by some orders of magnitude. It should be noted that in this 
experiment we are not introducing new effects, but are merely increasing 
(by about a factor of 1 0 ) two effects that are present in all implantations.
The drastic change in the observed penetration profile indicates that a m is
alignment of even 0.5° or the presence of some tens of A of surface oxide 
can affect significantly the shape of a channelled range distribution.

Another example of the serious de-channelling effect that even a few 
atomic layers of surface contamination can produce is shown in Fig. 2.13 in 
which three successive, range measurements in the same tungsten crystal 
(but for different surface conditions) are compared. The significant dif
ference between curves (i) and (ii) arises from ~  10 A of surface oxide.
Since most crystals (aluminium, silicon, copper, iron, nickel, tantalum, 
etc.) have typically 10-50A of oxide on their surface, it is evident that re 
producible range profiles for channelled beams require special cleaning 
treatments and an ultra high vacuum environment.

Fortunately, when one uses high energy, low-Z particles — such as the 
MeV protons and helium ions whose channelling behaviour we shall discuss in
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F I G .2 .1 4 .  The "m a xim u m  range” Ro.001 ( ‘ *e - the depth to which 0 .Via of the beam  penetrates) as a function of !

the incident energy of the X e  ions (from Ref.[17]). The  dashed curves represent various theoretical estimates >

of R for random and well-channelled conditions. 1

the subsequent sections — this sensitivity to surface contamination, bombard- \ 
ment dose, and lattice temperature is considerably reduced, and reproducible j . 
data are therefore not so difficult to obtain. :

f  j

2.5. Quantitative features of channelled range distributions !

At present, the most reproducible experimental parameter for charac- i
terizing range distributions in single crystals is the maximum range R^x . <
Studies in tungsten [9 ,10, 16] over a. wide range of experimental conditions 
have established that the measured values of R ^x depend only on the choice | 
of the crystal, the crystal direction, the projectile and its energy. R max j
does not vary significantly with bombardment dose, lattice temperature (see ; 
Fig. 2 .10) ,  surface contamination, misalignment, or beam divergence. On 1 

the other hand, the number of particles approaching Rmax — i .e .  the overall !
shape of the range distribution — is quite sensitive to all these factors, as !
we have seen in the preceding section. '
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F IG .2 .1 5 .  Experimentally derived values of die total stopping cross-section S versus Ei for well-channelled 

xenon ions injected into tungsten along the < 1 0 0 >  direction (from Ref.[9]). The  dotted line is an extra

polation of the electronic-stopping contribution Se to lower energies. Crosses indicate the nuclear stopping Sn 

derived by subtracting the extrapolated electronic-stopping line from the measured total values.

A detailed investigation of the energy dependence of Rmax has shown that 
it approximates closely the dependence characteristic of electronic 
stopping (see Fig. 1.10) down to energies of a few keV, thus confirming that 
for a well-channelled ion, electronic stopping is normally the dominant 
mechanism of energy loss. This is illustrated in Fig. 2.15 in which the 
total stopping cross-section S of a well-channelled xenon beam, obtained by 
differentiating the experimental Rmax versus E curve of F ig. 2.14 is plotted 
as a function of E^. For such a channelled beam, nuclear stopping is seen to 
be negligible, except at energies below ~  10 keV. For a sim ilar non
channelled beam in tungsten, the Lindhard theory [18] would predict that the 
transition energy e2 (F ig. 1.10) between nuclear and electronic stopping 
occurs at ~  2.7 MeV, whereas in Fig. 2.15 it occurs at about 4 keV: i.e . 
between channelled and non-channelled beams there is almost a factor of 
103 difference in c2 • This predominance of electronic stopping leads to the 
observation that, for well-channelled ions of equal energy, the higher the 
mass, the lower the velocity, and hence the lower the stopping power. 
Therefore, contrary to the case for non-channelled beams (where nuclear 
stopping usually dominates), channelled particles of high mass often penetrate 
deeper than lower-mass particles. For example, a well-channelled bismuth 
or uranium ion at 100 keV actually has a longer range than a 100-keV 
channelled proton.
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Several other interesting consequences arise from this drastic reduction
in the nuclear-stopping contribution:

(i) Electronic stopping can be investigated (for channelled ions) at much 
lower energies than would otherwise be possible.

(ii) A well-channelled ion creates no damage along its trajectory, and so 
may come to rest as an interstitial atom in a completely undamaged 
region of the crystal. This has interesting solid-state possibilities 
and leads (for example) to unusual types of interstitial diffusion [13, 19].

(iii) Z.x-oscillation effects in electronic stopping, which in amorphous targets 
(F ig. 1.13) rarely exceed 30%, are much enhanced for a channelled 
beam.

2 . 6  Z j oscillations for channelled ions

Eisen 's recent measurements in silicon show peak-to-valley oscillations 
greater than a factor of ten (F ig. 2.16). Similar oscillations have also been 
studied in tungsten (Fig. 2.17) and in gold crystals [22]. The Zj-values at 
which these maxima and minima in stopping power occur are almost identical 
in silicon and in tungsten and-also in amorphous carbon; hence the nature of 
the oscillations does not seem to depend strongly on the target material.

For non-channelled beams (Table 1.4), the effect of such stopping-power 
oscillations on the range distribution is considerably reduced by the dominant 
contribution of nuclear stopping over most of the energy region of interest.

F IG .2 .1 6 .  Zj dependence of Se in silicon for well-channelled ions injected at constant energy (100  keV) along 

the < 1 1 0 >  direction (from Ref.[20]). The  curve labelled "F IR SOV” is calculated from the electronic stopping 

equation given in Ref. [21].
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F IG .2 .1 7 .  Zj dependence of the electronic stopping power (S e) in tungsten for well-channelled ions injected 

at a constant velocity ( 1 . 5  X 10 ’  c m  A) along the < 1 0 0 >  direction ( from Ref. [9]). The curve labelled 

"F IR S O V ": < 100> "  is calculated from the electronic-stopping equation given by Firsov [21]).

For channelled beams, however, nuclear stopping is negligible down to very 
low energies (F ig. 2.15) and so the Rmax values w ill exhibit Z 1-oscillations 
comparable in magnitude to those observed for the stopping powers (Figs 2.16 
and 2.17): i.e . oscillations of as much as a factor of ten.

The theoretical curves labelled "F irsov" in Figs 2.14, 2.16 and 2.17 
are derived from the velocity-proportional stopping-power equation of 
F irsov [21]. His treatment differs considerably from that used by Lindhard 
[18]; it has the advantage of expressing the stopping power as a function of 
impact parameter, and so can be used to estimate the stopping power for a 
well-channelled ion. As seen in Figs 2.16 and 2.17, F irsov 1 s treatment 
predicts reasonably well the average attenuation in stopping power in going 
from the amorphous to the well-channelled case, but does not predict 
Zj oscillations.

Recently, several theoretical groups (see Refs [16-20] in section 1) have 
looked into the question of these Zj oscillations and have shown that the 
positions of the maxima and minima can be correlated roughly with ion size. 
Unfortunately, none of the theoretical treatments is yet able to predict ac
curately the magnitude of the oscillations, nor their dependence on energy or 
on impact parameter. Further theoretical work is obviously desirable to 
clarify the situation. In the meantime, the only reliable method for obtaining 
Rmax i® by direct experimental measurement.

SUMMARY

In non-crystalline targets (i.e . in the absence of channelling effects), 
the range profile of an implanted ion can be predicted with reasonable con
fidence. It is clear, however, that in a single-crystal substrate, channelling
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phenomena exert a dominant influence on the distribution of the implanted 
ions. Unfortunately, the channelled part of a range profile is extremely 
sensitive to many factors that are often difficult to control; in such cases, 
the observed distribution is neither reproducible nor accurately predictable. 
In many applications, it is therefore desirable to suppress the channelled 
component as much as possible.
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3, CHANNELLING BEHAVIOUR OF LOW-Z IONS (PROTONS,'
HELIUM,ETC. ) AT  MeV ENERGIES

3. 1. Introduction

In the previous section, we have seen how the motion of energetic 
heavy ions can be strongly influenced (i, e, channelled) by the regular 
arrangement of atoms composing a crystal lattice. For the relatively 
low velocities used in most implantations, this channelling effect depends 
strongly on implantation conditions, and so heavy-ion range distributions 
cannot be accurately predicted. On the other hand, experimental and 
theoretical studies have established that channelling is not confined to 
the lower-energy region where nuclear stopping normally predominates. 
The proton transmission experiments of Dearnaley [1 ], and the later work 
of Sattler and Dearnaley [2 ], and of Erginsoy et al. (Fig. 3. 1) show clearly 
that protons and alpha particles, even at MeV energies, undergo as much
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shows little energy straggling (from Ref, [3]).

as a threefold reduction in their rate of energy loss, if injected along a 
close-packed axis or plane. Similar reductions in energy loss have also 
been observed by Datz et al. [4] for heavy ions, such as 79Br and 1 271, 
at energies up to 100 MeV. As a result of such experiments, we now 
recognize that channelling is a rather general phenomenon, occurring 
for all atomic projectiles in crystals at energies from below 1 keV up 
to at least 100 Me,V.

Furthermore, for high-velocity particles (such as MeV protons or 
helium ions) the situation is quite different from the early heavy-ion case: 
here, the channelling behaviour is more reproducible, and the observed 
effects can be interpreted quantitatively in the theoretical framework 
given by Lindhard [5 ], ■ In the next section, we shall discuss, therefore, 
the experimental evidence for channelling in this high-velocity region.

3.2. Theoretical framework

One distinguishes three different types of particle trajectories 
(Fig. 3. 2):

(i) An energetic charged particle, moving through a lattice within a
predictable critical angle i/j  of an atomic row (or plane), is steered
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by successive gentle collisions (trajectory A), and is thereby pre
vented from entering a forbidden region around each lattice row.
The radius rmin of this forbidden cylinder may be equated roughly 
to either the Thomas-Fermi screening distance, a, (which is typically
0. 1 - 0. 2 A ) or the vibrational amplitude p — whichever is larger.

(ii) When the incident angle 6 is much larger than tp, the particle has no 
"feeling" for the existence of a regular atomic lattice, and so has 
a random trajectory (trajectory C).

(iii) On the other hand, if 6 is only slightly larger than <p, then the particle 
trajectory (trajectory B) actually has an enhanced probability of being 
close to the atomic rows, and hence of undergoing violent collisions. 
For the case of axial channelling, the critical angle of approach ip 

for such a steered motion is given by the formula

ijj =■ a 2 Z j Z 2 e z

Ed ( 3 .  1 )

Z xe and Z 2e are the nuclear charges of the moving particle and the lattice 
atom, respectively, E is the energy of the projectile, and d is the atomic 
spacing along the lattice row. Here a may be considered a proportionality 
constant, the value of which depends weakly on the vibrational amplitude

FIG . 3 .2 .  a) Charged-particle trajectories for three typical values of the angle 6  between the incident beam  

and a close-packed row. Note that die channelled beam  does not approach closer to the row than =  0 .1  A  

(the Thomas-Fermi screening distance).

b) Angular dependence of the yield of any process requiring impact parameters less than 0 .1  A : 
—  perfect non-vibrating lattice: --- lattice vibrations included.
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of the lattice atoms, and hence on the temperature. Typical values of a 
fa ll between 0. 7 and 1. 2. The value of <(/ for 1-MeV protons or helium ions 
is typically of the order of 1 °.

One simple but very important consequence of the above model is that 
a ll physical processes requiring smaller impact parameters than r min are 
completely prohibited for a channelled beam. Consequently, the yield of 
such a process is a quantitative measure of the non-channelled fraction of 
the beam,, and so provides a very sensitive "detector" for studying the 
transition between channelled and non-channelled trajectories. The lower 
part of Fig. 3. 2 illustrates the predicted orientation dependence for the 
yield of a typical ciose-encounter process.

Suitable close-encounter processes include wide-angle elastic 
(Rutherford) scattering, nuclear reactions, Coulomb excitation, and the 
production of inner-shell X-rays (K-, and in heavier atoms L - and even 
M-shell X-rays). Extremely strong attenuations (up to 100-fold) in the 
yields of such processes are expected to occur in the aligned case in 
comparison with the random case. The yield does not fa ll quite to zero, 
since even for i/j = 0 , there is still a small random fraction (of the order 
of 1 %), determined by the point of impact'on the crystal surface: i. e. 
those particles which enter the crystal close enough to the end of a row — 
within the area 7r(rm in ) 2 — to be "de-channelled" during the initial impact.

Such pronounced directional effects have been observed in numerous 
experiments [6 - 8 ] ,  and a typical example is illustrated in Fig. 3. 3. Also 
shown in Fig. 3. 3 is the predicted orientation dependence of the scattering 
yield, derived from the Lindhard theory (see Eq. 1), with the root-mean - 
square amplitude (p) of the tungsten atoms set equal to 0 . 096 A. We see 
that the agreement between the observed and the predicted angular de
pendence is really quite satisfactory. We see, too, that, at angles slightly 
greater than the critical angle (corresponding to trajectory B in Fig. 3. 2), 
the observed yield actually rises somewhat above the random level, as 
predicted.

FIG . 3 .3 .  Comparison between the experimental and calculated < 1 0 0 >  dip in scattering yield for 480-keV 

protons incident on a tungsten crystal (from Ref. [9 ] ) .
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Experiments of this type have proved to be the most powerful method j
of studying the steering mechanism responsible for channelling; they also ;
form the basis for most of the applications of the so-called "channelling- !
effect" technique to other fields. For both these purposes, wide-angle :
Rutherford scattering (such as that used in Fig. 3. 3) is a particularly 
versatile close-encounter process because it enables the energy and atomic i
number of the projectile, and the atomic number of the target to be varied :
over a very wide range. . j

Note that at these high energies the stopping power of a channelled i
ion (Fig. 3. 1) is only attenuated by about a factor of 2-3, since even in the ;
middle of a channel there is still some energy loss to electrons. Conse- !
quently, stopping power (and range) measurements do not provide nearly I
as sensitive an indicator of the transition between channelled and random ■
trajectories. '•

Let us now consider in more detail the advantages and limitations of 
various types of close-encounter measurements, what sort of effects are j
observed, and how they compare with theory. j

3.3. Experimental technique j

i
A standard goniometer assembly for investigating the yield of back- 1

scattered particles is illustrated in Fig. 3. 4. The incident beam (typically j
1-MeV helium ions), collimated to 0. 1° or better, is allowed to strike I
a crystal mounted on a suitable double-axis goniometer, which allows j
both a tilt motion (6 ) and an azimuthal rotation (<j>) around an axis per- i
pendicular to the base plate of the goniometer. Particles that have under- j
gone wide-angle (~ 150°) scattering a:re detected by means of a solid state j
detector, and their energy spectrum is recorded on a multi-channel analyser. 
For investigating other close-encounter processes (such as 7 -rays from a !
nuclear reaction, or X -ray emission) one merely substitutes an appropriate |
7 - or X-ray detector. Since Rutherford scattering has been by far the most 
widely used process to date, we will select it as our main example to 1

illustrate what can be achieved. !
Typical energy spectra for a 1-MeV helium beam backscattered from j

a silicon crystal are shown in Fig. 3. 5 (a). The random spectrum is ob- !
tained by orienting the crystal so that the incident beam is not aligned with j
any crystal axis or plane. The aligned spectrum shows the large reduction 1

in backscattered yield when a crystal axis, < 1 1 1  )> in this case, is parallel ;
to the beam direction. I

Particles of mass 4 scattered through 150° by 28 Si atoms lose a certain 
amount (41%) of their energy in the elastic collision with the silicon; thus 
the spectra have a sharp threshold at 0. 59 E 0 (where E 0is the energy of i
the incident beam), corresponding to backscattering from the surface layer j
of silicon. The probability of a backscattering event is extremely small; j
hence, most of the beam penetrates into the target, giving rise to a con- j
tinuum of backscattered particles from greater depths in the crystal. These i
particles lose, energy along their path in addition to the energy lost in the j
actual scattering event. They therefore emerge with lower energy, giving 
rise to an energy spectrum of scattered particles. If the stopping power is j
known, this energy spectrum can be converted into a depth scale in which |
each interval of energy corresponds to a depth interval in the crystal from ;
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FIG. 3 .4 .  Schematic diagram of the experimental assembly used for scattering experiments.

ENERGY ( M eV) TILT ANGLE (DEGREES)

FIG . 3 .5 .  a) Energy spectra for 1- M eV helium ions backscattered from a silicon crystal: •  - beam  incident 

along the < 1 1 1 > ; o - beam  incident in a "random " direction. The  energy regions 1 and 2 indicate the 

two single-channel-analyser settings used in (b). These correspond to depths of 900 and 6000 A ,  respectively.

b) Orientation dependence of the normalized yield obtained from the energy regions 1 and 2 in 

(a). Tilt angles marked "< 1 1 1 >  "  and "random " show the orientations.at which the energy spectra in (a) 

were taken (from Ref. [10 ]).

which particles are scattered. With a 1-MeV beam of helium ions, one 
can probe depths of about 1 micron. The energy resolution of the detector 
is usually above 15 keV, which gives a depth resolution of ~  300 A  in the 
region near the surface.

3. 4. General features of axial (and planar) channelling experiments

Detailed orientation scans from two different depths in silicon are 
shown in Fig. 3. 5 (b). These are obtained by recording the yield in the
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narrow energy regions 1 and 2 (Fig, 3, 5 (a)), while tilting the ^111 )> axis ;
through the beam direction.

The observed critical angle (ip^) and minimum yield (xmjn) both depend 
on the depth beneath the surface at which the measurements are made. !
The critical angle is determined by measuring the angular half-width ;
at a level midway between the aligned and random levels. The minimum |
yield xmin is defined as the ratio of the yield in the perfectly aligned direction ! 
to that in a random direction; it is therefore a direct measure of the un- !
channelled fraction of the beam. The depth dependence of xmin can be ob
tained from the aligned and random spectra of Fig. 3. 5 (a), and that of j
from the detailed orientation scans of Fig. 3. 5 (b). !

From the results in Fig. 3. 5, we see that even at a depth of 6000 A, 
more than 90% of the particles in the beam are still channelled, indicating j
that de-channelling effects are much less serious than jn the heavy-ion 
range distributions of section 2. On the other hand, the region of enhanced 
yield at angles slightly greater than (the so-called "shoulder" region) j
decreases quite rapidly with increasing depth — and indeed has completely 
disappeared in the 6000 A curve of Fig. 3. 5 (b). :

The area of the small peak at the high-energy edge of the aligned spec- ;
trum (Fig. 3. 5 (a)) is a measure of the amount of disordered silicon in a j
surface oxide layer — in this case, it contains 6  X 1015 Si atoms/cm2, and i
is therefore equivalent to ~  25 A of silicon oxide. Since this is much narrower] 
than the detector resolution (~ 300 A), the peak height does not rise to the |
random curve. ■

E N E R G Y ,K e V

FIG . 3 .6 .  Energy spectrum of 1- M eV protons scattered 150” in a tungsten crystal covered with anodically 

formed oxides of various thicknesses. Th e  unit ” 1 (ig of W / c m 2 ” is equivalent to ~ 12 A  of W 0 3 (from 

Ref. [11 ]).
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F I G .3 .7 .  Flanar channelling of 3- M eV protons in Si, measured by rotating around a < 1 1 0 >  axis at a 

tilting angled  = 5 . 0 ° .  Experimental data are the yields measured just beneath the crystal surface (from 

Ref. [12]).

FIG . 3 .8 .  High-index axial channelling effects for 1 . 0- M eV helium in the {110} plane of silicon. H ie  

measured yield is from a scattering zone about 1000 A beneath the crystal surface.
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Figure 3. 6 illustrates the effect of somewhat thicker oxide layers on 
the channelling of MeV protons in tungsten. Again, the peak area in the 
aligned ( < 1 0 0  )>) curves is a quantitative measure of the number of tungsten 
atoms in the oxide. We observe that the yield level from the underlying 
crystal (i.e . at.lower energies) also increases with increasing oxide thick
ness, indicating that a significant amount of the beam becomes scattered 
through an angle greater than ~  in traversing the amorphous surface 
oxide. However, comparison of the 2. 5 pg/cm2 curve in Fig. 3. 6 with the 
corresponding (3 jug/cm2) curve^in Fig. 2. 13 shows clearly the marked 
difference in sensitivity to surface contamination between the two velocity 
regimes: i. e. < 2% dechannelling for the 1-MeV proton case, compared 
to ~  90% dechannelling for 20-keV Kr ions.

So far, we have been considering only axial channelling, but similar 
effects also occur whenever the beam is aligned with one of the low-index 
planes in the crystal (Fig. 3. 7). The attenuation in yield for the close- 
encounter processes is usually about a factor of 3-5 for a low-index plane: 
this is considerably weaker than for axial channelling. Again, as in the 
axial case, there is evidence' of compensating shoulders at somewhat larger 
angles. Note that the angular widths in Fig. 3. 7 are expressed in terms 
of the azimuthal angle <j> around a 5° cone, and hence the values appear 
rather large. To obtain the true angular width of the planar dips, it is of 
course necessary to project the observed angles in Fig. 3. 7 on to an axis 
perpendicular to the plane. One then obtains values of 0. 1-0. 2° for the 
width at half minimum, compared to ~  1 ° for axial directions.

Planar channelling effects, therefore, are similar but somewhat 
weaker than those for the corresponding axial directions — and so in 
these lectures (for convenience) we shall restrict our discussion largely 
to axial channelling.

Figure 3. 8  depicts the complexity that arises even in a simple cubic 
crystal, due to the large number of high-index directions (and planes) 
that produce significant channelling effects. Starting from a <011 y  direc
tion, a silicon crystal was rotated progressively through ~  75° in the 
< 1 1 0  > plane, and at least twenty significant attenuations in scattering 
yield were observed at angles corresponding to identifiable higher-index 
directions. Admittedly, for an axis such as <833 X the attenuation is a 
fa irly  small one, but nevertheless it raises a rather important question:
i. e. how do you define a "random" direction, or measure a random yield 
curve (such as those in Figs 3. 5 (a) and (b)) in a single crystal? If one 
merely tilts the crystal several degrees away from the low-index direction 
along some arbitrarily chosen azimuthal angle, there is roughly a 2 0 % pro
bability of being within the critical angle of some high-index direction.
The best procedure is to search carefully for an angular region where the 
scattering yield exhibits a fa irly  constant plateau; even then, however, 
it is difficult to define more accurately than ~5-10% the random-yield 
level for a single crystal. This uncertainty is often the main limitation 
to the accuracy achievable in certain applications of channelling, such as 
the determination of foreign-atom location (sections 4 and 5).

3. 5. Comparison of various close-encounter processes

According to theory, the yield of any process requiring an impact 
parameter less than ~0. 1 A (Fig. 3. 2) should show exactly the same orien-
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TILT ANGLE (FROM THE <lll> AXIS)

FIG . 3 .9 .  Comparison of Rutherford scattering and of L and M  X-ray yields in tungsten as a function of the 

angle between the incident beam  (1 .4 - M e V  helium) and the < 111>  axis: (a) Rutherford-scattering yields 

- O  at 1200 A depth, •  at 5000 A  depth; (b) L X-ray yield (□ )  compared to the 1200 A Rutherford-

scattering curve (----- ); (c) M  X-ray yield (A) compared to the 1200 A Rutherford scattering curve (-- ).

All yield curves approach the value of 1 .0  ( i .e .  the normal "random " yield) at larger tilt angles (from 

Ref. [13]).

tation dependence. Experimental confirmation of this point is provided in 
Fig. 3. 9, in which simultaneous measurement of Rutherford scattering 
and of K- (not shown), L -, and M- X-ray yields were made.

Comparison of the X -ray yields with the 1200 A Rutherford-scattering 
curve shows that (i) the orientation dependence of the yield of L  X-rays 
(Fig. 3. 9(b)) is indistinguishable from that of the Rutherford-scattering 
yield, indicating that the channelled beam is unable to interact with the 
L-shell electrons, and (ii) the yield curve of M X-rays (Fig. 3. 9 (c)) is 
slightly narrower and shallower than that of the other processes, indicating 
that a channelled beam does penetrate somewhat into the M-electron region, 
and that rmin is therefore comparable in magnitude to the mean impact 
parameter for ejecting an M-shell electron. Note that the mean radii 
of the K-, L -, and M-shells in tungsten are 0. 007, 0. 04, and 0. 10 A, 
respectively.

Thus, we see that the different close-encounter processes can be • 
used interchangeably in studying channelling effects — provided the impact 
parameters are all less than ~ 0 .1 A. This flexibility is of particular 
advantage in investigating compound crystals — i. e. crystals containing 
two or more different atomic species — since it enables several different 
processes to be used to monitor simultaneously the interaction of a chan
nelled beam with each atomic species. If, for example, one wishes to
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study channelling in an U02 crystal, then a beam of 0. 975 MeV deuterons '
is an ideal choice. At this energy, the 160 (d ,p )170  reaction is selective |
for the oxygen sub-lattice, since the deuteron energy of 0. 975 MeV is much \
too low to induce a (d,p) reaction with the heavy uranium atoms. Rutherford :
scattering, on the other hand, is equally selective for the uranium sub- I
lattice, since scattering from the low-Z oxygen atoms is far too weak, ;
both in energy and intensity, to contribute significantly to the observed j
yield. |

The protons from the above (d,p) reaction have an energy of ~1 .4  MeV, 1

whereas the upper edge of the backscattered deuteron spectrum is only 
0. 94 MeV. Hence, in the energy spectrum from the solid-state detector, :
one can simultaneously observe both reaction yields. In practice, because 
of the much smaller cross-sections for the (d,p) reaction, it is better to ;
use two detectors, A & B. Detector B is then placed much closer to the ;
crystal to register protons; it is covered with a thin mylar film which i
prevents the more numerous (but less penetrating) deuterons from reaching it.: 

The results of such a channelling study are illustrated in Fig. 3. 10. j
Two completely different types of behaviour are seen, depending on the i
axis chosen. Along the <[100 ^ and <110 (the latter is not shown here), j
the backscattering yield off the U-atoms exhibits a much wider and deeper i
attenuation than that for the protons of the ieO(d,p) reaction, whereas along i
the <111 )> both processes exhibit identical orientation dependence. The |
reason for this difference is seen in Fig. 3. 11: along the <100 > and <110 )> 
there are in fact two different types of atomic rows (each containing one I
atomic species), but along the < 1 1 1  > there is only one type of row (containing: 
both oxygen and uranium atoms). Lindhard's theoretical description [5] of 
axial channelling has shown that the lattice can be treated as a series of 
isolated (parallel) "strings" of atoms; hence, each type of string, or row, !
w ill exhibit its own characteristic critical angle ip i, as given by Eq. (1). j

i 
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FIG . 3 .1 0 .  Axial channelling of 0 . 975- M eV  deuterons in U 0 2 at a m ean depth of 4000  A  : O ,  backscattering 

yield from the uranium atoms; • ,  proton yield from the 160 (d ,p )170  reaction (from Ref. [1 4 ]).

I
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F IG . 3 .1 1 .  Axial and planar atomic configurations in U 0 2 , in terms of the unit cell spacing d .

It is interesting to note that, along the <100 X  f ° r example, one can 
tilt the crystal slightly so that the beam is no longer channelled with respect 
to the 0 -rows, and yet is is still well within the critical steering angle of 
the U-rows. Under such conditions, the oxygen atoms behave essentially 
as interstitial scattering centres. Normal multiple scattering off these 
oxygen atoms causes a rather rapid de-channelling to occur with respect 
also to the uranium rows as the beam penetrates deeper into the crystal.

The data in Fig. 3. 10 indicate that at shallow depths the <100 > direc
tion exhibits considerably stronger channelling effects than the < 1 1 1  ]>, 
as far as uranium atoms are concerned. On the other hand, at larger 
depths the < 1 1 1  )> becomes the preferred channelling direction, since it 
does not exhibit the rapid dechannelling effect described above.’ This is 
sometimes an important consideration in certain applications of channelling 
(cf. the fission lifetime studies in Lecture 6 ), where measurements are 
not being confined to the surface region.

3. 6 . "Blocking" experiments

Up to now, we have considered the channelling behaviour of particles 
approaching the crystal from the outside (the external-beam case). But, 
the same separation into allowed and forbidden trajectories occurs if 
the charged particles originate from a position inside the lattice: e. g. 
as a consequence of radioactive decay (Fig. 3.12) or of an elastic scattering 
event off lattice nuclei. If the trajectory originates from a position con
tained in a row of atoms (such as a lattice site), it cannot emerge from 
the crystal within the critical angle characteristic of that row — i. e. it 
cannot become channelled — since it started out from within one of the 
forbidden regions (Fig. 3. 2 (a)) for channelled trajectories. Hence, a 
reduction in the number of emitted particles is observed in the direction 
of the row, and this phenomenon is usually termed "blocking". Lindhard [5]
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EM IS S IO N  A N G L E  D EG .

F IG . 3 .1 2 .  Intensity as a function of emission angle for 5 .4 9  M e V  a-particles from 222Rn atoms embedded 

(at 60 keV) into a tungsten crystal (from Ref. 15). Note that 0 °  on the abscissa scale corresponds roughly 

(i .e .  T  1°) to the < 111 >  axial direction.

A N G L E , D E G R E E S

F IG . 3 .1 3 .  Yield of protons scattered 135° in tungsten. Primary proton energy is 1 M e V . Depth of scattering 

zone is 3000-4000 k  beneath the surface. Solid circles denote channelling results; open circles, blocking 

results (from B^gh and Whittan, Ref. [16]).
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shows from reversibility arguments that channelling and blocking ex
periments are completely equivalent, provided depth effects are negli
gible, and this equivalence is illustrated quantitatively in the experimental 
work of B^gh and Whitton (Fig. 3. 13) in which the same crystal was used • 
to investigate both processes.

One may well ask why the attenuation factor in Domeij's pioneering 
experiment on blocking (Fig. 3, 12) is so much weaker than those in Fig. 3.13. 
In Domeij's experiment, an a-emitting isotope 222Rn had been implanted 
into the tungsten crystal, and probably not all of the 222Rn atoms had ended 
up on lattice sites. In fact, by comparing the 5-fold attenuation in Fig. 3. 12 
with the ~  100-fold attenuation in Fig. 3. 13 (where all the emitted particles 
originate from lattice nuclei), one can deduce that only ~  80% of the Rn 
atoms in Domeij's experiment were substitutionally located. In the next 
two sections, we shall discuss more fully such uses of channelling and 
blocking to locate the site of foreign atoms in a lattice.

In the case of Rutherford scattering, it is possible to look at either 
the channelling or the blocking case, simply by aligning the crystal either 
with the incident-beam direction or with the detector, as seen in Fig. 3.13.
In fact, as has been demonstrated by B^gh [11] and by Feldman and 
Appleton [17], one can employ a double-alignment technique in order to 
combine in a single measurement both the channelling of the incident beam 
and the blocking of the emitted beam. The overall attenuation in the 
Rutherford-scattering yield is then determined by a geometrical combina
tion of two attenuation factors, i.e . the attenuation factor due to channelling 
of the incoming beam, multiplied by the comparable attenuation factor for 
the blocking effect. In this way, attenuation factors of up to several thou
sand can actually be produced. We shall see later (Figs 5.4 and 5. 6 ) how 
the enhanced attenuation due to double-alignment may be utilized in detecting 
low levels of lattice disorder.

3. 7. Positron channelling

According to theory (see Eq. (1)), the steering process depends only 
on the atomic number — and not on the mass — of the projectile. Hence 
deuterons and protons of the same energy should have the same orienta
tion dependence — as is indeed the case (Fig. 3. 14). Even positrons would 
be expected to exhibit identical channelling behaviour to protons of similar 
energy. The first experimental evidence for positron channelling (Fig. 3.15) 
was obtained by injecting 64Cu atoms into a copper crystal and observing 
the blocking of the emitted positrons. Again, as in the 222Rn case (Fig. 3.12), 
only a 4-fold dip is observed — indicating that not all the implanted atoms 
are on lattice sites — but the angular width agrees rather well with cal
culations [19] based on the Lindhard theory.

The 64Cu isotope decays also by emitting electrons (fT ), and on the 
left-hand side of Fig. 3.15 we see the effect of the crystal lattice on their 
emission pattern. Electrons of course have a negative charge, and so 
feel an attractive rather than a repulsive potential on approaching an 
aligned row of lattice atoms. As Lindhard pointed out in his lectures, 
the steering mechanism for electrons is considerably more complex than 
for positrons, and is further complicated by the need to include diffraction 
effects at these moderately low energies. However, qualitatively we note
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FIG . 3 .1 4 .  ■ Backscattered yields for 0 . 3- M eV H +  and D + in silicon at a depth of 1000 A (from Ref. [18 ]). 

Curves b and c represent the yield difference ( D + - H+) and the angular derivative of the yields respectively.

I

I

F IG . 3 .1 5 .  Angular distribution (around a <  110>  direction) of electrons (0 " )  and positrons (0+) emitted from 

64Cu atoms implanted in a copper crystal (from Uggerh/Sj and Andersen, R ef.[19]). '
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that for electrons the orientation dependence is inverted (i.e . a peak in
stead of a dip in yield) and is much narrower in width. We w ill not discuss 
electron channelling further, except to point out (i) that MeV electron 
beams are readily available in many Van de Graaff accelerator labora
tories; and (ii) that, since electron beams generally create much less 
damage than protons, they would be potentially more useful probes in 
many of the channelling applications to be discussed in sections 4-6. Un
fortunately, at present, the theoretical basis for electron channelling is 
not nearly as quantitative as that for positively charged particles — but 
many laboratories are currently trying to improve our understanding.

As far as positrons are concerned, Lindhard has shown that their 
trajectory (at a given energy) is considerably more classical than that 
of an electron, and that in the MeV region the classical description should 
be quite adequate — at least for axial channelling. A striking confirmation 
of this has been provided recently by J.U. Andersen et al. [21], using an 
external beam of accelerated positrons, and studying the orientation de
pendence of their elastic scattering yield. As can be seen in Fig. 3. 16, 
the orientation dependence for the positron yield curve at 1 MeV is almost 
identical to that for protons at 670 keV, except in the "shoulder" region.
We should point out that in Eq. (1) it is not really the kinetic energy E, but 
rather one-half the product of (momentum) X (velocity) — i. e. \ pv — that 
should be used. For relativistic particles, such as 1-MeV positrons, a 
significant correction is involved, and it is for this reason'that 670-keV 
protons are used for the comparison in Fig. 3. 16.

Unfortunately, positron beams of high intensity are not readily available. 
The experiment in Fig. 3. 16 was carried out by placing a suitable radio
active source in the terminal of a 1-MV accelerator, but the intensity was 
so weak that the experiment required several days. Consequently, the use 
of positron beams for various channelling applications (as a less damaging 
alternative to protons) is not yet a practical possibility.

FIG. 3 .1 6 .  Comparison of positron and proton dips in scattering yield along the < 1 1 0 >  axis in gold. The  

abscissa scale for the proton dip has been scaled from 1 M e V  to 0 .6 7  M e V  (from Andersen et a l . , Ref. [21 ]).
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SUMMARY

To sum up, we see that there are many different types of close- 
encounter process (Rutherford scattering, nuclear reactions, inner-shell 
X -ray production, positron-blocking, e tc .), involving violent collisions 
between MeV positive particles and crystal nuclei — and that they all 
exhibit identical orientation dependence. Consequently, for a given 
channelling experiment, one may select whichever process is most 
appropriate.

3.8. Comparison with theory at zero depth ;

As already seen in Figs 3.2 - 3.5, the two most commonly used experi- i
mental parameters for characterizing the orientation dependence of close- j
encounter processes such as Rutherford scattering are the minimum yield |
Xmin in the perfectly aligned direction and the angular width 0j/2. measured I
at a level mid-way between the random and perfectly-aligned yield values. !

We w ill therefore compare experimental and predicted values for these j
two quantities as a function of energy, atomic number, lattice temperature, j
and lattice spacing. !

In the preceeding lecture, we saw that in the axial case should be 
proportional to a characteristic angle ^  given by [5] :

= (2Z 1Z 2 e2/Ed)1/2, provided ^  <a/d. (3.2) !

Zj and Z2 are the atomic numbers of the energetic particle and lattice atom, t
respectively; a is the screening distance, E the particle energy and d the j 
lattice spacing along the chosen axis. The proportionality constant a relating ! 
^ ! / 2 and (i. e. ^ / 2 = aifri) should be around 1.5 - 2 . 0  for a perfect non- |
vibrating crystal. j

The theoretical treatment has been extended by Andersen [20] to include !
vibrational effects. He finds that a for a real lattice is always significantly !
less than the value predicted for a perfect non-vibrating crystal, and that it 
decreases as the root-mean-square amplitude (p) increases.

The simple theoretical framework given by Lindhard [ 5 ] does not in
clude multiple scattering effects, and so should be compared with experi- i
mental data obtained at relatively shallow depths into a crystal: i.e.  the so- ;
called "zero-depth" values.

Such a comparison is shown in F ig .3.17 for various diamond-type lattices. ! 
A systematic deviation is observed between the diamond, silicon and germa- i 
nium data (F ig. 3 .17(a)); but, when the effect of vibrational amplitude is i
incorporated into the abscissa, using the parameter a obtained from Andersen's ;
calculations, we see that the agreement between the different crystals is :
greatly improved (F ig .3 .17(b)). Note that several compound semiconductors j
(GaP, GaAs and GaSb) are also included in this comparison.

While the axial critical angles ih F ig .3.17 exhibit the predicted functional |
dependence on Zl f  Z2, E, and d, their average value is about 25% lower in |
absolute magnitude than one obtains from the theory [dotted lin e ]. To re- [
move this 25% discrepancy would require an increase in the thermal vibra- \
tional amplitude of ~  0 . 1  A for C, Si, and Ge. This is equivalent to a value j
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F IG .3 .1 7 . (a) The  observed functional dependence of axial critical angles (tfiyj) on energy (E ) ,  atomic number 

( Z j ,  Z 2), and m ean lattice spacing (d) in various lattices;

(b) As in (a), but with Andersen's calculated dependence on lattice vibrations (Ref.[20]) included in 

the abscissa ( from Ref. [10]).

of the vibrational amplitude approximately twice that calculated from the 
Debye temperatures and would be unrealistically large.

A similar discrepancy between experiment and theory has been observed 
in other crystals. For example, in tungsten (Table 3.1) the experimental 
values of > f ° r a wide variety of projectiles and energies, are consistently 
about 10% smaller than the predicted values. Hence,Eq.(3.2) again predicts 
accurately the functional dependence of , but slightly overestimates its 
magnitude. Andersen [9] has also investigated the temperature dependence 
o f 4*1/2 f ° r 0-5 MeV H+ in tungsten, andFig.3.18 shows that quite reasonable 
agreement is obtained between the measured and predicted slopes.
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TABLE 3.1. CRITICAL ANGLES FOR AXIAL CHANNELLING IN 
TUNGSTEN AT 25°C. (Taken from Ref. [12])

Axis Projectile
Energy

(M e V )

Predicted values
Experimental values

of+ia a
v

< 100  > 'H 2 .0 1 .0 5 ° 1 .0 3 1 .0 8 ° 1 .0 0 °

3 .0 0 . 86° 1 .0 3 0 .8 8 0 .7 9 °

6 .0 0 .6 1 ° 1 .0 4 0 .6 3 0 .5 5 °

2 .0 1 . 4 8 ’ 1 .0 0 1 .4 8 1 . 3 9 ° '

1 0 .0 0 .6 6 " 1 .0 0 0 .6 6 0 .6 7 °

“ C
1 0 .0 1 . 1 5 s 0 .9 9 1 .1 4 1 .1 0 °

3 0 .0 0 .6 6 ° 1 .0 1 0 .6 5 0 .6 4 °

“ 0
1 0 .0 1 . 3 3 ' 0 .9 9 1 .3 2 1 .2 3 °

3 0 .0 0 .7 7 ° 1 .0 1 0 .7 8 0 .7 0 °

“ Cl
1 0 .0 1 .9 4 ° 0 .9 5 1 .8 4 1 .8 2 °

30’. 0 1 .1 2 ° 0 .9 7 1 .0 9 1 .0 0 °

< 111  > 3 .0 0 .9 2 ° 1 .0 3 0 .9 5 0 .8 5 °

6 .0 0 .6 5 ° 1 .0 4 0 .6 8 0 .5 2 °

< 2 1 0 > ‘H 3 .0 0 .5 7 ° 1 .0 4 0 .5 9 0 .5 1 °

<He 1 0 .0 0 .4 4 ° 1 .0 4 0 .4 6 0 .4 2 °

“ C 3 0 .0 0 .4 4 ° 1 .0 1 0 .4 4 0 .3 6 °

35 Cl 3 0 .0 0 .7 5 ° 0 .9 6 0 .7 2 0 .7 0 °

a Andersen's calculations (Ref. [20]).

F IG .3 .1 8 . Temperature dependence of for the < 100 >  dip for 400-keV protons incident on a tungsten 

crystal (from Andersen and Uggerhtf, Ref.[9]).
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Crystal Projectile

Rough estimates 

° ^ x min
x min

observed
Ndir(p^)2 Ndira2

C  (diamond) H + 0 .0 0 4 0 .0 7 0 .0 4

H e + 0 .0 0 4 0 .0 6 0 .0 5

Si H e + 0 .0 0 5 0 .0 2 0 .0 3

Ge H e + 0 .0 0 5 0 .0 1 0 .0 3

GaP H e + 0 . 004s 0 .0 1 s 0 .0 1 5

GaAs H e + 0 .0 0 5 0 .0 1 0 .0 4

GaSb H e + 0 .0 0 6 0 .0 0 8 0 .0 8

Al H + 0 .0 2 0 .0 2 0 .1 1

KC1 ( <100>) 0 .0 2 0 .01 0 .6

N a C l (< 1 0 0 )» 0 .0 1 5 a 0 .0 2 0 .0 2 a

W H+ 0 .0 0 5 0 .0 0 7 0 .01*

Au H + 0 .0 1 5 0 .0 0 7 0 .0 7 :

a At - 2 0 0 ‘ C  (from recent measurements by M . D .  Hollis [22]).

It has sometimes been suggested that channelling measurements be used 
to study the mean vibrational amplitude of lattice atoms. However, a com
parison of the slope of the calculated 0 1/2 -versus-p curve inFig.3.18 with the 
experimental error bars indicates that critical-angle measurements are not 
sufficiently sensitive to p. On the other hand, the minimum yield xmin should 
be proportional to p2, so that x min va-lues indeed offer sufficient sensi
tivity. Furthermore, the "double-alignment" yield xmin is expected to in
crease as p4, and should therefore be a particularly sensitive indicator.

The minimum yield xmin , extrapolated to xero depth, is therefore a 
more useful experimental parameterfor characterizing channelling behaviour — 
but unfortunately its absolute magnitude cannot yet be accurately predicted.
An estimate (for axial channelling) may be obtained by substituting for rmin 
in the following equation:

2
X  = Ndir(r . )
''■min 1 m in '

where N is the atomic density, d the spacing along the row, and 
r„.„ is the closest distance of approach between a channelled beam

min

and an aligned row. Lower limits for x^,, can be estimated: (i) for



a non-vibrating lattice, by setting rmin = a (the Thomas-Fermi screening 
distance) and (ii) for a lattice in which the mean-square vibrational amplitude 
p± (measured perpendicular to the row) is large, by setting r min equal to p± . [ 
Measured and estimated values of xmin are compared in Table 3.2. In most 
cases, the observed xmin values are somewhat greater than either of these 
estimated lower limits, and this can probably be attributed to a small amount , 
of de-channelling by surface contamination, lattice defects, etc. In a few 
cases, (Al, Au and KC1), the discrepancy is large, but subsequent work shows 
that this can usually be attributed to poor crystal quality. With alkali halides 
such as NaCl, for example, Hollis [22] has recently observed a xmin value of 
0.02 at low temperature (-200°C) — in good agreement with the theoretical 
limits — provided he uses a very low proton fluence to minimize radiation 
damage. (Alkali halide crystals are extremely sensitive to damage by ionizing ■ 
radiation1. )

3.9. Depth dependence of ip\fi and Xmin

Using a series of single-channel analysers, one can observe simultane
ously the orientation dependence of the scattering yield at several different 
depths beneath the crystal surface (see F ig. 3. 5(b)). The results of such a
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9  (T ILT IN G  A N G LE  FROM < I0 0 > )

FIG . 3 .19 . Orientation scans of the scattering yield of 3- M eV  protons through a < 100 >  axis in tungsten at 

various depths beneath the surface: (a) at 2 5 'C ;  ( b ) a t 4 5 0 "C .  Th e  depth in microns has been estimated from 

the observed A E  values, assuming that dE/dx for the channelled beam  is 1 /3  the "random " value; more recent ' 

work would suggest a somewhat higher value, and hence the depth scale should be reduced slightly ( i .e .  by 

~ 20lit>) (from Ref.[12]).
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F IG .3 .20 . Depth dependence of for the channelling of 3- M eV protons alang a < 1 0 0 >  axis in tungsten. 

T h e  solid curves represent the theoretically predicted dependence, including both the nuclear and electronic 

contributions to the multiple scattering ( from Ref. [23]).

FIG.3.21. Depth dependence o f x mjn along a <100> axis in tungsten using 3-MeV protons (from Ref.[12 ]).
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DEPTH IN MICRONS

F IG .3 .22 . Depth dependence of x m jn along a {110} plane in tungsten, using 3- M eV protons (from Ref.[12]).

F IG .3 .2 3 . Dechannelled fraction versus penetration depth for 1 .5 - M e V  protons on Si < 1 1 1 >  and for 3- M eV 

protons on W  < 1 0 0 >  at 2 9 8 ’ K . The  full curves represent the calculated trends for the same conditions, 

including nuclear and electronic multiple-scattering contributions. Dotted (Si) and dashed ( W )  curves are 

calculated with the nuclear scattering’term alone (from Ref.[24]).
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measurement at two different temperatures are illustrated inFig.3.19. We 
see that the minimum yield xmin increases gradually with increasing depth, 
and that the angular width at half-minimum decreases. The depth 
dependence of is better illustrated inFig.3.20. Both these effects may 
be attributed to a gradual de-channelling of the beam as a result of multiple 
scattering. In this regard, we note that the depth dependence becomes more 
pronounced at elevated temperatures, indicating that the rate of de-channelling 
depends strongly on the vibrational amplitude of the lattice atoms (as one 
might expect).

More detailed information about the rate of de-channelling along the 
<100^ axis in tungsten is contained in Fig. 3.21, in which the channelled 
fraction ( l * x min) *s P itted  as a function of depth for several different crystal 
temperatures. Except for a short initial period, the observed decrease is 
approximately exponential, with a slope that increases strongly with 
temperature.

Figure 3.22 shows a sim ilar de-channelling study — but along one of the 
low-index planes. Again, the decrease in ( l _x min ) is approximately exponen
tial, but with a much steeper slope than for a low-index axis: for example, at 
25°C, along the <100> axis (F ig .3.21), ~  70% of the beam remains channelled 
to a depth of 15 p whereas along the (110) plane (F ig .3. 22) the channelled 
component at this depth has become negligible. On the other hand, the 
temperature dependence is much weaker in the planar case.

Recent work particularly by the Catania group [23-25] has shownthat 
Lindhard's theoretical framework may be extended to-provide a reasonably 
accurate description of the depth dependence, as can be seen in Fig. 3.23 
The solid curves, which include the multiple scattering contributions from 
electronic as well as from nuclear collisions, fit the experimental points in
Si and also in W remarkably well. The dotted curves, on the other hand,
(in which only the nuclear collisions have been considered) underestimate 
considerably the rate of de-channelling at large depths, thus indicating 
clearly that electronic collisions contribute significantly to the multiple 
scattering of a channelled beam and must therefore be included in the theo
retical treatment. This is in marked contrast to the behaviour of non
channelled beams where, even at high energies, multiple scattering is nor
mally dominated by the nuclear-collision contribution (see Ref. [23] in 
section 1 ).

It is interesting to note that the nuclear-scattering curves in Fig. 3.23 
fit the initial slope reasonably well, indicating that at shallow depths de
channelling arises predominantly from those particles that enter the lattice 
fairly close to the forbidden region (of radius rmin) around each row, and that 
therefore undergo predominantly nuclear collisions.

The solid curves inFig.3.20 indicate how' well one can estimate also the 
depth dependence of the critical angle • Strictly speaking, the critical 
steering angle inside the crystal remains constant and is not decreasing with 
depth. However, in order to maintain a beam channelled to a large depth 
(e.g. 1 0  microns), its initial transverse motion must be considerably less 
than the critical value (otherwise it becomes de-channelled before reaching 
this depth) — and in F ig .3.20 represents the initial transverse motion, 
not the transverse motion at the actual depth.

An alternative method of comparing the experimental and calculated 
depth dependence is to search for suitable scaling factors that might enable 
the dependence of xmin on depth, temperature, energy, etc. to be combined.
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F IG .3 .2 4 . D e p t h (z )  and temperature (p 2) dependence of the proton de-channelled fraction(x(z) - x0 ) along 

the < 1 0 0 >  axis of Si. indicating the use of zp2 as a scaling parameter; 6  - 8 0 "K ;  ■ - 1 4 3 °K ; A - 2 0 3 ’ K ; 

O  - 2 9 8 “K ; □ - 3 6 3 ’ K ;  •  - 4 2 3 "K (fr o m  Ref.[25]).
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F IG .3 .2 5 . D e p t h (z ) , temperature (p 2) and energy(E ) dependence of the proton dechannelled fraction 

( X ( z )  - Xg) in Si, indicating the use of zp2/E  as a scaling parameter ( from Ref.[2S])-

Again, the Catania group has been narticularly active in pointing the way. 
Following Lindhard's suggestion![5] that for a channelled beam the nuclear 
contribution to multiple scattering should be proportional to p2 (where p is 
the mean vibrational amplitude) and to the penetration depth z along the 
channel, they first tested zp2 as a possible scaling parameter. As can be 
seen inFig.3.24, the data for silicon at each energy fallonasingle 'universal' 
curve over quite a wide temperature range; similar fits have been observed 
in several other crystals.
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The agreement in F ig .3.24is rather too good, since we have already seen 
that electronic collisions also play an important role in de-channelling 
(F ig .3.23) — and electronic collisions should be almost independent of tempe
rature. Apparently, the fit of Xmin^o a zp2 dependence arises somewhat 
fortuitously from two opposing effects: on the one hand, the contribution 
from electronic collisions tends to reduce the dependence to something less 
than p 2; on the other hand, the decrease in the critical angle at zero- 
depth (F ig .3.18) with increasing temperature tends to increase the p-dependence 
of xmin , since at higher temperatures it requires less transverse energy to 
become de-channelled.

. Theoretical considerations indicate that both the nuclear and electronic 
contributions to multiple scattering have approximately the same energy 
dependence: viz. that the de-channelling rate should.be inversely pro
portional to the energy. Consequently, one might expect that zp2/E would be 
an even more useful scaling factor — and F ig .3.25 shows that this is indeed 
the case.

Further simplifications, such as including the dependence on lattice 
spacing d, do not yet seem feasible. For example, Lindhard [26] has noted 
that the nuclear and electronic contributions to de-channelling should both 
increase linearly with d, and one would therefore expect the two sets of 
data inFig.3.25to collapse on to a single curve if plotted against (zp 2/E). 
However, this is evidently not the case; the slope of the (1 1 1 ) curve is 
almost 2.5 times greater than that of the <110)> curve, whereas the ratio 
of their d-spacings is less than 1.3.

SUMMARY

This concludes our survey of experimental studies of the channelling 
behaviour of low-Z ions. We have seen that, within a predictable critical 
angle of a major axis or plane, extremely strong attenuations (up to a factor 
of 1 0 0  in the case of an axis) occur in the yields of all close-encounter pro
cesses — i .e .  those processes that require a distance of closest approach 
smaller than ~ 0 . 1  A . The magnitude and angular width of these attenuations 
can be described quite adequately at shallow depths by Lindhard's theoretical 
framework. Furthermore, unlike the low-velocity heavy-ion case treated in 
the first two sections, we find that at MeV energies the rate of de-channelling
becomes relatively slow; it can also be estimated with fair accuracy from
multiple-scattering theory as a function of depth, temperature and incident 
energy.

The agreement between experiment and theory is not quantitative, and 
there is still plenty of scope for further investigations — especially of the 
depth dependence. However, we have,, at least, a semi-quantitative ex
planation for the large yield attenuations that are observed, and this is 
certainly good enough for many of the applications of channelling that are 
evolving in solid-state and nuclear science.
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4. APPLICATIONS OF CHANNELLING TO SOLID-STATE SCIENCE

4.1. Introduction

It is almost axiomatic that any effect producing a 100-fold attenuation in 
a wide range of measurable processes (Rutherford scattering, nuclear reac
tions, X-ray emission, etc.) must have rather widespread application as an 
analytical tool in other investigations. It is therefore not too surprising to 
find that, in recent years, applications of channelling to other fields are 
attracting even more interest than the basic channelling studies themselves.

Most of these applications are based on the ability of a channelled beam 
to locate (with a precision of ~ 0 . 1 A) the site of specific atoms within the 
unit cell of a crystal lattice. This ability can be applied (fo r example) to 
measure such widely differing quantities as: (i) the distribution of foreign 
atoms between substitutional and various interstitial sites; (ii) the amount 
of lattice disorder near the surface of a crystal; (iii) the structure of a 
crystal surface; and (iv)'the lifetime of extremely short-lived ( 1 0 -1 6 - 1 0 _18 s) 
recoiling nuclei.

First, let us discuss briefly the basic principle of the channelling tech
nique for locating atoms, and then we w ill consider various examples of its 
application.
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The most important aspect of the channelling phenomenon for the present 
discussion is the existence of a well-defined distance of closest approach 
r min between a channelled beam and the aligned lattice rows. For low-Z 
ions at MeV energies, we have seen already that the magnitude of rm[n 
(Table 4. 2) is the larger of the Thomas-Fermi screening length a, and the 
vibrational amplitude p: i .e .  typical values of rmln fall between 0 . 1  and 
0 . 2  A. The crystal therefore is divided into allowed and forbidden regions, 
as shown in Fig. 4.1. Consequently, as we have already seen, all physical 
processes requiring a closer impact than ~ 0 . 1  A (such as wide-angle elastic 
scattering, nuclear reactions, or the production of inner-shell X-rays) are 
completely prohibited for channelled particles; hence, extremely strong 
attenuations (up to 1 0 0 -fold) in the yields of such processes are observed for 
an aligned beam in comparison with a random one. The yield does not go 
completely to zero, since even for ijj = 0 , there is still a small random frac
tion (of the order of 1 - 5%).

These large attenuations in interaction yield occur not only with the 
lattice atoms, but also with those foreign atoms that are located in the 
forbidden region for the channelled beam — for example, on lattice sites 
(the position marked •  in Fig. 4.1). On the other hand, foreign atoms 
located in the allowed region for the channelled beam (for example, the 
position x in Fig. 4.1) can interact with both the channelled and the random 
beam, and hence no attenuation in their interaction yield w ill be observed.
In fact, - as we shall see later (Fig. 4.10), the yield for such an interstitial 
atom actually increases when the beam becomes channelled, since (in order 
to conserve the total number of particles in the beam) one cannot have a 
decrease in flux in the forbidden region around the rows without having an 
increase in flux somewhere else. The magnitude of this yield increase for

— --- ----------------------
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FIG . 4 . 1 .  Th e  splitting of a perfectly aligned beam  into channelled and random components in passing through 

the crystal surface.
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FIG. 4.2. Backscattering yield o f 1.0-MeV helium ions from substitutionally located impurity atoms(anti- 
mony) and from randomly distributed atoms (gold) as a function of the angle of incidence relative to the 
<  110> direction. The corresponding yield from the lattice atoms (solid curve) is included for comparison.

mid-channel atoms is usually fa ir ly  sm all compared to the 10 0-fold attenuations 
that may occur fo r substitutional atoms. Nevertheless, in some cases 
enhancement factors o f up to a 2 -fold increase may occur.

Two examples o f foreign-atom  location are illustrated in F ig . 4 .2. 
Antimony atoms (o )  are located on lattice sites and hence show a large 
attenuation along the <CllO)> direction; gold atoms (x), on the other hand, are 
distributed randomly throughout the lattice and so interact normally with both 
the channelled and the random beam.

Whenever a strong attenuation in yield  is observed (as in the antimony 
case of F ig .4.2), we cannot immediately conclude that the foreign  atoms are 
on the substitutional sites, but only that they must be located somewhere 
within the shadow of that particular aligned row. Figure 4.3 illustrates how, 
fo r a sim plified two-dimensional lattice, measurements along two or more 
directions may be combined in order to pinpoint the exact location of the 
foreign atom. If, fo r example, the foreign  atom is substitutional (© ), then 
it lies within the shadow o f a ll close-packed rows in the lattice, and there
fore large attenuations w ill be observed along both the <(0 l)> and the < ll)>  
directions. If, on the other hand, the atom lies at the intermediate position 
marked 1 x' in F ig . 4. 3, only 50% of the atoms w iil lie  along the particular 
[01] direction, and the other 50% w ill lie  on the completely equivalent set 
of [10] rows. Hence, the maximum attenuation that can occur is only 50%1.

1 In the three-dimensional cubic lattice, there would, o f course, be three equivalent sets o f axes [100],
[010], and [001]), and hence the maximum attenuation at the edge interstitial position(x) would be only 33%.

i
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O I R E C T I O N A L  E F F E C T  ?

• X □

< 0 I > Y E S 5 0 % N O
< l l > Y E S N O Y E S

FIG. 4.3. A two-dimensional model illustrating how channelling phenomena can be used to locate foreign 
atoms in a crystal. As shown by the table, three typical sites for a foreign atom - • .  x , and □  -  can be 
uniquely distinguished by .studying the channelling behaviour firstly along the <  01> and then along the 
<11>  -direction.

Also, neither o f the 'x ' atoms lies in the shadow o f the <(ll)> directions; 
hence, fo r this case, no directional effect would be observed. A  third type 
o f site, the position marked by the □ in F ig . 4. 3, lies in the middle o f the 
channel for the [0 1 ] and the completely equivalent [1 0 ] directions, but in the 
shadow of the [11] and the [11] directions. Hence, in this case, we would 
expect no attenuation in yield  along the < 10> but a strong attenuation along 
the < l l )> . Thus, in principle, by measuring orientation effects down two o r  
m ore directions, and invoking lattice-sym m etry arguments as in F ig . 4.3, 
it is possible to pin down the exact distribution o f specific foreign  atoms 
between substitutional and various types of in terstitia l site.

4 .3 . Foreign-atom  detection

• To apply the channelling-effect technique, one must of course be able 
to detect the interaction of the beam with a sm all concentration of foreign  
atoms in the presence o f a large excess o f lattice atoms. Fortunately, there 
are many close-encounter processes available, and in the m ajority o f cases, 
a satisfactory one can be found, provided the atomic concentration o f foreign 
atoms exceeds approximately 10-4. F o r lighter atoms (such as lithium, 
boron, carbon, o r oxygen), specific nuclear reactions are often available — 
such as (p, a), (p, 7 ), o r (d, p); in such cases, Rutherford scattering can still 
be used to study the interaction o f the beam with the lattice atoms. A  typical 
example — the use o f the 7L i (p, a) 4He reaction to detect lithium in a silicon 
crystal — is illustrated in F ig . 4.4.
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P A R T I C L E  E N E R G V  (M eV)

FIG. 4.4. Energy spectrum of particles measured at an angle o f 135' to the direction o f a 450-keV proton 
beam striking a silicon crystal that had previously been implanted with 6 x 10“  Li ions/cm2. Detected at high 
eneigy are the a-patticles from the TL i(p , a ) *He reaction, (from Gibson et a l.. Ref. [2 ]).

In certain other cases, we can use the yields o f characteristic inner- 
shell X -rays, or the em ission behaviour ( i .e .  blocking) o f charged particles 
from  radioactive implants. So far, however, the most commonly chosen 
process for analyzing implanted layers has been the yield o f backscattered 
particles, since this can be applied to almost a ll cases in which the im 
planted foreign atom Is heavier than the substrate (see F ig . 1 .2 ). It also has 
the advantage of measuring simultaneously the amount o f lattic disorder 
introduced by the implantation, as we shall see in F ig . 4 .6. F o r  purposes 
of illustration, we may therefore select Rutherford scattering as our fa 
vourite close-encounter process fo r  studying ion-implanted layers. It should 
always be remembered, however, that completely equivalent results can be 
obtained (where desirable) with other close-encounter processes, such as 
nuclear reactions and inner-shell X -ray  production.

In order to achieve sufficient mass resolution in the backscattering 
energy spectrum, it is desirable to use a sufficiently heavy projectile that 
it w ill lose at least 40-50% of its energy in scattering o ff the lattice atoms. 
Thus, fo r a low-mass crystal such as silicon, a helium beam is the ideal 
choice (see F ig . 4.6), and provides a clear separation between the scattering 
peak from a heavy impurity (B i) and the edge o f the silicon spectrum. F o r a 
heavier crystal such as iron o r germanium, however, a helium beam would 
lose only ~ 20% of its energy in scattering o ff a lattice atom, and so the sub
strate spectrum would obscure almost a ll the available energy region. In 
this case, it is better to use a somewhat heavier projectile — such as, a 
20-MeV oxygen beam (F ig . 4 .5 ). Of course, not many laboratories have a 
20-MeV accelerator at their disposal, and I might therefore point out that 
Eriksson and his colleagues [3] at Stockholm have shown that the energy of 
the oxygen beam can indeed be reduced to 2 .MeV, without too much loss of 
mass resolution.



FIG. 4.5. Energy spectrum o f 20-MeV M0  ions backscattered from a germanium crystal implanted with 
3 X 10u thallium ions/cm2, illustrating the mass resolution attainable with heavier projectiles( from Ref. [ I ] ) .

CHANNEL NUMBER

FIG. 4.6. Energy spectra (as recorded on a multichannel analyser) for the scattering yield o f helium ions from 
silicon crystals implanted at 350 °C with ~10u bismuth ions/cm! . Spectra are given for the incident beam 
parallel to a <111> and a <  110> axis as well as for a random direction. The dotted curve in the silicon 
region shows the aligned [  <  111> ] spectrum for a similar unannealed room temperature implant; the surface 
peak(rising almost to the "random” curve) is due to the much larger amount o f lattice disorder accumulated 
under these conditions (see section 5). In such a case, the lattice location, o f the bismuth atoms cannot be 
determined until this lattice disorder has been aimealed. The experimental points have been omitted from the 
silicon spectra for the sake o f clarity (from data in Ref.[4J).
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FIG. 4.7. High-energy (foreign atom) portion o f the energy spectra o f He ions scattered from various implanted ■ 
silicon crystals. Spectra were taken withthebeam incident along random (X ),  <11 1> (0 ), and <110>(O ) ;
directions. Implant conditions: ~10M ions/fcm2 at 40 keV. with the substrate at 450*C. (from Ref.[4 ]) .

So, by choosing the right combination of projectile and energy, one can j 
detect almost any foreign atom that is heavier than the substrate atoms — j 
provided, o f course, that the foreign  atom is located at a sufficiently shallow ; 
depth ( i .e .  a few microns, o r less) beneath the crystal surface.

4.4. Applications in ion-implanted silicon j
i

Let us now look b rie fly  at a few examples illustrating the use of the j
channelling-effect technique to locate specific foreign  atoms implanted into 
a crystal lattice. These examples are a ll taken from the sem i-conductor 
field, where ion implantation is currently attracting a great deal o f interest. 
Here, one of the key factors determining the e lec trica l characteristics is 
the type of site occupied by the implanted dopant atom — and this has led 
to a w ide-spread use o f the channelling-effect technique. !

A  typical set of energy spectra fo r  random and various aligned directions ■ 
of incidence is shown in F ig . 4. 6 fo r a substitutionally located foreign  atom 
(B i). The strong attenuations in scattering yie ld  from the Bi atoms, along 
both the <110  and the <110> directions, indicate that at least 90% of the Bi 
atoms lie  in the shadow of both sets of atomic rows and therefore must be on . 
the substitutional lattice sites. The significance of the peak in the unannealed . 
room temperature implant (dotted curve) w ill be discussed under Lattice 
D isorder in sub-section 4.6.

Many different implanted ion/substrate combinations have been investi- ! 
gated by this channelling-effect technique. F igure 4.7 illustrates the most ' 
commonly observed types o f behaviour. In the Bi case', as we have just ' j 
discussed, the atoms are largely  substitutional, and strong attenuations are 
observed along a ll major axes. In certain other cases, such as gold in '
silicon (see also F ig . 4. 2), no significant attenuation is observed along any 1 
of the major axes, and one must therefore conclude that the foreign  atoms
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are distributed randomly throughout the lattice. In s till other cases, illu s
trated here by thallium, one observes a significantly different attenuation 
along one axis than along another, indicating that some of the atoms, at 
least, must lie  in well-defined interstitial sites — i .e .  on sites that lie  
along the shadow of one particular set of atomic rows (< [ l l l> )  but not along 
the shadow of another set (<110^). F o r  the case o f T1 in silicon, the tetra
hedral in terstitial sites in F ig . 4.8 fu lfil this description.

FIG. 4.8. Atomic configuration in the (O il)  plane of silicon; • - lattice sites; O -  regular interstitial holes 
grouped in pairs along the <111> atomic rows ( i . e .  the tetrahedral-interstitial sites); X -  probable location 
o f the ytterbium atoms, as deduced from Fig.4.10.

In such cases, where the foreign  atom is located in a specific interstitial 
site, a quantitative interpretation o f the measurements requires us to know 
the interaction yield of a channelled beam with a non-shadowed atom. Until 
recently, it has been assumed that this yield would be almost the same as the 
random-yield value, i .e .  as the interaction yie ld  fo r a non-channelled beam. 
However, the yield  between a channelled beam and a non-shadowed atom 
must always be somewhat higher than the random value; this may be seen as 
a consequence of the general rule o f spatial averages (conservation of 
particles) given by Lindhard [1 ], or, more directly, as being due to a flux- 
peaking of the channelled beam in the mid-channel region. F o r  a channelled 
particle with a given transverse energy Ej., (E ± < E02), a forbidden area 
exists around each string, namely the area within which the transverse 
potential exceeds E x. Consequently, in the allowed area fo r this channelled 
particle, its probability density must be higher than that fo r a random beam.

Originally, the magnitude of this increase in yield  was estimated to be 
only a few percent (i.e .- ~Ndjra2 where Nd is the density o f the strings in the 
transverse plane and a the Thom as-Ferm i radius) and such a sm all effect 
could safely have been neglected. • F o r  incidence para lle l to a major axis, 
however, most particles have transverse energies considerably sm aller 
than E^2 and correspondingly, a forbidden area much la rger than 7ra2 , 

leading to a stronger flux-peaking than implied by the above estimate.
Indeed, the recent experiments by Andersen et al. [5 ] on ytterbium implants 
(F ig . 4. 9) and by Domeij e ta l !  [ 6 ] fo r zirconium, hafnium, and thallium 
implants in silicon show an almost two-fold increase in scattering yield  from 
the foreign  atom along the < 1 10 )> direction compared to the value fo r random 
incidence. S im ilarly, the Harwell group [7 ] have observed approximately 
a three-fold flux-peaking in some recent computer simulations o f channelled 
tra jectories .
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FIG. 4.9. Energy spectra for a 1-MeV helium beam scattered from a Yb-implanted silicon crystal with the 
beam incident as follows:

(------) along a random direction; ( • )  parallel to the <100> ; (O ) parallel to the <111> ; and
(A )  parallel to the <  110> . Implantation conditions were IQ14 173 Yb ions/cm2 at 60 keV, 450 °C 
(from Ref.[5 ]).

4. 5. Yb in silicon case :

Let us now consider the data in F ig . 4. 9 in more detail in order to see 1 
how the exact location o f an in terstitial impurity can be deduced. F o r  this I 
purpose, a detailed angular scan (such as in F ig . 4. 2) provides considerably ; 
more information than a m ere comparison of the random and perfectly aligned 
spectra. F igure 4.10 therefore compares the angular dependence o f the 1 
"Yb-peak" yield  with that fo r the surface region o f the silicon crystal. The 
most striking effect, of course, is the narrow peak in the ytterbium yield 
along the <110)>. The half-width of this peak is about a factor o f three 
sm aller than the cr itica l angle fo r channelling, indicating that the flux- !
peaking effect should disappear when the beam acquire.s a transverse energy : 
E02 o f only 10% of the maximum allowed transverse energy (E\p£) fo r  channelling, i 

Theoretical considerations show that the height o f the flux-peaking alone 
does not pinpoint very  accurately where the foreign atom  is  s it t in g  within the ; 
channel. F o r  example, the almost two-fold increase observed in F ig . 4.10 <
indicates only that the ytterbium atoms must be located within approximately : 
1.1 A  o f the mid-channel axis. It turns out, however, that we can deduce 
quite a lot o f information about the lattice location of the foreign  atoms by ; 
comparing the orientation dependence along other axes as w ell. Along the 
<100> and < l l O  directions, the scattering yie ld  from the ytterbium shows | 
significant dips — but these dips are much weaker than the corresponding i 
ones from  the silicon lattice, indicating that most of the ytterbium atoms \ 
cannot be located on either the substitutional or the tetrahedral in terstitia l ; 
sites. We also note that along the < l l l )>  , the angular width of the ytterbium^
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FIG. 4.10. Scattering yield from the Yb atoms ( — 6 — ) and from the Si atoms in the implanted region
(-----A — ) as a function o f the angle between the incident beam direction and various low-index axes. These
yield values are obtained by integration over the appropriate energy regions(0.85-0.95 MeV and 0.55-0.58MeV, 
respectively) in Fig. 4 .9 . The measured angular width (2 0 ^ )  is indicated on each curve (from Ref. [5 ]).

[001]

- [110]

FIG.4.11. The six equivalent ytterbium-atom sites (from Fig. 4.8) as viewed along a <100> channel, 
dotted circle indicates the maximum area over which a two-fold flux-peaking can occur.

The
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dip is only 50% of the corresponding angular width fo r the silicon lattice, 
whereas along the <100> direction, the two angular widths are comparable 
in magnitude.

If we assume that the ytterbium atoms are a ll located in one type of 
site, then the channelling-effect data in F ig .4.10 lead to the following 
conclusions:

(i) To explain the much narrower dip along the < l l O ,  the ytterbium atoms 
must be located 0.5 - 0. 7 A  from  each of the four equ iva len t^  11> rows,

(i i )  To explain the broader but shallow <(l00^dip, 1/3 of the ytterbium atoms 
must be located on each of the three equivalent <100)> rows, but approxi
mately 0.7 A  away from their intersection points — i .e .  ~ 0 .7  A  from  
either the tetrahedral in terstitial or the substitutional sites.

There are two (equivalent) positions along each <100^ row that satisfy 
these requirements, namely the points indicated by the x 's  in F ig . 4.8.

The distribution o f these six equivalent ytterbium-atom sites ( i . e .  two 
along each o f the three equivalent <100> directions), as viewed along one of 
the <110)> channels, is indicated by the numbered crosses in F ig . 4.11. We 
see that while only one of the positions (position 1) fa lls in the centre of 
the particular [110] channel, four more (positions 3-6) lie w ell within the 
central region (1.1 A  radius) required to account fo r  the two-fold flux-peaking 
effect.

T IL T  ANGLE

FIG.4.12. Similar to Fig. 4.2 except that bismuth has replaced antimony as the 'substitutionally-located' 
foreign atom. The scattering yield from the bismuth atoms shows a significantly narrower dip than that from 
the lattice atoms (from Kef. [4 ]).
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Each position lies exactly on one o f the three equivalent <100)> axes and 
is displaced 0.68 A  o ff the other two. Such a displacement is large enough 
to give negligible attenuation inyield  fo r those ytterbrium atoms (6 7%) lying 
along the other two axes and hence would explain the observed 30% dip in ' 
yie ld . Those ytterbium atoms contributing to the dip lie  exactly on the 
particular aligned <100)> set of rows, and hence the angular width o f this 
30% dip is approximately the same as that fo r the silicon lattice (F ig .4.10).

The proposed ytterbium sites a ll lie 0.55 A  from  each o f the four sets of 
<111> rows. This displacement is  s till sm all enough to produce a significant 
dip in scattering yield, but with a much narrower angular width than that for 
the corresponding silicon-lattice atoms (see the bismuth case in F ig . 4.12).
A  simple estimate of 4/j/2 fo r the dip in the ytterbium yield along the O l l )>  
may be obtained by inserting r min = 0.55 A  into Lindhard's standard continuum 
potential fo r the cr itica l angle; the resulting value is 0 .3 °, which agrees 
w ell with that observed in F ig . 4.10.

The main purpose of this rather detailed discussion of the specific 
lattice location o f ytterbium in silicon has been to illustrate how angular 
widths and minimum-yield values pinpoint rather accurately where a non- 
substitutional atom is located in a crystal. Thus in the Yb case, we have 
established with a probable accuracy o f ~ 0 . 1 A  where the foreign  atoms 
must be located within the unit cell.

Even fo r supposedly substitutional dopants (such as the Bi in silicon case, 
illustrated in F ig . 4. 6), a detailed angular scan (F ig . 4.12) sometimes shows 
a narrower dip in scattering yield  from  the implanted atoms than from the 
substrate — indicating that the foreign atom is not exactly on the lattice 
row. Again, as in F ig . 4.10, by means o f the Lindhard continuum potential, 
we can estimate the magnitude of the displacement r min required to produce 
the observed reduction in angular width. F o r  the Bi in silicon  spectrum in 
F ig . 4.12, a displacement of ~0 .2 5  A  is required to account fo r the observed 
reduction.

SUMMARY

We have discussed b rie fly  how the channelling behaviour of MeV particles 
provides a simple quantitative tool fo r determining the distribution of foreign  
atoms between substitutional and various in terstitia l sites in a crystal lattice. 
In the next section, we w ill consider other solid state applications of this 
channelling-effect technique.

4.6 . Lattice d isorder and surface contamination

In the preceding section, we saw how the channelling behaviour of MeV 
protons, helium ions, etc. may be used to pinpoint the exact location of 
specific foreign  atoms implanted into a crystal lattice. But there is a bonus 
attached to this channelling-effect technique in that simultaneously it provides 
information about the perfection o f the crysta l lattice in the implanted region.- 
Any lattice atom displaced from  its regu lar site by more than 0 . 1 - 0 . 2 A  is 
able to interact with the channelled beam, and so increases the measured 
value of xmjn(as shown by the dotted peak in the unannealed implant of 
F ig .4 .6 ). F igure 4.13 shows the aligned spectra fo r germanium crystals 
implanted at room temperature with various doses o f 40-keV indium ions.
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PIG-4.13. Aligned « 1 1 1 »  and random spectra for backscattering of 1.0-MeV helium ions from germanium 
crystals implanted at room temperature with various doses of 40-keV indium ions (from Ref.[8 ]). Note that the 1 
high-energy region, due to scattering o ff the heavy lii atoms, has been omitted; this would occur around 
channel 90.

A  "random" spectrum ( i . e .  the spectrum obtained when the helium beam ; 
enters the crystal at a direction not coinciding with any o f the m ajor crystal- 1 
lographic axes) is included fo r comparison; it consists o f a sharp edge around 
channel 80, corresponding to scattering from atoms in the surface region of j 
the crystal, followed by a smooth, slowly increasing y ie ld  at lower energy, ' 
corresponding to scattering from atoms at greater depths. In the aligned | 
direction, the unimplanted crystal exhibits a roughly 30-fold decrease in | 
yie ld  near the surface (due to channelling), and a somewhat sm aller decrease: 
at greater depths; the implanted crystals, in addition, exhibit a pronounced j 
peak in the scattering yie ld  from  the implanted region of the crysta l ( i .e .  
channels 75-81), indicating that some of the lattice atoms have been d is
placed from  their substitutional sites. The area of this peak is d irectly pro- ' 
portional to the number o f displaced lattice atoms; as can be seen from
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F ig . 4.13, it increases with increasing implantation dose. Sim ilar m easure
ments can also be made after various annealing treatments and thus one can 
study the annealing behaviour o f lattice disorder.

You w ill notice that the aligned yield  at lower energies ( i .e .  at greater 
depths) also increases continuously with increasing implantation dose. This 
does not mean that significant damage is extending to such great depths into 
the crystal. It arises simply from  the fact that the aligned beam ,intraversing 
the heavily damaged implanted region, undergoes appreciable multiple 
scattering. As a result, a significant fraction becomes scattered through an 
angle greater than the cr itica l angle and is therefore not channelled. The 
magnitude of this non-channelled fraction can also be related d irectly to the 
number o f scattering centers (displaced atoms), and so one can use either 
the peak area or the leve l behind the peak as a quantitative measure of the 
amount of disorder in the implanted region.

A  sm all surface peak in the aligned spectrum is observed even in the 
unimplanted crystal (F ig .4.13). This may be attributed in part to the scat
tering y ield  from the firs t plane o f atoms, since this yield does not depend on 
the direction of incidence ( i . e .  fo r the first plane of atoms there is no 
"shadowing" e ffect). In practice, the surface peak is usually enhanced by 
the presence o f surface oxide layers, etc; this effect can be clearly seen in 
the aligned spectrum of F ig . 4.14, inwhich three distinct peaks have been 
resolved — corresponding to scattering from silicon, oxygen, and carbon 
atoms, respectively, in a disordered surface layer. F o r somewhat thicker 
oxide (o r  nitride) layers, one may actually use the re lative areas o f these 
surface peaks (assuming that the scattering cross-sections obey the Rutherford 
scattering law) to determine the stoichiometry of the layer, as has been 
recently demonstrated by Gyulai et al. [ 10]. Note that, in the "random" 
spectrum of F ig . 4.14, these low-mass impurity peaks (carbon and oxygen) 
are completely obscured by the high background from the silicon substrate.

The spectra in F igs  4.13 and 4.14 (and inm ost other studies so far) have 
been obtained with a solid-state detector, and thus have rather lim ited energy 
resolution (10-15 keV). F o r  1-MeV helium ions in silicon, this energy 
resolution is equivalent to a depth resolution o f 200-300 A  . Since the range 
of implanted heavy ions is often less than 1000 A ,  such a detector fa ils to 
provide much information on the depth distribution o f the lattice disorder. 
B^gh [ll-13 ]has overcom e this lim itation by using a high-resolution magnetic 
spectrometer to increase the energy resolution, and therefore the depth 
resolution, by approximately one order of magnitude. This perm its him to 
investigate the depth distribution o f lattice d isorder even at fa ir ly  low im 
plantation energies, as can been seen in F ig . 4.15. Note too that this en
hanced depth resolution, enhances the sensitivity for detecting the surface 
peak in the unimplanted aligned spectrum. The mean depth o f the disorder 
peak (curve b) inF ig.4 .15 is only ~  500 A .  It is interesting to observe that 
the damage is not uniformly distributed throughout the depth of the implanted 
region; on the contrary, in the firs t hundred A  or so there is re lative ly  
little  disorder, and then it gradually increases to a maximum value 'around 
500 A  (2750 G).

While the scattering technique may be a good method o f measuring the 
total number o f displaced atoms, it is not a particularly sensitive one. Even 
in an undamaged crystal, the yie ld  attenuation due to channelling is no more 
than a factor o f ~  100. Hence, the background leve l is ~  1%, and we there
fore require, at least, 1-2% of the lattice atoms to be displaced in order to
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MASS NUMBER  

6 8 10 12 14 16 20 24 28 42 56 112 224

ENERGY ( E 0 = 1.0 M eV)

FIG.4.14. Aligned (<11 1> ) and random backscattering spectra for an undoped silicon crystal, recorded for the 
same dose of 1.0-MeV helium ions. The depth resolution for the aligned case ( i . e .  ~  300 A) is indicated. A I
mass-number scale (for impurities located near the crystal surface) is also given. The three peaks in the 
aligned spectrum — at masses 12, 16, and 28 — indicate the amounts of carbon, oxygen, and silicon in the 
surface region that are not aligned with the underlying substrate. To simplify the figure, data points have been !
omitted except in the more important regions of the spectra ( from Ref. [9 ]).

produce a reasonable signal/noise ratio. F o r many solid-state purposes, a ; 
2% disorder leve l would be considered a severely  damaged crystal. '■

However, the sensitivity o f the channelling-effect technique can be en
hanced considerably by-utilizing the so-called "double-alignment" principle ■ 
[13] . This requires simultaneous alignment of both the incident and the 
outgoing beam tra jectories with major crystal axes. F irs t, the incident beam 
is aligned with one axis in the crystal (as in any channelling experiment), 
thereby producing a 30-100 fold reduction in the total scattering yield . Then,! 
a well-collim ated detector is aligned with another axis in order to observe 
only those scattered particles that em erge para lle l to a channelling direction.i 
Partic les originating from  a lattice site are thus prevented, i .e .  blocked, 
from em erging para lle l to a lattice row or plane. This blocking phenomenon : 
is related [13, 14] to that o f channelling by the so-called rule o f revers ib ility  : 
(see F ig . 3.13), and so produces an additional 30-100 fold attenuation in the . '
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observed scattering yield  from lattice atoms. Hence, with the double
alignment technique, an o ver-a ll attenuation factor o f 103- 104 can be achieved 
in the unwanted background leve l from  the undamaged substrate.

The exact relationship between the double-alignment attenuation Xmin anc* 
that attainable fo r either channelling or blocking alone (x min) is as follows:

where k is a geom etrical constant whose value lies between 1. 5 and 2. 0, 
depending on the angle 0 between the two axes [14].

The power of this double-alignment procedure is illustrated in F ig .4.16, 
taken from the experimental work o f B^gh [13] on tungsten crystals. Even 
in such a heavy target as tungsten, we see that carbon and oxygen peaks, 
corresponding in this case to only ~1 .0  and ~0 .3  ;ug/cm2, respectively, are 
clearly  resolved, indicating that with double alignment the sensitivity for 
low-mass impurities can be extended to less than one atomic layer. The 
unlabelled peak at 840 keV corresponds to about 5X1014 atoms/cm2, i. e. 
about 0. 5 monolayers of a surface contaminant around mass 40; it is probably 
due to potassium contamination, resulting from an aqueous potassium hydro
xide treatment that had been used to clean the tungsten surface before this 
particular analysis.

Again, as in F ig .4.14, we may use the ratios of the various surface- 
contaminant peaks inFig.4.16, after correcting fo r the Z2 dependence of the 
Rutherford-scattering cross-section, to derive the stoichiometry of the 
surface contamination.

The background leve l in between the surface-contaminant peaks in 
F ig . 4.16 is seen to be ~  0. 05% of the normal random yield ; hence, with such 
double alignment it should be possible to investigate lattice disorder down to 
at least the 0.1% leve l.

S P E C T R O M E T E R  F L U X ,  G A U S S

FIG.4.15. Aligned (<1 1 1 > ) and random spectra for backscattering of 1.0-MeV helium ions from Sb-implanted 
silicon, using a magnetic analyser to obtain better depth resolution than in Fig.4.13. The aligned spectrum for 
an unimplanted crystal ( curve a) is included for comparison ( from Ref. [12 ]).
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FIG.4.16. Energy spectrum o f 1-MeV He+ ions in tungsten, under double aligned conditions. Incident direction 
< l l l > a x i s .  Exit direction: < l l l >  axis (taken from Ref.[13 ]). The unlabelled peak at ~  840 keV is
attributed to mk  contamination from a previous chemical treatment.

BLOCKING EFFECT

/
f

P Al ir,MMFMT ^

FIG.4.17. Schematic illustration of the uni-axial double-alignment technique. The single-alignment detector 
Is sensitive to the reduction in scattering yield resulting from the channelling effect only, while the uni-axial 
detector is sensitive to the channelling and blocking effects (from Feldman and Appleton, Ref.[14 ]).
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The area o f the surface-tungsten peak in the aligned spectrum of F ig .4 ,16 
corresponds to the scattering yie ld  from ~  1.5 atomic planes of tungsten. It 
should be emphasized that, even in a perfect crystal with negligible surface 
disorder, this surface peak does not completely disappear. It has a lim iting 
value corresponding to the yie ld  from one atomic plane, since the firs t atom 
in each aligned row, i .e .  the surface plane, must always exhibit the normal 
scattering yie ld . Evidently, the tungsten crysta l in F ig . 4.16 approaches 
rather closely this lim iting case, indicating that the surface layers of C, O, 
and K are not displacing the tungsten atoms significantly.

Recently, Feldman and Appleton [14] have developed an experimental 
sim plification to the double-alignment technique which they ca ll "uni-axial 
double alignment". This simply means that they use the same crystal axis

4 0 0  2 0 0  3 0 0  4 0 0

FIG.4.18. Energy spectra for 500-keV He+ ions Rutherford scattered to ~  180° from a ZnO single crystal. The 
spectra were obtained with the beam incident: ( 1)  in a random direction (O ): ( 2) parallel to the z  axis, as 
recorded by the single-alignment detector (A ):  (3) parallel to the z axis as recorded by the double-alignment 
detector ( • ) .  A ll spectra are normalized to the same random spectrum. (From Feldman and Appleton, Ref.[141).



fo r both the incoming and the backscattered beam, by placing an annular 
detector as illustrated inFig.4.17. It has the obvious advantage that both 
alignments are achieved simultaneously as the crystal is rotated.

F igure 4.18 shows a rather nice application of this uni-axial technique to 
a specific solid-state problem: i .e .  the question of determining how large is . 
the equilibrium concentration of in terstitia l zinc atoms in zinc oxide. The 
leve l immediately behind the disorder peak in the "double-aligned" spectrum 
is seen to be only 0. 3% of the random value, while the background leve l 
(x.1 . ) calculated from  the single alignment curve via  equation 1 is 0.2%. 
Consequently, the estimated concentration o f in terstitial zinc is given by the 
difference: i .e .  0.1%. (Probably, it is somewhat sm aller than 0.1%, since ; 
equation 1 tends to underestimate slightly the magnitude o f x'min)' P r io r  to 
this experiment, there had been some indirect evidence suggesting that the 
in terstitial concentration might be as high as 0.5%. The channelling-effect 
data inFig.4.18 show that this is clearly not the case. '•

Before leaving the lattice disorder question, we should like to mention a 
recent proposal by John Moore [15] fo r a triple-alignm ent experiment, using 
a thin (less than 1 micron) crystal with two detectors set to observe co- '
incident events between the scattered beam and the recoiling lattice atom. 1 
Again, the uni-axial geom etry can be used (as shown in F ig . 4.19) in order to : 
sim plify greatly the experimental alignment problem. Here, the attenuation : 
(^min) *n c° incident counting rate w ill be proportional to (xmin) 3< since : 
both outgoing tra jectories w ill undergo blocking and the incoming tra jectory ! 
is channelled. Hence, the overa ll attenuation factor could be as high as 105. ;

I f  such an attenuation is achievable, it would greatly extend the sensitivity 1 
fo r studying low levels o f lattice d isorder. It would enable us, fo r example, 
to investigate the structure o f the se lf-in terstitia l in copper or gold crystals, ■. 
( i .e .  is it an aligned sp lit-in terstitia l, and i f  so, what orientation?), since 
the maximum stable concentration is only ~0.01% . ;
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DETECTOR

FIG.4.19. Schematic illustration of the triple-alignment technique. The electrostatic deflecting plates before 
detector No. 2 are required to separate the recoil atoms from the high intensity o f unscattered particles in the 
primary beam; otherwose, the latter would completely "saturate" the detector.

4.7. Foreign-atom  location on the surface

In the preceding lecture, we considered the case o f foreign  atoms that 
are embedded inside the crystal lattice, i .e ;  ones that are sufficiently deep 
benea.th the surface plane of the crystal that they can be shadowed by lattice
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FIG.4.20. A two-dimensional model illustrating how the channelling effect may be used to locate foreign atoms 
on the surface o f a crystal. As shown by the table, three typical surface sites ( • ,  X, and □ )  can in principle 
be distinguished by studying whether or not they are able to shadow the surface plane o f lattice atoms when the 
incident beam enters (a) along the < 01>  direction, or (b) along the < 11>  direction.

atoms, as depicted schematically in F ig . 4.1. What happens, i f  the foreign 
atoms are sitting right on the crystal surface? We noted in discussing 
F ig .4.16 that, fo r the surface plane o f atoms, there can be no shadowing 
effect and the Rutherford-scattering yield  therefore shows no orientation 
dependence. M oreover, it was this fact, namely the scattering from  the 
unshadowed surface plane of tungsten atoms, that produced most o f the ob
served W peak in the double-aligned spectrum ofF ig.4.16 . Consequently, i f  
such a crystal is then deliberately contaminated with a monolayer o f foreign 
atoms on the surface, these contaminant atoms ( i f  properly located) could 
shadow the firs t plane of the tungsten atoms, thereby attenuating the surface 
W peak. Hence, by looking at the orientation dependence of the scattering 
from the firs t plane of target atoms, it should be possible to determine where 
even a surface layer o f foreign  atoms is located. Again, the same principles 
o f triangulation as were discussed in F ig . 4. 3 can be used to pinpoint the 
exact location o f the foreign  atoms on the surface. F o r example, for the 
hypothetical two-dimensional lattice depicted in F ig .4.20, measurements along 
the <01^> and O O  directions can distinguish between the three sites r e 
presented by • , □, and X. It should be emphasized that to date such surface 
location studies have not been attempted; this is mainly because of the un
availability o f ultra-high-vacuum conditions in a target chamber suitably 
equipped for channelling studies. Nevertheless, severa l groups are presently 
developing such equipment, and hopefully it w ill not be long before results of 
this type become available.

4.8 . Surface structure of clean crystals

With a suitable ultra-high-vacuum target chamber fo r channelling 
studies, it may also be possible to use Rutherford scattering to obtain in
formation about the atomic configuration in the firs t few planes of an un
contaminated crystal. A  simple case' to investigate would be one in which
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FIG.4.21. A similar two-dimensional model to Fig. 5.8, illustrating how the channelling effect may be used to 
study the change (A  d) in lattice spacing in the surface region of a crystal. Provided (A  d/ V2) 5  O .lZ , the 
surface atoms (viewed along the < 11>  direction) do not shadow the underlying plane.

the surface plane (o r  planes) of atoms are not properly lined up with the 
underlying bulk crystal — as, fo r  example, in the reconstructed surface 
region o f crystals such as silicon. The surface peak in the aligned back- 
scattering yie ld  would then correspond to much more than one atomic plane, 
and from  the area of the' surface peak, one should be able to determine 
d irectly the number of atomic planes contributing to the reconstructed layer.

A  somewhat more complicated problem is that of resolving whether or 
not the interplanar spacing is different in the surface region than in the bulk. , 
But again, by looking down two or more axes in the crystal, it should be 
possible, in principle at least, to determine the interplanar spacing of the 
firs t atomic plane (F ig .4.21), provided that it d iffers from the bulk spacing 
by more than ~  0. 1 A  .

I

SUMMARY

To sum up, we have looked b rie fly  at some of the ways in which 
channelling (in combination with Rutherford scattering) may be used to obtain 
precise geom etrical information on the location o f atoms in relation to the 
crystal lattice. This is one o f the more difficult questions to answer from 
diffraction studies, and so o ffers an important supplement to these other 
techniques.

We should now like to discuss the problems o f ion-implantation — 
particu larly in semiconductors. In so doing, we shall see further examples 
of how the channelling-effect technique may be used fo r locating foreign  
atoms and for observing (simultaneously) the amount of lattice disorder.
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5. PROBLEMS OF ION IM PLAN TATIO N

5.1. General features

Ion implantation may be defined as the 1 a rt ’ (or, more hopefully, as the .
1 sc ience ') of introducing atoms into the surface layers of a solid substrate 
by bombardment o f the solid with accelerated ions, usually in the keV to MeV 
energy range. Ion implantation is finding widespread application in solid- 
state physics and in the fields of nuclear and atomic physics as well. F o r 
example, nuclear magnetic moments may be determined from  studies of 
hyperfine interactions o f atoms implanted into ferrom agnetic m aterials; or, 
conversely, i f  the nuclear magnetic moments are known, these same hyper
fine interactions may be used to investigate the strength o f electromagnetic 
fields in solids.

The solid-state aspects o f ion implantation are particularly broad be
cause o f the range o f physical properties that are sensitive to the presence of 
a trace amount o f foreign  atoms. Mechanical, e lectrica l, optical, magnetic, 
and superconducting properties are a ll affected and indeed may even be 
dominated by the presence o f such foreign atoms. Recent interest in ion 
implantation has focused on the study o f dopant behaviour in implanted sem i
conductors and has been stimulated by the possibilities o f fabricating novel 
device structures in this way. The occurrence of three international con
ferences on ion implantation in semiconductors within the past year — i .e .  
at Thousand Oaks, Californ ia in May 1970; at the University of Reading, 
England in September 1970, and at Garmisch, Germany in May 1971 — is a 
clear indication of the current leve l of interest. We w ill therefore direct 
our attention prim arily  to those factors which affect the characteristics of 
implanted layers in silicon and germanium — such factors as range distribu
tions of dopant species, lattice disorder, and the distribution o f dopant 
species between substitutional and in terstitia l sites in the lattice.

5.2. Advantages o f implantation

F irs t  we shall summarize b rie fly  the principle advantages (and lim ita 
tions) o f ion implantation in comparison to the more widely used thermal- 
diffusion method o f introducing dopant atoms into semiconductor lattices. 
There are at least four potential advantages:
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( i) Use of implantation techniques affords the possibility of introducing 
a wide variety  o f atomic species, thus making it possible to obtain impurity 
concentrations and distributions of particular interest; in many cases, these 
distributions would not be otherwise attainable. Ordinary solubility lim its 
do not apply to the implantation process, and so the upper lim it to the con
centration leve l that can be introduced is set only by the sputtering rate — 
this lim it is typically o f the order of 10 atom percent. Note, however, that 
solubility arguments may subsequently become important i f  a high-temperature 
anneal treatment is required.

(i i )  Implantation provides_a means of independently controlling the 
number N and the mean depth R of the dopant species: N is determined by 
the integrated beam current, whereas the range R is a function prim arily  of 
the accelerating voltage. In thermal diffusion, on the other hand, these two 
quantities are both related to the same experimental parameters (temperature 
and diffusion time) and so cannot be varied  independently.

( i i i )  Implantation offers much more precise control, particularly of the 
number N of foreign atoms introduced into the lattice. Even fo r making such 
a routine item as a res istor in an integrated circuit on a silicon wafer, the 
precision achievable by ion implantation is an order of magnitude better than 
by standard diffusion techniques.

(iv ) The depth profile produced by implantation (see F igs 1.5 - 1.7) is 
considerably different in shape than the monotonically decreasing one r e 
sulting from  diffusion. Furthermore, by varying the accelerating voltage 
during the implantation, it should be possible (in principle, at least) to pro
duce almost any shape of depth profile.

There are also, of course, some disadvantages — and by fa r the greatest 
one is the fact that ion implantation is a rather violent way of introducing an 
atom into a crystal lattice. In consequence, a large amount of d isorder is 
created around the track o f each implanted ion — fo r example, a 100-keV Sb 
ion introduced into a silicon crystal produces about 20 000 displaced silicon 
atoms along its tra jectory — and so a subsequent annealing treatment is 
usually required. But, 20 000/1 is an extrem ely high ratio — and even after 
annealing away 99.9% of this disorder, the ratio of displaced silicon atoms to 
implanted dopant atoms would s till be 20/ 1. Hence, if any of these residual 
damage centres are e lec trica lly  active, they would completely mask the 
dopant behaviour of the implanted Sb atoms.

H istorically, ion implantation was firs t proposed more than 20 years 
ago (when the semiconductor field  was s till in its infancy), as an alternative 
to diffusion fo r introducing the dopant atoms. A patent was taken out by 
Schottky in 1948, and an extensive series of experiments was reported a few 
years later by Kingsbury and Ohl [1 ], who implanted many different ions 
(varying in mass from protons up to arsenic) into silicon. They observed 
that the change in e lec trica l properties was completely independent of the 
nature of the implanted ion, and depended only on the amount o f deposited 
energy — i .e .  on the amount of damage introduced. A fter this rather d is
couraging result, ion implantation remained dormant fo r many years. At 
that time, not much was known about the basic physics o f the implantation 
process, but in recent years the picture has been improving very  rapidly. 
However, even today, with our greatly improved understanding o f the various 
collision  processes associated with io.n implantation, the radiation damage 
problem is s till the major obstacle in almost a ll cases.
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Successful exploitation o f ion implantation in various solid-state fields 
requires answers to the following three questions: (i) how deep do the ions 
penetrate; (i i )  how much radiation damage accompanies the implantation 
and what role does it play; and ( i i i )  on what type of lattice site (substitutional, 
interstitial, e tc .) do they come to rest. We w ill now brie fly  discuss a few 
o f the more pertinent points that arise under each o f these topics.

5.3. Penetration depth

One of the most important considerations, obviously, in any description 
of implantation processes is the depth (range) distribution o f the implanted 
ions. In recent years, a large amount of experimental and theoretical work 
has been devoted to the task o f understanding the energy-loss processes that 
govern the range distribution, and it is now possible to predict fa irly  ac
curately most o f the factors involved (as we discussed in section 1). For 
example, a typical range distribution in an amorphous substrate is approxi
mately Gaussian in shape, and may therefore be characterized by a mean 
range Rp and a straggling about this mean value. Typica l values of the mean 
range fo r 100-keV ions are ~ 0 . 1 micron, whereas diffusion doping usually 
produces a mean depth of 1-10 microns.

When channelling is present, the range distribution contains two distinct 
components, as shown in F ig . 5.1 . Region A  illustrates the range distribu
tion o f the non-channelled fraction of the beam. This always involves at 
least 20% of the dopant atoms (and often considerably more); it is charac
terized  by essentially the same Rp and standard deviation as in an amorphous 
target. The more penetrating part (regions B and C) is due to the channelled 
ions; in most cases, it consists of a monotonically decreasing distribution 
(often an approximately exponential one), which is terminated eventually by 
a cut-off o r maximum value Rmax (section 2).

Occasionally, in certain types of well-aligned crystals, the dechannelling 
rate can be reduced to an almost negligible leve l. Region C then consists of 
a fa ir ly  sharp peak terminated at R ^ ,  as indicated by the dotted curve in 
F ig . 5.10. Examples o f a well-defined two-peaked range distribution are 
often observed in tungsten [2] and occasionally also in silicon [ 3 ] ,

FIG. 5. 1. Representative dopant profiles for an initially channelled beam. The dashed curve represents an 
"ideal" case in which de-channelling is minimized; the solid line represents the case where de-channelling 
effects are large and only a small fraction of the implanted atoms penetrate to R ^ * . The solid points ( • )  
indicate the depth at which the junction would be located in the two cases.
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F o r many implantation conditions in semiconductor crystals, the am or
phous range-energy relations (section 1) may be used to estimate the location 
o f the peak in the distribution o f implanted atoms, and the average concen
tration near that point. This information is particularly useful in in ter
preting e lec trica l measurements because both sheet-resistiv ity and Hall- 
effect measurements depend prim arily  on the concentration and mobility of 
the charge ca rr iers  in the region delineated by amorphous range distribu
tions. Channelling phenomena, on the other hand, usually determine the 
junction location (as shown in F ig .5.1 ) and ultimately the current- and 
capacitance-voltage characteristics of the junction.

5.4. Radiation damage

An ion incident on a single crystal w ill lose energy in both electron ic and 
nuclear collision processes as it slows down and comes to rest in the crystal. 
Lindhard [4] has derived a comprehensive theoretical treatment of the 
partition of energy between electron ic and nuclear processes. F o r  the case 
of heavy ions, a large part of the ion,energy w ill be lost in nuclear collision 
processes even up to ion energies o f severa l hundred keV. These collisions 
are re lative ly  violent, involving rather large energy transfers to atoms of 
the lattice and displacing them from their lattice sites. These atoms in turn 
displace others and the net result is the production o f a disordered region 
around the path o f the ion, as shown schematically in F ig . 5.2. At suf
ficiently high doses, these individual disordered regions overlap to form  a 
uniformly damaged area and eventually a "saturation-level" of damage w ill be 
reached.

This saturation effect has been studied extensively by the channelling- 
effect technique described ea r lie r  in this section, and a typical result is 
illustrated by the left-hand part of F ig . 5.3. Note that in this case the

Low Dose: High Dose: ;
Individual Regions Amorphous Layer

FIG. 5. 2. A schematic representation o f the disorder produced in room-temperature Implantations o f heavy ions, 
at energies o f 10-100 keV. At low doses, the highly disordered regions around the tracks o f the ions are 
spatially separated from each other. The volume of the disordered region is determined primarily by the 
stopping point o f the ion and the range o f the displaced lattice atoms (dashed arrows). At high doses, the dis- ,
ordered regions can overlap to form an amorphous layer (from Ref.[5 ]).
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PC)

FIG. 5. 3. Dose dependence and subsequent annealing behaviour o f the lattice disorder produced in silicon by 
implantation at room temperature with 40-keV heavy ions (gallium, arsenic, antimony, or bismuth). Experi
mental points have been omitted for the sake o f clarity. Squares (■ ,  □ ) identify the two anneal curves chosen 
(from Ref.[8 ]) o f section 4 . )

saturation leve l corresponds to 100% disorder; it is reached by an implant 
dose o f ~  1014 Sb ions/cm2 . E lectron microscopy studies indicate that the 
implanted region has indeed become amorphous. This formation of an am or
phous layer at high doses is a characteristic feature o f most semiconductor 
implantations, but does not often occur in other-types of crystals.

In general, one might expect w idely different anneal behaviour between 
the sm all iso lated-d isorder regions on the one hand and the saturation-level 
d isorder on the other. This is indeed the case, as shown by the right hand 
part o f F ig . 5.3. At low implantation doses, one has sm all individual 
regions of disorder, surrounded on a ll sides by a perfect undamaged lattice, 
and so annealing can occur at a considerably lower temperature than that 
required to re -crys ta llize  a completely amorphous slab severa l hundred A 
thick. In silicon, fo r example, we observe a temperature difference of about 
300° between the low-dose and high-dose annealing stages in F ig . 5 .3. A  
sim ilar difference is observed also in the case o f germanium.

This large difference in anneal temperatures suggests that, i f  one 
carries out the implantation at a temperature slightly above the low-dose 
anneal stage — fo r example, at 350°C in silicon — then the isolated d is
order regions can anneal continuously during the bombardment, thus enabling 
the implantation to be extended to quite high doses without producing an 
amorphous layer. F igure 5.4 shows that at 350°C the build-up o f gross 
lattice d isorder has indeed been drastically suppressed, in comparison to 
that observed in a s im ilar room-temperature implant (F ig . 5 .3 ). The 
gradual increase in d isorder in F ig . 5.4 at extrem ely high doses (i. e.
» 1 0 15 ions/cm2) is probably caused by the high concentration1 of implanted 
ions in the lattice, rather than to inadequate annealing.

1 At a dose o f 10ls ions/cm2, for example, the Sb concentration is about 5 atom percent. This must 
surely be considered as some sort o f antimony/silicon alloy, not a doped silicon crystal.
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IM P LA N TA TIO N  DOSE ( io n s /c m 2 )

FIG. S. 4. Dose dependence o f the lattice disorder accompanying group-V implantations in silicon at 
40-keV energy: X. As; O, Sb; T .  Bi (from Ref. [6 ]) .

Thus, we see that the gross amount of d isorder can be greatly reduced 
by carrying out implantations at elevated temperature. However, we are not . 
so much interested in the amount o f residual d isorder as we are in its exact 
nature: i .e .  in the effect that it w ill have on the e lec trica l behaviour of the
implanted dopant atoms. The anneal curves in F ig . 5.3 indicate that, even 
after annealing to 800°C or higher, severa l percent of the lattice atoms may 
still remain o ff their lattice sites and this represents a much higher concen
tration of defects than of implanted dopant atoms. So, the key question 
really  is "What is the detailed nature o f this residual damage, and what 
effect w ill it have on the e lec tr ica l propertiesof the implanted layer? " This is a 
question that is currently attracting a great deal o f attention. Ideally, one 
wants to be able to determine the individual contributions from all the d if
ferent types o f lattice defect (vacancies, interstitials, divacancies, various 
clusters, dislocations. A -centres, etc.) A lready some progress has been 
made in identifying specific types o f defect centres, using electron m icro 
scopy, electron-spin-resonance and in fra-red  absorption techniques. How
ever, the la ttice-d isorder question is fa r from  being fully resolved and as we 
shall see shortly (F ig . 5 .8 ), it s till produces many puzzling surprises.

5.5. Foreign-atom  location

Another key question in any implantation study is "What kind of site does ■ 
the implanted atom end up on?" In the semiconductor case, a group-III dopant 
such as boron behaves as an acceptor i f  located on a lattice site in silicon,



IAEA-SMR-8/51
I

5'47

but would probably behave as a weak donor i f  located on some in terstitia l 
site. Hence, one could observe either n- or p-type doping behaviour, de
pending on the site of the implanted atom. Sim ilarly, in the hyperfine-field 
experiments discussed in severa l contributions to this seminar, the strength 
of the magnetic or quadrupole fie ld  may depend markedly on where the foreign  
atom is located within the crysta l lattice.

We do not yet have an adequate theoretical framework to predict the 
lattice-location behaviour o f implanted ions in various crysta l lattices. The 
problem is obviously a complex one, involving many solid-state parameters 
and it is also intimately connected to the la ttice-d isorder problem that we 
have just discussed.

As we have already seen (section 4), the channelling-effect technique 
provides us with a simple, d irect method of pin-pointing the site o f foreign 
atoms in a crystal lattice, and so is a useful probe fo r answering this particu
la r question.

In the case o f the simple semiconductors (s ilicon  and germanium), about 
25 different implanted species have been investigated, and it is therefore 
possible to establish a few em pirical guidelines on foreign  atom location in 
these two lattices:

(i) A ll group-V and group-VI dopants ( i . e .  the typical "donors") and also 
group-IVA (tin, lead) tend to exhibit a large substitutional component under 
implantation conditions where the lattice structure is maintained — i .e .  at 
implant temperature above_~ 300°C, or in low-temperature implants after 
annealing to ~600°C (F ig . 5. 5). They are never found in any of the w ell- 
defined in terstitia l sites of the lattice. When the concentration o f implanted 
ions exceeds the equilibrium solubility level, a gradual fa ll-o ff in sub
stitutional content may occur at high anneal temperatures ( i .e .  > 800°C), as 
seen for the Bi curve in F ig . 5.5. In this particular case, the Bi concen
tration exceeds the equilibrium solubility leve l by almost a factor o f 100,

ANNEAL TEMPERATURE <°C)

FIG. 5. 5. Anneal behaviour of the substitutional component of various group V implants in silicon. In room- 
temperature implants, the substitutional component is not detectable until the lattice has largely reordered 
( i . e .  >  600°Q Constructed from data in Refs [1] of section 4, [6 ]).

Implant conditions: 3 X 1014 ions/cm2 at 40 keV.



thus illustrating that ion implantation is not lim ited by solubility considerations! 
until the anneal temperature enters the bulk-diffusion regim e.

(ii )  The group-II and group-III dopants (i. e. the "acceptors"), on the 
other hand, as w ell as group-IVB (zirconium, hafnium) and rare-earth  
elements such as ytterbium, exhibit a much more complicated behaviour.
They tend to be located partly on substitutional sites and partly on the 
tetrahedral interstitial sites — with the ratio between substitutional and ;
in terstitial fractions depending strongly on the particular species and on the 
implantation and annealing conditions. The anneal behaviour o f a typical . 
group-III implant (thallium) is illustrated in F ig . 5.6.
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FIG. 5. 6. Anneal behaviour of thallium implants in silicon, ©denotes the substitutional component a n d ©  the 
tetrahedral interstitial component. Implant conditions: 3 X 10M ions/cmz at 40 keV (constructed from data in 
Refs [1] o f section 4, [6 ]).

( i i i )  I f  a double-implantation (involving a group-V arid a group-III 
species) is carried out, then both dopants end up predominantly on sub
stitutional sites, provided the group-V implant dose exceeds that o f the 
group III. This suppression o f the in terstitial group-III component by an. 
excess o f a suitable donor is illustrated in F ig . 5. 7; it suggests that elec trica l 
compensation effects can sometimes determine the site o f an implanted atom.

(iv ) In low-dose ( i .e .  5 1013 ions/cm2) unannealed room-temperature 
implants, a ll elements end up la rge ly  on substitutional sites. On sub
sequent annealing, however, groups-II and -III elements move at least par
tia lly  to interstitial sites, whereas groups-V and -V I elements remain 
substitutional.

To illustrate the complexity that can occur, particularly with group-III 
implants, we might point out that in the case o f a room-temperature boron 
implant in silicon [9, 10], the boron atoms end up largely on substitutional 
sites; on annealing to around 400°C (or, alternatively, by carrying out the 
implantation at 400°C), most of the boron atoms move to in terstitial sites, but 
on further annealing to above 800°C, they move onto substitutional sites again.
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FIG. S. 7. Backscattering energy spectra of 1.8 MeV EC ions from a germanium crystal implanted at 30 keV 
and 350*C with 2 X 10M T1 ions/cm2 plus (on the right-hand part) 4 X 10u  Sb ions/cm*. In both cases, only 
the high-energy part o f the scattering spectrum — i .e .  that from the implanted atoms ~  is shown ( constructed 
from data in Eriksson et a l., Ref. [7 ]).

Obviously, therefore, the lattice location o f implanted atoms depends markedly 
on implantation and annealing conditions; furthermore, it is  not necessarily 
the same as fo r atoms introduced by thermal-equilibrium methods.

The last o f the above 1 ru les ' — i.e .  that low-dose implants (where the 
individual tracks do not overlap one another) tend to be highly substitutional — 
may be a fa ir ly  general one. It has been tested not only fo r a variety of 
implanted ions (boron, antimony, bismuth, thallium, gold) in silicon, but 
also in other crystal lattices. Thus, Feldman [8 ] has recently observed that 
bismuth implanted into iron at room temperature is found on lattice sites 
before annealing; but, a fter annealing, it has moved almost entirely to some 
sort o f precipitation site'. This explains why the hyperfine-field effects for 
bismuth diffused into iron  are quite different to those for an unannealed 
implant; it is only in the latter case that the foreign atoms are substitutionally 
located.

5. 6. E lec trica l behaviour of implanted dopants

We should like to close this very  b rie f sketch of ion-implantation problems 
in semiconductors by showing a comparison between substitutional content 
and e lec trica l properties. Of course, the ultimate objective is to produce a 
region whose e lec tr ica l characteristics are determined solely by dopant atoms 
located at well-defined positions in the semiconductor lattice. F o r  example, 
i f  you implant 1014 Sb ions/cm2 and (a fter annealing the damage) find that they 
are a ll on substitutional sites, then you hope to find 1014 e lectrica lly-active  
ca rr iers  (donors)/cm2 also. F igure 5.8a shows that such an objective can 
indeed by accomplished: i .e .  fo r  room-temperature implants at sufficiently
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FIG. 5. 8. The anneal behaviour of the number o f implanted antimony ions on lattice sites (channelling-effect 
measurements) and the number o f carriers ( Hall-effect measurements) for implantation conditions such that the 
concentration of implanted atoms does not greatly exceed the maximum solubility value: (a ) Room-temperature 
implantations such that an amorphous layer is formed. The steep rise in the curve reflects the anneal of the 
amorphous layer, (b) Implantation at 350*C substrate temperatures. After implantation approximately 90% 
of the atoms are on substitutional lattice sites. Anneal temperatures of 800*C are required before the number of 
carriers approaches the number of implanted atoms.
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high doses to form  a completely amorphous layer, we observe a rather good 
correlation  between the number o f charge ca rr iers  and the number o f sub
stitutional antimony atoms.

This same correlation  does not occur, however, i f  we carry out the 
implantation at 350°C. We know from  channelling-effect studies that the 
d isorder anneals continuously during such a hot-substrate implantation 
(F ig . 5.4), and that the antimony atoms end up on lattice sites without any 
further anneal treatment (F ig . 5. 5). Yet, fo r  some reason, these sub
stitutional antimony atoms do not become e lec tr ica lly  active until the crystal 
is annealed to 800°C or higher (F ig . 5.8 b): i .e .  to an even higher tem pera
ture than that required to anneal the amorphous layer in F ig . 5.8a.

The explanation fo r this puzzling difference in behaviour is almost 
certainly associated with the radiation damage problem. Although most 
( i .e .  ~95%) of the damage anneals away continuously in the hot implant, the 
residual d isorder consists largely  o f a complex dislocation network, as 
revealed by electron m icroscopy. This dislocation network may indeed 
in terfere with the e lec tr ica l characteristics. Furthermore, it does not an
neal significantly until the region 800-900°C, and so could account fo r  the 
high-temperature anneal stage in F ig . 5.8b. In the room temperature im 
plant, on the other hand, the implanted region is converted completely into 
an amorphous layer; during subsequent annealing at ~600°C, this layer 
regrows epitaxially on the undamaged underlying crystal to form  a crysta l
line region that does not contain the above dislocation network, and so the 
high-temperature anneal stage is not required.

. SUMMARY

This is perhaps a good point at which to close. We have seen that, 
although ion implantation o ffers a lot o f potential as a means of fabricating 
exotic types of solid state materials, we need a much better understanding 
o f the in tricacies of the lattice d isorder problem before this potential can be 
fully exploited.
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6. NUCLEAR AND CRYSTALLOGRAPHIC APPLICATIO NS OF 
CHANNELLING

6.1. Introduction

The most extensive applications of channelling, as we have seen in 
the previous two sections, have been in the solid-state field . In this final 
section, we should like to discuss some o f the applications that are 
evolving in other fields - particularly in nuclear physics, where channelling 
provides a method of observing nuclear lifetim es in the 10"14 to 10_19s.
But, firs t we should like to describe what might be considered a crysta llo- 
graphic application, i .e .  the use of channelling for determining accurately 
the alignment o f a crystal. This is an important pre-requ isite of a ll the 
channelling studies that we have discussed already; it also involves an 
experimental technique that has been especially useful in some o f the 
nuclear life -tim e  studies.

6.2 . Crystal-alignment techniques

The channelling effect provides a simple method [1] for precise orien 
tation of a single crystal. F or this purpose, w ide-angle Rutherford 
scattering is particularly useful, because it can be applied to any crystal 
provided a proton beam of E ^  50 keV is available. With care, an accuracy 
of 0.02° can be achieved and an alignment to within 0.1° takes only 
10-15 minutes. The crystal is mounted on a suitable goniometer allowing 
rotation of the crystal at a certain tilting angle 0 to the beam (F ig . 6.1 ) 
and is then rotated through a fu ll 360° in the azimuthal angle $ . This 
produces a yield  curve such as the one in F ig . 6.2, in which sharp attenu
ations occur as the various close-packed planes are successively aligned 
with the incident beam. A  stereogram  (F ig . 6. 3) can then be constructed 
by marking o ff on the circumference o f a c irc le , the azimuthal angles at 
which these planar "d ips" in yield  occur. By properly connecting the pairs 
o f points1 that correspond to intersections o f the same plane, we readily 
obtain the exact location P  o f a m ajor crystal axis - in this case the <100)>. 
This whole operation can be performed in situ prior to the main channelling 
study. The beam can then be aligned exactly with the major axis by setting 
the goniometer at the azimuthal and tilt angles corresponding to the point P  
on the stereogram .

One interesting feature o f the method is that, by measuring the energy 
spectrum of the scattered protons, we are able to study simultaneously 
the channelling behaviour o f the beam at different depths beneath the crystal 
surface, as was discussed in section 3.9 (seeF ig . 3. 19).Hence, the method 
determines the crystal orientation'as a function of depth, and thus provides 
information on the mosaic spread along the beam direction. Typical depth 
resolution with a solid state detector is about 1000 A ; however, B^gh [2] 
has shown that this can be improved to 50-100A  by using an electromagnetic 
analyser (see, for example. F ig .F ig . 4. 15).

An alternative, but closely related, technique for determining the 
orientation (or even the structure) of a single crystal is to u tilize the 
"blocking" effect: i .e .  the directional dependence of the em ission o f atomic 
particles originating from  lattice sites. The rows and planes of atoms

1 Strictly speaking, these interconnecting 'lines' in the stereogram o f F ig .6.3 are slightly curved 
' arcs' — but the curvature o f  a 5° section o f  a spherical surface is far too small to be detected.
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FIG. 6 .1. Schematic diagram o f a typical 2-axi's goniometer assembly for channelling experiments, indi
cating the relationship between the tilt angle 6 and the azimuthal angle 4> in Figs 6.2 and 6,3.

A Z IM U T H A L  ANGLE

FIG,6.2, Rutherford scattering yield obtained on rotation o f a tungsten crystal around the<^100^>axis with 
a tilt angle (6 ) o f 5.0“ between the rotation axis and the incident proton beam (see Fig. 6.1). The incident 
proton energy was 3.0 MeV.

deflect (block) a ll particles that start out along low-index directions so 
that in an angular distribution outside the crystal there is a deficit of 
particles in directions para lle l to atomic rows and planes. W ide-angle 
Rutherford scattering is again the most convenient process with which to 
observe blocking but now the beam is brought in along a "random " direction 
in order to avoid channelling (see F ig . 3.13). During the backscattering 
process, the proton or helium ion penetrates almost to the center of the 
lattice atom; it can therefore be considered as "originating" from  a lattice 
site. A  photographic film  is placed 20-30 cm from  the crystal (to provide
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100°

FIG.6.3. Stereographic representation o f the 360° rotation in F ig.6.2. Azimuthal angles corresponding 
to the planar "dips” In F ig .6.2 ate marked o ff on the circumference, and points corresponding to the same 
plane are connected by a straight line. The intersection point, P, denotes the location o f the axis.
The radius o f the stereogram corresponds to the tilting angle o f 5.0°.

adequate angular resolution), and a "pattern" due to the orientation depen
dence of the emitted particles is observed: i .e .  strong attenuations in 
em ission rate occur along a ll the major axes and planes, thereby producing 
a crystallographic projection on the surface of the film , as is illustrated in 
F ig . 6. 4.

It is o f interest to note the large number o f higher-index planes (and 
axes) that can be observed in these blocking patterns. It turns out that, 
with complex crystal structures such as SiC or BaTi03, a considerable 
amount o f structural information can be deduced by comparing the re lative 
intensities of these various high-index planes. Thus, in the case o f SiC 
for example, there are m ore than 50 possible polymorphic structures; 
yet, by means of a blocking pattern, Barrett et al. [4] w ere able to deter
mine unambiguously, which structure to assign to a particular specimen.

The most commonly used "detector" fo r  observing blocking patterns 
is a piece of photographic film . The pattern in F ig .6.4, however, was 
obtained by an even sim pler method: v iz . by using a sheet o f cellulose 
nitrate and subsequently "developing" the sheet by etching away, with 
aqueous sodium hydroxide, the damaged plastic m aterial around each 
helium-ion track. This is in fact one o f the standard nuclear track detectors 
that are often used in nuclear physics. The grey areas in F ig . 6.4 contain 
~ 1 0 3 tracks/mm2, whereas the black (transparent) areas contain much 
fewer tracks - due to blocking. The use of cellulose nitrate has certain 
advantages over photographic film . It avoids the need fo r dark-room 
techniques, since the plastic is completely insensitive to light; it is even 
re la tive ly  insensitive to those energetic particles whose tracks have a fa ir ly  
low ionization density along them - such as protons or electrons.
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FIG.6.4. Blocking pattern o f helium ion "tracks" on a sheet o f cellulose nitrate (after etching in SN NaOH 
at 60°C for 2-3 min), produced by the backscattering o f 1.0-MeV He* from a {  111} surface o f GaAs. The 
central black dot with the bright halo is the aperture through which the incident beam entered the scattering 
chamber; the apices o f the prominent equilateral triangle correspond to the three ^L10^> axes at 34.4° from 
the central ^111^ axis. A large number o f higher-index axes and planes are clearly visible in the blocking 
pattern (from Marsden et al. Ref.[3 ] ) .

Another advantage is that, when necessary, the cellulose nitrate 
provides quantitative information on the exact number o f particles emitted 
within a given solid angle, since each backscattered helium ion produces 
one etch pit. Hence, by placing the etched sheet under a m icroscope, arid 
scanning stepwise through each of the axes or planes, it is possible to 
count the individual tracks and thus construct the orientation dependence 
o f the em ission yield: i .e .  one can produce a series of "blocking" yield 
curves s im ilar to those obtained with a solid state detector (F igs 3.12, 
3.13) - except of course that the blocking pattern does not normally provide 
much energy (or depth) resolution. One might argue that quantitative in
formation on the orientation dependence is available also with photographic
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film  by using densitometer techniques to measure the contrast between 
different areas. This is certainly true, but considerably greater accuracy 
may be achieved by counting d irectly the individual events or 'tracks '.

In the next sub-section, we shall see a 'practical example (F ig . 6. 6) 
o f how these 'track '-detectors may be used to provide quantitative in
formation on the blocking phenomenon in studying various nuclear life -tim es.

6.3. Nuclear life -tim e  studies

The most interesting application of chanelling in the field o f nuclear 
physics is almost certainly in the measurement of short nuclear life -tim es. 
This application is based on essentially the same principle as that for 
foreign-atom  location: i .e .  the ability, by means o f channelling (or blocking) 
behaviour, to pinpoint within ~  0 .1 A the location of a nucleus (re lative to 
the Qrystal la ttice) at the instant that it collides with or emits an energetic 
charged particle.

Suppose, for example, we excite a lattice nucleus by bombardment 
with an external beam of suitable energetic particles (fast neutrons, protons, 
etc). If this recoiling "compound nucleus" subsequently decays by emitting 
a positively charged particle (proton, alpha particle, fission  fragment, etc.), 
then the blocking pattern resulting from this em ission can be used to deter
mine how far the nucleus has recoiled  before decaying, as shown schemati
cally in F ig . 6. 5. Those nuclei decaying within ~  0.1 A  of the lattice site

^  COMPOUND N U C LEI O E M IT TE D  P A R T IC LE . E .Z ,

9  IN C ID E N T P A R T IC LE  0  L A T T IC E  ATOM, Z2

FIG .6 .5 . A schematic representation o f the angular distribution on emergence from a single crystal o f 
charged particles emitted (I) from lattice positions and (II) from a recoiling compound nucleus formed by 
interaction o f an incident particle with a lattice atom. The emission angle 0 = 0 is parallel to a row o f 
lattice atoms o f spacing d and atomic number Z2 (from Ref.[ 5 ]).

SINGLE CRYSTAL

0

MIN

0
EMISSION A N G L E R
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exhibit the fu ll blocking effect (curve I in F ig . 6. 5); those decaying at a 
slightly greater distance (0.1 - 0 .5 A) exhibit partial blocking - i .e .  a som e
what weaker and narrower dip such as that in curve II o f F ig . 6. 5 (see also 
F ig . 4. 21); and those decaying at much greater re co il distances (i. e. ~0 .7A  
or grea ter) exhibit essentially an isotropic em ission pattern. Since reco il 
velocities are usually in the range 107 - 109 cm/sec, the tim e taken to 
re co il 0 .1 A is only 10_16- 10‘18s. This time scale can be extended a factor 
of 2-3 by observing the blocking effect along an axis that is not perpendicular 
to the reco il direction, since it is only the velocity component v  ̂ perpendi
cular to the blocking axis that is involved in reducing the intensity o f the 
blocking pattern.

Thus, the principle involved in such a nuclear life -tim e  measurement 
is a simple one. Quantitative evaluation o f the life -tim e can be quite 
complex, however, as it requires a careful evaluation o f the dependence 
of the blocking 'd ip ' (i) on re co il distance in the intermediate region 
(0.1 - 0. 7 A) where partial blocking occurs and (ii) on the depth beneath 
the crystal surface from  which the em ission originates. In certain cases, 
only a rough estimate of the life -tim e  is required and then the problem can 
be greatly sim plified by assuming that a sharp transition between full 
blocking and isotropic em ission occurs at a cr itica l distance rc, where rc 
is roughly 3-4 times greater than the Thom as-Ferm i screening length, 
a ( i .e .  rc ~ 0 . 4 A ) .  The fraction of decays that occur before and after 
the nucleus has recoiled  this cut-off distance rc depends exponentially on 
the mean life -tim e t  of the excited nucleus: i .e .

the fraction decaying at r  < rc = 1 - e 'r<̂ VjT

and the fraction decaying at r  > rc = e~'c v̂±T

Consequently, the observed minimum yield Xobsfrom the recoiling nucleus 
can be expressed as follows:

-r./v T - ir/v T

Xobs^Wi-e ) + e (6 .1)

where Xmin is the minimum yield  observed from  a nucleus on a lattice 
site (curve I in F ig . 6 .5 ). Rearranging Eq. (1) we obtain

e ‘rc/vlt = ~.Xmin = y . . v .  ,e
e  _ Xm’n) obs *m in  Q 6 .2 )

Hence, the d ifference Xobs - Xmi„ between the observed yield  along an axis 
and that which would have occurred for perfect blocking provides a simple 
estimate o f the mean life -tim e  t  .

6.4 . F ission  life -tim es

The idea o f using the blocking effect to measure short nuclear l i fe 
times has been generally recognized fo r quite some tim e. As early  as 
1965 it was proposed independently and almost simultaneously by Gemmell 
and Holland [6], by Lindhard [7], and by Tulinov [ 8]. Successful appli
cations were not attempted until severa l years later, however, because o f
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FIG.6.6. Fission fragment angular distribution around the ^111^ axis in a single crystal o f U02: a) for 
12-MeV proton-induced fission, and b) for thermal-neutron fission. A distance o f 1 mm at the plastic 
(lexan) 'track detector' subtends an angle o f 0 .1s at the crystal (from Brown et a l . , Ref.[9 ] ) .
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the difficulty in finding a suitable reaction that involved charged-particle 
emission, and that might have a life -tim e  within the accessible range for . 
the blocking technique.

The firs t useful application2 was an investigation by F . Brown et a l.[9 ] 
o f the fission life -tim e  o f the excited nucleus 239Np (created by 12-MeV 
proton bombardment o f 238U) in a single crystal of U02. The resulting 
blocking pattern (F ig . 6.6a) was almost indistinguishable from  that obtained 
for thermal-neutron-induced235U-fission  in the same crystal (F ig . 6. 6b).
In the latter case, the reco il velocity is negligible, and so this provides a 
useful standard for the fu ll blocking effect (Xmin) averaged over the crystal 
depth from which fission  fragments are being emitted. Using Eq. (2), one 
can thus conclude that the fission life -tim e r  in the 12-MeV proton bombard
ment (which creates a 239Np re co il nucleus with a velocity of 2 X107 cm/s) 
must be shorter than ~ 4  X 10'17s, since the difference (X0t,s- Xmln) in F ig .6.6 
is certainly no greater than ~  . 03.

Subsequently, Gibson and Nielsen [5] investigated m ore carefu lly the 
proton-induced fission o f 238U and in  a narrow proton-energy region around 
10 M eV they observed a sm all but detectable reduction in the blocking 
effect (F ig . 6. 7), compared to the behaviour at lower (9 M eV) and higher

10 

g  Q8
UJ

o 06 
</>
£
z
UJ 0A

0.2

FIG. 6.7. Measured angular distributions, normalized at large emission angles, o f fission fragments emitted 
parallel to a axis for bombardment o f uranium oxide crystals with 10-MeV protons (solid line and
closed circles) and with 12- and 9-MeV protons (dotted line). The values indicated for the minimum yield 
for the 12-MeV curve are the averages, weighted by their respective statistical uncertainty, o f three runs 
at 12 MeV and one at 9 MeV. For the 10-MeV case, the minimum yield is the result o f 2 runs at 10 MeV 
(from Gibson and Nielsen, Ref. [5 ] ) .

2 Actually, the first attempt to study nuclear life-times by means o f blocking is due to Treacy [ 10],
who tried unsuccessfully 12 years ago to measure the l2C(d,p) life-tim e in an organic crystal, using a
3 -MeV deuteron beam. At that time, the concept o f channelling had not been recognized, and so he only
expected to observe some sort o f two-atom shadowing effect, rather than the much stronger blocking that
results from the sequence o f collisions with an aligned row o f atoms. It is interesting to speculate that, i f
Treacy had used SiC or UC (instead o f an organic crystal) for his 1ZC life-tim e experiment, he would
undoubtedly have been the discoverer o f the channelling (and blocking) phenomenon. An organic crystal
was unfortunately a rather unlucky choice, since such crystals are now known to exhibit rather poor
channelling dips.
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(12 M eV) energies. From  the difference inx-va lues between the two curves, 
one concludes that in the 10-MeV case ~  7% of the nuclei must be recoiling 
beyond rc before decaying - and so (from  Eq. (2)) the mean life -tim e  r is 
~ 6  X10‘ 17s. The interpretation of this strange oscilla tory dependence of 
life -tim e  on proton energy is rather complicated, but is associated with 
the onset of so-called "second-chance" fission - i .e .  em ission o f a fast 
neutron before fission occurs. A t 9 M eV there is negligible neutron 
emission; fission, therefore, involves a highly excited nucleus and so the 
life -tim e  is very  short. A t 10 MeV, there is enough energy available for 
neutron em ission and a significant amount of second-chance fission occurs; 
in such cases the nucleus is apparently de-excited enough to have a 
measurable fission life -tim e . A t 12 MeV and higher energies, however, 
even the second-chance fission nucleus s till has sufficient excitation energy 
that an immeasurably short life -tim e  is again involved. •

Several other fiss ion -life -tim e studies have also been attempted (e .g . 
fast neutrons and 25-M eV4He ions on 238U, and 200-M eV neon ions on 
tungsten), but with results s im ilar to those of Brown et al. [9]: i . e .  no 
detectable deviation from  perfect blocking, indicating that the life-tim es 
are too short to be observed.

6.5. L ife-tim es of the (p, p1) reaction

Recently, severa l groups [ 11-13] have also investigated life -tim es 
of various (p, p1) reactions in silicon and germanium lattices - with con
siderably better success. Essentially the same blocking technique is 
involved, except that the plastic track detector is replaced by a solid- 
state position-sensitive detector, since for protons this can provide not 
only the angular distribution but also the energy spectrum of the emitted 
particles. T im e is running short, so we w ill not discuss these experiments 
in detail. We shall m erely  summarize them by pointing out that in severa l 
cases life -tim es in the region 10*16- 1 0 '17 s have been observed and 
measured by means of the blocking effect. ’

6 .6 . Doppler-shift life -tim e studies

One of the most commonly used techniques of measuring nuclear life -  ■
times has been the Doppler shift method in which, from  the observed energy ,
shift of an emitted 7 - ray, one deduces the velocity of the recoiling nucleus
at the instant of em ission. I f  the initial reco il velocity vR and the rate of
slowing down (-dE/dx) are both known, it is possible to derive the mean
life -tim e t  of the recoiling nucleus. Typica l reco il velocities and ranges 
are 10s cm/s and 10-4 cm respective ly, so that life -tim es in the region
10-11- 10 -13 secs are norm ally measurable by this technique.

The "b lock ing-effect" offers a rather simple way to extend such ,
studies to much shorter life -tim es [14]. The y-ray itse lf, of course, does
not undergo channelling or blocking effects with the lattice structure - but
the recoiling-nucleus does! Hence, i f  this excited nucleus starts out almost
para lle l to an axial row (F ig .6 .8), then a m ajor change in its velocity  and i 
direction w ill occur when it passes the next lattice site: i.e. a fter a time 
ti = d/vRcos0. Since d is ~4 X 10"8cm, a typical value of t j  would be !
~4 X 10' 16 s. Nuclei decaying at t < t1 exhibit a much sm aller Doppler shift 
and in favourable cases (such as shown in F ig .6 .8 ) perhaps none at all.
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FIG. 6.8. Schematic representation o f the effect o f blocking on the direction and magnitude o f the 
recoil velocity Vr .

Thus, two Y-peaks should be observed, whose re lative intensities give 
d irectly  the mean life -tim e  t  . Note that the blocking effect not only extends 
Doppler-shift measurements to much shorter life -tim es (i.e . down to 
10-14- 10-i6s), but a lso it elim inates the need fo r (-dE/dx) data, since the 
reco il velocity vR is essentially constant over the path length d.

However, as fa r as we know, no one has yet attempted such a measure
ment.

6.7. Po larized  deuteron beams

As a final example of potential channelling applications in nuclear 
physics, we should like to cite an interesting but rather puzzling experiment 
by.Kaminsky [ 15] on the use of channelling to produce highly polarized 
deu teriu m  b e a m s.

His experimental arrangement is illustrated in F ig .6.9. A w ell- 
collimated beam of 200-keV deuterons is allowed to pass through a thin 
magnetized nickel crysta l para lle l to its <110 / axis. On em erging from  
the crystal the un-neutralized deuterons are swept away by an electrostatic 
deflecting field; the neutralized deuterium atoms (DO) then drift a con
siderable distance (50-100 cm) in a weak magnetic field  and eventually 
strike a tritium (in titanium) target. An array of three solid-state detectors 
is used to search fo r  anisotropy in the emitted a -partic les from  the 3H(d,a)n 
reaction, and this anisotropy in turn indicates the degree of tensor po lari
zation present in the deuterium beam.

The idea behind the experiment is that the magnetized (nickel) crystal 
has an excess of, say, spin-up electrons and therefore there- is an enhanced 
probability that the neutralized deuterium w ill em erge with a spin-up 
electron. During the subsequent transition from  strong to weak magnetic 
fie lds, a hyperfine coupling between electron and nuclear spins may then 
induce some degree of nuclear polarization. The main reason fo r using a 
well-channelled deuteron beam is to prevent it from  interacting with the 
innermost (K- and L -sh e ll) electrons; this enhances the probability of .
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electron capture occurring from  the 3d-shell, which of course is the shell . 
that contains the polarized electrons. However, there are also other 
advantages, such as less multiple scattering (and therefore a much greater 
transmission to the tritium target) and less radiation damage to the 
nickel fo il.

The result of Kaminsky1 s firs t experiment was a ve ry  striking one in 
that he observed the maximum possible degree of tensor polarization, indi
cating that 100% of the deuterium atoms em erging from  the nickel crystal 
must have captured a spin-up electron. This is a very  surprising result. 
There are 28 electrons in each N i atom and, when fully magnetized, the 
number of extra spin-up (or spin-down) electrons is only 0.6 per atom - 
so that one would norm ally expect the electron polarization of the emerging 
deuterium to be no more than 2-3%. Even i f  channelling restricts  electron 
capture to electrons in the outermost shells (3d and 4s), this s till involves 
10 electrons and so the maximum electron polarization (on a random- 
selection basis) would s t ill only be ~6%.

D E T E C T O R  I

D E T E C T O R  2 0

FIG .6 .9 . Schematic diagram o f Kaminsky ’ s experimental arrangement fot producing and analysing a 
beam o f polarized deuterium (from Ref.[ IS ]).

Feldman et al. [ 16] also has attempted to produce polarized deuterium 
beams in this manner. His result was somewhat less striking in that it 
only required ~50% of the em erging deuterium to have captured polarized 
electrons - but even this figure exceeds the above simple estimates by 
roughly a factor of ten.

From  these unexpectedly large degrees o f polarization, it is evident 
that some rather interesting atomic physics must be involved in the 
electron-exchange processes that occur within a magnetized crystal.
Further investigations of this polarization effect may therefore be of value 
not only as a potential method of producing polarized nuclear particles, 
but also as a technique fo r studying the nature of atom ic-collis ion  processes 
in crystals.
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SUMMARY

This concludes a rather sketchy account of channelling applications in 
crystallography and nuclear physics. In these areas, channelling has not 
yet attracted such widespread attention as it has in the solid-state field 
(sections 4 and 5), and, indeed, many of the examples discussed here have 
not yet been fu lly exploited.
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Abstract

STATIC MAGNETIC INTERACTION AND NUCLEAR MAGNETIC MOMENTS.
1. Introduction and definitions; 2. Nuclear magnetic dipole moments; 3. Hyperfine magnetic 

fields; 4. Conduction electron polarization; S. Core polarization and localized moments; 6. Rare-earth 
solutes; 7. The d10 s2 p° solutes.

1. INTRODUCTION AND DEFINITIONS

The subject of this paper is the present state of understanding o f the 
static magnetic interactions and o f nuclear magnetic moments. By "static 
magnetic interaction" we shall understand the interaction between a static 
magnetic fie ld  B and a static magnetic dipole moment o f nuclear state Jl.
Such an interaction is described by the Hamiltonian

£T (M x) ■ - i J . § = > - / x zB  (1)

when the z-ax is  is chosen to be para lle l to B, and the vector B has the 
components (0, 0, B). Let us dwell for a while on this interaction and its 
general properties. This Hamiltonian is a special case o f the general 
Hamiltonian describing the interaction between a static multipole moment 
^  (ttL )  and an external fie ld  V (L ), which can always be written in the form

S r(T L ) = ^ ( - D ^ j r L J V ^ L )  (2)

where the V_M (L ) are appropriately chosen spherical tensor components 
used to describe the external field. If this fie ld  can be described classically,
i. e. i f  it is produced by macroscopic charge and current distributions, such 
as currents in electromagnets or, under certain conditions, ions in a crystal 
lattice, then the m atrix elements of the interaction Hamiltonian in the angular 
momentum representation are given by

<Im ' |g T l» L ) |lm >  = < l m |u r ( » L ) | l m '>  V_M(L)

= (- 1 )I' m' C L -  L )  « I I - * ( » L )| | I >  V .p(L ) (3)

If the Hamiltonian describes an axia lly symmetric interaction, it is 
diagonal when the sym m etry axis is chosen as the quantization axis.

565
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The moment associated with a magnetic multipole quantum can be 
written in the general form

^  (M L, p ) = J~$(r)(r X V ) [ j L(qr) Y L(i(r )] dr (4)

where q is the momentum, j ( r )  the nuclear current density, and the radial 
function j(q r ) is a spherical Bessel function of order L , representing the 
radial wave-function for a fre e ly  propagating quantum. The wavelength 
of the proton is usually large compared to the nuclear radius and fo r qr « 1  
one can employ the Bessel function expansion; in most cases, retaining 
only the leading term  is a good approximation. In this case, the magnetic 
multipole moment reduces to the simple form

^ (M L ,p )=  / T ( ? ) ( ; x v ) r Lv ; ) d T (5)

which is often used as a definition o f the magnetic multipole moment.
The internal structure of a nucleon extends over a domain sm all com

pared to the size o f the nucleus. To a firs t approximation, we may there
fore regard the nucleons as point particles having a charge and a magnetic 
moment. Neglecting re la tiv is tic  effects in the nucleon motion, the current 
density for such point particles is  given by

T(r) = ̂ e ( i - t z (k)) | (v k6 (r - r k) + 6 ( r - r k)vk) + ||j ^ g s(k) V X s k6 (r - ? k) (6 )
k k 

'-----------------V------------ :------ - v ------------------V---------------- '

convection current contribution from
magnetization

where t z = + i  for neutrons and - 5  for protons. The spin g-factor is

gs = l ( g p+ g n) + t z(g n- gp) (7)

In Eq. (6 ) the only param eters are the magnetic moments /u = \  g s, which 
are found to be /jp = 2. 79 n. m . , n D = - 1. 91 n. m. and differ considerably 
from  the point-particle values satisfying the D irac equation, p p = 1, p n = 0. 
In the point-particle approximation, we obtain for the magnetic multipole 
moment

= ^ I < g s W ® k + ^  ^ k) 4 - v <rLkYL(I( V  * »  (8)
k

using the identities V X  ( V X r )  r LYLfI = (L +  IJTO^Yl,, and i i !  = M (r X v), 
where g { = tz is the orbital g-factor. Expression (8 ) s till holds with 
the "true" g-factors as long as they are constant fo r individual nucleons.
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The magnetic multipole moment is an irreducible tensor o f rank t .
Its parity ir = (- 1 )L+1, and, consequently, a nuclear state can have only odd 
static magnetic multipole moments, which are defined as the expectation 
values of the multipole, operator for the state m = I:

W L) = J ^ Y < n | u f (M L )| n >  (9)

The most important static magnetic moment of nuclear states is the dipole 
moment, usually simply re fe rred  to as the nuclear magnetic moment. It 
is defined as

ix = N/ ^ " < I I | ^ '0(M 1 )| II>=  ( m\ I  })< l| | u f(M l)| | l>  (10)

The operator of the static magnetic dipole moment is  a vector operator 
and is often written as

M (11)

The relation between the magnetic dipole moment operator and the vector 
y. has the form

( M l>  -  \ [ j ~  2 M c

where u denotes the spherical components of /!. Thus a definition equivalent 
to definition (10) is

a  = < Il|n z |lI> (13)

The m atrix elements of the static' magnetic interaction (3) can also be 
written as

< Im '| ^ (M l)| lm >  = - ^  B ( - l ) I -m' J ^  )  <1 ||^(M1) | |l > (14)

and we see that the interaction m atrix is a diagonal one. Thus the energy 
eigenvalues are given by the well-known expression (in term s o f the nuclear 
g-fac to r)

E (m) = <Im  |^ (M 1) |lm > =- gB|unm (15)
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A  nuclear state of angular momentum I splits into 21+1 equally spaced 
magnetic sub-levels under the influence of the discussed static magnetic 
interaction. A  direct measurement o f this energy splitting makes it 
possible to extract values o f the static magnetic moment fo r known fields, 
or to study the fields acting on the nucleus with a known magnetic moment. 
As an illustration of the magnitude of the energy splitting, let us take a 
fie ld  of 20 kGauss and a nuclear g-factor of 1. For such a case we obtain

|AE| = |E(m) - E ( m -  1)|= 6X10‘ 8eV

or, introducing the Larm or frequency.

_ E (m) - E (m - 1 ). 
h - gBMn/h

we obtain u o f the order of 108 s ' 1.
The static magnetic interaction, as a product o f two factors, e. g. 

the nuclear magnetic dipole moment and the magnetic fie ld  acting on the 
nucleus, is a very  large subject to review , so that I am forced to select 
certain problems. We shall lim it our review  to a discussion of the present 
understanding o f the nuclear magnetism, e. g. the structure o f the magnetic 
dipole operator and o f the nuclear wave-functions, and to the problems of 
hyperfine fields acting on the nucleus and produced by its surroundings.

H (ga u ss )
r(se c )

i<312
u r * O . I
10'|8r

M ethods to 
produce H Orientation

10°

10'

I04

I0£

J
8
1!■u,

10

to,-2 10'

l(J4 -

10* >- 10f6L

FIG. 1. Illustration of the applicability o f different experimental techniques for magnetic-moment 
determinations.
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This choice was guided by the fact that perturbed angular correlations 
or distributions, which are one of the main subjects o f these Proceedings, 
turned out to be a very  powerful method, with further perspectives for 
success, fo r the., study of these problems. As an illustration of the l im i
tations chosen F ig . 1 may serve, where the firs t two lines indicate the m ag
netic fie ld  necessary to cause an easily  observable perturbation (that is 
for ut = 0. 1) in nuclear states having a g-factor o f 0. 3 (an often observed 
value) and various mean life -tim es t .  The second group of lines indicates 
the methods o f producing the necessary fields. Radio-frequency fields 
(used in NMR measurements) are suitable fo r life -tim es o f about 10"5 s, 
and extend to about 10 ns when use is  made o f hyperfine enhancement o f the 
fields in ferrom agnetic m aterials. Conventional magnets can be used to 
perturb states down to about 1 ns, and for s till shorter life -tim es  two 
techniques are used: the static hyperfine fields in ferrom agnetic m aterials, 
and transient magnetic fields present in highly excited free ions. The third 
group of lines contains information about producing oriented nuclei essential 
to angular correlation or distribution experiments. In nuclear reactions, 
the main problem is the preservation o f orientation for tim es comparable 
to the nuclear life -tim e . This is easy only fo r life -tim es shorter than 
about 1 ns, and m oderately difficult fo r tim es up to 1 /us. Angular co rre la 
tions with radioactive sources and Coulomb excitation are methods very  
sim ilar to nuclear reactions fo r orienting n u c le i but random coincidences 
and vanishing excitation probabilities set the lim its fo r these methods.

The most attractive region fo r angular correlation and distribution 
experiments is thus from  about 10 psec to 1 n se c , and the la rge number 
of nuclear states with lifetim es in this range, makes these methods so 
powerful and prom ising to study both the nuclear magnetism and the hyper
fine fields.

2. NUCLEAR MAGNETIC DIPOLE MOMENTS

Most theories o f magnetic moments start from  the single-particle 
model, where

H = g t ? +  g ss = g j  + (gs - g j j s

with g j = 1 (0) and g s = 5. 58 (-3. 82) for proton (neutron), represents the 
dipole moment of a point nucleon moving in a static binding field . F or a 
nucleon in a shell-m odel orbit the expectation value of this operator may 
be evaluated in the vector model. Using the general expression fo r the 
expectation values o f vector operators

< jm |v2 |jm>= j ^ r j  < jm | v .] |jm> (16)

we obtain the well-known Schmidt values

= 3< (T?1)' j =T T T  {g*j<j + D + (gs - g { ) < s - 7 > }

= j { g { ±  (gs - g , ) 2 l T T  }  for J- (17)
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where the quantity has been evaluated by squaring the identity
j*- s = 1. This expression is valid fo r single-particle and for single-hole 
configurations, as the operators S. and s are even under particle-hole 
conjugation.

Expressions (15) and (17) are expected, however, to be modified, 
owing to nucleonic interactions which influence the intrinsic structure 
of nucleons in nuclei, and their ve loc ity  dependence gives rise  to additional 
term s in expression (15). The smallness of the kinetic energies o f nucleons 
in nuclei compared with the excitation energy of nucleons may suggest, 
however, that the interaction term s in the magnetic moment may be treated 
as corrections to the predominant one-particle moment (for a m ore detailed 
discussion see Ref. [1 ]).

An estimate of additional term s in the nuclear-current operator (thus 
also modifications to the magnetic-moment operator) involves an analysis 
of the mesonic currents associated with the interactions in nuclei. An 
interesting specific effect, which was studied m ore or less tentatively 
by severa l authors [2] ,  is a possib ility of reducing the anomalous nucleonic 
moments caused by the presence of neighbouring nucleons, which inhibit 
certain meson emission and absorption processes. Recently, Chemtob [3] 
using the m eson-theoretical approach in the one-meson exchange approxima
tion, perform ed numerical calculations o f the interaction moments fo r odd- 
mass nuclei with closed shells in the jj-coupling sense ±  one nucleon. A 
comparison of experimental magnetic moments for this group of nuclei with 
Chemtob's theoretical predictions is shown in Fig. 2. The absolute values

AM = ClMnp-HtMc*
Mo

i

Pw'SMi '
•1 inside Schmidt lines 
-1 outsid* Schmidt lines 
doubly closed shets 
>1 nucleon

3H isN ”0  "A l J,P 3,Cl *'C a 71 Ga 17Sr 51 Zr * S n  “ Tl “ Bi 
>He aQ i7F ” 5i ” S  *K  ’'C o ,7Rb "V  mln ” &u " ’Pb

FIG. 2. Deviations of theoretical predictions on magnetic moments o f odd-mass nuclei with jj-closed 
shells + one nucleon from experimental values. The sign of the deviations is chosen to be positive i f  ex
perimental magnetic moments are.between the Schmidt lines, negative for excess moments.
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of the differences between the experimental and theoretical magnetic m o
ments are shown in this figure, but they are given a positive sign fo r ex
perimental moments lying between the Schmidt lines, and a negative sign 
for excess moments. It can imm ediately be seen that the interaction m o
ments are not the predominant correction  needed to explain the experimental 
data. This correction essentia lly causes a sm all shift o f both Schmidt lines, 
upwards fo r odd-proton and downwards fo r odd-neutron nuclei. The satis
factory features are the explanation o f the excess moments of 3H and ^ e  ■ 
and the very  sm all correction for 207 Pb (-0. 07 n. m . ) compared with the 
much la rger (although not sufficient) one fo r 209Bi (0. 50 n. m . ), both going 
in the right direction.

Although fo r the lightest nuclei (A £ 17) the agreement between experi
ment and theory is fa ir ly  good (the agreement for the ieO region may be 
fortuitous, as significant configuration mixings are suggested there), the 
large deviations fo r heavier nuclei must be explained by other effects. The 
large difference between the light and heavy nuclei makes it unlikely that 
we are dealing with a modification o f the intrinsic properties o f nucleons.
The observed trend o f the deviations finds, however, a simple explanation 
in term s of a polarization effect o f the closed shells, due to forces exerted 
by the valence nucleon on the rest o f the system. The polarization effect 
on magnetic moments depends dec is ively on the configuration of the closed 
shells since the main effect is associated with the presence o f unsaturated 
spins in the closed shells, which can be partia lly  aligned by interaction with 
the spin of the valence nucleon.

In the treatment of the spin polarization different equivalent methods 
can be used (see Ref. [4 ]). One can use an.average spin-dependent fie ld  
in which the particles in the closed shells move, a method sim ilar to that 
applied in the treatment of the quadrupole polarizab ility of nuclei. One 

■can calculate the spin polarization effect in 'term s of a coupling o f the 
valence particle to the co llective spin-mode characterised by the quantum 
numbers X= 1 ,  a  = 1 ,  t  = 1 ,  u = +, which might appear at about 5-7 MeV; 
this method is an extension o f the treatment of electric-d ipo le polarization. - 
Finally, one can use the m ore conventional language of configuration mixing, 
in which we speak o f the admixture of configurations with particle-hole ex
citations coupled with the valence-nucleon mode characterized by the wave- 
function

|j>= |(closed sheH) j > + ^ c ik |[ (jir1jk )J , j ] I  = i>  (18)
i.k

where the important restriction  on the quantum numbers is that and jk 
are spin-orbit partners, e. g. j. = I  + j ,  jk = t  - j .

The effect of the spin polarization on magnetic moments depends on 
the form  of the residual interaction. The main effect is expected to come 
from  a simple spin-exchange force of the type Vor (r 12) (51 • a 2) ( r a • t 2 ) ,  

in which case the magnetic moment operator takes the simple form

g j +  (gs - g , ) s ( l  + a) = g 4T + ( g f f - g { )s (19)
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where a  is the spin po larizab ility  (or < 0).. A  rough estimate o f a in firs t-  
order perturbation theory can easily  be made:

* m " 2 i° >■ - k  i°>! 

<2 0 >

208F or Pb, for example, the closed shells o f the h n / 2 protons and i 13/2 
neutrons can contribute to the effect, thus with VOT -  25/A  MeV and 
A e ls = 5 MeV we obtain

“ (1) = 6^ f r 5 (12 + 14) = - 0 .8

This rough estimate indicates that g s changes by the amount o f its own 
value.

It is clear that in such a situation the firs t-o rd er perturbation effect 
is not adequate and higher-order term s must be considered, e. g. the total 
po larizab ility  is not only the effect o f the last partic le , but also o f the par
tic les in the closed shells acting back on the closed shells themselves.
The total polarizab ility can, however, be expressed in term s o f the firs t-  
order polarizab ility as (see Ref. [4 ]):

a (D
“ = T T W  <21>

For the 208Pb core we obtain a  ~ -0. 45 and gfff -  0. 6 gs.
Although the force considered produces the predominant part o f the 

effect, the polarization effect, nevertheless, cannot be described simply 
in term s of a renorm alized gs factor, and the complete spin dependence 
of the actual interaction has to be considered in order to make quantitative 
estimates. Several attempts in this direction have been made with the use 
of rea lis tic  nucleon-nucleon interactions [5, 6 ]. Results of calculations 
with the Kalio-K olltve it and the Hamada-Johnston interactions [6] are shown 
also in F ig . 2. With the exception o f nuclei with the 160  and 40Ca cores 
(the only ones closed in the L -S  sense), where only h igher-order effects 
can contribute, the calculations are made in firs t-o rd er perturbation theory. 
Second-order contributions fo r 29Si and 209Bi deteriorate the agreement be
tween theory and experiment. This is not disturbing fo r 29 Si, as it is a 
deformed nucleus and should be treated rather within the H artree-Fock 
fram ework with a deformed basis, but 209Bi remains an unsolved problem. 
Although an overa ll improvement in the comparison o f experimental and 
theoretical results on the magnetic moments is noted, an enormous amount 
of work has s till to be done in order to test the ideas and reach a quantitative 
agreement.
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Going away from  closed shells, the problem of calculating magnetic 
moments of bound nuclear states becomes more complex and difficult, 
as we enter a ll the open problems o f describing the state o f a m any-particle 
system with many degrees of freedom. Although the proper wave-function 
is the crucial point in calculating nuclear magnetic moments, the broad 
scope of the problem and the restricted  space o f this paper do not allow us 
to go into details. Instead o f trying to make a very  incomplete review  
of the open questions in nuclear-structure' theory and of the recent attempts 
towards better understanding of nuclear structure and forces, let us draw 
some conclusions about the agreement of experimental data and theoretical 
predictions on nuclear moments.

We do not have "good" wave-functions fo r few particle configurations, 
and the various attempts to describe co llective states in spherical and 
transition nuclei have met with moderate success in reproducing the ex
perimental magnetic moments.

In the recent years, the most significant advances in experimental 
information on magnetic properties of nuclei have been made in determining 
the g-factors of 2+ states throughout a wide range of nuclei (56 § A § 208) 
which show a surprisingly narrow distribution of values between about 
0.25 and 0.45, implying a common character of these states in deformed 
and nondeformed nuclei. F igure 3 shows, fo r  example, experimental 
g-factors of the firs t 2+ states in the region G e-Te , together with some 
theoretical predictions. Calculations based on the description of these 
states in term s of harmonic quadrupole vibrations about the spherical 
equilibrium shape by means o f random-phase approximation (K isslinger

1.5 } IMPACT 
\  RADIOACTIVITY 
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FIG. 3. Comparison of experimental and theoretical g-factors for die first 2+ states for isotopes o f Ge, 
Se, Mo, Ru, Pd, Cd, and Te.
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0 .6  r

FIG. 4. g-factors of the first 2+ states for the N = 88 isotopes.

and Sorensen, Lombard) have yielded substantial fluctuations in g-factors 
because of large admixtures of two-particle configurations. The pheno
menological model of G reiner [7] based on the assumption of a distribution 
of the protons more spherical than that of the neutrons because of the d if
ference in the pairing interaction, gives, in the region shown, reasonable 
agreement with experiment. This is not so surprising as the inclusion of 
pairing results essentially only in a lowering of the co llective g-factors 
compared to the classical hydrodynamical value Z/A. The low values of 
g(2+) in the Te-isotopes and the high values for the Hg-isotopes are, how
ever, beyond the scope of G re in er 's  model.

A different approach was made by Baranger and Kumar [8], who des
cribe the nuclear motion as completely co llective, but use a m icroscopic 
theory of the collective parameters utilizing pairing plus quadrupole forces 
in their calculations. Th eir unified model applied to nuclei from  barium 
to lead predicts nearly constant values of the g-factors for the firs t 2+ 
states in fa ir  accord with experiment, a sharp decrease in g-values for 
the m ercury isotopes when approaching the double magic 208 Pb, and an 
increase of the g-values in Nd and Sm isotopes when approaching the 
N = 82 closed shell. Experimentally, no drop in the g-values for the 
m ercury isotopes was found, and in the Nd-Sm isotopes a sharp decrease 
is observed instead of the predicted rise . Another failure of the Baranger- 
Kumar predictions is found in the N = 88 nuclei (F ig .4 ), where they predict 
a nearly constant value of the g-factor but experimentally we find a very  
marked variation.
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A somewhat c lea rer and more satisfactory situation exists fo r the 
deformed nuclei, fo r which the wave-functions used describe rather w ell 
most of the observed features fo r low excited states. The magnetic m o
ments fo r these nuclei have additional contributions arising from  the 
co llective rotations, and have the form

K2 l+ l
V = g Ri + (gK - g R ) f T T [1 + ( ' 1) (2I + 1) V K. i ]  (22)

where gR is the rotational g-factor and b0 (entering only fo r  K = i  states) 
is a decoupling parameter.

The rotational g-factors for the ground state rotational bands were 
calculated by P r io r , Nilsson and Boehm [9], who started from  the cranking 
formula andusedNilsson's wave-functions with inclusion o f pairing co rre 
lations. The cranking-model expression fo r gR is

g =— ----- + (gP - 1) ■ Wp + gn — n-----  (23)
R ^"p+^n lgs + ^  gS ^ p + 5r

where

&  = 2h2 V ^  (U V - U V ) 5*  /  E  + E  v )
1 u. v II,v r

(24)

W = 2h'2 V lix 1 s x1m>
L
II,V + E„

(U„V„ - uMv „ ) 2

fo r the even-even nuclei. These expressions are modified fo r the odd-A 
nuclei by excluding in the sums term s with /j = a, where a  is the state 
Occupied by the odd nucleon, and by adding one-quasi-particle transition 
term s

2h2V  (U„ Ua + Y„Va)2 to g r  and
L-J E y - Ea 
v f  a

2h2Y ljxlgX g hx ly>  (U„Ua +V„Va)2 to W
—1 XT' "C1

v£a

A  comparison o f experimental and theoretical results fo r g Ris shown 
in F igs 5 and 6, where the shown theoretical values correspond to the 
pairing parameters Gp = 23.5/A MeV and Gn = 18/A MeV, obtained from 
the best fit to the odd-even mass differences. As is easy to see, the general 
agreement is reasonably good, and one is even tempted to extract the pairing 
parameters from  rotational g-factors instead from  the odd-even mass d if
ference. There are, however, s till some experimental problems, as d if
ferent methods yielded different results in the Sm, Gd, and Yb isotopes.
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The intrinsic gyromagnetic factors gK are given by the formula

gRK = g t K + (gs - g|)< K | s i |K> (25)

and can be calculated fo r the Nilsson wave-functions. A  systematic 
deviation of the Nilsson estimates with g£ree can, to a very  large extent, 
be explained by a spin-polarization effect. A  comparison o f the experi
mental effective gs -factors with theoretical estimates, derived with the 
simple spin-exchange interaction V ^ .ffj■ ‘ ^2 1*0] *s shown in F ig .7.
(It may be noted that the same interaction explains quite w ell the retardation 
o f the G am ov-Teller beta transitions. ) It has also been pointed out [11] that 
the expectation value of the transverse spin component <s+^  (entering into 
b0 and B(M1, K -» K  ±  1) may be more influenced by the spin polarization 
than the <s0Rvalue, thus in deformed nuclei a difference in the longitudinal 
and transverse polarization may occur. The presently obtained evidence 
of these two polarizations is shown in Table I.

A  general conclusion that can be obtained from  the comparison of 
experimental and theoretical values o f magnetic moments is that we do 
not yet have a theory which could predict magnetic moments better than to 
a few tenths of the nuclear magneton. The "phenomenological" as w ell as 
the "m icroscop ic" theories are only approximation schemes based on a 
number of param eters taken from  observation. The different approaches 
result, of course, in a different ability of reproducing magnetic proper
ties of nuclei, but, generally, the more internal parameters are taken

FIG.7. The effective spin g-factors, g®^. for odd-A deformed nuclei reproduced from R ef.[10 ],
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Tm  0.74(4) 0.710 0.55(9) 0.572
<gK -g R >b = +0.337(71)
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from  observation the better is the agreement with experiment. Neverthe
less , the magnetic moments s t ill remain an important and sensitive tool 
fo r testing the nuclear coupling schemes and fo r pinning down the main 
components of the nuclear wave-function.

We have tried to point out some of the open problems in the theory of 
nuclear magnetism, the most important of which is the proper description 
of the-structure of the nuclear states. Although the experimentalists are, 
at present, in the lead in investigating magnetic properties of nuclei, never
theless, a further e ffort in obtaining accurate and reliab le data is needed, 
particu larly fo r  states whose structure is understood, by now. New valuable 
information on magnetic moments can be expected and obtained fo r short
lived excited nuclear states; to determine them, high magnetic fields of 
the order of 105 - 106 G, e.g. hyperfine fields are needed.

3. HYPERFINE MAGNETIC FIELDS

The subject of hyperfine magnetic fields and the methods applied for 
their investigation are a very  wide field , and we shall not give a complete 
review  of this field . We shall therefore lim it our presentation to hyper
fine fields occurring in the case o f nuclei embedded as solutes in ferrom agnetic 
lattices. Such solutes are produced as alloys, by diffusion, and by implan
tation of radioactive nuclei by means of magnetic isotope separators, or 
by reco il implantation in nuclear reaction and Coulomb excitation processes. 
Solute fields are of considerable interest because they can be used to study 
the particular interactions that give rise to hyperfine fie lds, and they have 
also practical importance as they provide magnetic fields o f about 104 to 
10® G at solute nuclei.

Before entering the discussion of the different e ffects that contribute to the 
solute hyperfine fie lds, it is necessary to define the term  "hyperfine fie ld ", 
as there is some confusion in the literature about hyperfine, internal, and 
effective fie lds.

In a ferrom agnet a nucleus ranging over a certain domain may ex
perience an effective field

Heff = H0 + H jf + Hl - DM (26)

where H0 is the applied external fie ld , Hjjf the corrected hyperfine field ,
D is the demagnetization factor and HL is the Lorentz fie ld , 4/37rM, -plus 
the field  arising from  dipoles in the Lorentz cavity. As H{jf and HL are 
essentially co-linear, the sum H{jf + H L is usually called the hyperfine 
or internal field . The name "hyperfine" im plies that this fie ld  arises 
from  the hyperfine structure of an atom. In fact, a hyperfine fie ld  can 
be observed only under a special set of conditions affecting the hyperfine 
structure, and, in general, these conditions have to be specified in order 
to make the name "hyperfine fie ld " meaningful.

F o r  a free  atom, the spin Hamiltonian is

£T= 7,^0 • ? - 7 ^ 0 - T + A J - f (27)
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where is the Land£ g-factor times the Bohr magneton, 7 , the nuclear 
g-factors times the nuclear magneton, and A the hfs constant. F o r H 0 = 0, 
the spins I, J, and F  are good quantum numbers, but not M j , and no 
hyperfine field exists. F o r  large H0, Mj and Mj become good quantum 
numbers, and the effective spin Hamiltonian may be approximated by

"/jHo Jz - 7iH0I z+ A  JZI Z (28)

The system is then resolved into (2J + 1) manifolds of (21 + 1) states, 
and within each manifold, M j is a good quantum number, the nuclear 
states have relative energies - 7 ]Heff M j, and the hyperfine field  may be 
defined as

H hf = H e ff -  H 0 = -  ^  M , (2 9 )

This definition is only accurate to firs t order as terms of the order 
(AI/yjHq )2 are omitted. F o r the free atom case, the system is isotropic, 
fo r eve ry  Mj one has a unique Hhf, and H 0, H eff, and HM are collinear.

In the case of a weak crystal field , the free-ion  approximation may 
sometimes be s till valid, as, fo r example, in the case of rare earths, 
where the spin-orbit coupling is large compared to the crysta l field , 
but this approximation is not applicable in general. F or each crystal- 
field  multiplet, however, we may use the anisotropic spin Hamiltonian

- £  Y ^ S ;  - 7lH 0- 1 + £ A i S'1I i (30)

with the effective spin S' of the electronic multiplet. In the h igh-field 
lim it, each crysta l-fie ld  leve l is resolved into (2S + 1) manifolds of 
(21 + 1) states and within each manifold

H eff=H j ,+ H £ f (31)

and

13'hf I = ^  M s- ( 3 2 )

can be defined with the effective external fie ld  H0 and effective hfs constant 
A f. The s im ilarity  of the definition fo r the two cases is superficial, and 
none of the three features of the free-ion  case may be valid fo r the weak- 
crysta l field. Therefore, if we speak of a hyperfine field , we have to specify 
carefu lly the conditions under which it is observed.

In a ferromagnet, the spin-spin exchange "fie ld " takes the ro le of the 
external field . In the weak-crystal case, i f  the spin-orbit coupling is large 
compared to the exchange and crystal fie lds, and the exchange energy is
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large (or sm all) compared to the crysta l-fie ld  energy, then the spin 
Hamiltonian can be diagonalized in the J, M (or S' , M s*) representation.
Thus the exchange field  orients which in turn orients J (or S ') through 
spin-orbit coupling, and J (or S ') determines H y.

F o r a solute in a ferrom agnetic m aterial, the situation is even more 
difficult than in the two cases mentioned, fo r  which the wave-functions for 
the atom or ion, and so the contributions to H],f, can be worked out rather 
rigorously. The spin Hamiltonian for the solute may be written in a general 
form

£r = vcf + 2fiBaex.3 + x£-£ - riac-T

+ 2AlB7 1< r ‘ 3> | l - I  + [? L (L  + 1) - k ]S -T -|€ [(L -S )(L -T ) + (L-I) (L-S)]j-

(33)

This Hamiltonian w ill only be used to follow  the contributions to H^f 
and not as a means for exact calculations. It is written in term s of the 
co-ordinates of the lattice (crysta l field  potential Vcf, exchange field  ftex) 
and of the solute ion core (C, 13, and "I). The expectation value < r "3> is 
evaluated fo r the open electron ic shell ( i f  any) of the solute. Generally, 
the firs t three term s must be evaluated firs t, as they are large and 
determine the zeroth-order wave-functions for evaluating m atrix e le 
ments of the other six term s, which are linear inT. The fourth term  
describes conduction-electron polarization: H c is essentially, but not 
exactly, proportional to the lattice magnetization. The five term s in 
curly brackets represent the fam iliar F e rm i magnetic hfs interaction in 
operator notation. The T, • T term  represents orbital magnetism, the J? -T

Solute otomic number

FIG. 8. Solute hyperfine fields in iron lattice, reproduced from the review of Shirley et al. [12 ].
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FIG. 9. Dependence o f the solute hyperfine fields on the magnetic moment o f the ferromagnetic host.
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term ' core polarization, and the three term s in 5 spin-dipolar-nuclear- 
dipolar interaction. The complexity of the Hhf concept fo r  ra re  earths 
in ferromagnets arises from  the fact, that the spin-orbit term  is 
not sm all compared to the firs t two term s in the Hamiltonian.

To  study the mechanism producing hyperfine fields at the solutes in 
ferrom agnets, it is useful to survey the fields reported in the F e , Co, 
and N i lattices. A  review  of these fields was made recently in a publication 
by Shirley, Rosenblum, and Matthias [12] on which we re ly  strongly in this 
part o f this contribution. The data as collected up to now give strong 
evidence of the induced nature of the solute fields by severa l characteristic 
features:
i) The solute fields vary rather smoothly with atomic number, as is 
shown in F ig . 8 fo r the iron host.
i i )  F o r most o f the solutes, the induced field  is approximately proportional 
to the atomic moment of the host lattice as is seen in F ig .9.
iii) The temperature dependence of the solute fields follows the Curie-W eiss 
dependence of the spontaneous magnetization of the host, to a firs t approxi
mation.
iv) The solute fields are independent of the solute concentration fo r con
centrations less than about one atomic percent [13 ].

In the following, we shall discuss a few o f the hyperfine field  mechanisms 
that are suggested by the iron-host data, but most of the conclusions hold 

, also fo r Co and N i hosts,, though few er data fo r these hosts are available.

4. CONDUCTION ELECTRO N PO LARIZATIO N  (CEP)

The large negative fields found in the d10s solutes: Cu(-213 kG),
Ag (-282 kG), and Au (-1175 kG), and perhaps also those in the d 10s2 
solutes, arise  la rge ly  from  the outer s electrons via CEP, and fo r those 
solutes the term  - y i3c ‘1  in Eq.(33) dominates. Freem an and Watson [14 ], 
using the unrestricted H artree-Fock  method, deduced a negative spin 
density (re lative to the 3d spin polarization) in the 4s orbital of iron in 
the outer portion of the iron atom. F o r  a "non-magnetic" solute atom in 
an iron lattice the negative (CE) polarization at the ce ll boundary is ex
pected to persist across the solute ce ll. Daniel and F r ied e l [15] proposed 
a sim ple'm odel to relate this polarization to screening by conduction e lec 
trons, in which the difference between s-wave phase shifts at the solute 
in the "spin-up" and "spin-down" half-bands was found to produce a net 
negative spin polarization and a negative hyperfine field  at the solute nucleus. 
The conduction-band s-wave states resem ble atomic functions near the solute 
nucleus. The hyperfine field  that they produce may therefore be derived 
from  the field Hns that can arise from  a free-atom  atomic ns state; thus 
the induced CEP fie ld  may be written as

h cep = p H ns (34)

where

(35)
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fo r  the solute, and ans can be found in the paramagnetic resonance 
literature.

It should be noted that p is, essentially, defined by Eq.(35), and that 
it absorbs a ll the host- and solute-dependent factors, which modify 
H ns, as'the solute is in a host lattice, and not a free  atom. In R ef.[12] 
the values of p were deduced from  observed fields in the d10s and d10s 2 
solutes, and the results may be summarized by a simple and useful 
em pirica l relation

Hhf = 0.027 ^Hns (36)

fo r solute fie lds, where p is the host moment in Bohr magnetons. The 
CEP model, and relation (36) are expected to apply to transition-metal 
solutes, but would, at best, describe only contributions of the s-band 
to Hhf. In fact, Shirley et al. [12] found for transition-series solutes to 
the le ft of Mn, Ru, and Os, respectively, a surprisingly good agreement 
between hyperfine fields estimated from  Eq.(36) and the 17 measured 
values for 12 elements in Fe , Co, and N i hosts. In the upper part of the 
d-groups, however, large deviations from  the estimates of Eq.(36) are 
observed, indicating another contribution to H^f. The inadequacy o f the 
CEP estimates fo r these solutes is illustrated in F ig .10, where the estimated 
and observed fields fo r  the 4d and 5d solutes are shown. This strong con
tribution to Hhf in those solutes can be explained by a core polarization 
from  localized moments.

4 d  so lu te

FIG. 10. Variation of H^f with atomic number for 4d and 5d solutes in iron. The solid lines are the CEP 
estimates o f Ref. [  12 ].
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S o l u t e

FIG. 11. Derived localized moments for solutes in iron. The open circles are obtained from Hjjf, the 
filled ones from neutron-scattering data.

5. CORE PO LAR IZATIO N  AND LO CALIZED  MOMENTS

To  describe this mechanism, let us assume that Vcf in Eq.(33) is 
strong enough to quench the orbital angular momentum of the solute d-shell. 
This leaves us, in lattices with cubic symmetry, with

2 ^B®ex ■^'■''i^c 2^BT'l<r "3> ‘‘ S-T (37)

The exchange fie ld  is by fa r the largest, and we may imagine that it is 
evaluated firs t to give ^S z) .  Then, we have

Hhf = PHS + 2 < S z>Hd (38)

where, by definition, Hd = (i bk and it is the (core-polarization )
hyperfine field  arising from  one unpaired d electron. F o r  the 4d group, 
Freem an and Watson have calculated H4d = -370 kG, and from  the Knight - 
shift in platinum H M = -1180 kG was deduced. Using these values, and 
comparing observed values of Hhf with Eq.(38), one can derive <S2> o r 
yt,— the magnitude of the d-electron spin moment on each solute (the
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localized moment). The obtained localized moments are rather tenta
tive , they can easily be corrected i f  more reliab le values fo r 'H nd become 
available. The obtained localized moments are shown in F ig . 11, together 
with two other sets of values deduced from  neutron-scattering data. The 
conclusion which one can draw from  the analysis can be summarized as 
follows: i) the trends of the localized moments with solute atomic number 
are in qualitative agreement among the three sets of values and establish 
loca lized  solute moments in the upper ends of the transition series; ii) the 
agreement within each of the three sets of values of/u is reasonable, iii )  a 
disturbing disagreement exists between neutron and Hhf values of n fo r Mn, 
and a different trend for the 4d solutes Ru, Pd is evident. Freem an 
emphasized this point at the Asilom ar Conference on Hyperfine Interactions 
(1967), indicating that the two methods involved measure two rather d if
ferent quantities, the spin density at the solute nucleus and a magnetic 
disturbance near the solute atom, thus the results do not have to be identical.

6 . RARE-EARTH SOLUTES

A s till different mechanism is responsible fo r  the hyperfine fields at 
rare-earth  solutes in ferrom agnets. Their 4f shell is^shielded from  the 
crystal fie ld  by the external electrons, thus X L  • S Vcf and J 
is a good quantum number. A ll the term s in Eq.(33) must be considered 
with ? = (2 .£ + 1 - 4s)/s { 2 1 -  1 ) (21 + 3) ( 2 1 - 1 ) ,  taking t  = 3. The L -T  term  
should lead to large values fo r  Hhf, and indeed, large fields have been 
reported (see F ig .8): H hf fo r rare earths in iron changes sign near the 
middle of the 4f shell. This happens because L  gives the dominant con
tribution to Hhf fo r most rare earths, while S orients the solute moment 
by spin-exchange polarization, and L  and S are para lle l when the 4f shell 
is less than ha lf-filled , but antiparallel when it is more than half-filled .
The upper lim it fo r Hhf expected at rare earths in ferromagnets is the 
free-atom  field H4f = 2< r"3 >#JBNJ [16] (to within sm all corrections for 
CEP). The experim entally obtained rare-earth  fields in iron were found 
substantially lower than the free-atom  values [17] but later investigations 
[18] indicated a systematic e r ro r  in ea rlie r  experiments caused by in
complete magnetization of the iron fo il, and the reported values of Hhf 
fo r  the rare earths in iron shall be increased by about 80%. But s till 
the free-atom  values are not reproduced, and this point remains unsolved. 
Two qualitatively distinct possibilities fo r an explanation exist. F o r 
Vcf «  J 7 jHex ~  kT, the rare earth atom would be a truly localized moment, 
and the observed Hhf would be a thermal average over (2J +1) substates, 
and at absolute zero, Hhf would approach H4f. If, on the other hand,
J -)j Hex < Vcf, then the observed Hhf is an average over severa l cubic- 
crysta l fie ld  representations (mixed by Hex) each of which gives Hhf < H4f, 
and Hhf w ill remain sm aller than H4f even at absolute zero.

7. THE d10s2pn SOLUTES

The least clear situation prevails fo r solute elements with atomic
configurations d10s2pn, which tend to have Hhf > 0 , as documented in the
4d105s25pn series , where Hhf increases rapidly with n. D ifferent approaches
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to explain these fields w ere tried , but it seems that the observed values 
of Hhf fo r Te, I and Xe in iron can arise  only from  the 5s shell (as inner s 
shells) polarized positively to the host 3d spins. The solute d shell is 
filled , and core polarization by the p shell gives only H p = 300 kG/electron 
spin [19]. On the other hand, a single 5s electron in neutral iodine has 
H s = 30 MG, and only a 3% polarization of the 5s shell would explain the 
observed field .

The necessary polarization can be created by two known mechanisms, 
the Pauli distortion effect and the covalent bonding. Orthogonalization 
o f the host-3d and solute-5s wave-functions leads to an admixture o f 3d 
into 5s orbital with spin para lle l to the 3d spins resulting in a solute 
hyperfine field H y  = 5 MG fo r xenon in iron. Sim ilar calculations indicate 
that Hhf should be positive fo r a ll halogens, rare gases, and alkalis. F or 
Cs in iron fo r  example, <3d|5s >2 is about half of that of Xe in iron  and so 
should be the hyperfine field i f  the explanation is appropriate. Experimental 
evidence, however, does not support this expectation as in iron 
H j^X e) = 1.04 MG, and H hf(Cs) < 30 kG and additional contributions have 
to be taken into account.
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