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A B S T R A C T

With the increase in center-of-mass energy of the LHC to
p

s = 13 TeV for Run 2, events
with dense environments are produced much more abundantly. In the core of highly
energetic hadronic jets, the average separation of charged particles is comparable to
the size of individual ATLAS inner detector elements. These dense environments may
be produced by new physics processes or objects, including massive particles that de-
cay to highly boosted bosons. However, this density can create confusion within the
algorithms reconstructing charged particle trajectories (tracks), so careful optimiza-
tion must be carried out to ensure that the track reconstruction performance in dense
environments is not adversely affected. Such optimization will increase the possibil-
ity of discovery of new phenomena and allow higher precision measurements of the
newly opened kinematic regime.

This work describes a series of improvements to the ATLAS offline track reconstruc-
tion to enhance its performance in dense environments. The effects of these improve-
ments are demonstrated using both Monte Carlo simulation and data. Using data alone,
residual inefficiencies of the track reconstruction in the core of jets are quantified as a
function of the transverse momentum of the jet. The fraction of lost tracks is presented
using the energy loss in silicon. It varies from 0.061± 0.006(stat.)± 0.014(syst.) to
0.093±0.017(stat.)±0.021(syst.) between a transverse jet momentum of 200 to 400
GeV and 1400 to 1600 GeV, respectively.

With this improved track reconstruction performance, and vastly smaller uncer-
tainties through the data-driven measurement of the track reconstruction inefficiency,
ways to reconstruct the masses of jets with higher precision become possible. It is
demonstrated that combining the strengths of both the calorimeter and the tracker
into a combined jet mass provides the most performant method currently available
in ATLAS, reducing both the resolution of the reconstructed mass of the jet and its
uncertainty.

Employing these novel reconstruction methods, a search for resonances with masses
in the range 1.2 < m < 3.5 TeV in the hadronically decaying W Z , WW , or Z Z final
state, is performed in 15.5 fb−1 of

p
s = 13 TeV proton-proton collision data. No signifi-

cant deviations from the background expectations are observed. An additional charged
or neutral heavy vector boson, as predicted by the Heavy Vector Triplet phenomeno-
logical Lagrangian (assuming gV = 1), decaying through W ′ → W Z (or Z ′ → WW ),
is excluded in the mass range 1.2–2.0 (1.2–1.7) TeV at the 95% confidence level.
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Z U S A M M E N FA S S U N G

Mit dem Anstieg der Kollisionsenergie des LHC auf 13 TeV in Run 2 werden Ereignisse
mit hohen Teilchendichten um ein Vielfaches häufiger. Im Zentrum hochenergetischer
hadronischer Jets ist die durchschnittliche Entfernung zwischen geladenen Teilchen
vergleichbar mit den Dimensionen der einzelnen Sensoren des ATLAS Inner Detector.
Diese hohen Teilchendichten werden häufig durch Signaturen möglicher neuer Physik
erzeugt, zum Beispiel massive Teilchen welche in stark geboostete Bosonen zerfallen.
Diese hohe Dichte kann jedoch zu Problemen in der Spurenrekonstruktion geladener
Teilchen führen. Diese Probleme können durch gezielte Veränderungen der Spuren-
rekonstruktion umgangen und deren Leistung verbessert werden. Solche Verbesserun-
gen erhöhen sowohl die Chance neue Phänomene zu entdecken, als auch schaffen
sie die Grundlage für detaillierte Messungen des neu erschlossenen kinematischen
Regimes.

Optimierungen der ATLAS Offline-Spurenrekonstruktion werden in dieser Arbeit er-
läutert und die daraus resultierende, verbesserte Leistung anhand von sowohl Monte-
Carlo Simulation als auch von Daten präsentiert. Mit einer vollständig datenbasierte
Methode wird jegliche verbleibende Ineffizienz der Spurenrekonstruktion im Zentrum
von Jets als eine Funktion des Transversal-Impulses der Jets bestimmt. Der Bruchteil
der Spuren welche einen Pixel-Cluster in der zweiten Pixel-Lage, erzeugt von zwei
Teilchen, enthalten sollte und die bei der Rekonstruktion verloren gehen, wird mit
Hilfe des Energieverlustes der Teilchen im Silizium bestimmt. Er variiert zwischen
0.061±0.006(stat.)±0.014(syst.) bei einem transversalen Impuls im Bereich von 200
bis 400 GeV und 0.093± 0.017(stat.)± 0.021(syst.) bei einem transversalen Impuls
zwischen 1400 bis 1600 GeV.

Durch die verbesserte Leistung der Spurenrekonstruktion und die damit verbunde-
nen erheblich reduzierten Unsicherheiten, durch die beschriebene datenbasierte Mes-
sung der Ineffizienz, werden neue Methoden zur Bestimmung der Masse eines Jets
möglich. Es wird gezeigt, dass eine Kombination der Stärken von Kalorimeter und
Tracker zu der derzeit leistungsfähigsten Methode zur Bestimmung der Jet-Masse in
ATLAS führt.

Mit diesen neuartigen Rekonstruktionsmethoden wird in 15.5 fb−1 an
p

s = 13 TeV
Proton-Proton Kollisionsdaten nach Resonanzen mit Massen im Bereich von 1.2 <
m < 3.5 TeV gesucht, welche in WW , W Z oder Z Z Bosonen-Paare zerfallen, die als
geboostete Boson-Jets rekonstruiert werden. Es wird kein signifikanter Überschuss an
Ereignissen über dem zu erwartenden Untergrund Zählraten beobachtet. Zusätzliche
Vektorbosonen W ′ (Z ′) mit einem Zerfall zu W Z (WW ), vorhergesagt durch ein Mod-
ell des phänomenologischen Lagrangian des Heavy Vector Triplet, werden im Massen-
bereich zwischen 1.2–2.0 (1.2–1.7) TeV mit einer statistischen Sicherheit von 95%
ausgeschlossen.
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1
I N T R O D U C T I O N

The Large Hadron Collider (LHC) entered a new energy regime at Run 2 with proton–
proton collisions at

p
s = 13 TeV1. Events with multi-TeV jets showering in the detec-

tors, or tau-leptons and b-hadrons surviving passage through multiple active layers of
material, are now common place. These objects are also signatures for new physics, in-
cluding massive particles that decay to highly boosted bosons, whose own subsequent
decay products are often reconstructed into one large-radius jet.

In the core of highly energetic hadronic jets, the average separation of charged par-
ticles is comparable to the size of individual inner detector (ID) elements. This can
create confusion within the algorithms reconstructing charged particle trajectories
(tracks). Without careful consideration, the track reconstruction efficiency in these
dense environments will be limited, resulting in difficulties in identifying long-lived
b-hadrons and hadronic tau lepton decays, or in the calibration of energy and jet mass
measurements. Mitigating such losses will increase the possibility of discovery of new
phenomena and allow more detailed measurements of the newly opened kinematic
regime. A dedicated optimization for dense environments was deployed in the ATLAS
reconstruction for the start of Run 2.

This thesis is structured in five major parts, where Part I introduces the Standard
Model of Particle Physics, the LHC and the ATLAS experiment.

Part II gives a general overview of the track reconstruction algorithms describing
the performance of charged particle reconstruction in dense environments by the AT-
LAS detector at the start of Run 2. Crucial components for dense environments are
noted. The quality of the expected performance is demonstrated in dedicated simu-
lated samples of single particles and dijet events, and comparisons between simulation
and data are performed in energetic jet events. Extending these Monte Carlo (MC)
based studies, methods are introduced in Part III to probe the performance in data.
One of these measures the inefficiency of the reconstruction in high pT jets, an envi-
ronment of high charged particle multiplicity and collimation, by using the ionization
energy loss (dE/dx) in the pixel detector.

Part IV explains how the mass of jets is reconstructed. It especially focuses on recent
developments extending the classical concept of a calorimeter-based mass to use infor-
mation from the tracker - a concept which becomes feasible due to the improvements
in performance and uncertainties described in Part II. High jet mass resolution as well
as small related uncertainties are crucial for a plethora of physics analyses. Since the
mass can be used to identify jets originating from bosons, it is especially relevant for
the last part of the thesis.

Finally, a search for narrow resonances decaying hadronically into boosted boson
pairs is presented in Part V, exploiting the previously described developments in the
ATLAS track reconstruction as well as the novel jet mass definitions.

1 As common in particle physics, this thesis adopts “natural units” where the reduced Planck constant, the
speed of light in vacuum and the Boltzmann constant are set to unity (ħh = c = kB = 1) and the unit of
energy is electron-volts (1 eV = 1.6×10−19 J).
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Part I

T H E O RY & AT L A S E X P E R I M E N T





2
T H E O RY

Throughout the history of science, individuals studying nature systematically have
tried to describe it with mathematical models. The strength of such models lies not
just in describing the observed, but also in their ability to predict as yet unseen phe-
nomena. In the study of fundamental particles, all objects and phenomena observed
thus far can be described by the Standard Model of Particle Physics (SM). With an
accuracy that exceeds all current experimental limits, it is able to describe three of the
four fundamental interactions of nature: electromagnetism, the weak nuclear force
and the strong force. Using the formalism of Quantum Field Theory, the SM combines
aspects of quantum mechanics, classical field theory and Special Relativity. It fails to
incorporate the fourth known force: gravity. The gravitational force is best described
by Einstein’s Theory of General Relativity [1]. Although it is the weakest of all funda-
mental forces, it dominates on large scales, where it is able to describe the properties
of time and space by linking gravitation to the geometry of the Universe. Unifying
all four forces into one theory is the greatest challenge for fundamental physics. Sec-
tion 2.1 will briefly introduce the SM, while possible theories beyond it are saved for
Chapter V, where they are mentioned in the scope of a search for new physics. A more
thorough description of the SM can be found in Reference [2].

2.1 T H E S TA N D A R D M O D E L O F PA RT I C L E P H Y S I C S

The SM introduces point-like particles with half-integer spin (fermions) whose inter-
actions are mediated by integer spin particles (gauge bosons). These fermions include
three leptons with electric charge Q = −1e, the electron (e), muon (µ) and tau (τ),
and corresponding neutral particles called neutrinos. They are complemented by the
up-, down-, charm-, strange-, top- and bottom-quark with electric charge Q = + 2

3 e
or Q = −1

3 e. For each of these particles, a corresponding anti-particle with inverted
charges exists. They are organized into three generations of up- and down-type quarks,
and of neutral and charged leptons, with massive particles in each generation being
heavier than those in the previous generation. Each quark can exist in three different
states of a quantum property called color charge, as first proposed by Gell-Mann [3].
It is not known why the fundamental fermions are arranged into generations in this
way, nor whether additional generations of still heavier particles exist.

By unifying quantum electrodynamics (QED) and the theory of weak interactions
first proposed by Glashow, Weinberg and Salam [4–6], the SM is able to describe in-
teractions through the electromagnetic and weak nuclear force in one, electroweak,
theory. Quantum chromodynamics (QCD) is used to describe the strong force. One of
the key concepts of all theories of the SM are local gauge symmetries. For example, the
assumption that the the electron field is invariant under local gauge transformations
leads to a new massless spin 1 gauge field, which materializes as the photon. Similarly,
the gluons are introduced in the strong interaction and the weak bosons (W+, W−,

5



6 T H E O RY

Z) in the electroweak interaction. These gauge theories can be summarized with the
U(1)×SU(2)×SU(3) group. The non-abelian nature of the SU(2) and SU(3) symme-
try groups leads to the important effect of self-coupling of the respective bosons, for
example two oppositely charged W bosons can couple to a photon or a Z boson.

There is one major problem with this formalism: any mass term in the theory would
violate the chiral symmetry of the SU(2) group. By introducing the concept of spon-
taneously symmetry breaking, Brout, Englert and Higgs [7, 8], were able to resolve
this issue by introducing an additional scalar field doublet. The so called Higgs mech-
anism allows for massive leptons and weak bosons while retaining a massless photon.
In addition, it predicts a massive excitation of the field, a Higgs boson, whose only
free parameter is its mass. Both the weak bosons and the Higgs boson were experi-
mentally confirmed at CERN by the UA1 and UA2 experiments in 1983 [9, 10] and the
ATLAS and CMS experiments in 2012 [11, 12]. Figure 1 gives an overview of all the
constituents of the SM and their masses.

b

s

d

νe

νμ
νττ

μ

e

u

c

t

g

ZW

γ

H

Figure 1: Elementary particles of the Standard Model and their experimentally measured
masses. The photon (γ), the gluon (g) and the neutrinos (ν) are assumed to be
massless. The outer ring consists of the fermionic particles, quarks in red and lep-
tons in green. For each fermion a corresponding anti-particle exists. Gauge bosons,
the mediators of the fundamental forces described by the Standard Model, are in
the blue ring. In the center is the Higgs boson, which gives rise to mass of the weak
bosons.



3
T H E L H C A N D T H E AT L A S E X P E R I M E N T

The ATLAS experiment [13] is a project with more than 20 years of history (the Letter
of Intent was written in 1992). The detector itself is enormous, being 44 metres wide,
22 metres in height and weighting 7000 tonnes. It is a multipurpose particle detector,
designed to probe the forefront of Particle Physics, and is situated at the LHC [14]
along with three other big experiments. CMS is another multipurpose detector and
like ATLAS it is able to measure, reconstruct and identify leptons, photons, quark jets,
individual charged particles and primary and secondary vertices. ALICE and LHCb
are designed for more specific purposes, which are recording events from heavy ion
collisions and detecting signatures from heavy flavor decays respectively. The main
components of the ATLAS detector are described in the following and can be seen in
Figure 2.

Figure 2: A schematic drawing of the ATLAS detector. [13]

3.1 L A R G E H A D R O N C O L L I D E R AT C E R N

The LHC is a superconducting proton accelerator and collider installed in a 27 kilome-
ters circumference underground tunnel at CERN. The 4-meter-wide tunnel was built
for the Large Electron Positron (LEP) collider in 1985. The first studies for a high-
energy proton-proton collider in the LEP tunnel started in 1984. LEP2 was closed in
2000, and installation of LHC machine and experiments started in 2003. The first col-
lisions at

p
s = 900 (center-of-mass frame energy) GeV were recorded on November

23, 2009. The first collisions at
p

s = 7 TeV took place on March 30, 2010, starting
a long physics program. First collisions at

p
s = 8 TeV were recorded on May 1st,

2012, and the machine performed spectacularly, delivering quickly increasing lumi-
nosities [15]. On July 4th, 2012 the discovery of a Higgs-like boson was announced by

7



8 T H E L H C A N D T H E AT L A S E X P E R I M E N T

the ATLAS and CMS collaborations. In 2015 the collision energy was further increased
to
p

s = 13 TeV and in 2016 the LHC surpassed its design luminosity reaching values
of 1.37×1034 cm−2s−1.

3.2 C O O R D I N AT E S Y S T E M

The coordinate system and nomenclature used in the ATLAS experiment are briefly
summarized here, since they are used repeatedly throughout this thesis. The nominal
interaction point is defined as the origin of the coordinate system, while the beam
direction defines the z-axis and the x-y plane is transverse to the beam direction. The
positive x-axis is defined as pointing from the interaction point to the center of the LHC
ring and the positive y-axis is defined as pointing upwards. The azimuthal angle φ is
measured around the beam axis, and the polar angle θ is the angle from the beam axis.
The pseudorapidity is defined as η = − ln (tan (θ/2)). In the case of massive objects
such as jets, the rapidity

y = 0.5 ln [(E + pz)/(E − pz)] (1)

is sometimes used. The transverse momentum pT, the transverse energy ET, and the
missing transverse energy Emiss

T are defined in the x-y plane unless stated otherwise.
The distance ∆R in the pseudorapidity-azimuthal angle space is defined as ∆R =
p

∆η2 +∆φ2 [13].

3.3 T H E M A G N E T S Y S T E M

The ATLAS magnet system is an arrangement of a central solenoid providing the mag-
netic field for the ID, surrounded by three air-core toroid magnets which generate the
magnetic field for the muon system. The generated field strength is 3.9 and 4.1 T for
the barrel and the end-cap toroids respectively. Each of the toroids consists of eight
coils which are aligned radially symmetric around the beampipe. This system, shown
in Figure 3, has been one of the biggest engineering challenges of the ATLAS experi-
ment due to its unusual layout and large size. The design is motivated by the goal to
measure the muon momentum with an accuracy of 10% at 1 TeV.

The axial symmetric magnetic field of the solenoid has a strength of 2 T. It has
been designed to have as little density as mechanically possible, because any material
degrades the performance of the calorimeters. This resulted in the housing of both
calorimeter systems in the same vacuum vessel. The hadronic calorimeter and its sup-
port structure also serve as the return yoke of the enclosed solenoid.

The resolution of particles reconstructed by the ID is directly dependent on the
strength of the magnetic field B in Tesla, since the reconstructed momentum p in
units of GeV is related to the radius of track curvature ρ in meters by

p = 0.299792458 · Bρ. (2)

As a consequence, the resolution of particles reconstructed in the ID increases at
higher η due to the lower magnetic field provided by the solenoid in that phase space.
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end-cap toroid

barrel toroid

solenoid

tile calorimeter,
return yoke

Figure 3: A schematic sketch of the ATLAS Magnet System which shows all four magnets sys-
tems as well as the tile calorimeter which acts as the return yoke of the solenoid. [13]

3.4 T H E I N N E R D E T E C T O R

The ATLAS ID [16] acts as a precise tracking and vertexing device. High precision
measurements with fine granularity sensors are required to make this possible within
the high track density environment of LHC collisions. These are realized in the silicon
pixel detector (including the recently added insertable B-layer or IBL) and silicon strip
detector (SCT), for which the detector elements closest to the beamline are only about
three centimeters from the interaction point. As a result of this setup each track crosses
at least four pixel and four silicon strip layers. On average there are 37 measurements
per track, the majority of which are provided by the transition radiation tracker (TRT).
The TRT enables tracks to be reconstructed out to large radii, although with a more
limited resolution. This limitation is countervailed by the large number of measure-
ments as well as the large-radius, which still makes these measurements an important
addition to the momentum measurement. The TRT is also used for particle identifica-
tion and e/π separation with the help of the photons from transition radiation created
in its straw tubes.

The ID itself is 6.2 meter long and has a radius of 1.2 meter. It resembles the onion-
like structure of classical collision experiments. In the end-caps the same components
are present as described above (see Figure 4). The momentum resolution of recon-
structed tracks is proportional to σ/pT ∼ 3.8×10−4pT(GeV)⊕0.015 [13].

3.4.1 The Pixel Detector

The pixel detector’s sensors are designed to provide a high-precision measurement
as close as possible to the interaction point, in a pseudorapidity range of |η| < 2.5.
For Run 2 of the LHC this capability was further enhanced by the addition of the
IBL, which moves the first measurement from a radius of roughly 5 centimeters to 3
centimeters. The former first pixel layer is still referred to as B-layer. The pixel detectors
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Figure 4: A cut-out view of the ATLAS inner detector. [13]

measurements determine the possible resolution of the impact parameters, a quantity
which is crucial for finding short lived particles such as b-mesons and τ-leptons. The
two dimensional readout has certain disadvantages. It requires the readout chips to
be of large area, with individual circuits for each pixel element. The proximity to the
interaction point comes at the cost of a very high radiation dose (around 158 kGy/year)
compared to the other sub-detectors. The SCT only receives around 8 kGy/year. The
whole system consists of 86 million detector elements with a size of 50 micrometers ×
400 micrometers for the original pixel layers and 50 micrometers × 250 micrometers
for the IBL which provide an intrinsic resolution of 10 micrometers in R-φ and 100
micrometers (50 micrometers for IBL) in z. A small number of pixels on each sensor
are longer (500 micrometers for the IBL and 600 micrometers for the outer layers)
to cover the gap between readout chips. The thickness of the original modules is 250
micrometers and 200 micrometers for the IBL. As the number of readout channels per
module is not sufficient to read out every single pixel, as a compromise the last eight
pixel rows are only connected to four readout channels which leads to an ambiguity in
5% of the hits, which can be resolved offline. These pixels are called ganged. In addition
to the four barrel layers at distances of 3.33, 5.05, 8.85 and 12.25 centimeters from
the detector’s center, there are three disks on each side - at a distance of 49.5, 58.0
and 65.0 centimeters from the detector’s center- completing the angular coverage. All
detector elements have a readout such that the determination of the charge deposited
by the traversing particles for each pixel by the so called Time-over-Threshold (ToT)
method [17] is possible. All layers other than the IBL can do so with a 8-bit resolution.
The IBL’s readout is only realized with a 4-bit resolution.

3.4.2 The Semiconductor Tracker

The SCT was designed to contribute to the measurement of momentum, impact pa-
rameter and vertex position in the intermediate volume outside the pixel detector,
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Figure 5: Schematic view of a barrel pixel module. The main components are shown, including
the MCC (module-control chip), the front-end (FE) chips, the Negative Temperature
Coefficient (NTC) thermistors, the high-voltage (HV) elements and the Type0 signal
connector. The side view on the bottom illustrates the bump-bonding of the silicon
pixel sensors to the electronics. [13]

covering a pseudorapidity range of |η| < 2.5. Compared to the pixel, the still high-
granularity is also crucial for good pattern recognition. In the barrel it consists of four
double-sided layers of silicon microstrip detectors at 29.9, 37.1, 44.3 and 51.4 cen-
timeters from the detector’s center. This is complemented by nine disks at a distance
of 85.38, 93.40, 109.15, 129.99, 139.97, 177.14, 211.52, 250.50 and 272.02 centime-
ters from the detector’s center. A small angle between the two sensors of each module
enables measurements in the z coordinate. There is a total of 6.3 million sensors, each
measuring 80 micrometer × 12 centimeters, providing an intrinsic resolution of 16 mi-
crometers in R-φ and 580 micrometers in z. This allows tracks separated by more than
approximately 200 micrometers to be resolved. The readout consists of a front-end am-
plifier and discriminator, followed by a binary pipeline. This binary output prohibits
measuring the deposited charge in any way.

3.4.3 The Transition Radiation Tracker

The TRT consists of straw tubes with a thickness of four millimeters and covers a
range in pseudorapidity up to |η|< 2.1. Only the R-φ coordinates are measured with
an intrinsic accuracy of 130 µmeters per straw. Still, it contributes significantly to the
momentum measurement, since the low accuracy per measurement is compensated
by their abundance.. The 144 centimeters long straws are parallel to the beam axis
in the barrel region, while in the end-cap region they are arranged radially in wheels.
The total number of TRT readout channels is approximately 351 000. Electron identi-
fication capabilities are added by measuring the signal of transition radiation photons
created in a radiator between the straws. For this reason the straws are filled with
either a xenon or argon based gas mixture.
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Figure 6: Drawing of a barrel SCT module, showing its components. [13]

3.5 T H E C A L O R I M E T E R

The ATLAS calorimeters (see Figure 7) are located outside of the solenoid. The AT-
LAS electromagnetic calorimeter is based on Pb-LAr (lead-liquid argon) technology,
with a novel accordion-like layout. It provides trigger, e/π identification and an en-
ergy measurement with resolution of σ/E ∼ 10.1%/

p
E ⊕ 0.17% [13] and coverage

in pseudorapidity |η| < 3.2 [15]. The forward liquid argon calorimeter provides cov-
erage in the range 3.1 < |η| < 4.9 and a resolution of σ/E ∼ 29%/

p
E ⊕ 0.04. The

hadronic central calorimeter is based on steel/scintillator tiles. It provides coverage
up to |η|< 1.7 and a resolution of σ/E ∼ 50%/

p
E⊕0.03. The end-cap calorimeters

use a copper/tungsten-LAr design, with coverage in pseudorapidity 1.5 < |η| < 3.2
and resolution of σ/E ∼ 95%/

p
E⊕0.08. The total mass of the ATLAS calorimeter is

about 4000 tons.

Figure 7: A cut-out view of ATLAS calorimeter detectors. [13]
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3.6 T H E M U O N S P E C T R O M E T E R

The ATLAS muon spectrometer (see Figure 2) consists of gas-based muon chambers
immersed within a toroidal magnetic field originating from air-core coils. The muons
are detected with tracking chambers based on Cathode Strip (CSC) and Monitored
Drift Tubes (MDT) designs with a momentum resolution < 10% up to transverse mo-
menta of about 1 TeV. Also triggering information is provided by its thin-gap (TGC)
and resistive-plate (RPC) chambers.

3.7 T H E T R I G G E R S Y S T E M

The ATLAS trigger and data acquisition system is responsible for selecting for perma-
nent storage and analysis∼ 1000 Events/s, out of the initial∼ 40 MHz. This two stage
system is build up of the Level 1 Trigger (fast online electronics with decision times
< 2.5 µs per event [15]) and the High Level Trigger (average decision time ∼ 40 ms)
consisting of off-the-shelf computers and networking equipment.

3.8 T H E AT L A S C O M P U T I N G N E T W O R K

The ATLAS computing network is a distributed system which consists of the Tier-0
at CERN where the data is recorded onto tape and the first pass reconstruction is
performed, 13 Tier-1 and 160 Tier-2 centers, which both participate in MC production
and support user analysis. For further details see Reference [18].

3.9 T H E AT L A S O F F L I N E S O F T WA R E - AT H E N A

The goal of the ATLAS offline software [19] is to process the multitude of measure-
ments from the ATLAS detector, to deliver from this processed data the physics objects
to physicists, and to provide the necessary framework to analyze them in order to
produce physics results. Among the many additional requirements to the software,
one shall be pointed out explicitly: the need to process the collected data within the
available CPU and memory resources provided to ATLAS, while at the same time meet-
ing the physics performance requirements. As the lifetime of the ATLAS experiment is
decades rather than years, its software needs to be able to adapt and evolve along with
the changing physics challenges. This motivates Athena, the common offline software
framework in ATLAS. It adopts an object-oriented approach and is written in the C++
language. Python is used to configure the run-time settings. The framework is built
primarily from three types of software entities: algorithms, tools and services. Each
algorithm is responsible for some basic task involving the input of data objects and
the output of new or modified objects. Tools and services are summoned by the algo-
rithms as needed, and the same instances may be used by multiple algorithms. Athena
processes a given event by passing its constituent objects along a chain of algorithms,
referred to as a sequence. Algorithms retrieve and store the data objects in a transient
event store called StoreGate. At any stage in the algorithm sequence this transient data
can be written to disk through a persistency service.
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T R A C K R E C O N S T R U C T I O N

In order to understand the importance of the track reconstruction performance in
dense environments one has first to understand how charged particle reconstruction is
performed, which is explained in this chapter. Chapter 5 will then provide an overview
of specific improvements aimed at dense environments and Chapter 6 will demonstrate
the resulting performance on MC simulated samples.

From the creation of the basic measurements in the ID known as clusters to the final
high resolution track fit, the reconstruction of charged particles’ trajectories, or tracks,
is one of the most challenging computational and algorithmic tasks at the LHC. After
the creation of three-dimensional measurements, so called space-points, from clusters
of pixels and SCT measurements, an iterative combinatorial track finder uses these as
input to create track candidates. An ambiguity solver is then used to process all track
candidates and filter out those that are likely to be redundant. The outputs of this
algorithm, in combination with measurements from the TRT, are the final ID tracks
used for all further analyses. This chapter provides a detailed overview of the whole
chain, while focusing on the most relevant parts of the algorithms for tracks in dense
environments. A detailed description of aspects omitted here, such as how tracks are
extended into the TRT, is given elsewhere [20].

4.1 P I X E L A N D S C T C L U S T E R I Z AT I O N

Single measurements on the same pixel or SCT module which share an edge or a corner
are grouped together by a connected component analysis (CCA) [21]. The geometric
mean position of the group is used as the initial position estimate of the intersection
of the particle with the module. If the spatial separation of charged particles at the
module surface reaches the dimensions of a few pixels or strips, their charge deposits
start to overlap and the CCA will reconstruct a single merged cluster. Figure 8 illustrates
this behavior.

4.2 I T E R AT I V E C O M B I N AT O R I A L T R A C K F I N D I N G

In order to allow for as many combinations of space-points as possible, but still achieve
a rough momentum estimate, track seeds are built from three space-points. Seeds can
be built from space-points from either the pixel or SCT detector, or from combinations
of space-points from both detectors. This allows exactly four types of seeds with vary-
ing purities. The purity is the fraction of seeds which in the end produce a good quality
track, and it is highest for seeds only formed from SCT space-points, followed by seeds
formed only from pixel space-points. To maximize the efficiency of the track finding,
seeds are processed ordered by their type. In addition, several selections are applied
on the seeds in order to further maximize their purity, including requirements on the
minimum momentum of the seeds and their impact parameter. The latter are calcu-

17
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(a) Isolated pixel clusters (b) Merged pixel cluster

Figure 8: Illustration of (a) isolated pixel clusters on a pixel module and (b) a merged pixel
clusters due to very collimated tracks. Different colors represent charge deposits from
different charged particles traversing the sensor and the particles trajectories are
shown as arrows.

lated assuming a perfect helical trajectory of the particle through a uniform magnetic
field. Finally, seeds passing these selections are also required to have one more space-
point being compatible with their extrapolated trajectory. Space-points used by a seed
passing all these requirements are not considered further for other seeds, minimizing
the computational complexity of the algorithm. After seed creation, a combinatorial
Kalman filter [22] is used to create track candidates based on the seeds. Multiple track
candidates can be built for each seed in case there are multiple possible extensions of
the trajectory on a certain layer.

For a single muon about 13 combinations of space-points are created, but due to the
quality requirements on the seeds, the Kalman filter is on average only called for 1.1
of them. The resulting efficiency to reconstruct a muon track is higher than 99% [23].

4.3 T R A C K C A N D I D AT E S A N D A M B I G U I T Y S O LV I N G

Due to the combinatorial nature of the track finding, certain track candidates will
have clusters falsely assigned to them. Therefore the concept of ambiguity solving
is used: following the track candidate search, tracks are scored based on additional
quality criteria and afterward compared to each other. In case of ambiguities between
multiple track candidates the score decides which one to keep. Such approaches to
track finding have been around since the era of LEP experiments [24].

In the ATLAS offline reconstruction, track candidates are processed one after the
other in order of descending score by such an ambiguity solver. The score needs to
be based on basic but robust measures of track quality, since the performance of the
ambiguity solver strongly depends on it. Initially, the logarithm of the track transverse
momentum and the χ2 of the track fit are used as a base score of the track candidate.
This gives preference to more energetic tracks and those with a good fit quality. At
the same time, badly reconstructed tracks, which often have rather low transverse mo-
mentum or a worse track fit are suppressed. In addition, every measurement assigned
to a track candidate increases the score by a specific weight, based on the expected
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number of measurements in the respective sub-detector and its resolution. As holes1

are an indication of a badly reconstructed track, they reduce the score.
During the ambiguity solving, tracks are required to fulfill additional requirements.

One of them is limiting the number of pixel and SCT clusters which are used by mul-
tiple tracks. These so called shared clusters can be an indication of clusters wrongly
assigned to a track. At the same time, a merged cluster is expected to be assigned to
multiple tracks. To decide if multiple track candidates are allowed to use the same
cluster, or if they should be penalized for doing so, one needs a method to identify
merged clusters. A first attempt to do so with the help of neural networks has been in-
troduced to ATLAS during Run 1, and a detailed description of these neural networks
is provided in Reference [25]. Correctly identifying merged clusters does improve the
cluster assignment and track reconstruction efficiency, while at the same time decreas-
ing the rate of badly measured tracks. Tracks may not share more than two clusters,
and a cluster may not be shared by more than two tracks. Only track candidates which
were accepted before the currently considered track are used to determine if a cluster
is shared. In case an additional shared cluster would bring the current, or any of the
previous, track candidates above the maximum number of shared clusters, this cluster
is removed from the track candidate. In such cases, the score of the track is recalcu-
lated and it is added back to the list of track candidates which are to be processed. This
score would become zero, if the updated track candidate fails any of the basic mini-
mum cluster or hole requirements. Track candidates with a score of zero are rejected.
The flow of track candidates through the ambiguity solver is shown in a simplified
form in Figure 9.

Fit tracks fulfilling 
minimum requirements

(Neural network used to 
predict cluster positions) 

Calculate track score
Reject bad track score

Order tracks according to 
score (process from 
highest to lowest)

Input tracks

Create stripped-down 
track candidate

Accept track candidate
or

Reject track candidate, due to
 too many shared clusters

(Neural network used to 
identify merged clusters)

 too many holes
 too few clusters
 problematic pixel cluster(s)

Output tracks

Rejected
tracks

(if minimum 
requirements 

fulfilled)

Figure 9:
Sketch of the flow of tracks through the ambiguity solver.

Finally, a high resolution fit is performed for all tracks which were not rejected by the
ambiguity solver. This is only done at this point, to minimize the computing resources
used by the fitter.

1 A hole is an intersection of the predicted particle’s trajectory with an active sensor element from which
no measurement is assigned to the track (inactive sensors are excluded from this definition).
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4.4 T R U T H -B A S E D R E C O N S T R U C T I O N

An ideal detector level performance, without any inefficiencies due to the reconstruc-
tion algorithms, is used as a benchmark for several results in the following sections.
This is obtained from a truth-based2 reconstruction approach [26], which replaces all
steps described above apart from the final track fit. Clusters are assigned to track can-
didates based on truth information skipping the pattern recognition completely. The
resulting track candidate must only fulfill a minimum silicon cluster requirement, be
above the same minimum pT as reconstructed tracks, and produce a successful track
fit. This results in perfect cluster assignment efficiency and in the maximum achiev-
able reconstruction efficiency with the ATLAS detector. These tracks are referred to as
pseudo-tracks.

4.5 T R U T H -B A S E D T R A C K Q UA L I T Y

In simulation, tracks are classified using a truth matching probability, defined as the
fraction of measurements originating, from the same simulated particle. It is calculated
via

PrParticle(Track) =

∑

wDet × nTrack
Meas

∑

wDet × nPar t icle
Meas

, (3)

where nTrack
Meas is the number of measurements from the simulated particle used by the

track, nPar t icle
Meas the actual number of measurements created in the detector by the sim-

ulated particle, and wDet a sub-detectors specific weight (10 for measurements in the
pixel detector, 5 for the SCT and 1 for the TRT). A properly reconstructed track is
required to have a truth matching probability above 0.5, and only those tracks are
considered in the presented results from simulation. Tracks below that requirement
are considered to be fake tracks.

2 Truth refers to all information taken directly from MC simulation, and which is not available in data.
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A L G O R I T H M I C I M P R O V E M E N T S T O T H E T R A C K
R E C O N S T R U C T I O N

Chapter 4 described the ATLAS track reconstruction and touched upon some of the
aspects crucial for tracking in dense environments (TIDE), for example the concept of
shared clusters. This setup was overhauled to prepare the offline reconstruction for the
challenges of LHC Run 2, and to improve the overall performance. Being the key step
for dense environments, the ambiguity solver received the largest updates. Particularly
the handling of merged clusters was revised. This chapter gives an overview of these
changes. Most of the content in this and the next chapter has been previously presented
in Reference [27] with significant contributions from the author of this thesis.

5.1 S A M P L E S

Simulated samples of single particle decays with very close-by charged decay products
were created to study the performance of the track reconstruction on event topologies
with highly collimated particles. This was achieved by generating parent particles with
a flat transverse momentum spectrum from 10 GeV to 1 TeV within |η|< 1. A sample
with two highly collimated tracks (ρ → π+π−) and a sample consisting of a single
τ-lepton decaying to three charged hadrons (τ± → π+π−π±ντ) is used. In addition,
a sample of single B+, decaying into a higher multiplicity of charged particles at a
significant radius from the luminous region, is used.

In the next Chapter, 6, additional samples are used of a Z ′ with a mass of 3 TeV
decaying to a pair of top quarks. These events were simulated using the PYTHIA 8 [28]
generator with the AU2 [29] tuned parameters and the MSTW 2008 L0 [30] parton
distribution functions (PDF) sets. Effects due to multiple pp interactions in the same
and adjacent bunch crossings (pile-up) are considered by overlaying, on average, 41
minimum bias events simulated with PYTHIA 8. A value of 41 was the anticipated
average number for the pile-up per bunch crossing during Run 2, before the run began.

5.2 M E R G E D C L U S T E R S O N R E C O N S T R U C T E D T R A C K S

ATLAS uses an artificial neural network (NN) to identify merged pixel clusters during
the reconstruction. ToT information in combination with shape and physical location
of clusters within the detector provides enough discriminating information for the NN.
Due to the inherent randomness of the charge deposition process of charged particles
in the pixel detector, the ultimate performance of such a technique is limited. Emis-
sion of low energy δ-rays can also be problematic, since they can lead to larger than
expected ToT values and larger than average clusters. This can also have a negative im-
pact on the spatial resolution achievable for pixel clusters. Failing to identify merged
clusters has a negative impact on the track reconstruction efficiency, can lead to in-
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creased rates of shared clusters, and influence the number of holes on reconstructed
tracks.

In the original setup used during Run 1, the NN’s output was used directly during
the clusterization. Clusters identified as merged were physically copied (split). Based
on the information from additional NNs predicting the particles intersections with
the cluster, the positions of the copied clusters were updated. This approach has sev-
eral weaknesses. During clusterization there is no available information on the track
candidates associated with the cluster, so there exists no accurate information of the
expected incident angle of the particle with respect to the pixel sensors. Since this
information is highly correlated with the cluster shape and the measured ToT, it can
significantly improve the NN performance. Figure 10 demonstrates this by comparing
the rate of incorrectly split one-particle clusters versus the rate of non-split two-particle
clusters for NNs both with and without the track information. In the former case, the
physical position of the pixel module with respect to the luminous region position is
used as an approximation of the average expected incident angle. For the same false
positive rate for one-particle clusters, the efficiency to correctly identify merged clus-
ters was 15% higher using the track information in Run 1.

Fraction of split 1-particle clusters
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Figure 10: Fraction of pixel clusters falsely identified as merged (split) versus the fraction of
correctly identified merged clusters from two particles in simulation. The perfor-
mance of the NN using the track information is compared to the NN only using the
luminous region information. The star represents the working point for Run 1 and
the setup without track information. [25]

In addition to an underperforming NN, an additional load is put on the CPU and
memory resources due to the duplicating of clusters. In particular the resource ex-
pensive combinatorial track finding suffers significantly under the additional clusters.
Even for environments without real merged clusters, the NN has a non-negligible false-
positive rate of around 10%, also visible in Figure 10. As a result, delaying the use of
the NN until the ambiguity solver stage, where precise estimates of the incident angles
of the tracks are available, does not only improve its identification power, but simul-
taneously reduces the number of track candidates that need to be processed by about
10%. This results in a reduction of the required CPU and memory resources.
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Not treating pixel clusters as isolated objects, but rather in a global picture including
track candidates, opens the door for additional developments. In the updated setup,
the NNs output is only requested in case a cluster is assigned to more than one track
at the ambiguity solver stage. As such the false-positives have negligible impact on
the track reconstruction performance. Previously, clusters assigned to multiple tracks
were only allowed as shared clusters, as described in Section 4.3. Now such clusters
can be used by multiple track candidates without penalty if the NN identifies them as
merged. This introduced the designation of shareable pixel cluster, while at the same
time retiring the previously used definition of split clusters. Clusters marked as shared
still exist. These are not identified as shareable but used by multiple tracks, and are
subject to the restrictions mentioned in Section 4.3.

In cases where the NN fails to identify a merged cluster, due to its residual inefficien-
cies, information from other clusters assigned to the track can be used to still mark it
as shareable. Since the separation between particles usually increases with increasing
radius from the interaction point, it is likely that a cluster merged in layer n is also
merged in layer n− 1. If a cluster is shareable in layer n, and a cluster on the same
track in layer n− 1 is assigned to multiple tracks, yet the NN does not identify it as
merged, it is still marked as shareable.

Motivated by these changes, a re-optimization of the minimum likelihood for a clus-
ter to be identified as originating from two (three or more) particles based on the NN
output is in order. Working points of 0.6 (0.2) maximize the track reconstruction effi-
ciency while keeping the fake rate well under control. Further measures to maximize
the quality of the tracks passing the ambiguity solver are discussed in Section 5.3.

Figure 11 compares the distributions of three different categories of pixel cluster
created from the decay products of a single ρ and τ versus the pT of the mother parti-
cles. The actual average number of merged pixel clusters is compared to the average
number of split clusters in the baseline and shared clusters in the TIDE reconstruction
setup. Based on truth information, the actual number of merged clusters is determined
by the number of clusters where more than one simulated particle deposited energy
into. With increasing pT, the separation between the two (three) charged decay prod-
ucts of the ρ (τ) decreases, which is reflected by the increase of merged clusters la-
beled as Ideal. Clusters marked as shareable in the TIDE setup closely follow the Ideal
distribution, suggesting that this definition is adequate. As expected, at very low pT

both of them converge to zero. Contrary to this, the Baseline distribution suffers from
false-positives of the NN and stays well above zero.

At high pT, there is a lack of clusters marked as shareable/split in both reconstruc-
tion setups, but much less prominent for the optimized TIDE setup. This effect is ex-
acerbated in the τ decay, where merged clusters can be created by more than two
particles.

Cluster assignment efficiency is an important measure of the performance of a track
reconstruction algorithm. It measures the efficiency with which a cluster created by
a charged particle is correctly assigned to the reconstructed track associated to that
particle. Figure 12 shows this efficiency for the IBL and B-layer. For the Baseline setup
a sharp drop in efficiency is apparent for small minimum separations between parti-
cles. For tracks from the ρ decay, the TIDE setup recovers 17% (13%) efficiency at
a minimum separation on the order of a single pixel size for clusters on the B-layer
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Figure 11: Average number of merged pixel clusters (based on truth information) and split
(shareable) pixel clusters shown as a function of the (a) ρ and (b) τ transverse
momentum.

(IBL). Compared to the resulting 98% cluster assignment efficiency for tracks from the
ρ decay, the overall efficiency for clusters in the B+ decay is lower due to the par-
ticles non-zero lifetime and higher multiplicity in charged decay products. Still, the
efficiency was increased at the smallest separation from 48% to 67% for clusters on
the IBL and from 62% to 94% for clusters on the B-layer. Similar improvements were
also achieved for the remaining layers of the pixel detector.

Figure 13 shows the average number of pixel clusters on track for events of single ρ
and 3-prong τ decays versus the pT of the parent particle. The average number of pixel
clusters on tracks from the decay products of the ρ and 3-prong τ as a function of the
pT of the parent particle are shown in Figure 13. Evidently, the number of clusters on
track for the TIDE setup follows closely the expected number based on truth informa-
tion, labeled Ideal, while for the Baseline setup the distribution diverges. This directly
relates to the observations in Figure 11: since at high pT the Baseline setup fails to
identify most of the merged clusters, they are removed from the track candidate be-
cause of the limitation on the maximum number of shared clusters. With large enough
boost, the 3-prong τ decay can occur after the IBL, so the expected average number
of clusters decreases with the pT of the τ. Both the Baseline and TIDE setup mirror
that behavior, whereas the later again shows a significantly improved performance. A
residual inefficiency in assigning all clusters to the reconstructed track remains for the
3-prong decay, due to clusters created by more than two particles and the correspond-
ing higher inefficiencies of the reconstruction. Compared to the Baseline the revised
TIDE reconstruction setup recovers on average up to 0.3 (0.45) pixel clusters on track
from the ρ (τ) decay.
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Figure 12: Efficiency with which a cluster created by a charged decay product of the (a) ρ and
(b) B+ is correctly assigned to the reconstructed track associated to that particle for
the IBL and B-layer as a function of the minimum truth particle separation at the
IBL.
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Figure 13: Comparison of the average number of pixel clusters on track for the Ideal, Baseline
and TIDE reconstruction setup as function of the parent particle pT in single (a) ρ
and (b) τ events.

5.3 L I M I TAT I O N S O N S H A R E D C L U S T E R S

A first mention of how the updated ambiguity solver in combination with the NN can
limit the negative effects from shared pixel clusters was given in the previous section.
The NN is not just able to identify merged clusters, but also to tag those created by a
single particle. Using this information, one can add a requirement based on the NN
output, in order to allow a cluster to be shared between multiple tracks. Pixel clusters
with a predicted likelihood of being created by two particles of less than 0.05 cannot
be shared. This serves as an additional mean to limit the number of fake tracks. Also, a
track must have a minimum of nine clusters associated with it in order to allow any of
these clusters to be shared with another track. This directly counteracts the fact that
many mismeasured tracks arise from secondaries created in the outer layers of the ID,
for example by inelastic interactions of the particles with the detector material. Tracks
from these particles are likely to get clusters in the inner layers wrongly assigned to
them. Further, tracks are required to have a minimum pT of 1 GeV and at least four
SCT clusters associated with it which are not shared with another track in order to
mark a pixel cluster assigned to it as shareable. Tuning was also performed on how the
ambiguity solver counts the number of shared clusters. In Run 1, once a track candidate
passed the solver, its shared cluster count was fixed. This could lead to cases where
a subsequent track increases the number of shared clusters on an already accepted
track, and at a certain point, the already accepted track could violate the maximum
shared cluster requirement. In the optimized setup, no track will be accepted if it either
fails the maximum shared cluster requirement itself, or causes any previously accepted
track to do so, which eventually favors higher scored tracks.

In summary, major changes compared to Run 1 are:

1. Delaying the evaluation of the pixel cluster NN from the clusterization to the
ambiguity solving.
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2. Introducing the denomination of shareable cluster, while at the same time abol-
ishing split clusters:

• Pixel clusters identified by the NN as merged, and assigned to multiple
tracks, are shareable.

• Pixel clusters assigned to multiple tracks but not identified by the NN as
merged are shareable if the next outward cluster of the track is a shareable
cluster.

• Shareable clusters are not penalized for being used by multiple tracks (split
clusters were not allowed to do so at all).

3. Existing cuts tuned to optimize efficiency and fake rejection:

• Minimum NN likelihood of two particle hypothesis for shareable cluster:
0.6

• Minimum NN likelihood of more than two particle hypothesis for shareable
cluster: 0.2

• Maximum NN likelihood of two particle hypothesis for shared cluster: 0.05

• Minimum number of pixel plus SCT clusters required to allow a cluster to
be shared by a track: 9

4. Additional cuts to allow designation of a cluster as shareable (suppresses fake
tracks):

• Minimum number of SCT clusters used only by the track candidate: 4

• Minimum track candidate pT: 1 GeV

Due to the lack of charge information from the detector, the track reconstruction
does not posses the possibility to identify merged SCT clusters in the same way as it
does for pixel clusters. Since loosening the shared cluster requirement (maximum two
per track) would disproportionately increase the rate of badly reconstructed tracks,
this puts an inherent limit on the currently achievable track reconstruction efficiency
in dense environments. Assuming perfect identification of merged pixel clusters, Fig-
ure 14 demonstrates this effect based on the efficiency of reconstructing all tracks of
the charged decay products from ρ and τ decays. This result is not based on actual re-
constructed tracks, but rather on the truth-based tracks introduced in Section 4.4. The
only factor limiting the efficiency is the requirement of a minimum number of clusters
on each track, and the varying requirement on the maximum number of shared SCT
clusters. At higher momentum the decay products of theρ and τ become so collimated,
that on average even at the radius of the SCT their clusters merge.

Disentangling this effect, Figure 15 shows the actual efficiency to reconstruct all pri-
mary tracks where none are expected to share more than two clusters in the SCT. The
comparison between the Baseline and TIDE setup at high pT reveals a clearly higher
efficiency of the later, due to the improvements in handling merged pixel clusters. An-
other factor limiting the achievable efficiency are inelastic interactions of the particles
with the detector material. Therefore, the algorithmic efficiency without these inter-
actions is almost 100% for the ρ, and slightly lower for the τ. A residual inefficiency
remains at high pT, where errors of the pattern recognition and the NN can lead to
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Figure 14: Truth-based efficiency to reconstruct all tracks of the charged decay products from
(a) ρ and (b) τ decays. It is assumed that merged pixel clusters will always be
identified as such, and only the requirement on the number of shared SCT clusters
is varied.

incorrect cluster assignments, which ultimately lead to a failure to classify the track
as being good. In events where secondary particles from interactions add additional
clusters, and possible confusion, this effect is more evident.
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Figure 15: Efficiency to reconstruct all primary tracks from (a) ρ or (b) 3-prong τ decays
as a function of the parent pT. Based on truth information, none of the tracks are
expected to share more than two SCT clusters. Left: primary particles generate no
secondary particles through inelastic interactions with the detector material. Right:
no requirement on the generation of secondary particles.
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6.1 J E T R E C O N S T R U C T I O N

Jets are collimated streams of particles resulting from the production and hadroniza-
tion of high energy quarks and gluons. Energy deposits from these particles in the
calorimeter cells, or the reconstructed charged particle tracks, serve as input to the jet
reconstruction. Most calorimeter-based methods reconstruct the jet four-momentum
from the magnitude, direction and topology of the deposited energy. ATLAS uses topo-
logically adjacent calorimeter-cell clusters (topo-clusters [31]) as inputs to the jet find-
ing algorithms, and treats them as massless four-vectors of energy E =

∑

Ecel l . The jet
finding then tries to combine four-vectors which are likely to originate from the same
quark or gluon using two pT weighted distances between them. The first distance di j

between two four-vector i and j can be defined as

di j = min(pa
Ti , pa

T j)×
∆Ri j

R
, (4)

where a is an algorithm specific coefficient, ∆Ri j is the angular distance between
the two four-vectors and R is the radius parameter defining the final size of the recon-
structed jet. The second distance is defined as diB = pa

Ti and describes the separation
between a four-vector and the beam axis in the momentum space.

Each jet algorithm based on these distances finds the minimum of di j and diB. If
di j is the minimum, the two four-vectors i and j are combined into one, and removed
from the list of four-vectors. If diB is the minimum, i is removed from the list and is
designated as being a final jet. This is repeated until all four-vectors, within ∆Ri j < R,
are assigned to a final jet. Two different values of a are used within the context of
this thesis: a = 2 and a = −2. They correspond to the so-called kt and anti-kt algo-
rithm [32]. The former prefers to assign lower pT particles to the jet first, which makes
it sensitive to noise effects as pile-up. However, it does perform well when resolving
subjets (i.e. jets reconstructed with a smaller R parameter within a jet reconstructed
using a larger R parameter). The negative a value of the anti-kt algorithm results in re-
constructed jets most sensitive to high pT contributions, which makes it stable against
any noise effects. At the same time, it is unable to resolve any substructure [33] by
building small R jets. Figure 16 shows the same truth-level particles clustered by the
two different algorithms. While anti-kt has a very robust reconstructed jet area, the
ktalgorithms jet’s area clearly varies significantly.

Small-radius jets are built from topo-clusters, at the electromagnetic scale and then
corrected on average for the effects of pile-up, using the FASTJET [34] implementation
of the anti-kt algorithm with a distance parameter R = 0.4. Next, a calibration to the
hadronic scale is applied as documented in Reference [35]. To account for differences
in the response determined by in-situ methods [35], a final correction is applied to
data.

31
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(a) ktalgorithm (b) anti-kt algorithm

Figure 16: A sample event with topo-clusters in the φ-y plane clustered with two different jet
algorithms, illustrating in color the areas of the resulting final jets. [32]

Large-radius jets are also formed with the anti-kt algorithm, but with a distance
parameter R = 1.0. The local cell signal weighting (LCW) method [31] is used to
calibrate calorimeter-cell clusters to the hadronic scale, which are then used as input to
form large-radius calorimeter jets. To reduce noise effects, like pile-up, the kt algorithm
is used to built subjets with a distance parameter Rsub = 0.2 within the large-radius
jet, and removing any constituents of subjets with pT less than 5% of the large-radius
jet pT. This procedure is referred to as trimming [36]. Simulation based energy and
η dependent calibration factors are used to further calibrate energy and η of the jet
and to remove residual detector effects [35, 37, 38]. Finally, the large-radius jet mass
is calibrated as described in Section 10.2. For all results in this chapter, large-radius
calorimeter jets are required to have pT > 200 GeV with |η|< 2.0. Simulated particles
with a large enough lifetime (cτ > 10 mm), excluding muons and neutrinos, are used
as inputs for truth jets which are built from the generated truth particles.

If in simulation a truth W /Z-boson (top quark) is associated to the untrimmed area
of the large-radius calorimeter jet using the ghost association method [39], the jet is
labeled a W /Z-jet (top-jet).

6.2 T R A C K R E C O N S T R U C T I O N P E R F O R M A N C E I N T H E C O R E O F J E T S

In the previous sections, the differences in performance between the Baseline and
TIDE setup have been shown for single particle decays. These samples demonstrated
the performance in very specific topologies, thus they are not fully representative of
the expected performance on physics data. The most abundant objects for which the
track reconstruction encounters dense environments are high momentum jets. Fig-
ure 17 (a) compares the average number of IBL clusters on tracks inside jets from a
Z ′→ t t̄ decay (introduced in Section 5.1). These jets are required to have pT greater
than 100 GeV and to be within the acceptance of the ID (|η| < 2.5). For small sep-
arations between the track and the jet axis, both reconstruction setups show a drop
in the average number of clusters on track, while the effect is less prominent for the
TIDE setup. Figure 17 (b) compares the distributions of clusters previously defined as
split with the distribution of shareable clusters in the TIDE setup. While the Baseline
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distribution does not exhibit any physical trend, the TIDE distribution shows a slight
increase in the number of shareable clusters with decreasing ∆R(jet,track), followed
by a sharp rise for tracks in the very core of the jet. This rise is correlated with the
increased particle density in the core.
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Figure 17: (a) Average number of clusters from the innermost pixel layer assigned to primary
tracks and (b) average number of split/shareable pixel clusters assigned to primary
tracks as a function of the angular distance between the track and the jet axis. It
is required that the production vertex of the particle is before the innermost pixel
layer and that the jet pT > 100 GeV.

A comparison of the Baseline and TIDE reconstruction efficiency for charged primary
particles is presented in Figure 18 as a function of jet pT. The Baseline setup shows
a significant drop in efficiency at higher jet pT, while the TIDE setup is much more
robust.

In jet cores, that is, for angular distances between the charged particle and the
jet axis of about 0.05 and less, a residual reconstruction inefficiency is likely. Clus-
ters created by multiple particles are common there, similar to tracks from the pre-
viously discussed B+ and τ decays. The track reconstruction efficiency for charged
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Figure 18: Track reconstruction efficiency of primary particles with a production vertex before
the IBL dependent on the jet pT.

primary particles as a function of ∆R(jet,track) is shown in Figure 19 (a) for jets with
pT 450–750 GeV. Charged particles used in this result need to have a minimum pT

of 2 GeV, must have been created within a radius of 100 mm from the center of the
detector, and must not decay or undergo inelastic scattering within the SCT volume
(Rpart

decay > 600 mm). Due to displaced decays of heavy flavor quarks, the observed inef-
ficiency at low angular separations is worse for b-jets. An improvement of 10% (14%)
is achieved in the core of light (b) jets with the TIDE reconstruction setup. With the
TIDE setup, the same track reconstruction efficiency within b jets is achieved than was
previously possible in the Baseline setup for light jets. Figure 19 (b) shows, with the
same selections as Figure 19 (a), the track reconstruction efficiency for charged pri-
mary particles as a function of the production radius of the particle. Two main effects
will reduce the efficiency at higher production radii. Firstly, decays occurring immedi-
ately before a pixel layer will lead to an increased probability of merged clusters from
several charged particles. Secondly, the total number of created clusters in the detector
will decrease if the the particle is created after the nth pixel layer. The latter results in
a sharp drop in efficiency down to around 80% and 50% at a production radius above
33 and 50 mm (the radii of the IBL and B-layer). For particles created close to the IBL,
an increase in efficiency of 17% is achieved with the TIDE reconstruction setup.

6.3 I M P L I C AT I O N S F O R F L AV O R TA G G I N G

Several techniques exist to identify jets containing b-hadrons, though all of them in
some way seek the characteristic displaced production vertex. This is usually achieved
through an analysis of the impact parameters of the tracks or a direct reconstruction
of the displaced vertex [40]. ATLAS combines the results from multiple taggers, each
using a different approach to flavor tagging, through a multivariate approach to obtain
the final jet flavor variable. The impact parameter based taggers are especially sensitive
to mis-assignments or the lack of clusters on the reconstructed tracks, as both can
directly impact the impact parameter resolution. An improved performance due to the
improvements to the track reconstruction is expected. To some level, secondary vertex
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Figure 19: Track reconstruction efficiency for charged primary particles as a function of (a) the
angular distance between the particle and the axis of the jet and (b) the production
radius of the particle.
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based taggers will also see an improvement, since discriminating variables derived
from the associated tracks are used.

In order to evaluate the actual possible gains for flavor tagging due to the improve-
ments of the track reconstruction, one would need to re-optimize and tune the whole
set of used taggers because of the change in the inputs. Since this is beyond the scope
of this thesis, only the change in performance of the IP3D tagger [41], which is ex-
pected to be most sensitive to the changed track inputs, will be presented. No opti-
mization was performed on it, and the results shown in the following therefore serve
as an lower limit on the actual resulting improvement. The b-jet tagging-efficiency ,
Figure 20 (a), and the light-jet rejection at the 70% efficiency working point, Figure 20
(b), are shown for different truth jet pT for jets from the Z ′ decay. An increased effi-
ciency, especially at high jet pT, with about the same light-jet rejection is observed for
the TIDE setup compared to the Baseline. Figure 21 shows the b-jet efficiency versus
the light-jet rejection for all jets with a pT > 100 GeV. For a light jet rejection equal
to that at the 50% and 80% b-jet identification efficiency working points of the IP3D
tagger, a relative increase in efficiency of 13% and 7% is obtained when using the TIDE
track reconstruction setup.

6.4 P E R F O R M A N C E O F T R A C K R E C O N S T R U C T I O N I N D E N S E E N V I R O N M E N T S

W I T H T H E I T K

The LHC will undergo a significant upgrade with the goal of increasing its integrated
luminosity by a factor of 10 in the years after Run 3 [42]. To achieve this, an event
pile-up of up to 200 inelastic pp interactions per bunch crossing is necessary. To pre-
pare the ATLAS detector for this harsh environment, the entire ID will be replaced by
the new Inner Tracker (ITk) [43]. One of the main tasks of the ITk will be the recon-
struction of tracks in jets in the currently uncovered very forward region of η up to 4.0.
This will be crucial if ATLAS is to be able to reject pile-up jets in that region by means
of track-to-vertex matching [43]. The expected tracking performance in dense envi-
ronments is one of the main areas of study for the ITk preparations. Figure 22 shows
the efficiency to reconstruct all tracks from the charged decay products of a 3-prong
τ-decay as a function of the τ pT for a specific candidate tracker layout. This layout
differs significantly from the current ATLAS ID. Most prominently it is a silicon-only
tracker made out of five pixel layers and four strip layers with strip doublet modules in
the barrel, with a novel inclined sensor arrangement in the forward region. Figure 22
shows this candidate layout and its details and the reconstruction setup are described
in Reference [44]. A clear degradation of the performance is visible in the very forward
region η > 2.7. Such studies are crucial in determining the capabilities of proposed
future detector layouts.

6.5 C O N C L U S I O N

Optimizations provide a vastly improved track reconstruction setup in terms of perfor-
mance in dense environments for Run 2. An improved performance is demonstrated
for highly collimated tracks from decays of single particles, as well as in the more phys-
ical environment of hadronic Z ′ decays in the presence of event pile-up. Up to 10%
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Figure 20: (a) b-jet efficiency and (b) light-jet rejection using the IP3D tagger at the 70%
working point with input tracks from the Baseline and TIDE reconstruction setups
as a function of truth-jet pT for jets within |η|< 2.5.
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Figure 21: Light-jet rejection as a function of b-jet identification efficiency using the IP3D
algorithm with input tracks from the Baseline and TIDE reconstruction setups. Jets
are required to have pT greater than 100 GeV and |η|< 2.5.
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Figure 23: Diagram showing simulated energy deposits in active layers for a candidate ITk
layout with an “inclined" pixel barrel, shown in the R-z plane. The pixel tracker is
in red, while the strip tracker is blue. [44]

more pixel clusters are associated to tracks in the core of high pT jets, which results in
a much more robust track reconstruction efficiency. This improvement becomes most
apparent for charged particles with a high production radius (>30 mm), where 17%
efficiency is recovered, as well as in the core of high pT b- and light-jets, where 10%
and 14% efficiency is recovered. The higher quality and efficiency of reconstructed
tracks directly boosts the performance of several derived physics objects, which was
demonstrated with the example of flavor tagging, and is also relevant for the jet mass
described in Chapter 10. For flavor tagging a 7–13% improvement in b-jet efficiency is
achieved for a fixed light-jet rejection for jets with pT > 100 GeV, using an IP3D tagger
which has not been re-optimized.
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The previous part of this thesis described the track reconstruction in dense environ-
ments and discussed its performance based on MC simulated samples. Due to imper-
fect modeling of the multiplicity and angular distribution of charged particles within
a jet in simulation, certain discrepancies with data are expected. Simulation is also
known to describe the properties of pixel and SCT clusters observed in data only to
a certain level. This chapter contains comparisons of basic properties of tracks in the
core of high pT jets between data and MC simulation to probe the overall agreement
between the two. Chapter 8 describes the use of data to evaluate the performance
of the NN identifying merged clusters and Chapter 9 discusses a measurement of the
residual inefficiency of the track reconstruction in data.

The comparisons in this chapter are mainly performed as a function of∆R(jet,track),
the separation between the track and the jet axis. Tracks are associated to the calorime-
ter jets following the ghost association procedure. Where results from data are pre-
sented, 3.2 fb−1 of 2015 LHC collision data is used and standard data quality require-
ments are applied to select the luminosity blocks where all sub-systems of the detector
were fully operational. A simulated MC sample generated with the PYTHIA 8 with the
A14 [29] tuned parameters and the NNPDF23LO [45] PDF sets is used. Interactions
of all generated particles with the detector are fully simulated through GEANT 4 [46]
and simulation is reweighted to make sure that the average number of interactions
per bunch crossing and the jet η spectra match those in data.

Besides considering the average number of pixel and IBL clusters on track as a func-
tion of the distance of the track to the jet axis, the main interest lies in the average
number of shared and shareable clusters. These numbers are strongly depended on the
charged particle density in the jet. The average number of tracks versus the angular
distance from the jet axis in data and MC is compared in Figure 24. In data, about 5
to 10% less tracks are observed as in simulation and the discrepancy between the two
becomes larger with increasing jet pT.

Figure 25 shows the average number of shared pixel and SCT clusters on tracks in
jets for data and MC versus the angular distance from the jet axis. For small distances
a sharp increase in the number of shared pixel clusters is visible. Although the SCT
sensors are located at much higher radii than the pixel sensors, a large numbers of
shared clusters exist. This is due to the larger sensor dimensions of the SCT strips, as
well the fact that no NN can be utilized to identify merged SCT clusters, as discussed
for the pixel clusters in Section 4.3. The MC simulation on overall agrees well with
data in the individual bins of jet pT, but the average number of shared pixel clusters
deviates from it with decreasing angular separation between the track and the jet
axis. A maximum discrepancy of around 15% is observed for ∆R(jet,track) < 0.04.
Considering the agreement observed in Figure 24 and the fact that a simplified charge
deposition model is used in simulation, such differences for pixel clusters are expected.
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Figure 24: The average number of tracks in different bins of angular distance from the jet axis.
Data and MC are compared in bins of jet pT.

Figure 26 shows the average number of IBL clusters, and the fraction of pixel clusters
which are identified as merged, on tracks in jets for data and MC versus the angular
distance from the jet axis. For small separations the number of clusters shows a slight
drop, while the number of shareable clusters steeply rises. MC and data show good
agreement in the individual bins of jet pT.
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Figure 25: The average number of shared (a) pixel and (b) SCT clusters for primary tracks
(with a production vertex before the first layer) as a function of the angular distance
between the track and the jet axis. Data and MC are compared in bins of jet pT and
show an overall excellent agreement.
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Figure 26: The average number of (a) innermost pixel layer clusters and (b) number of share-
able pixel clusters on primary tracks (with a production vertex before the first layer)
as a function of the angular distance between the track and the jet axis. Data and
MC are compared in bins of jet pT and show an overall excellent agreement.
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It was shown in Chapters 4 and 5 that for tracks in dense environments a good perfor-
mance and understanding of the NN pixel clustering used in the ATLAS track recon-
struction is vital. The basic performance of this method has been presented previously
based on MC simulation [25]. However, no study of the ability of the reconstruction
software to identify merged clusters in data has been performed. Such a measurement
from data is crucial to obtain confidence in the agreement between the output of the
NN in data and MC simulation, and the related uncertainties. Two independent tech-
niques are introduced in Section 8.1 which allow such a measurement, and results
are presented in Section 8.2. The study is performed on a subset (43.4 pb−1) of the
data set used in Chapter 7 and the same dijet MC simulation is used. Results from this
chapter have been presented in Reference [47] with significant contributions from the
author of this thesis.

8.1 M E T H O D S

The principal of both methods measuring the ability of the ATLAS track reconstruction,
and its NN pixel clustering, to identify merged clusters is simple: pairs of collimated
tracks are built, of which each has to pass the following selection:

• pT > 1 GeV,

• |η| < 2.5,

• Longitudinal impact parameter, |z0|, with respect to the primary vertex1 < 5
mm,

• Number of clusters in the pixel and SCT ≥ 7,

• Number of holes in the pixel and SCT ≤ 2,

• Number of holes in the pixel ≤ 1,

• Number of shared clusters in the pixel and SCT ≤ 1,

To ensure that only highly collimated pairs of tracks are considered, each of them
must be within a radial separation, ∆R(track,track), of 0.1. Every pair in every event
satisfying the above criteria is considered for this study, which results in three mil-
lion pairs of tracks from data. The simulation is normalized to this number. Figure 27
compares the leading and sub-leading track pT distribution between data and simula-
tion. Like for other kinematic variables of the track pairs, such as the η distribution,
simulation provides a reasonable description of the data.

1 The primary vertex is identified as the reconstructed vertex with the highest sum of track pT associated
to it.
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Figure 27: Comparison of leading and sub-leading track pT distributions of selected track pairs
in data and MC simulation. The simulation is normalized to match the number of
track pairs in data.

8.1.1 Extrapolation Measurement

Collimated tracks from prompt particles are most likely to create merged clusters in the
innermost layers. For this reason, only results for the IBL and the B-layer are presented
in the following. They are obtained as follows:

• A track pair, with associated clusters in the B-layer or 3rd pixel layer is used
as a starting point to measure the properties of clusters in the IBL or B-layer
respectively.

• The position of the particles at the IBL or B-layer is obtained by extrapolating
back along the reconstructed trajectory of the particle, while taking into account
possible effects due to multiple scattering.

• If a cluster is found near the extrapolated position on the inner layer, the separa-
tion between the extrapolated position and that clusters is used as an estimate
of the distance of the pair of tracks at that layer.

• Depending if the track reconstruction labeled the cluster as shareable, the found
cluster is categorized as either being a

1. single-particle-cluster,

2. shareable cluster (used by both tracks),

3. shareable cluster (used by only one track).

In principle, the accuracy of the extrapolation is known to be very high. Neverthe-
less, due to residual mis-alignments of the pixel sensors resulting from inaccurately
known positions of the pixel modules, a systematic uncertainty is introduced. This
uncertainty is not quantified explicitly, but qualitatively monitored with the comple-
mentary measurement described in Section 8.1.2.
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Single-particle-clusters created and used by only one track are expected to constitute
the majority, and most of the clusters are identified as such. If the ambiguity solver,
utilizing the NN pixel clustering, tags a cluster as shareable and this cluster is used
by both tracks, it will end up in the second category. In the last category, a cluster is
identified as being shareable, but only one track is associated to it. For these clusters,
the second track of the pair must have a cluster on the same pixel module associated
to it. All three categories are illustrated in Figure 28.

The fraction of clusters in the first category is expected to decrease with decreasing
separation between the tracks. At a small enough separation, on the order of the size
of a single pixel, merged clusters are unavoidable. With an optimally performant re-
construction, a population inversion should be produced, and all clusters would end
up in the second category for shareable clusters. Category 3 can point to imperfections
in the algorithmic performance of the ambiguity solver and the NN pixel clustering,
but can also arise from shortcomings of the overall track reconstruction. One example
would be errors in the combinatorial track finding described in Section 4.2. Clusters
in this category do not necessarily lead to a decreased track reconstruction efficiency
or an increased track resolution. They are therefore merged with Category 1 for this
method.

Figure 29 (a) shows a schematic of this method.

8.1.2 Measurement Using Overlap Regions

The fact that the pixel modules in the individual layers overlap can be exploited to
probe the identification power of merged clusters of the track reconstruction. All pixel
(IBL) staves are installed with a specific tilt of 20° (25.714°) - where the angle describes
the tangent to the plane perpendicular to the cylinder axis. An angular overlap in the
φ-direction is created, which for the IBL is 1.821°. For all layers except the IBL an
overlap between modules in the z-direction also exists.

Particles passing through these overlap regions are likely to create clusters on two
modules in the same layer. Similar to the method outlined in Section 8.1.1, the outer
cluster can be used as a reference and the inner one can again be assigned to one of the
three categories. In contrast to the extrapolation method, no extrapolation is necessary
for these topologies. Since the two clusters are nearly at the same radius, the distance
of the two tracks at the inner module can just be taken as the distance of the two at
the outer one. Since the relative position of the two modules is known with a high
accuracy, the impact of alignment related uncertainties on this method is insignificant.
Furthermore, due to the small radial distance between the two modules, the “type” of
the two clusters will be strongly correlated, such that if the outer cluster is a merged
cluster, the inner cluster should most likely also be merged and the track reconstruction
should identify it as such. Conversely, if the outer cluster is not identified as being
merged, one can probe for false-positives if the inner cluster is identified as such. Any
discrepancy in the categorization of the two clusters can indicate inefficiencies of the
track reconstruction. An incorrect prediction by the NN pixel clustering will be by far
the dominant source of such an inefficiency. Other sources, like wrongly assigning a
nearby cluster to the track also exist. Figure 29 (b) sketches how this method works
and Figure 30 gives a schematic view of the scenarios described above.
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Figure 28: Illustration of the different cluster categories:: (a) single-particle-cluster, (b) share-
able cluster (used by both tracks) (c) shareable cluster (used by only one track).
Both clusters have to be on the same module.
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Figure 29: Sketch of (a) the extrapolation method and (b) the method using the overlap re-
gions.

8.2 R E S U LT S

A qualitative agreement between data and MC simulation for the distance of two tracks
of a pair at the IBL and B-layer is essential to interpret the results. Figure 31 shows
that this distance is well modeled in MC simulation, with residual discrepancies of 10
to 20% at very small track separations. For the selected subset of tracks, the fraction
of clusters being identified as shareable is 5.9% and 5.6% on the IBL and B-layer
respectively.

Figure 32 shows the fraction of track pairs in each category as a function of the
distance between two tracks. As previously explained, clusters of Category 1 and 3
are merged and called single-particle clusters in these results. As the separation be-
tween the two tracks decreases, the fraction of clusters being identified as shareable
increases. Data agrees with MC simulation to within a few percent. Below a separation
of the order of two single pixels (about 0.1 mm) clusters must start to merge, and a
population inversion is observed. For the IBL (B-layer) the fraction of clusters identi-
fied as being shareable and assigned to both tracks reaches approximately 85% (93%)
for data and simulation.

Due to imperfect modeling of pixel clusters in simulation, certain discrepancies are
expected. For example, a simplified charge deposition model is used in simulation
which is known to imprecisely describe the data. Furthermore, the constant radiation
created by the LHC’s collisions and interacting with the sensors changes the observed
cluster properties with time in data, something which is not accounted for in simu-
lation. The observed overall discrepancy in the fraction of cluster of Category 2 for
the B-layer of about 10% is therefore expected. Due to the smaller longitudinal pixel
dimensions in the IBL the overall higher fraction of clusters of Category 1 compared
to the B-layer is reasonable.
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Figure 30: Illustration of the different cluster categories: (a) single-particle-cluster, (b) share-
able cluster (used by both tracks) (c) shareable cluster (used by only one track), on
the reference layer. For each case, the cluster on the target layer can also be from
one of the three categories.
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Figure 31: Distance between track pairs for (a) IBL and (b) B-layer, respectively in data and
MC simulation.

Another interesting observation is that the fraction of Category 2 clusters is smaller
for track distances below ∼0.1 mm for the IBL than for the B-layer. This hints at a
worse performance of the NN clustering in that layer. As pointed out in Section 3.4.1,
this is due to the fact that the IBL only provides a 4-bit readout compared to the 8-bit
readout used for the other pixel layers.

Distributions of the fraction of clusters in each category, from the method using the
overlap region, are presented in Figure 33. Clusters from categories 1 and 3 are again
merged in this figure. Compared to Figure 32, the overall features observed in all
distributions are the same. For the B-layer, the fraction of clusters identified as being
shareable and assigned to both tracks is approximately 95% and 90% for data and
simulation, respectively. Clusters on the IBL again show a significantly lower efficiency
as on the B-layer, about 80% in both data and simulation, while the overall agreement
between data and simulation is within 10%. Figure 34 shows the fraction of clusters
on the inner module with a different category with respect to the cluster in the outer
module. For this figure the three categories are considered separately. For increasingly
small separations the fraction of clusters with mismatching categories increases. Due
to the smaller pixel dimensions of the IBL, this increase occurs at smaller separations
than for the B-layer. At separations where clusters must merge (around 0.1 mm), there
is a drop in the distribution for both the IBL and B-layer. Mismatches in the categories
can arise for a variety of reasons. As described in Section 4.3, the NN pixel clustering
can fail to identify a cluster as being merged, or wrongly identify it as being so. There
will always be fluctuations in the shape of the clusters, even with identical incident
angles. Therefore, there will never be a perfect match between the categories of the
two clusters on the same layer, even if simulation would perfectly describe data.
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Figure 32: Fraction of tracks with single-particle and shareable clusters as a function of the
distance between tracks using the extrapolation method for (a) IBL and (b) B-layer.
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Figure 33: Fraction of tracks with single-particle and shareable clusters as a function of the
distance between tracks using the overlap method for (a) IBL and (b) B-layer.
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Figure 34: The fraction of tracks with mismatching categories between reference and target
cluster.

8.3 C O N C L U S I O N

Studying the properties of pixel clusters for collimated track pairs allows the probing
of the identification efficiency of the track reconstruction of merged pixel clusters in
data. For separations between the pair of tracks below the dimension of a single pixel,
the efficiency for identifying the cluster as shareable and assigning it correctly to both
tracks is above 80% for the IBL and above 90% for the B-layer. The performance of
the track reconstruction is consistent between data and simulation, with residual dis-
crepancies of 5% and 10% for the extrapolation and overlap methods respectively.
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Detailed understanding of uncertainties related to the track reconstruction perfor-
mance in dense environments is crucial for several performance studies, including
calibration of the jet energy scale (JES) using charged particle quantities [35] and
calibration of the jet mass in large-radius jets (see Chapter 10). These uncertainties
can also directly affect analyses, which is discussed in the context of this thesis in
Section 11.6.

Previous studies showed that the leading source of uncertainty was the track recon-
struction efficiency in dense environments [48]. As described in Section 5, updates
to the track reconstruction setup significantly improved its efficiency. Still, residual
inefficiencies exist (see Section 6).

This chapter presents a novel data-driven method which uses the measure of ioniza-
tion energy loss (dE/dx) provided by the pixel detector to quantify this track recon-
struction inefficiency. Using the fact that a single charged particle produced in colli-
sions at the LHC is expected to be a minimum ionizing particle (MIP), one can use the
dE/dx in pixel clusters to distinguish clusters created by one or two MIPs. This can be
used to identify the residual inefficiencies by asking how often are there two recon-
structed tracks associated to a cluster from two particles. By comparing the measured
inefficiency in data and MC, the respective uncertainty on the track reconstruction
efficiency can be estimated.

As the previous chapters have shown, tracks have the highest collimation closest to
the interaction point. Therefore the probability of finding a merged cluster is greater
for the inner layers of the pixel detector. Clusters on the IBL cannot be used for this
study since it does not measure dE/dx with sufficient resolution. Again, this is a result
of its 4-bit ToT resolution, compared to eight bits used for the remaining pixel layers.
As a result, this study uses information from clusters on the B-layer.

9.1 M E T H O D

The reconstruction and calibration of the R = 0.4 jets used in this study are described
in Section 6.1. The same data set and simulated samples as described in Chapter 7 are
used.

Reconstructed tracks must fulfill the following requirements:

• exactly one pixel cluster per layer

• pT > 10 GeV

• |η|< 1.2

• |dBL
0 |< 1.5 mm

• |zBL
0 sinθ |< 1.5 mm
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• number of SCT clusters ≥ 6

where dBL
0 is the transverse impact parameter calculated with respect to the mea-

sured beam line position, zBL
0 is the difference between the longitudinal position of

the track along the beam line at the point where dBL
0 is measured and the longitudinal

position of the primary vertex, and θ is the polar angle of the track. These stringent
requirements select topologies with enhanced contributions of high quality collimated
tracks, with negligible contributions from fake tracks.

Using data alone, this method shall quantify residual inefficiencies of the track re-
construction in the core of jets. To achieve this, three distinct distributions of cluster
dE/dx are created through the selections outlined in Figure 35.
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Figure 35: Selection chart for the three distinct dE/dx distributions used in the analysis.

One of them represents the dE/dx distribution of clusters from one MIP. This is
achieved by selecting tracks which are outside the core of the jet (∆R(jet,track)> 0.1)
and which use a cluster in the B-layer which is not used on any other track. For such
tracks it is very likely that their clusters are created by one single particle and are
labeled Not-Multiply-Used in the following. The second dE/dx distribution is built from
tracks which are inside the core of the jet (∆R(jet,track)< 0.05) and which contain a
cluster in the B-layer which is also used by another track. These clusters have a high
probability to be created by more than one particle, i.e. to be merged clusters, and are
further defined as Multiply-Used.

Figure 36 shows the two dE/dx distributions. The Not-Multiply-Used distribution,
plotted as blue circles, exhibits a single peak at the dE/dx value expected for a MIP. The
Multiply-Used distribution, plotted as green squares, instead peaks at a dE/dx value
expected for two MIPs. At dE/dx> 3.2 MeVg−1cm2 one can also identify further peaks,
which corresponds to B-layer clusters created by more than two charged particles. Such
Multiply-Used clusters are still possible as was explained in Section 4.3.

The final distribution, the so called target distribution, is created from tracks inside
the core of the jet (∆R(jet,track)< 0.05), which have a B-layer cluster which is only
associated to one track. This subset of pixel clusters has two major populations, one
consisting of clusters created by exactly one particle and correctly assigned to exactly
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one track, and one of merged clusters created by multiple particles, which are only
assigned to one track due to track reconstruction inefficiencies. Using the first two
dE/dx distributions of Not-Multiply-Used and Multiply-Used clusters as templates, one
can fit the target distribution to resolve the fractions of the two populations. With the
resulting fitted fraction of merged clusters, Fmerged, with only one track associated to
them, one can set an upper limit on the fraction of unreconstructed particles which
have created merged clusters:

F lost =
NLost

NTrue
2

=
NLost

NReco
2 + 2 ·NLost

, NLost = Fmerged ·NReco
Data , (5)

where NLost is the number of lost tracks, NTrue
2 is the true number of tracks that

should be associated to a merged B-layer cluster from two particles, NReco
2 is the num-

ber of reconstructed tracks inside the multiple-track template and NReco
Data the number of

reconstructed tracks in the target distribution. In the denominator, the number of lost
tracks needs to be counted twice, since for every measured lost track two tracks are
missing from the multiple-track template. The second equality is only strictly true if
the assumption that lost tracks have the same properties as reconstructed tracks holds,
which is known to be true from simulation. In other words, the number of tracks asso-
ciated to a cluster created by two charged particles which would fail the track selection
is negligible.

Since the peak in the dE/dx distribution from two MIPs for Multiply-Used clusters
is by far the most prominent and clean, the fit is performed only between 1.1-3.07
(1.26-3.2) MeVg−1cm2 for data (simulation) to suppress contributions from higher
dE/dx values. A imperfect description of the leading edge of the target distribution
by the single-track-template would affect the fitted result. Since the area of interest
lies at much higher dE/dx values, the lower edge of the fit range was chosen to avoid
as much as possible the leading edge of the one particle dE/dx peak, while retaining
high statistics for the remainder of the distribution. Simulation-based studies showed
that no significant bias of F lost is induced due to the choice of fit range, i.e. the true
value of F lost for tracks from clusters from the restricted and the inclusive range are
comparable.

F lost measures possible inefficiencies for tracks from particles using merged clusters
from exactly two particles. The fit range is adjusted in simulation in order to have the
same fraction of clusters as in the target distribution, which are inside the fitted range
with respect to the total number of clusters. This is necessary since the calibrated
response of the pixel sensors to a specific energy deposit has certain imperfections
which results in a shift of the overall dE/dx distribution.

The used fitter fits an input data histogram (d) with two templates (T1 and T2) using
a standard binned log likelihood fit and two fit parameters (n and Fmerged) with the
function:

f (x , Fmerged, n) = n× [(1− Fmerged)× T1(x)+ Fmerged× T2(x)] (6)

where T1/2(x) is the number of entries in the template 1 and 2 in bin x , n is a floating
normalization factor and Fmergedis the fit parameter for the fraction of template T2

(Multiply-Used template) entries in the data in bin x . For each bin x in the fit range
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Figure 36: dE/dx distributions of the single- and multiple-track templates for data with a jet
pT in the range 200 GeV < p jet

T < 400 GeV.

the compatibility of the observed data with the fit model prediction is computed using
a Poisson likelihood. The best set of parameters is found by minimizing the negative
logarithm of the product of the Poisson likelihood over all bins in the fit range:
∑

x

d(x)× log f (x , Fmerged, n)− f (x , Fmerged, n) (7)

Studies on the single ρ sample, also used in Chapter 5, show that the dE/dx distri-
bution obtained by the selections applied to the target distribution is consistent with
selecting potentially lost tracks. This reinforces the assumption that the fitted fraction
Fmerged corresponds to the fraction of lost tracks. For a single ρ decaying into two pi-
ons, two distinct event topologies can be observed. Firstly, the number of reconstructed
tracks can match the number of reconstructed pseudo-tracks, and secondly, only one
track can be reconstructed while two pseudo-tracks exist.

Figure 37 shows the dE/dx distributions for the two cases, where the distribution
with one reconstructed track but two pseudo-tracks represents the dE/dx distribution
when one track of a pair of collimated tracks is lost. For this distribution, the domi-
nating second peak is due to the merged pixel clusters. The peak at a dE/dx of one
MIP corresponds to tracks lost due to other effects than merging of the B-layer cluster.
To check if the selections applied to obtain the Multiply-Used template really corre-
spond to this distribution of lost tracks, the same selections are applied to this sample.
The result can be seen in Figure 38, where the Multiply-Used template matches the
distribution observed for lost tracks.

The jet pT is directly related to the density of the environment and the frequency
of merged clusters, and therefore expected to change the fraction of charged particles
which might not be reconstructed into a track due to potential inefficiencies. For this
reason the study is performed in jet pT bins of 200 GeV ranging from 200 GeV to
1600 GeV. For simulation, jet pT bin dependent templates are used. In the highest jet
pT bins in data, statistics is low. To not impair the fit quality due to the low statistics,
the single-track and multiple-track templates obtained from the 200-400 GeV bin are
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Figure 37: dE/dx distributions for two possible event topologies in the single ρ MC sample.
The first topology with one reconstructed track but two pseudo-tracks represents
the dE/dx distribution when one track of a pair of collimated tracks is lost. The
second topology corresponds to the case where both tracks are reconstructed.

used to fit all jet pT bins in data. Within the statistical uncertainty, these templates
have the same shape as the ones at higher jet pT within the fit range.

9.2 S Y S T E M AT I C U N C E RTA I N T I E S

Two different groups of systematic uncertainties need to be considered. The first are
uncertainties originating from the methodology described in Section 9.1. The second
group arises from differences in the physics modeling between several MC event gen-
erators, and only affect the final data and MC comparison.

9.2.1 Uncertainties Related to the Method

Clusters created by more than two particles have a non-negligible contribution to the
target dE/dx distribution. The choice of fit range, especially the upper bound, is ex-
pected to affect F lost, the measured fraction of merged clusters associated to only one
track. This effect is studied by increasing the fit range at higher dE/dx above the base-
line selection. With each increment of 0.2 MeVg−1cm2, the relative increase in F lost

is about 5%. The maximum change in F lostfor each bin of jet pT is added as an sym-
metrized uncertainty in that bin.

Due to the fitting of data in all jet pT bins with templates from the lowest jet pT bin,
an additional systematic uncertainty is introduced. From studies on MC simulation,
this procedure is known to introduce a small systematic bias in the fitted Fmerged. This is
caused by the varying contamination from clusters created by more than two particles
in the multiple-track template with jet pT, which varies between 3% and 8%. A jet pT

dependent correction factor is therefore applied to the result in data and an uncertainty
on the order of the difference observed in simulation is assigned.
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Figure 38: Distributions of dE/dx for events in the single ρMC sample where only one track of
the decay products of the ρ is reconstructed, but both are expected to be, compared
to dE/dx distribution obtained in the Multiply-Used template.

Another possible source of uncertainty are possible contributions to F lost not origi-
nating from the density of the environment. Such contributions could come from pile-
up tracks creating merged clusters with tracks in the jets, as well as isolated track being
lost. Conservative estimates based on truth-level studies on MC simulation showed that
such contributions are on the order of 2% to 6% of the total Fmerged in the studied jet
pT range, so much smaller as the other systematic uncertainties, and therefore are not
considered explicitly in the final results. However, residual non-closure is considered
inclusively.

A truth-based closure test was performed on simulated samples to validate the
method for any missed systematic bias or contribution. It was found that in the lowest
jet pT bin, a significant non-closure is observed of the order of 21% - this corresponds
to an absolute difference in the measured F lost of about 0.013. This non-closure quickly
decreases in the higher jet pT bins. The non-closure arises mainly from two sources:
the residual dE/dx peak at values expected from one MIP in the multiple-track tem-
plate, and large dE/dx values from more than two clusters. The former effect is more
relevant at low jet pT while the second effect becomes stronger at high jet pT. The
non-closure is added as an additional uncertainty in all jet pT bins for both simulation
and data. Table 1 lists the relative uncertainties on F lost.

Uncertainties on the JES calibration or resolution have negligible impact on the
analysis. No effects due to the choice of binning in the individual bins of jet pT are ex-
pected since the bin size is much smaller than the dE/dx resolution. This was checked
explicitly by varying the bin size around the default binning used in the analysis. All
variations produce identical results to the nominal binning. All relative systematic un-
certainties on F lost are summarized in Table 1.
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Table 1: Summary of the relative systematic uncertainties on the fraction of lost tracks (F lost)
in bins of jet pT for data.

Jet pT bin Fit Range [%] Low pT Templates [%] Non-closure [%]

200–400 GeV 15 0 21

400–600 GeV 13 8 12

600–800 GeV 12 14 7

800–1000 GeV 14 21 1

1000–1200 GeV 14 25 0

1200–1400 GeV 13 19 0

1400–1600 GeV 19 20 0

9.2.2 Generator Uncertainties

In order to study the overall agreement of MC simulation with data, one has to take
differences between different simulated models into account. Generator dependent dif-
ferences provide the dominant systematic uncertainty. Comparing the measured values
of Fmerged for samples generated with either PYTHIA 8, SHERPA [49] or Herwig++ [50]
allows to estimate this uncertainty as is shown in Figure 39. The observed differences
are most likely due to different modeling of the charged particle multiplicities and
distributions inside jets. For each bin of jet pT, the assigned uncertainty is the largest
symmetrized difference between the fitted value of Fmerged between either of the three
generators. This results in relative uncertainties of Fmerged between 4 and 34%. It is
important to note that this uncertainty does not need to be considered if one only
compares a specific simulated sample to data.

9.3 R E S U LT S

Target distributions for data, fitted with the Not-Multiply-Used and Multiply-Used tem-
plates, are shown in Figure 40 for two bins of jet pT. The combinations of both tem-
plates are able to well describe the target distribution, since the ratio of the fitted
function to the target distribution is consistent with unity.

Figure 41 shows that F lost is slightly increasing with jet pT and that simulation is
able to describe the data. In the core of jets, the fraction of lost tracks ranges from
0.061± 0.006(stat.)± 0.014(syst.) to 0.093± 0.017(stat.)± 0.021(syst.) between a
jet pT of 200 to 400 GeV and 1400 to 1600 GeV, respectively. This increase is caused
by increasingly boosted particles, which cause higher collimation of the track pair, and
is not due to confusion in correctly assigning clusters to tracks. At a certain point, the
two particles are so collimated that the reconstructed tracks start to overlap completely
up to the radius of the SCT detector. At that point a similar effect as shown for tracks
from the ρ decay in Figures 12 and 15 occurs. The cluster assignment efficiency for re-
constructed tracks remains constant with increasing jet pT, indicating no degradation
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Figure 39: Comparison of the fitted fraction of merged clusters, Fmerged, between Pythia8, Her-
wig++, and Sherpa as a function of jet pT. Errors bars are purely statistical while
the red error band for Pythia8 reflects the derived generator uncertainty.

of performance due to the environmental effects besides the second track. The prob-
ability of loosing one of the tracks rises only because of their increasing collimation.
This effect has been confirmed on simulation for tracks selected by this analysis.

Fitting a constant value to the ratio of F lost shows that data and MC simulation are
consistent across the whole studied jet pT range.
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Figure 40: Comparison of target dE/dx distributions with the fitted results for a jet pT between
(a) 200-400 GeV and (b) 1000-1200 GeV. The two template distributions scaled
by their fitted fractions are also shown. The ratio between the fit and the target
distribution is shown on the bottom within the fit range (1.1–3.07 MeVg−1cm2).
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Massive particles produced in the decay of TeV-scale resonances, such as W and Z
bosons or top quarks, are highly boosted. As a result, their decay products become
increasingly collimated as the mass of the resonance increase. In case they decay into
quarks, they are reconstructed as a single large-radius jet. One of the strongest dis-
criminants between these jets and the multijet background is their mass (jet mass).
Improving the resolution (JMR) of the reconstructed jet mass and reducing related
uncertainties is therefore essential.

This part of the thesis introduces the different approaches to jet mass reconstruction
used in ATLAS. Most of the content in this chapter has been previously presented in
Reference [51] with significant contributions from the author of this thesis. Where not
explicitly stated, all result in this thesis are based on the optimized track reconstruction
setup discussed in detail in Part II. MC samples are used in this chapter to obtain the
expected performance of multiple jet mass definitions, to perform the mass calibration,
as well as for the derivation of related uncertainties. The same MC and data samples
as described in Chapter 7 are used. In addition, simulated samples of W ′ boson (Z ′

boson) event provide a rich source for boosted W /Z bosons and top quarks. They are
simulated with the same event generator (PYTHIA), the same PDF (NNPDF23LO) and
tuned parameters (A14) as the dijet MC samples.

Two basic jet mass definitions, each with strength in specific kinematic regimes, and
a method to combine the two are presented. Built solely from calorimeter information,
the calorimeter-based jet mass serves as the baseline mass definition. This mass defi-
nition can be expanded, using the higher granularity information available from the
ID. This leads to the definition of the so called track-assisted jet mass. By combining
these two variables, one can achieve the performant combined jet mass. Each of these
jet mass definitions are described in more detail in Sections 10.1 and 10.5. After intro-
ducing the various mass definitions, their resolutions are compared in simulation in
Section 10.3 and corresponding systematic uncertainties are discussed in Section 10.4.

10.1 J E T M A S S D E F I N I T I O N S

The jet mass is mainly used as a variable to identify jets originating from boosted
particles. For these topologies large-radius jets are used and the following results are
presented for such jets. However, the general mass definitions provided below, as well
as their calibration procedures, are also valid for small-radius jets.

69
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The classical jet mass definition within ATLAS is the calorimeter-based jet mass
(mcalo). For a calorimeter jet J composed of calorimeter-cell clusters i with energy
Ei , momentum ~pi (|~pi|= Ei) it is defined as:

mcalo =

√

√

√

√

�

∑

i∈J

Ei

�2

−

�

∑

i∈J

~pi

�2

. (8)

Since this jet mass depends on both angular (used to build ~pi) and energy informa-
tion, the resolution of both individual measurements will determine the resolution of
the mass. As described in Section 3.5, the calorimeters offer excellent energy resolu-
tion. However, the spatial granularity, which determines the angular resolution, can
become a limiting factor for very collimated streams of particles. For a sufficiently high
Lorentz boost of the parent particle, the spatial separation of its decay products is so
small that their spatial separation reaches the calorimeter granularity. In the limit of
a jet reconstructed from a single calorimeter-cell cluster, the jet mass following the
classical definition above becomes zero.

As a way out, high resolution angular information from the tracking detectors can
be used to complement the calorimeter measurements. Similar approaches have pre-
viously shown to provide superior performance, for example in particle-flow [52].

There have been previous attempts to improve the reconstructed jet mass, the first of
which extended the electromagnetic calorimeter measurement by using the hadronic
information [53, 54]. In the context of tagging jets originating from a top quark, infor-
mation from the tracker was used for the first time to complement the calorimeter mea-
surement of the mass [55]. Phenomenological studies for future colliders discussed a
track-assisted mass in connection with highly boosted (pT ¦ O (10) TeV) jets from
bosons and top quarks [56, 57].

Information from the tracker and the calorimeter can be combined into the track-
assisted jet mass (mTA):

mTA =
pcalo

T

ptrack
T

×mtrack, (9)

where pcalo
T is the transverse momentum of a calorimeter jet, ptrack

T is the transverse
momentum of the sum of all tracks’ four-vectors associated to the jet, and mtrack is
the invariant mass of this sum. For a single reconstructed track the mass is set to
mπ, a good approximation since ptrack

T � mπ . The ratio of the transverse momenta
pcalo

T /ptrack
T corrects for the component from neutral particles, which the ID cannot

reconstruct, and which is missing in ptrack
T . This minimizes the effect of charged-to-

neutral fluctuations, and improves the resolution with respect to a track-only jet mass
definition (mtrack). Figure 42 compares the uncalibrated calorimeter-based jet mass
(dashed red line) to the uncalibrated track-assisted jet mass (dashed black line), and
shows that the latter is superior in resolution with respect to the uncalibrated track-
only jet mass (dashed blue line) for jets with 1.6 TeV< pT < 1.8 TeV.

Besides the charged-to-neutral fluctuations, the resolution and purity of the subset
of tracks selected as input to the track-assisted mass limits its resolution. By replacing
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the reconstructed tracks directly with the charged particles associated to the truth
jet matched to the calo jet, one can estimate the ultimate possible performance of
this method using MC simulation. As shown in Figure 43, the resolution would be
improved by a factor of two, if the efficiency to reconstruct all tracks would be 100%,
their resolution zero, as well as the assignment of the tracks to the reconstructed jet
would be perfect.

truth / mTAm

0 0.5 1 1.5 2

F
ra

ct
io

n 
/ 0

.1

0

0.2

0.4

0.6  Simulation PreliminaryATLAS

 = 13 TeV, W/Z-jetss

 < 90 GeVtruth80 GeV < m

| < 0.8η < 2.4 TeV, |truth

T
2.2 TeV < p

Reco-tracks

 = 0.27σ

Truth-charged

 = 0.14σ

Figure 43: Response distribution of mTA built from reconstructed tracks is shown in blue while
the red distribution uses charged truth particles with cτ > 30 ps (excluding muons)
as input. Jets are restricted to 2.2 TeV< pT < 2.4 TeV and 80 GeV< mtruth < 90 GeV

10.2 J E T M A S S C A L I B R AT I O N

Analogously to the calibration applied to correct the JES [35, 37, 38], also the jet
mass scale (JMS) needs to be calibrated. The goal of this calibration is to correct the
reconstructed jet mass on average to the mass of the jet on truth-particle-level.
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The mass response for a given jet mass is defined as the ratio between the recon-
structed jet mass and the mass of the matched truth-level jet:

Rm = mreco/mtruth; mreco ∈ cJES ·mcalo, cJES ·mTA, (10)

where cJES is the Ereco and ηdet dependent JES calibration factor - hence the mass
calibration is performed with the JES calibration already applied.

The jet mass calibration factors are determined by the mean of a Gaussian fit to the
average response 〈Rm〉 in bins of ptruth

T , |ηdet|, mtruth. This calibration is performed in
a sample of QCD dijet MC by matching isolated large-radius jets to isolated truth-level
jets. Isolation requires no other jet within∆R = 1.5 (2.5) for the reconstructed (truth)
jet. The truth-level jet is matched if its pT > 100 GeV and it is within ∆R < 0.6 of the
reconstructed jet. To transform the dependence of this calibration from truth based
values to reconstructed jet quantities, a numerical inversion is performed [51]. The
average jet mass response is said to be calibrated if 〈R〉= 1.

Although the JES calibration partially corrects for η dependent detector effects, a
full jet mass calibration is still required. Figure 44 shows the average response versus
ptruth

T after energy, but before mass calibration. A much more uniform response before
mass calibration for mTA is observed compared to mcalo, since pcalo

T in Equation 9 is
already calibrated.
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Figure 44: Average jet mass response of (a) mcalo and (b) mTA as a function of ptruth
T for central

jets in dijet MC shown in three bins of mtruth after energy but before mass calibra-
tion.

As shown in Figure 45, after calibration the mcalo and the mTA have a uniform jet
mass response within 3% across all bins of ptruth

T , mtruth and |ηdet|. For low mtruth and
high ptruth

T the calibration of the calorimeter-based mass fails to achieve perfect closure.
Due to the high gradient of the response of mcalo in this region, two jets on the high and
low edges of the same mtruth bin can receive very different corrections. In combination
with the poor jet mass resolution (JMR) in this region, two populations of jets will
exist: those with a higher mass where a calibration factor close to one is applied, and
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Figure 45: Average jet mass response of (a) mcalo and (b) mTA as a function of ptruth
T for central

jets in dijet MC shown in three bins of mtruth after energy and mass calibration.

those with lower mass where a large correction is applied (calibration factor � 1).
This is illustrated by Figure 46 (a). For the remainder of the calibrated phase space,
closure is observed after correcting the jet mass for both mass definitions, as is shown
for an example bin in Figure 46 (b).

10.3 J E T M A S S P E R F O R M A N C E I N S I M U L AT I O N

Figure 47 shows the resolution of the jet mass response as a function of truth jet pT for
jets originating from boosted W and Z bosons as well as top quarks. There are several
possibilities for quantifying the resolution of the response distribution. Using half of
the 68% interquantile range (IQnR)1 divided by the median has proved to be a robust
measure for this quantity, which is insensitive to outliers. In the limit of a Gaussian
distribution this quantity equals the standard deviation. Both the calorimeter-based
and track-assisted JMR degrade at high pT, as shown in Figure 47; for the calorimeter-
based mass this is due to finite granularity discussed in Section 10.1 and for the track-
assisted mass it is mainly due to a worsening track resolution.

For jets initiated by W or Z bosons the mTA provides superior resolution compared
to the mcalo above 1 TeV. At lower momentum the charged-to-neutral fluctuations sig-
nificantly limit the resolution of the mTA so the mcalo provides the better performance.
For different reasons the mTA is unable to match the performance of the mcalo for top
jets in the studied phase space. Since the mass of the top is higher than the W and Z
boson, a greater pT is needed to achieve the same collimation of its decay products.
At sufficiently high pT a cross-over point where the mTA is superior to the mcalo is still
expected. In addition, top jets on average exhibit a higher number of subjets than jets
from W or Z bosons, which again reduces the density of the environment and therefore
the granularity of the detector needed to resolve it.

1 This is defined as q84% − q16%, whereby q16% and q84% are the 16thand 84th percentiles of a given
distribution.
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Figure 46: Jet mass response distribution for mcalo and mTA for central jets in dijet MC with
2.25 TeV < ptruth

T < 2.5 TeV before and after the mass calibration is applied. Two
bins of mtruth are shown: (a) 40 GeV< mtruth < 60 GeV and (b) 160 GeV< mtruth <

200 GeV
.
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Figure 47: Resolution of mcalo and mTA for central (a) W/Z-jets and (b) top-jets in MC as a
function of ptruth

T . The resolution is defined as half of the 68% interquantile range
(IQnR) divided by the median of the distribution.
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10.4 J E T M A S S S Y S T E M AT I C U N C E RTA I N T I E S

The JMS cannot be obtained from data by methods such as jet balancing, since the
partonic center of mass energy is unknown at the LHC. One alternative method for
probing the JMS in data involves the use of rm

track, defined as the ratio between mcalo

and mtrack, for QCD dijet events [38]. This quantity is proportional to the JMS under
the assumption that it can be decomposed into

rm
track =R × (m

truth/mcharged truth)× (mcharged truth/mtrack). (11)

A residual dependence of the calorimeter response on charged-to-neutral fluctua-
tions makes this factorization only approximately true. As a result, 1−〈rm

track〉Data/〈rm
track〉MC

provides an upper limit on the scale uncertainty. Uncertainties on the fragmentation
modeling, as well as the track reconstruction performance can affect the double ratio
and as consequence limit the precision of this method to ∼ 5%. The method cannot be
used to determine the JMR because the resolution of the track term is dominated by
charged-to-neutral fluctuations. In the case of mTA, both the uncertainties on the track
reconstruction and the calorimeter-jet pT are known, so the systematic uncertainties
on both its JMS and JMR can be evaluated directly by propagating the uncertainty
on the individual components. This is one of the key advantages of the track-assisted
mass compared to the calorimeter-based mass and the uncertainties on the individual
components are derived as explained below.

The material in the ID is not precisely known. Since hadronic interactions with its
material are the main source of track reconstruction inefficiencies for isolated parti-
cles, the introduced uncertainty is evaluated by varying the amount of material within
its measured uncertainty [58]. As extensively discussed in the previous chapters, a
residual track reconstruction inefficiency in the core of highly energetic jets exists and
the uncertainties on it are derived as described in Chapter 9. Fake track provide the
second biggest source of uncertainty on the reconstruction. Using the assumption that
the number of reconstructed tracks is expected to increase linear with pile-up, one can
estimate the number of fake tracks by measuring any deviation from this non-linearity.
By comparing this non-linearity in data and MC, one obtains a 30% uncertainty on the
fake rate [59]. A possible uncertainty due to a bias in the reconstructed momentum of
the tracks can be assessed using Z → µµ events, where the momentum is reconstructed
iteratively to obtain the mass of the Z boson [60] (as defined by the particle data
group [2]). As already mentioned in Section 9.2.2, the fragmentation modeling differs
between different event generators, which leads to differences in the track reconstruc-
tion performance. Such differences can lead to changes in mTA and their magnitude is
estimated by comparing PYTHIA 8 and HERWIG++. The calorimeter-jet pT uncertainty
is estimated in analogue with the calorimeter based-mass: rpT

track = pcalo
T /ptrack

T .
The individual components of the JMS uncertainties for both mTA and mcalo are

shown in Figure 48. Full correlation is assumed between the track reconstruction un-
certainties on mTA and mcalo, since for both quantities a variant of the rtrack method is
used to estimate parts of the uncertainty. mTA is built through mtrack/ptrack

T so the over-
all uncertainty on the JMS due to track reconstruction uncertainties is much smaller
as they cancel out in the ratio. In the region of pT = 300− 1000 GeV, the uncertainty
is about 4% for mcalo and about 2% for mTA. At higher pT, the uncertainty is limited
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for both mass definitions by the statistics available in the data set, which limits the
precision of the rtrack measurement.
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Figure 48: Fractional JMS uncertainty and its individual components for (a) mcalo and (b) mTA

as function of ptruth
T for mreco/pT = 0.1 and |η|< 2.

10.5 C O M B I N AT I O N O F mTA A N D mcalo

The calorimeter-based jet mass is not explicitly used in deriving the track-assisted jet
mass and as Figure 49 shows, the correlation between the two masses is indeed very
small.
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Figure 49: Correlation between the mass responses of mcalo and mTA for W/Z-jets in MC with
|η|< 2 and (a) pT > 250 GeV and (b) pT > 1 TeV.

For jets with pT > 1 TeV the correlation coefficient is just 0.1. Both mcalo and mTA are
influenced by local fluctuations in the energy response of the calorimeter, but the im-
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pact on pcalo
T is much smaller. Motivated by this fact, a combination of the two masses,

the so called combined jet mass, can potentially provide a more powerful mass defini-
tion. Under the assumption that both individual jet mass responses are Gaussian, the
combined jet mass is given by a linear combination mcomb = a×mcalo + b×mTA. Fur-
ther, since both individual jet masses are already calibrated, also mcomb is calibrated by
requiring a+ b = 1. Considering these two facts, choosing weights which are propor-
tional to the individual mass resolutions is an appropriate choice for the combination:

a =
σ−2

calo

σ−2
calo +σ

−2
TA

b =
σ−2

TA

σ−2
calo +σ

−2
TA

(12)

In Equation 12,σcalo andσTA are the calorimeter-based and track-assisted mass resolu-
tions respectively. The resolution of all three mass definitions is compared in Figure 50
for W and Z-jets in MC as a function of the pT of the truth jet. At low pT mcomb ∼ mcalo

and at higher pT mcomb ∼ mTA with a smooth interpolation in the intermediate phase
space. There is a non-trivial increase in resolution of the intermediate jet pT range,
and the combined JMR is always superior to the individual jet masses.
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Figure 50: Resolution of mcalo, mTA and mcomb for central W/Z-jets in MC as a function of ptruth
T .

The resolution is defined as half of the 68% interquantile range (IQnR) divided by
the median of the distribution.

Systematic uncertainties on mcomb are obtained by propagating the individual un-
certainties on mTA and mcalo through Equation 12, while the contributions of the track
reconstruction uncertainties need to be treated as fully correlated.

10.6 C O N C L U S I O N

The jet mass is an invaluable tool in identifying the nature of large-radius jets. Several
different options exist to build this mass purely from calorimeter information, from
tracks of charged particles associated to the jet, or by combining all available informa-
tion into a combined jet mass. A simulation based calibration procedure for the JMS is
inevitable, and it is demonstrated that such a technique can provide closure. At high pT

the track-assisted mass outperforms the classical definition in topologies from hadronic
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W /Z-boson decays in terms of both resolution and uncertainties, while providing no
gain in resolution for top-jets. Combining the strengths of both the calorimeter-based
and track-assisted mass into the combined mass provides the most performant recon-
structed jet mass currently available.
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The increased data set of proton-proton collisions at the LHC at
p

s = 13 TeV offers
an improvement in sensitivity to searches for new heavy objects with masses at the
TeV-scale. Diboson resonances are predicted in several extensions to the SM, such
as extended gauge symmetry models (EGM) [61–63], Grand Unified theories [64–
67], theories with warped extra dimensions [68–72], two-Higgs-doublet models [73],
little Higgs models [74], theories with new strong dynamics [75], including techni-
colour [76–78] and more generic composite Higgs models [79].

In this search, two specific benchmark models are used to optimize the event selec-
tion and as a result increase the sensitivity of the search. They are also used for com-
parison with the observed data. The first is the Heavy Vector Triplet Model (HVT) [80]
which provides signals such as W ′→W Z and Z ′→WW , and the second a model pre-
dicting a spin-2 graviton GRS decaying into WW or Z Z pairs, described by Kaluza-Klein
modes [68, 69] of the Randall-Sundrum (RS) graviton [70–72].

With the Run 1 data ATLAS excluded at the 95% confidence level (CL) the EGM
W ′→W Z with masses between 1.3 and 1.5 TeV. Upper limits were set on the produc-
tion cross section times branching ratio for a GRS of the RS model decaying to WW
in the fully hadronic channel. The largest excess of events over the background was
seen at 2.0 TeV in the W Z channel with a global significance of 2.5 standard devia-
tions, taking the entire mass range of the search in all three channels into account [81].
CMS excluded in the fully hadronic channel the EGM W ′ with masses below 1.7 TeV,
and GRS with masses below 1.2 TeV, both at the 95% CL. The largest excess of events
over the background was seen at 1.9 TeV with a global significance of 1.3 standard
deviations [82]. Upper limits on the production of generic diboson resonances using
semileptonic final states were also published by CMS [83]. Using dileptonic final states,
ATLAS has excluded at 95% CL a bulk GRS → Z Z with masses below 740 GeV [84].
For narrow resonances decaying exclusively to W Z or WW , the ATLAS search in the
semileptonic channel excluded a GRS with masses below 700 GeV [85].

Both collaborations have performed searches using the early Run 2 data at
p

s = 13
TeV collected in 2015. In the ATLAS results [86] several final states (`νqq, ``qq and
qqqq) are combined to search for narrow-width resonances with mass between 500
and 3000 GeV. No significant deviations from the SM background predictions were
observed. The data excludes at 95% CL a scalar singlet with mass below 2650 GeV,
a HVT boson with mass below 2600 GeV, and a graviton with mass below 1100 GeV.
Similar results from CMS [87] were presented, with no significant deviations above
the SM predictions.

The analysis described in this chapter is a search for narrow diboson resonances
(WW , W Z and Z Z) decaying into fully hadronic final states. This search is performed
utilizing the combined jet mass introduced in Chapter 10, in contrast to previous re-
sults from ATLAS with the same data set [88] (with significant contributions from the
author of this thesis). W and Z bosons produced in the decay of TeV-scale resonances

81



82 S E A R C H F O R R E S O N A N C E S W I T H B O S O N -TA G G E D J E T S

are highly boosted and their decay products become increasingly collimated as the
mass of the resonance increases. In case they decay into quarks, they are reconstructed
as a single large-radius jet. In consequence, the signature of such heavy resonance de-
cays in this mode is a resonant structure in the dijet invariant mass spectrum. The
dominant multijet background produces a smoothly falling invariant mass spectrum,
lacking any resonant structures. A grooming-trimming procedure is performed on the
jets used in the analysis to minimize the effects of pile-up. To distinguish the signal
from the background, jets are selected as bosonic in character, using a tagging tech-
nique based on the mass of the jet and further substructure properties. This strongly
suppresses the multijet background, while still keeping a smoothly falling invariant
mass distribution. The contribution to background from processes containing bosons,
as V + jets (where V represents W or Z bosons), SM V V , t t̄ and single top produc-
tion, is significantly smaller than from the dominant multijet background. None of the
backgrounds explored are expected to contain any resonant structures within the SM.
Within the analysis, to avoid problems caused by the poorly modeled and low statis-
tics backgrounds in MC samples, the expected background is modeled by a fit to the
smoothly falling distribution in data.

11.1 D ATA S A M P L E A N D S I M U L AT E D S A M P L E S

11.1.1 Data Sample

This search is performed using data collected in 2015 and 2016 from
p

s = 13 TeV LHC
pp collisions with 25 ns bunch crossing separation, using the lowest-ET un-prescaled
single large-radius jet trigger, jet ET ≥ 360 GeV in 2015 and ET ≥ 420 GeV in 2016.

For these runs the standard data quality requirements are applied to select the lumi-
nosity blocks where all sub-systems of the detector were fully operational, as well as
limited periods where there was no toroidal magnetic field. The integrated luminosity
after these selections is estimated following the methodology described in [89] and is
3.2 fb−1in 2015 and 12.3 fb−1in 2016. Incomplete events, as well as events flagged as
being unusable for analysis in either the LAr or Tile calorimeters are removed.

11.1.2 Simulation of Signal and Background Events

Effects due to event pile-up are considered by overlaying additional minimum bias
events simulated with PYTHIA 8. To reproduce the pile-up conditions in data, simula-
tion is reweight to match the pile-up distribution observed in data.

11.1.3 Signal Samples

The HVT and Kaluza-Klein Graviton in RS warped extra dimensions models described
below are used as benchmarks to optimize the analysis and ultimately set limits.
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11.1.3.1 Heavy Vector Triplet Model

A generic parametrization of the couplings of a new HVT (W ′, Z ′) with the SM fields
allows for many models to be described. The HVT phenomenological Lagrangian [80]
introduces such a parametrization and allows for mixing of the SM vector bosons with
the new triplet field. Defining gV as a new parameter describing the coupling strength
to the new bosons, the coupling between the SM fermions and the new triplet can
be described as: g2CF /gV . Here, the gauge coupling of the SM SU(2)L is denomi-
nated as g, and CF represents a multiplicative factor, modifying the coupling to SM
fermions. Similarly, gV CH describes their coupling to the Higgs boson, CH again being
a multiplicative modifier.

A specific model assuming gV = 1 forming the HVT is investigated. In this scenario,
the W ′ and Z ′ decay to SM particles, with a branching fraction to boson pairs (W Z ,
WW , W H and ZH) of approximately 2% and a decay width of approximately 2.5%
in the studied mass range. The model creates the new triplet field by an extension of
the SM gauge group and is characterized by a weak coupling to the SM fields. Table 2
lists cross sections, branching fractions and widths for selected HVT benchmarks.

Signal MC samples with masses between 1.0 and 3.0 TeV are generated using MAD-
GRAPH 2.2.2 [90] interfaced to PYTHIA 8 for hadronization with the A14 tuned param-
eters and the NNPDF23LO PDF sets. The samples are in intervals of 100 GeV up to
2.0 TeV, then with intervals of 200 GeV up to 3.0 TeV. Only events are simulated where
the new vector bosons decays into WW or W Z pairs which in turn decay hadroni-
cally. The root mean square (RMS) of the invariant mass of the decay products of the
simulated HVT bosons is about 3.5% of the boson’s pole mass.

11.1.3.2 Kaluza-Klein Graviton in Randall-Sundrum Bulk Warped Extra Dimensions

Another model considered is the so-called bulk RS model [70], an extension to the
original RS model [68, 91]. Through the introduction of a warped extra dimension
it allows the SM fields to propagate in the bulk of the extra dimension. The model
has a dimensionless coupling constant, which can be described by the curvature of
the warped extra dimension (k) and the reduced Plank mass (MPl) as k/MPl ∼ 1 .
Decays of the Kaluza–Klein graviton, GRS , into pairs of WW and Z Z bosons have a
considerable branching fraction in this model. In the scope of this search, signals from
the bulk RS model with k/MPl = 1 and GRS masses larger than 1 TeV are studied. In
this model, the branching fraction of the GRS decaying to a WW (Z Z) boson pair varies
between 18.7% and 16% (9.5% and 8%) with the graviton pole mass, and its decay
width is approximately 2.5% in the studied mass range Table 2 lists cross sections,
branching fractions and widths for selected GRS benchmarks.

Signal MC samples where the bulk GRS , with masses between 1.0 and 3.0 TeV, decays
into WW or Z Z pairs are generated using MADGRAPH 2.2.2 interfaced to PYTHIA 8 for
hadronization with the A14 tuned parameters and the NNPDF23LO PDF sets for the
same mass points as for the HVT model. The RMS of the invariant mass of the decay
products of the simulated bulk GRS is about 10% of the its pole mass.
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Table 2: Resonance width (Γ ) and cross-section times branching ratio (σ×BR of the diboson
final states for different pole masses m in the described HVT and graviton model.

HVT W ′ and Z ′ GRS

WW W Z WW Z Z

m Γ σ×BR σ×BR Γ σ×BR σ×BR

[TeV] [GeV] [fb] [fb] [GeV] [fb] [fb]

1.2 40 102.1 212.7 69 29.4 14.9

1.8 56 14.4 30.6 109 2.40 1.21

2.4 74 2.94 6.37 149 0.326 0.164

3.0 92 0.726 1.58 187 0.057 0.029

11.1.4 Background Samples

The dominant background in this analysis is from the multijet QCD processes. Due to
the requirement of two high pT jets in the event, this background is well modelded
by simulated dijet processes. Due to the high background rejection of the boosted
tagging criteria and the high masses explored in this search, the dijet MC contains too
few events in the high dijet mass tails. For the final analysis a parametrized fit is used
to model the backgrounds from data. The dijet MC samples are mainly used to test
the efficiency of selection criteria, to validate the kinematic distributions and boosted
boson jet substructure variables in the background control regions (CR), as well as
to study the background fitting functions. These samples are generated with PYTHIA

8.186 with the NNPDF23LO PDF and the A14 ATLAS tune.
In addition to the dijet process, the W /Z+jets process is also considered to study

the boosted boson tagging performance. The W+jets and Z+jets events are generated
with SHERPA 2.1.1 interfaced with the CT10 PDF set. Only the hadronic decays of the
W and Z are included.

11.2 P R E S E L E C T I O N

In this section the baseline preselections used in this analysis are documented, includ-
ing the trigger and physics object selections. Veto selections, which are orthogonal to
the other signal regions with similar final states, are also described.

11.2.1 Trigger Selection

Events are initially selected by the two level ATLAS trigger system. In this analysis a
high ET, un-prescaled large-radius jet trigger1 is used. This is the lowest un-prescaled
large-radius jet trigger present in the selected 2015 and 2016 data sets. For both data
taking periods the offline selections are nearly 100% efficient with these triggers.

1 HLT_j420_a10_lcw_L1J100 for 2016 and HLT_j360_a10_lcw_sub_L1J100 for 2015.
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11.2.2 Lepton and Missing Transverse Momentum Vetoes

ATLAS performs additional searches for heavy resonant objects decaying to bosons in
non-fully hadronic final states. To ensure they cover independent signal regions each of
the searches uses an orthogonal data sample. Lepton and missing transverse momen-
tum vetoes are applied. Events with central (|η| < 2.5), and high-pT (pT ≥ 25 GeV)
leptons (muons or electrons) which pass both medium identification criteria [23, 92]
and loose isolation requirements are rejected to place the analysis in an orthogonal
region to the (semi-)leptonic diboson channels. Events with a missing transverse mo-
mentum above 250 GeV are rejected to produce orthogonality to the ννJ analysis.

11.2.3 Standard Jet Cleaning

Jets can be reconstructed from calorimeter signals that come from non-collision sources
including calorimeter noise, beam halo and cosmic rays. These can be an important
background at high-pT, and so criteria have been developed using early 2015 data to
reject such jets based on timing and jet shape. Events containing a small radius jet
failing the loose criteria [93] are rejected.

11.3 E V E N T S E L E C T I O N

11.3.1 Jet Selection

Each event must contain a pair of large-radius jets (as described in Section 6.1) which
satisfy the following requirements. Firstly, |η| of each jet must be smaller than 2.0 to
ensure a good overlap with the volume of the ID, allowing the use of reconstructed
tracks for boosted boson tagging (see sec. 11.3.4.1) and systematic uncertainties eval-
uation [94]. After this selection, the leading-pT jet must have pT > 450 GeV, to ensure
full trigger efficiency.

The two leading jets with the highest pT passing the requirements in each event are
taken as the initial boson candidates. These are taken to arise from the decay of the
signal particle X → V V , where X is one of the theoretical particles mentioned in the
introduction and V is either a W or Z . To avoid sculpting the dijet mass spectrum by
the jet pT requirement, the invariant mass formed from the two leading jets, mJJ, is
required to fulfill mJJ > 1.0 TeV.

11.3.2 Rapidity Difference

Signal events produced by the s-channel are more central than the t-channel QCD
multijet background events - the signal peaks near∆y12 = 0, whereas the background
peaks at larger values of |∆y12|.

This selection was optimized using the modeling in MC samples for the W ′ →W Z
models. By requiring that the dijet mass in both signal and dijet MC is within ±10 %
of the generated W ′ mass, only the relevant region of phase space is selected.

Figure 51 shows the rapidity separation between the two leading trimmed anti-kt

R = 1.0 jets in QCD MC, W ′ MC and data for different dijet mass ranges corresponding
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Figure 51: Rapidity separation between the two leading trimmed anti-kt R = 1.0 jets in QCD
MC and W ′ MC. Events in the histograms have been selected after passing trigger
selection, narrow mJJ windows, |η| < 2.0 and leading jet pT > 450 GeV. Each
subfigure displays a different dijet mass range corresponding to the relevant phase
space for the benchmark signal indicated - around (a) 1500 GeV and (b) 2600 GeV.

to the relevant phase space for the benchmark signal indicated. The ratio of signal
over the square root of background (SSB) was calculated for the full range of possible
selection criteria, comparing a selection of different mass signal W ′ samples with the
dominant QCD background. The optimal cut was taken as the one which provided a
large SSB ratio and signal efficiency over the full range of signal masses considered.
The inputs to this optimization can be seen in Figure 52. The cut value is chosen as
∆y12 < 1.2.
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Figure 52: Optimization of the rapidity separation selection between the two leading trimmed
anti-kt R = 1.0 jets. Events in the histograms have been selected after passing
trigger selection, narrow mJJ windows, |η| < 2.0, leading jet pT > 450 GeV. Each
subfigure displays a different dijet mass range corresponding to the relevant phase
space for the benchmark signal indicated - around (a) 1500 GeV and (b) 2600 GeV.
The SSB (green) for a range of selection criteria are shown for a sub-set of W ′

signal masses. In red and in blue are shown respectively the signal and background
efficiency for different value of rapidity separation cut.
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11.3.3 pT Asymmetry

Only two highly energetic jets are expected as the final state for the considered signal
models. These two jets should form a balanced system, so there pT should be nearly
identical. This balance can be quantified in form of the pT asymmetry defined as

A=
pT1− pT2

pT1 + pT2
, (13)

where pT1 and pT2 are the pT of the leading and sub-leading jets. Without any radiation
in the final or initial states and the lack of detector or reconstruction effects which
result in a jet pT resolution different from zero, Awould be zero. This is true for both the
considered signals and the dijet background. This cut is therefore applied to remove
any event where either of the jets is badly reconstructed, rather than to suppress the
background. Figure 53 shows the distribution of the pT asymmetry in data and signal
and background MC events.

The selection requirement placed on this variable was optimized using the modeling
in MC samples, applying |∆y12|< 1.2 and the same phase space and baseline selection
used for the optimization of the rapidity separation cut. The SSB was calculated for
the full range of possible selection criteria, comparing a selection of different mass
signal W ′ samples to the dominant QCD background. The final cut value A< 0.15 was
chosen to still be on the plateau of the selection efficiency for the signal. The inputs to
this optimization can be seen in Figure 54.

11.3.4 Boosted Boson Tagging

To enhance the separation between the signal boson jets and the QCD jets, several dis-
criminating jet substructure variables have been studied in the past [94]. The largest
separation between signal and background jets has been achieved by applying addi-
tional cuts on three discriminating variables:

Trimmed jet mass: the trimmed jet mass should be consistent with the boson mass
for jets from hadronically decaying bosons while for jets from the background it
should be small .

D2: boson jets are characterized by a two-prong structure, while QCD jets are mainly
one-prong. This discriminant is a variation on the ratio of energy correlations
which optimizes the separation between one-prong and two-prong decays, in
analytical terms [94].

Number of tracks associated to the untrimmed jet, ntrk: background events containing
hard gluons are likely to pass the D2 cut. Using the fact that energetic gluon
emissions, on average, produce jets with high charged particle multiplicities, this
cut can remove them.

Figure 55 shows a diboson candidate event passing the full analysis selection. The
two-prong structure one expects for these jets, and to which the D2 selection is sensi-
tive, can be observed for both jets.
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Figure 53: Transverse momentum asymmetry distribution between leading and sub-leading
trimmed anti-kt R = 1.0 jets in QCD MC and W ′ MC. Events in the histograms
have been selected after passing trigger selection, narrow mJJ windows, |η| < 2.0,
leading jet pT > 450 GeV and |∆y| < 1.2. Each subfigure displays a different dijet
mass range corresponding to the relevant phase space for the benchmark signal
indicated - around (a) 1500 GeV and (b) 2600 GeV.
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Figure 54: Optimization of the transverse momentum asymmetry selection between leading
and sub-leading trimmed anti-kt R = 1.0 jets. The QCD and signal MC are normal-
ized to unity. Events in the histograms have been selected after a cut of |η|< 2.0, a
|∆y| < 1.2 requirement and the trigger plateau is modeled by a pT > 450 GeV re-
quirement on the input jets. Each subfigure displays a different dijet mass range cor-
responding to the relevant phase space for the benchmark signal indicated - around
(a) 1500 GeV and (b) 2600 GeV. The SSB (green) for a range of selection criteria
are shown for a sub-set of W ′ signal masses. The signal and background efficiency
for different values of pT balance are shown in red and blue.
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Figure 55: Event display of a diboson candidate event recorded by the ATLAS detector on 20th
of May 2016. The dijet invariant mass is 2.4 TeV. The leading (sub-leading) jet
transverse momenta is 1.26 TeV (1.15 TeV). The leading (sub-leading) jet invariant

mass is 83.7 GeV (73.9 GeV). The ntrk (D(β=1)
2 ) is 25 (1.62) for leading jet and 24

(1.34) for sub-leading jet.

The optimization and definition of jet mass and D2 cuts are described in Refer-
ence [94]. Boosted boson tagging based on trimmed anti-kt R = 1.0 jets with cuts on
jet mass and D2 is currently used in all ATLAS analyses which include hadronic bosons
in the final state. A working point with a constant 50 % boson selection efficiency has
been chosen for this analysis. The selection on the number of tracks associated with
the untrimmed jet increase the QCD rejection power, while preserving high signal ef-
ficiency, and it has been designed and optimized specifically for this analysis.

11.3.4.1 Track Multiplicity

Both mass and D2 cuts can be passed by background jets containing radiation from
a hard gluon, because they are likely to exhibit a two prong structure as expected
from the signal. With increasing energy, the number of charged hadrons increases
for both gluon and quark induced jets [95]. Even so, on average, gluon-induced jets
produce a much higher charged particle multiplicity than quark-induced jets of the
same energy. The relevant scale for QCD dijet background is the momentum of the
jet, while for decays of boosted bosons it is the boson mass. Since the former is much
lower, one can use this to discriminate between the two processes. By cutting on the
multiplicity of tracks associated to the trimmed jet, ntrk (proportional to the charged
hadron multiplicity), one can increase the background rejection while retaining most
of the signal efficiency.

Tracks fulfilling the minimum ID quality requirements and matched to the event
primary vertex, are associated to jets using the ghost association procedure. Figures 56
and 57 show the distribution of the number of tracks associated with large-radius jets
before trimming, for HVT W ′ signals, dijet MC and data passing the same selections
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Figure 56: Transverse trimmed anti-kt R = 1.0 jets in QCD MC and W ′ MC. ntrk for the leading
jet. The QCD and signal MC are normalized to data. Events in the histograms have
been selected after passing trigger selection, |η| < 2.0, leading jet pT > 450 GeV,
|∆y|< 1.2, A< 0.15 as well as partial boson tagging. Two different dijet mass range
corresponding to the relevant phase space for the benchmark signal indicated are
shown - around (a) 1500 GeV and (b) 2200 GeV.

as for the optimization described in the following. The selection requirement placed
on this variable is optimized using the modeling in MC samples, requiring that all the
events have passed the baseline selections as well as containing two large-radius jets
successfully tagged as a boson by the D2 and jet mass requirements. The optimal cut,
ntrk < 30, was taken as the one which provided a large SSB ratio and signal efficiency
over the full range of signal masses considered, as seen in Figure 58. Using ntrk to
identify weak boson jets improves the expected sensitivity by approximately 20–30%.
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Figure 57: Transverse trimmed anti-kt R = 1.0 jets in QCD MC and W ′ MC. ntrk for the sub-
leading jet. The QCD and signal MC are normalized to data. Events in the his-
tograms have been selected after passing trigger selection, |η| < 2.0, leading jet
pT > 450 GeV, |∆y| < 1.2, A < 0.15 as well as partial boson tagging. Two differ-
ent dijet mass range corresponding to the relevant phase space for the benchmark
signal indicated are shown - around (a) 1500 GeV and (b) 2200 GeV.
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Figure 58: Optimization of the ntrk selection. Events in the histograms have been selected after
passing trigger selection, narrow mJJ windows, |η|< 2.0, leading jet pT > 450 GeV,
|∆y| < 1.2 and A < 0.15 as well as partial boson tagging. The optimization plots
are showed for (a) 1.5 and (b) 2.2 TeV W ′ signal samples, corresponding to the
relevant phase space for the benchmark signal indicated. The SSB is in green, while
in red and in blue are shown respectively the signal and background efficiency for
different value of ntrk cut.
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The pile-up dependence of ntrk has been studied and found to be negligible. A data
sample of V+jets events is used to estimate the relative efficiency and background
rejection of the ntrk cut, as described in Section 11.4.3.

Figure 59 shows the selection efficiency for the HVT and bulk GRS signals as a func-
tion of the resonance mass. For the WW and W Z decay in the HVT model, and the
GRS → WW decay in the bulk RS model, the acceptance times selection efficiency is
around 0.12. The GRS → Z Z decay in the bulk RS model has a lower acceptance times
selection efficiency around 0.09 to 0.1.
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Figure 59: Selection efficiency for HVT model Z ′→WW , GRS →WW , HVT model W ′→W Z
and GRS → Z Z benchmark signals after applying either the full WW , W Z or Z Z
selections.

11.4 C O N T R O L R E G I O N S

Various data CR are used to evaluate the efficiency of selections made in the analy-
sis or the effectiveness and flexibility of the background modeling procedure. A brief
description of each follows here.

11.4.1 Mass Sideband Regions

Alternative mass window selections to the boson tagger are used to test the effective-
ness of the background modeling function without unblinding the signal region. The
following sidebands are considered:

• A low mass sideband region: Both leading jets are required to have 50 < mJ <

65.

• A high mass sideband region: Both leading jets are required to have 110< mJ <

140. However, this mass window contains the signal region of analyses using
Higgs in the event. To avoid the possibly unblinding of the signal region of e.g.
vector-associated Higgs production a veto on b-tagged large-R jets is imposed. A
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Figure 60: Invariant dijet mass distributions in data and MC simulation for the (a) low-low
and (b) low-high (c) high-low and (d) high-high sideband CR.

large-R jet is b-tagged if more than one of the ghost-associated R = 0.2 subjets
is b-tagged.

• Mixed mass sideband regions: Using combinations of low/high mass window
cuts on the leading and sub-leading jets to form additional sideband regions.

The invariant dijet mass spectrum for all four sideband CR in data and MC are shown in
Figure 60. Agreement within 10% can be observed for mJJ < 1.5 TeV where statistical
uncertainties do not dominate.

11.4.2 Partial-tag Control Regions

The performance of the boson tagging requirements and their impact on the invariant
dijet mass spectrum is important to understand if the jet mass, D2 or ntrk requirements
are sculpting the background. The mJJ distribution after applying either a selection
on the jet mass window, the energy correlation variable D2 or the ntrk are shown in
Fig. 61. No sculpting of the distribution in either MC or data can be observed. Even
though large statistical fluctuations can be observed above approximately 1.5 TeV, the
low mJJ spectra in data is well reproduced by MC.
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Figure 61: Invariant dijet mass distributions in data and MC simulation after requiring (a) the
leading and sub-leading jet to be within the mass window of the boson tagger, (b)
after applying the D2 criteria derived for a 50% working point and (c) after applying
the ntrk selection.
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11.4.3 V+jets CR

A sample enriched in vector boson plus jets is obtained starting from the pre-selection
of two jets in an |η|<2.0 region. Further, it is requested that the leading jet has a pT

larger than 550 GeV and successfully is tagged by the D2 selection as either a W or a
Z . The resulting events have a small peak in the mass distribution which can be used
to fit the rate of W + Z signal, even in bins of the number of charged tracks. Using the
data/MC ratio of the fitted rate of W/Z bosons as a function of ntrk the quality of the
description of the ntrk variable in MC simulation can be assessed.

The mJ distribution in the CR for ntrk < 30 is shown in Figure 62 (a) - black dots
represent data and red squares denote simulation. The fitted mJ distribution, com-
posed of the multijet background and the W and Z peaks, is plotted as a solid black
line, and the dashed red line shows solely the background component. Both mass and
width of the fitted W + Z peak in data are well modeled by the MC simulation. Fig-
ure 62 (b) shows the fitted fraction of W /Z jets for data and simulation as a function
of ntrk. Two distributions are shown for the simulated ntrk, one without modifications
and one where the the distribution is scaled by 1.06 to best match the distribution
observed in data. This scale difference is used as a systematic uncertainty on the ntrk

modeling.

11.5 B A C K G R O U N D PA R A M E T R I Z AT I O N

The search for diboson resonances is performed by looking for narrow peaks above the
smoothly falling mJJ distribution expected in the SM. This smoothly falling background
is overwhelmingly composed of SM QCD dijet events. Other processes, which also fall
smoothly as a function of mJJ, like SM dibosons, W /Z + jets and t t, have small (below
few percent) to negligible contributions to the background. The background to the
search is estimated empirically from the observed mJJ spectrum in the signal region.
The background estimation procedure is based on a binned maximum-likelihood fit of
the observed mJJ spectrum to a parametric form. This is given by

dn
d x

= p1(1− x)p2+ξp3 x p3 (14)

where x = mJJ/
p

s, p1 is a normalization factor, p2 and p3 are dimensionless shape
parameters, and ξ is a constant chosen to minimize the correlation between p2 and
p3 in the fit. The fit is performed on a histogram of the observed mJJ distribution in
data with a constant bin size of 100 GeV. The fit range is 1.0 < mJJ < 3.5 TeV, where
the lower bound is dictated by the point where the trigger is fully efficient for boson-
tagged jets. The upper bound is set because the D2 parametrization is available for
jets with pT only up to 2 TeV and therefore the signal selection efficiency drops after
3.5 TeV affecting the fit.

The modeling of the parametric shape in Equation 14 is tested in simulation and
the background enriched CRs in data defined in Section 11.4. Figure 63 shows the fit
results performed in the high and mixed mass CRs in data and Table 3 list the results
of the fits.
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Figure 62: (a) Comparison of the mJ distribution between data and dijet simulation for jets
with pjet

T > 550 GeV and passing the D2 boson requirement. The expected shape
of the boson peak from W/Z+jets simulation is also shown. On the bottom, the
difference between data and the fitted background is shown. (b) Comparison of
relative fraction of W /Z-jets as a function of ntrk. Simulation is shown with and
without a reweighting based on the fitted scale difference to data. Statistical errors
are indicated by black error bars for data. The red error bars include systematic
uncertainties of the method.
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Figure 63: Comparison between the fitted mJJ shape (statistical uncertainty shown as gray
error band) and the mJJ data spectra in CRs. In (a) events are selected requiring
to be in the high-high sideband mass CR and in (b) to be in the low-high sideband
mass CR. The bottom plot in the figures show the pull, defined as the z-value as
described in Reference [96].

Table 3: Goodness-of-fit for maximum-likelihood fits of the background model to the dijet mass
distribution in high, low and mix mass CR.

Sample χ2/nDOF p-value

Data in low-low CR 19/22 0.63

Data in high-high CR 7.0/21 1.00

Data in low-high CR 20.8/22 0.54
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The uncertainties effecting the background modeling are taken directly from the er-
rors on the fit parameters of the background estimation procedure described in Sec-
tion 11.5. The systematic uncertainties on the expected signal yield and shapes arise
from detector effects and MC modeling. These are evaluated using the signal MC sam-
ples over the search region 1.0 < mX < 3.5 TeV. Systematic uncertainties on signal
shape and normalization are assessed and expressed in terms of nuisance parameters
in the statistical analysis as shown in Section 11.7.2. Uncertainties due to the large-
radius jet calibrations affect the large-radius jet pT, mass and D2. It is assumed that
pT and mass scale are fully correlated, while the scale of D2 is uncorrelated with the
former two.

11.6.1 Jet Energy and Mass Scale

Uncertainties on the JES are an important effect in the search for resonant structures
in the presence of a rapidly falling background spectrum. This uncertainty shifts the
expected signal mass spectrum, particularly the peak of the resonance, affecting the
significance of an excess if observed. Uncertainty in the JMS affects the observed jet
mass, which in turn affects the boosted tag selection efficiency and the dijet mass
shape.

The JES and JMS systematic uncertainties on the trimmed large-radius jets are eval-
uated using the methods described in Section 10.4. The size of the total JES and JMS
uncertainties vary with jet pT and are around 5% and 3% for the full mass range.

11.6.2 Jet Energy and Mass Resolution

Uncertainties in the measurement of the jet energy resolution (JER) and JMR would
lead to a mis-measurement of the width of any observed signal and affect the signal
selection efficiency. An uncertainty in the measurement of the JMR smears out the ob-
served jet mass distribution. The JER and JMR uncertainties are evaluated by applying
an additional relative Gaussian smearing on the input jets energy and mass, degrading
the nominal resolution by 20%. This is performed in four bins of jet pT, 250−500 GeV,
500−1000 GeV, 1.0−1.5 TeV and ≥ 1.5 TeV to account for the dependence of jet pT.

11.6.3 D2 Scale and Resolution

Any uncertainty on the value of the boson tagging discriminant D2 used here would
affect the selection efficiency of the analysis. Any variation observed will be taken as
a systematic uncertainty on the value of the cut, evaluated by shifting the cut value
by the uncertainty. The systematic uncertainty on the trimmed large-radius jets used
in this analysis has been evaluated using the methods described in Section 10.4. The
size of the uncertainty varies with jet pT and is around 6% for the full mass range.

Uncertainty in the D2 resolution acts to smear out the D2 distribution and thus al-
ters the efficiency of the final analysis cut. This is evaluated as an additional relative
Gaussian smearing of the input jets D2, degrading the nominal resolution by 10%. This
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is performed in four bins of jet pT, 250− 500 GeV, 500− 1000 GeV and ≥ 1.0 TeV as
the nominal D2 resolution varies with jet pT. The response of the D2 cut is not strictly
Gaussian and thus the RMS of the observed distribution is taken as a conservative
approximation to the width.

11.6.4 Track-multiplicity Efficiency

Uncertainties on the number of tracks associated with the untrimmed jet can affect the
signal selection efficiency. The modeling of this variable is discussed in Section 11.4.3,
and an uncertainty of 6% is estimated.

11.6.5 Luminosity Scale

The preliminary uncertainty on the integrated luminosity of both the 2015 and 2016
data sets is 3.0%. It is derived from a preliminary calibration of the luminosity scale
using x-y beam separation scans performed in August 2015 and May 2016. A detailed
description of this method is given in Reference [89] and [97].

11.7 R E S U LT S

11.7.1 Background Only Fit Results in Signal Regions

A background-only binned maximum likelihood fit is first performed on the observed
dijet invariant mass distribution in data, with the background modeling function de-
scribed in Section 11.5. Figure 64 shows the dijet invariant mass distribution observed
in the W Z , WW and Z Z signal region in data, compared to the fitted background
shape. The uncertainties of the fitted parameters are propagated to the dijet mass dis-
tribution and are shown as shaded-bands. The lower panels in the figure show the
significances, defined as the signed z-value of the difference between the observed
data and the expectation [96]. The fitted values of the parameters are summarized in
Table 4. No significant excess is observed in data.

Table 4: Fitted parameters of the dijet mass distribution and number of observed events for
each signal region.

Parameter WW W Z Z Z

ξ 7.54 7.79 7.72

p2 51.0±2.0 53.3±1.8 54.6±2.3

p3 7.8±1.4 6.6±1.2 7.9±1.6

Observed events 491 709 421
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Figure 64: The observed distributions in data in the (a) WW , (b) W Z and (c) Z Z signal regions.
The fitted background is also shown, where the shaded-bands are its uncertainty.
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11.7.2 Statistical Analysis

The data is interpreted with a frequentist analysis by calculating the signal strength, µ
for each of the benchmark models. µ scales with the number of signal events predicted
by the analysis, and for the signal plus background hypothesis equals unity. In contrast,
µ is zero for the background only hypothesis. A test statistic, λ(µ), based on the profile
likelihood ratio [98] is used to test the two benchmark models. A maximum likelihood
fit of the signal plus background hypothesis to the data extracts the value of µ. If any
excess is observed over the background only hypothesis, it is quantified in terms of local
p0. It corresponds to the probability of the background only hypothesis to produce
an excess at least as large as the one observed. The largest p0 in this search has a
local significance of 2.1 standard deviations for a HVT W ′ and a RS graviton decaying
to WW at a resonance mass of 1.2 TeV as shown in Figure 65. Such a deviation is
consistent with the expected background fluctuations.
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Figure 65: Observed p0-values for the HVT Z ′ →WW , and W ′ →W Z , and bulk RS graviton
GRS →WW and GRS → Z Z signal models. Very similar p0-values are expected for
both WW signals, since they both produce similar signal shapes and the used data
distribution is identical.

Limits on the production cross section times branching ratio of each considered
signal model are set as a function of the resonance mass. For the W Z selections, the
HVT W ′ is used as benchmark and for the Z Z selection, the bulk GRS is used. Both Z ′

and GRS are used as benchmark for the WW selection. Figure 66 (a) and Figure 66 (b),
show the observed 95% CL upper limits on the cross section times branching ratio on
the HVT W ′ → W Z and Z ′ → WW hypotheses as function of the W ′/Z ′ mass. New
resonances of the HVT model are excluded for masses between 1.2-2.0 TeV for the WZ
channel, and between 1.2-1.7 TeV for the WW channel with 95% CL.

Figures 66 (c) and Figure 66 (d) show the observed 95% CL upper limits on the
cross section times branching ratio for the bulk GRS → Z Z and WW respectively. No
exclusion can be made for this model, since the cross section times branching ratio for
excited graviton production is below the sensitivity of this analysis.
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Figure 66: Observed and expected 95% CL limits on the cross-section times branching ratio
for (a) HVT Z ′→WW , (b) HVT W ′→W Z , (c) bulk RS graviton GRS →WW and
(d) bulk RS graviton GRS → Z Z channels to diboson final states.
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The Large Hadron Collider entered a new energy regime at Run 2 with proton–proton
collisions at

p
s = 13 TeV. Events with multi-TeV jets showering in the detectors, or

tau-leptons and b-hadrons surviving passage through multiple active layers of mate-
rial, are now common place. These objects are also signatures for new physics, in-
cluding massive particles that decay to highly boosted bosons, whose own subsequent
decay products are often reconstructed into one large-radius jet. One of the strongest
discriminants between these jets and the multijet background is their mass.

In the core of highly energetic hadronic jets, the average separation of charged par-
ticles is comparable to the size of individual inner detector elements. As a result, their
charge deposits in the pixel and SCT detector start to overlap and can be reconstructed
as a single merged cluster. This can create confusion within the algorithms reconstruct-
ing charged particle trajectories (tracks). Without careful consideration, the track re-
construction efficiency in these dense environments will be limited.

An overview of the offline track reconstruction in ATLAS is given, and the work
leading to a vastly improved setup in terms of performance in dense environments for
Run 2 is presented. Key developments in the ambiguity solver, in combination with
a novel use of a neural network to identify merged pixel clusters, are presented. The
improved performance is demonstrated for highly collimated tracks from decays of
single particles, as well as in the more physical environment of hadronic Z ′ decays in
the presence of event pile-up. Up to 10% more pixel clusters are associated to tracks
in the core of high pT jets, which results in a much more robust track reconstruction
efficiency. This improvement becomes most apparent for charged particles with a high
production radius (>30 mm), where 17% efficiency is recovered, as well as in the
core of high pT b- and light-jets, where 10% and 14% efficiency is recovered. The
higher quality and efficiency of reconstructed tracks directly boosts the performance
of several derived physics objects, which is demonstrated with the example of flavor
tagging. For flavor tagging a 7–13% improvement in b-jet efficiency is achieved for a
fixed light-jet rejection for jets with pT > 100 GeV, using an IP3D tagger which has not
been re-optimized.

Extending these Monte Carlo based studies, two methods are introduced to probe
the track reconstruction performance in data. First, a study of the properties of pixel
clusters for collimated track pairs allows for a comparison of the identification effi-
ciency of merged pixel clusters in data and simulation. For separations between the
pair of tracks below the dimension of a single pixel, the efficiency for identifying the
cluster as merged and assigning it correctly to both tracks is above 80% for the IBL
and above 90% for the B-layer. The results are consistent between data and simulation,
with small residual discrepancies. Using data alone, the second method is able to quan-
tify a residual inefficiency of the track reconstruction in the core of jets as a function
of the transverse momentum of the jet using the energy loss in silicon. It varies from
0.061± 0.006(stat.)± 0.014(syst.) to 0.093± 0.017(stat.)± 0.021(syst.) between a
transverse jet momentum of 200 to 400 GeV and 1400 to 1600 GeV, respectively.

107
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With this improved track reconstruction performance, and vastly smaller uncer-
tainties through the data-driven measurement of the track reconstruction inefficiency,
ways to reconstruct the masses of jets with higher precision become possible. Three
different options exist to build the mass of the jet purely from calorimeter information,
from tracks of charged particles associated to the jet, or by combining all available in-
formation into a combined jet mass. A simulation based calibration procedure for the
jet mass scale is inevitable, and it is demonstrated that such a technique can provide
closure. Combining the strengths of both the calorimeter and tracker into the com-
bined mass provides the most performant reconstructed jet mass currently available,
reducing both the resolution of the reconstructed mass of the jet and its uncertainty.

Employing these novel reconstruction methods, a search for resonances with masses
in the range 1.2 < m < 3.5 TeV in the hadronically decaying W Z , WW , or Z Z final
state, is performed in 15.5 fb−1 of

p
s = 13 TeV proton-proton collision data. No signifi-

cant deviations from the background expectations are observed. An additional charged
or neutral heavy vector boson, as predicted by the Heavy Vector Triplet phenomeno-
logical Lagrangian (assuming gV = 1), decaying through W ′ → W Z (or Z ′ → WW ),
is excluded in the mass range 1.2–2.0 (1.2–1.7) TeV at the 95% confidence level.
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