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Getting It Right
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Traditionally, the first thesis out of each TPL experiment has become a
mini-reference manual for the experiment as a whole, often consulted years
later by people working on subsequent experiments. In general, this is
a tradition I disapprove of; I believe that it's much better for a
thesis to focus quite narrowly on its essential subject matter (thus
maximizing the probability that people on the committee will actually
read it), and simply to cite references to descriptions of apparatus not
central to the student's analysis. However, if the student, adviser,
thesis committee or whoever decides that a thesis should be padded with
an overview of the entire experiment, then some substantial attempt
should be made to get the information right, because there's always the
chance that other people may read it and believe it.

I have read that part of Paul ine's thesis deal ing with triggering and
data acquisition. It is replete with serious errors. Since a detailed
understanding of these systems is not vital to carrying out the form
factor analysis that is the essential subject matter of the thesis, there
is no reason to believe that the physics in the thesis is in any way
compromised. But if that be so, why is the Trigger and Data Acquisition
section in the thesis at al I? Given that it is present, why wasn't it
reviewed by someone familiar with triggering and data acquisition before
the thesis was published?

Among the many problems in section 3 (starting on page 45):

"The signal from the interaction counter was required to be at least as
large as the mean signal from five charged particles." [po 45] The
threshold is set to 4-5 times the signal from a minimum ionizing (minimum
signal) particle.

"This weighted sum gave an estimate of the total energy in an event for
the trigger decision." [po 45] There are actually two calorimeter energy



sums in the trigger: an unweighted sum to measure total energy, and a
weighted sum to measure transverse energy. The unweighted sum was used to
veto events with multiple beam particles (>700 GeV total energy); the
weighted sum was used to reject events with low transverse energy.

Table 3.1: The total energy veto (last entry) looks for multiple beam
particles in a narrow time window around the event, not multiple
interactions (which with a single 500 GeV beam particle still cannot
produce 700 GeV of total energy).

'The average time between beam particles was about 500 ns. Since this IS

greater than the 470 ns to make the full trigger decision, there was very
little deadtime due to the trigger decision." [po 47] This would be true
only if the particles were arriving at exactly 500 ns intervals; if 470
ns of deadtime were incurred for each particle arriving (randomly
distributed at an average rate of 2 megahertz), the trigger-induced
deadtime would be quite large. The real reason that trigger deadtime is low
is that most pretriggers required an interaction, which occurred only
every 20-25 microseconds; that is the number that 160 ns or 470 ns should
be compared to.

'[The DA system] was designed to accept large bursts of data at a faster
rate than it could fully process them but made use of dead time in the
beam delivery structure to process and record the data to memory in a
continuous manner." [po 48] In fact the in-spi I I data burst was recorded
real-time in MEMORY so it could be processed and written to TAPE during
the entire spil I cycle (spil I and interspill).

'The DA is composed of three major components: memory buffers, event
buffer interfaces and Exabyte tape drives.' [po 48] That is an odd
emphasis given the fact that the behavior of the system is totally
determined by programs running in the 54 ACP PROCESSORS and the
VAX. By comparison, the Event Buffer Interfaces are trivial protocol
translators between the VME bus and the memory buffers.

'This parallel structure of the DA allowed 24,000 channels to be read out
in 50 [microseconds] .... • [po 48] This is at least seriously misleading.
Most of the deadtime reduction is due to very fast digitizing systems and
readout controllers which send data to the DA system. Only about 5% of
the channels report any data at all for a typical event. The DA system
does make a contribution to low deadtime readout by providing parallel
input paths, but most of the reason that 24000 channels can be read out in
50 microseconds lies upstream of the DA.

Table 3.3 (p. 48): The typical event length is 2.5 (not 1.5) kilobytes.
The 9000 events/second is correct for the spill (as noted in the text
above the table), but is misleading following as it does the continuous
(spill + interspill) bandwidth. The event rate averaged over an entire
spill cycle is about 23/58 x 9000 =3570 events/second. Multiplying that
event rate times the (incorrect) event size of 1.2 kilobytes per event
yields a continuous rate to tape of 4.28 (not 9.6) megabytes/second;
table 3.3 is not even self-consistent.

'The eight EFB's provided a total of 640 Mbytes of memory, enough to store
one spill of data." [po 48] That's not right. The EFBs need store only
enough data to keep the system downstream of them running during the
interspil I, about 60~ of a spi II's data. Storing a full spi I I would only
make sense if the buffers could only read or write (but not both) at any
one time. We went to a great deal of trouble to ensure that the buffers
could read and write at ful I bandwidth concurrently; that's an essential



aspect of the design.

If you multiply 9.6 megabytes per second by 58 seconds per spil I cycle, a
full spill cycle)s data (going to tape) is 557 megabytes -- small enough,
you might think, to fit in a 640 megabyte buffer memory system. But it)s
actually not true, for two different reasons. First, the buffers do not
fill exactly evenly; when the fastest-filling buffer becomes nearly full
and inhibits triggers, there is some unused memory left in the others.
More important, the events in the buffers are larger than the events
going to tape because the additional TOC data compression performed in
the Event Handlers has not yet been carried out. The buffers will not
(and need not) hold a full spil I of data.

All references to ACP II processors (p. 50) are incorrect; the processors
used were ACP-1 single board computers, a processor many times slower than an
ACP II. The ACP-1 has only about 0.8 Vax-equivalents of computing power.
The ACP II processors, abandoned by the Fermi lab computing division, are
now being used at CBPF to reconstruct a portion of the E-791 data. They
were not avai lable for the DA system. Had they been available, the entire
DA system configuration would have been very different.

Referring to 3.3.2: The ACP processors are modules distinct from the
Event Buffer Interfaces, which are VME cards designed and built at
Fermi lab by Sten Hansen, myself, and several students. Figure 3.2, a
system drawing similar to the one I prepared for my DA talks, makes that
clear.

The ACP processors were of two kinds: BOSSES (1 per crate) and EVENT
HANDLERS (many per crate). The hardware was identical; the programs were
different. The Boss supervised the flow of data through the crate and
controlled the tape system; the Event Handlers extracted data from the
buffers, assembled complete events, and prepared them for output to tape.

Event Handlers could be in one of two states: GRABBER (responsible for
extracting events from the buffers through the EBI) and MUNCHER
(processing events already grabbed). Typically grabbership was passed
from Event Handler to Event Handler a couple of times per second.

It is impossible to reconci Ie the first sentence of the second paragraph
of 3.3.2 with the rest of that paragraph. It bespeaks fundamental
confusion about the design of the DA system.

And so on .... In fairness, if I had to summarize Pauline)s form factor
analysis, I would flounder at least as badly. I)d either have to study it
carefully (and learn a lot of background information beforehand) or.wr!te
about some~hing else ~ha~ I unders~and be~~er. No one can be a specialist
on everything in an experiment as big as E-791, but one should try to
resis~ ~he temptation to jus~ wing i~.

Again, two requests directed especially to future thesis wri~ers and ~heir

thesis advisers:

(1) Whenever possible, avoid padding theses with information about systems
the candidate had little or no~hing to do with. Keep the ~hesis focused on
the analysis being presented. If technical details about a system are
necessary to support the analysis, cite technical repor~s wri~ten by
people who know the system whenever possible, and summarize the
significance of those details for the analysis being reported.



(2) If technical information about a system outside the candidate's area
of expertise must be included in a thesis for whatever reason, then get it
right. Interview the people who worked with the system. Read any
publications or internal notes that are available. Have the draft of the
chapter checked by someone who knows the system well.
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THESIS ABSTRACT

MEASUREMENT OF THE FORM FACTORS
IN THE SEMILEPTONIC DECAY D+ ----+ [(-oe+ve

Pauline Gagnon

A measurement of the ratios of the form factors in the semileptonic decay channel
D± -+ KO*e±v is performed using data collected by the E791. collaboration at the
Tagged Photon Spectrometer at Fermilab in a hadroproduction of charm experiment.
Charmed events are selected if a secondary vertex of charged tracks is found clearly
separated from the primary vertex. Semileptonic events for this particular decay
mode are required to have a well identified electron as well as an invariant mass for
the (K1l') system consistent with the K- (892) mass. The form factors are extracted by
comparing the data to a Monte-Carlo-simulated sample using a continuous maximum
likelihood method to simultaneously fit to four kinematic variables characteristic of
this decay mode. The measured values for the form factor ratios are R2 = 0.32~~:~~±

0.13 and Rv = 2.4~~:~~ ± 0.27.
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1. Theoretical aspects and motivation

1.1 INTRODUCTION

Over the past three decades, a very succesful theoretical model - now called the
Standard Model- has evolved to describe the most elementary particles and the in
teractions between them. In this theory, strong interactions are mediated by eight
massless gluons and are described by quantum chromodynamics or QCD. Weak inter
actions proceed through the exchange of two charged massive particles, called W±,
and one massive neutral particle, the Zoo Electromagnetic processes are described by
quantum electrodynamics or QED and are mediated by neutral, massless photons.
The weak and electromagnetic interactions are together described by a single unified
theory named after the theorists who made the most significant contributions to the
development of the theory- Weinberg, Salam, Glashow, Iliopoulos and Maiani. It
is often just referred to as the electroweak theory. With the Standard Model, it is
possible to predict decay rates and hence lifetimes for particles decaying through the
weak or electromagnetic interactions. Such calculations are possible for electroweak
interactions but not for the strong interaction due to the relative strength of their
coupling constants. The magnitude of the electroweak coupling constants are much
smaller than one, but for the strong interaction, the coupling tonstant 0-. is of the
order of one. Consequently, when using perturbative theory to perform calculations,
we can neglect higher order terms in electroweak interactions which greatly reduces
the complexity of the calculations. However, the higher order terms must be included
when performing QCD calculations.

Although the Standard model succesfully describes experimental observations, it
cannot predict the values of 18 free parameters: the masses of the elementary fermions
(six quarks and three leptons, assuming that neutrinos are massless), three coupling
constants for the weak, electromagnetic and strong interactions (GF, 0- and 0-.), the
weak mixing angle (Ow), the mass of the Higgs particle and, finally, three angles and
one phase in the Cabibbo-Kobayashi-Maskawa matrix VCJ(M relating quark weak
eigenstates and mass eigenstates:

September 1961: The beginning of a long journey... little did I know' (

Vud Vu •

V CJ(M = Vcd Vc•

vtd Vt.

VUb)
Vcb .
vtb

(1.1)

x

Much experimental effort has been aimed at measuring these free parameters. In
particular, semileptonic decays have been extensively studied to extract some of the
CKM matrix elements. Processes involving the charged weak interaction, such as
semileptonic decays, contain two vertices at which the virtual W couples to a pair of
fermions as shown on Figure 1.1. If the fermions are two quarks, gi and gj, the CKM



The hadronic matrix element cannot be written down exactly because of the possible
exchange of gluons at the hadronic vertex. We therefore write the 1{1J in a general
form

with JIJ = (VIJ - AIJ)' P and K are the respective 4-momenta for the D and K*,
and t:, the polarization vector for the K*. These are the only 4-vectors available for
this process. Since the amplitude must be a Lorentz invariant after contracting the
hadronic current with the leptonic current, it can be shown that for a vector meson
in the final state, the only possible vector and axial-vector terms linear in t: and
containing the available 4-vectors are:

matrix element Vij is associated with the vertex. If the fermions are leptons, no such
factor is needed. Therefore, the weak decay of a hadron to a final state involving
leptons are particularly useful for measuring CKM matrix elements. If the final state
contains both hadrons and leptons, the decay is referred to as a semileptonic decay.
As an example, the semileptonic decay D+ -> k*ol+lI/ is shown in Figure 1.1.

w / /'
/~/ v

c /,/

'fs
d d

leptonic current follows from the V - A structure of the charged interaction:

£IJ = U. "'(IJ (1 - "'(5) vv .

1{1J = {K, t:1 JIJIP}

(1.3)

(1.4)

(1.5)

Figure 1.1. Feynman diagram for the semileptonic decay V+ _ [Co/+v/.

Semileptonic decays are particularly interesting to study due to their simplicity
given that the hadronic and leptonic vertices separate; that is, the hadrons and the
leptons in the decay are connected by a virtual W but no other particles or media
tors of interactions, as can be seen in Figure 1.1. In hadronic decays, on the other
hand, the W decays into quarks, and the decay is then complicated by possible gluon
exchange between the quarks from the two vertices. In that case, the amplitude for
the decay cannot necessarily be factorized. Because of the separation of vertices in
semileptonic decays, the decay amplitude can be factorized into a hadronic current
and a leptonic current. The leptonic current can be calculated exactly. The hadronic
current contains the currently uncalculable form factors which we measure in this
analysis.

In this chapter, the form factors in the decay D+ -> k·ol+lI/ are defined. Then,
the relationship between these form fators and experimentally measured quantities
used to extract the form factors is described. Finally, theoretical predictions of the
form factors are discussed and compared to previous experimental measurements.

1.2 ORIGIN OF THE FORM FACTORS

From the Feynman diagram shown in Figure 1.1, one can write the matrix element
for the decay D+ -> k·ol+lI/ as

A(D+ -> [Col+lI/ ) = ~ Vel [/' 1{1J (1.2)

where OF is the Fermi coupling constant for the weak interaction and Ve• is the
CKM matrix element. £IJ and 1{1J represent the leptonic and hadronic currents. The

2

{K,t:1 JIJ IP} = (MD + MI(.) Adq2)t:~ - M A2(q~ (t:*. P)(P+ K)IJ
D + I(.

A3(q2) (t:*.P)(P-K)IJ-i 2V(q2) (IJVP<7t:*vPPK<7.
MD + MI(. MD + MI(. ,

Here q2 is the invariant mass of the virtual W. V(q2), Al(q2), A2(q2), and A3(q2) are
the form factors, functions which depend on q2 and which parametrize the hadronic
matrix element. In the zero lepton mass limit, the term containing A3 goes to zero
when contracted with the leptonic matrix element. We are then left with three inde
pendent form factors to describe the effects of the strong interactions when a .pseu
doscalar meson decays semileptonicly into a vector meson. We cannot calculate the
form factors explicitly but various models attempt to estimate them. In addition,
the heavy quark effective theory relates the independent form factors at particular
kinematic points. In this analysis, we extract the form factors from experimental
data.

1.3 q2-DEPENDENCE OF THE FORM FACTORS (NEAREST POLE DOMINANCE)

The form factors introduced above can be a function of q2, the invariant mass
of the virtual W. The exact form of this function is not known. A dipole shape is
assumed by many theoretical models [1, 2, 3, 4] since one believes that the c quark
is most likely to decay into an s quark near a cs resonance as depicted in Figure 1.2.
Since the W carries spin 1 but no definite parity (it mediates the V-A interaction),
the qij resonance should also carry spin 1 to conserve spin. The vector part of the
hadronic current will have negative parity whereas the axial part will carry positive
parity. We expect a pole for the axial part near the mass of the lowest lying JP = 1+

3



state, that is, at the mass of the DSI at 2.5 GeVIc2, and for the vector part, near
the 1- state, the Dsat 2.1 GeV Ic2• The assumed form of the q2-dependence for a
form factor F is expressed as

F(O)
F(q2) = 1 _ q2 / m;o/e

where mpo/e is the mass of the appropiate pole described above. This is still just an
assumption and can be tested by a high-statistics experiment such as E791 when the
full data sample becomes available.

w

c .~ •

Figure 1.2. A simple illustration of the nearest-pole. dominance model. The W line is
stretched to look like a vacuum fluctuation into a qq pair. The W is assumed to be produced
preferentially near the mass of the lowest lying c! resonance with appropriate va.1ue of JP
to conserve spin and parity.

Figure 1.3. The three characteristic decay angles 8" 8y , and X for D+ ..... koo/+v, .

1.5 DIFFERENTIAL DECAY RATE USING HELICITY FORMALISM

The differential decay rate is given by the formula

_(271")4 2 .
df - 2MD IM I d~4(D, K, 71", I, /I) (1.6)

(1.7)

(1.8)Mi(D+ -+ R;Owt) =C(q2)Hi.

where d~4(D; K, 71",1, /I) is the four-body phase space element. The matrix element M
can be obtained from the expressions for the leptonic and 'hadronic current described
in the previous section. Alternatively, the decay D+ -+ j(0o/+/I/ can be broken into a
series of two-body decays, D+ -+ RoO W+ followed by W+ -+ 1+/1/ and ](00 -+ ](-71"+,
and treated in the helicity formalism. The matrix eiement can then be expressed as

Mi = LMi(D+ -+R;°w,nx
',>'

M.(k*O -+ K-7I"+) 1'.(X*o)M>.(W+ -+ 1+/1/) 1'>.(W+).

where 1'. = [Mko ...,. Mk" - iMKof(MK"t l is the K* propagator, 1'>.(W+) = GF is
the W propagator. The sum is taken over the helicities c and A of the ](*0 and W,
respectively, with c and), taking on the values {-I, 0, +1}. The matrix element for
D+ -+ K* W+ can be written in terms of the helicity states of the K- and the W.
Each state will be multiplied by a helicity amplitude d.enoted by Hi that will depend
on the form factors. That is,

1.4 THE MEASURABLE PARAMETERS FOR THE DIFFERENTIAL DECAY RATE

We can look at the decay D+ -+ R-ol+/I/ as a succession of 2-body decays where
the initial D+ first decays into K- and a virtual W. Since the D+ is a spinless
particle, it decays isotropically. Therefore, the only free parameters at this point
are the invariant mass of the virtual W (q2), and the invariant masss of the K
(MK,..)' Next the K- -+ K- 71"+ and W+ -+ 1+/1/. Since both decaying particles
carry spin, their decay will not necessarily be isotropic and we can measure the
relative angles between their decay products. We define 0/ to be the angle between
the lepton and the direction opposite to the recoiling D+ in the W rest frame, and
Ov the angle between the kaon and the direction opposite to the recoiling D+ in
the K- rest frame. The last angular variable X is defined as the angle between the
decay planes for the K- and W. The three angles are shown in Figure 1.3. The five
kinematic variables cos 8/, cos OV, X, q2 and MK" are all independent and together
completely describe the decay.

The relative angle between the planes of the decay products of the ](- and W+, X,
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will relate the two coordinate systems. Using the Wigner D-function, one can write
the matrix element for W - //1 appearing in eq. (1.7) in terms of the helicity states
of the W+:

2 1 [2 2 2 ( 2 Mj, K
2

2 ]Ho(q)="M (MD -MK".-q)MD+MK".,)Al(q)-4
M

M A2(q).
q K". D + J(".

The first two amplitudes H±. correspond to the transverse modes of the K* and

(1.13)f Kq2
1 Ho(q2) 1

2
dq2

fLifT = f K q2[1 H+(q2) 12 +TH_(q2) 1
2]dq2

where again K is the Ko momentum in the D rest frame.

Much interest has been renewed in the past few years in accurate measurements of
form factors in semileptonic decays since Mark Wise and Nathaq. Isgur [5] postulated
a new theoretical framework relating all form factors to a univers?-l function. This new
theory, called the heavy quark effective theory or HQET, establishes the existence of
an SU(3) flavor symmetry and an SU(2) spin symmetry in the limit that all heavy
quarks have infinite mass. "Heavy" here means that t~e quark masses are large
compared to the QCD parameter, AQCD. The QCD parameter is of the order of
200-400 MeV, making the c, band t quarks relatively "heavy".

The flavor symmetry of the HQET stipulates that transitions between different
heavy quarks can be related if they involve the same four-velocity transfer. The
theory then predicts that R2 = Rv = 1 in the limit of infinite quark masses. In
addition, the HQEJ' relates the form factors for decays of heavy quarks into light
quarks to a universal form factor ecalled the Isgur-Wise universal function. This
has an important application in the semileptonic decay of Band D mesons to light
hadronic systems such as 1r or p. Measurements of the c - d matrix elements in
semileptonic D decay can provide information on the b - 1.1 matrix elements crucial
to the determination of Vuh' '.

Semileptonic D decays with a kaon in the final state such as D+ - k oo /+/11 cannot
be related to semileptonic B decays with a hon in the final state since b - s tran
sitions are not allowed at tree level. However, b - s transitions can occur via rare

1.6.1 The flavor symmetry [6]

1.6 HEAVY QUARK EFFECTIVE THEORY

the last one refers to the longitudinal polarization mode. Since Al (q2) is common
to all helicity amplitudes H± and Ho, it is customary to measure the ratios R2 =
A2(0)/Al (0) and Rv = V(O)/Al(O). Notice that in eq. (1.11), I Ho 1

2
dominates when

cosOv _ ±1 (and q2 is small) but I H± /2 dominates everywhere else. Also, H+ and
H _ are enhanced in regions with opposite signs of cos 01. These facts make it possible
to separate the contributions of the different helicity amplitudes in the 5-dimensional
space formed by 01, 0v, X, MK". and q2. No form factor information is contained in
the distribution of MK".. However, it will enable us later on to discriminate against
background events when performing a multidimensionnal fit to the data.

We can also define the ratio of the transverse to longitudinal decay rates as

(1.9)

(1.10)

(1.12)

(1.11)

MDK
H±.(q2) = (MD + MK".) Al (q2) T 2 ... M V(q2)

D+ K".

{

1+COSO/' ..\=+1

MA(W+ -/+/11) <X 1 - cos 01, ..\ = -1

-v'2sin 01, ..\ = 0

The angle 01 is defined in Figure 1.3. Similarly, the matrix element for the decay
K* - K 1r can be written as

-0 + {±SinOV, £=±1
Me(K* - K-1r ) <X

v'2cosov, £= O.

Substituting eq. (1.7)-(1.10) into eq. (1.6) and evaluating the phase space fac
tors, we can write the differential decay rate in terms of the five kinematic variables
available for this process:

_ _ df _ G 21 V. /2 3 MK· K 2
dM'k". dq2 dcosOv dcosOI dX - F e, 2(41r)5 Mj, MK". q

MK·f(MK".)
x (M'k". - M'k.)2 + M'k. f2(MK"')

x { [(1 + cos 0/)2 I H+(q2) 1
2 +(1- cos 01)2 I H_(q2) 1

2
) sin20v

+4sin201 cos20V I HO(q2) 1
2

-2sin201 sin20v Re (e i2X H~H_)

-4 sin 01 (1 + cos 01) sinOv cosOv Re (eiXH~Ho)

+4 sin 01 (1- cos 01) sinOv cosOv Re (eiXH~Ho) }

where MK". = invariant mass of the K-1r system,

MK" = central mass of the k*o,

Ve, = CKM matrix element, and

K = K* momentum in the D+ rest frame.

In the above expression, the form factors are contained in the helicity ampli
tudes [2]:

and
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processes such as Penguin diagrams and are sensitive to the existence of particles like
the charged Higgs bosons. The heavy quark flavor symmetry can be used to relate the
form factors in D -+ K* transitions to those in B -+ K* transitions [7]. Therefore,
experimental data on the semileptonic decay D+ -+ t<*o/+v/ provide information on
matrix elements relevant for the rare B-meson decays B -+ K*e+ e- and B -+ K*'Y.
The recent observation of the decay B -+ K*'Y by the CLEO collaboration, the first
direct observation of a decay occurring via a Penguin diagram [8], revives the interest
for a more precise measurement of the form factors in the decay D+ -+ t<*o/+v/ .

1.6.2 The spin symmetry [6]

The spin symmetry leads to the prediction of degenerate mass states for hadrons
containing a heavy quark. In the infinite mass limit, the mass of the hadron containing
a heavy quark is independent of the spin state of the heavy quark. This situation is
very much analogous to the hyperfine splitting of the hydrogen atom. Because of the
large proton mass, the corrections to the mass of the bound state, due to the coupling
of the proton spin with the electron spin and with the orbital angular momentum,
are much smaller than the mass of the bound state.

A consequence of the spin-symmetry relevant to semileptonic decays is that
pseudoscalar-to-vector transitions can be related to the pseudoscalar-to-pseudoscalar
transitions; Therefore, the form factors for D+ -+ t<*o/+v/ can be written in terms of
the same universal function =: and related to the single form factor for DO -+ K-/+ v/.

• The ISGW model [1] is a non-relativistic model which describes the form factors
at q~ = q~az = MlJ-MJ(o. The q2-dependence is represented by an exponential
function

(
q2 - q~az)

4> (q2) ~ exp constant .

• The GS/AW model [2]assumes a single pole form for the q2-dependence of the
form factors as used in this analysis and described in section 1.3 .

• The WSB [3] model is a relativistic model which calculates the form factors at
q~ = O. The model assumes a single-pole function to describe the q2-dependence

1
( 2) -- - 2

4> q = 1 q2/Mpo/~

as described in section 1.3 .

• The KS model [4] is very similar to the WSB model but parametrizes some of
the form factors according to a dipole function

';(q') = C-q2~M",.) ,

1.7 THEORETICAL MODELS

Since QCD does not provide exact calculations for the form factors, we are forced
to use theoretical models to make predictions for the form factors. These models can
be categorized as follow [9]:

• Phenomenological form factor models.

• Lattice gauge theory calculations.

• QCD sum rules.

The phenomenological form factor models assume different forms for the q2_
dependence of the form factors and can be relativistic or non-relativistic models.
The form factors are assumed to be described by

/i( q2) = /i(q~) 4>(q~, q2) (1.14)

The predictions of these models are shown in Table 1.1 along with all experimental
measurements of the form factors for the decay D+ -+ k*o/+v/ .

From this table, one realizes that the measurements of Rv, from E687, E653 and
E691, all agree with each other within errors but the measured values are substantially
higher than values calculated using phenomenological models. The other theoretical
models based on lattice calculations or QCD sum rules predict closer values to the
experimental measurements but these calculations carry large uncertainties. Hower
ever, E691 measurement for R2 is barely compatible with the value measured by E653
and E687. The three experimental results for R2 only agree at the 1.5 (J' level. While
E691 measured R2 near zero, the two other experiments obtained a value closer to
1 which is more consistent with all theoretical models. Until the publication of the
E687 result in early 1993, this discrepancy had sparked a lot of interest, since most
theoretical models could not be reconciled with the E691 measurement. This analysis
provides one more precise measurement which should ,bring more light to this issue.

where /i(q~) is the value of the form factor at a particular value of q2 and 4>(q~, q2)
is an evolution function describing the assumed q2 dependence of the form factors.
Some of these models are described below:
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Table 1.1 Experimental measurements and theoretical predictions for R2, and Rv [9J

experimental measurements [10, 11,12,13,14J

Group R2 Rv fLlfT # of events
used for

measurement

E687 0.78 ± 0.18 ± 0.10 1.74 ± 0.27 ± 0.28 1.20 ± 0.13 ± 0.13 875

E653 0.82!~:~~ ± 0.11 2.00!~:~~ ± 0.16 1.18 ± 0.18 ± 0.08 305

E691 0.0 ± 0.5 ± 0.2 2.0 ± 0.6 ± 0.3 1.8!~:~ ± 0.3 204

MARK III 05+1.0+0.1 14. -0.1-0.2

WA82 0.6 ± 0.3!~:~ 50

theoretical calculations

phenomenological models [1,2, 3,4J

ISGW 1.0 ± 0.3 1.4 ± 0.4 0.9

GS/AW 0.8 1.9 1.2

WSB 1.3 1.4 1.1

KS 1.0 1.0 1.2

lattice gauge calculations [15,16]

BBD 1.2 ± 0.2 2.2 ± 0.2 0.86 ± 0.06

AOS 0.9±0.7 1.9 ± 0.8

QeD sum rules [17,18]

BKS 0.70 ± O.l6!~:i~ 1.99 ± 0.22!~:~~

LMS om ± 0.7 1.6 ± 0.3 1.7 ± 0.6

10

2. The Tagged Photon Spectrometer

2.1 INTRODUCTION

Experiment E791, a fixed target experiment conducted at Fermilab from July 1991
to January 1992, used an upgrade of the Tagged Photon Spectrometer, a detector first
commissioned in 1979 for E516. The E516 experiment was the first of a series of charm
experiments to be done using different upgrades of the detector located in what is
now known as the Tagged Photon Lab or TPL. The initial spectrometer, designed for
photoproduction of charm, had no vertex reconstruction capabilities, which limited
the number of charmed events reconstructed by E516. This experiment was followed
by E691, a very successful charm photoproduction experiment. Using ten planes of
silicon microstrip detectors, the E691 collaboration could adequately separate primary
and secondary vertices, identifying the points of formation and decay of a particle
containing a heavy quark. This feature enabled E691 to fully reconstruct about 10,000
charmed events. E769 followed E691, using 11'+,11'-, J(+, J(-, and protons beams, as
well as more silicon planes, to study hadroproduction of charm.

The whole detector as used by the E791 collaboration is shown in Figure 2.1.
Charged particles are detected with 23 planes of silicon mic~ostrip detectors, ten
proportional wire chambers (PWC), and four drift chamber rp,odules containing a
total of 35 planes. Two dipole magnets provided the magnetic field necessary for
momentum measurement. There were two threshold Cerenkov 'counters used to dis
tinguish between electrons, pions, kaons, and protons, followed by electromagnetic
and hadronic calorimeters. Finally, a series of scintillation counters used for muon

detection completed the spectrometer.

2.2 THE BEAM LINE AND THE TARGET

For these fixed target experiments, one had to extract the 800-GeV protons from
the main ring of the Tevatron and inject them into one of the three beamlines heading
for the experimental area. The extraction process, called a spill, lasted 22 seconds
and was repeated every minute. Between spills, the Tevatron was filled again with
protons. During each spill, about 1013 protons were sent to the experiments, of which
two teraprotons were allocated to E791.

Right after extraction, the proton beam was split electrostatically and sent to
three experimental areas called the Meson, Neutrino, and Proton areas. The beam
for the proton area was split once more between the,P-East line where the TPL is
located, P-West, P-Center and Broad-Band lines. The different beamlines as well as
the Tevatron itself are shown in Figure 2.2.

Upstream from the spectrometer, the proton beam hit a 30 cm-long beryllium
target after which pions were momentum-selected and steered onto the E791 target.
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2.2.1 The target

The typical pion yield from the primary target was 42 million secondary pions per
spill. Final focussing and alignment of the pion beam just before the target was done
using two quadrupole and two dipole magnets. These last magnets were adjusted
from the control room at TPL by the shift crew to optimize the interaction rate.

where"( = Elm. For a D-meson produced with about 200 GeVIc of momentum, "( '"
100, and f3 '" 1. For typical lifetimes of (4-10) x 10-13 S, Eq. (2.1) reduces to I '" 1 cm.
The foils were spaced roughly 1.5 cm apart, which ensures that the secondary vertex
is usually located outside a foil.

One crucial issue for a successful charm experiment is the ability to clearly recon
struct and separate the primary vertex, where charm quarks are produced, and the
secondary vertex, at which they decay. Therefore, the target design involved conflict
ing needs of maximizing the target thickness (to increase the interaction rate) while
minimizing the overall chances for multiple scattering and secondary interactions,
which degrade the vertex resolution and increase the background. It is advantageous
if the charmed particle decays outside the target to facilitate identification of the sec
ondary vertex. Consequently, the target foils should be thin and arranged such that
typically, the charmed particle decays downstream from the target. Taking all of the
above into account, the collaboration finally settled on a five-foil configuration with
a total target thickness corresponding to 2.2% of an interaction length. The target
consisted of one platinum and four carbon foils, each accounting for about 0.4% of
an interaction length. Platinum was selected for its high Z, therefore allowing for the
same interaction length for the a thinner foil. Each carbon foil was 1.45 mm-thick
while the platinum foil was only 0.5 mm-thick. Only the upstream target is made
of platinum because the high Z also results in a short radiation length which would
lead to significant scattering of charged particles. The platinum foil was made from
a polished Australian mint coin, the only known source of platinum disk with the
required dimensions. Along the same salvaging line, the carbon foils were milled from
industrial diamond drill bits. The final configuration with the exact position of each
foil is shown in Table 2.1.

The target separation was chosen so that a charmed particle produced in one foil
typically decayed before the next downstream foil. The mean decay length I for a
particle with mean lifetime T is given by

2.3 CHARGED PARTICLE TRACKING

2.3.1 The Silicon Microstrip Detector

Table 2.1 The five-foil target layout.

E516 was the first experiment to look for charm at the Tagged Photon Lab but, as
mentioned before, did not have a vertex detector. Since the main method for distin
guishing charmed events from the enormous light-quark background is the presence
of two well-separated vertices (the production and decay point's of a charm quark),
E516 was unable to efficiently distinguish the signal from the 'background. Silicon
microstrip detectors (SMD's) can provide accurate vertex information due to their
fine segmentation and were incorporated into the Tagged Photon Spectrometer by the
E691 collaboration in 1984. Using the vertex separation capabilities of the SMD's,
E691 and E769 reconstructed about 10,000 D mesons each, out of data samples of
100 and 4QO million events, respectively.

The SMD's operate as follows. When a charged particle crosses a layer of semi
conductor, [19] it deposits ionization energy. This creates an electron-hole pair in
the semiconductor which is separated by applying a bias voltage. Narrow aluminium
strips deposited on top of a semiconducting silicon wafer provide a conducting path
for the freed charged particles. By connecting electrodes to each individual strip, a
small electrical pulse can be collected and amplified, giving the location of the in
cident particle. A ,series of silicon planes with strips with a pitch of a few tens of
microns provides an accurate tracking device suitable for resolving separated vertices

due to charm decay.

Former experiments at TPL, E691 and E769, used 9 and 13 planes of SMD's,
respectively, all downstream from the target. The E7!H SMD system consisted of 23
silicon planes, six upstream of the target for accurate beam position determination,
and 17 downstream for early tracking. Figure 2.3 shows the layout of the different
planes. Parts of the system were new and parts were inherited from the previous
experiments but E791 was the first experiment at TPL to use upstream silicon planes.

foil number 1 2 3 4 5

z-position (cm) -8.191 -6.690 -5.154 -3.594 -2.060

material Pt C C C C

spacing (cm) 1.501 1.536 1.560 1.534

thickness (mm) 0.52 1.57 1.57 1.53 1.58

interaction length 0.588 % 0.412 % 0.412 % 0.402 % 0.415 %

(2.1)I = "(f3er,

14 15



Table 2.2 Main characteristics of the 23 SMD planes. The last six planes had a
smaller strip pitch for the central strips than for the outer strips. A negative z value
indicates the plane was upstream from the target.

plane z-position (em) strip spacing (pm) dimensions (em) view efficiency

1 -80.250 25 5x5 y 80%-98%

2 -79.919 25 5x5 X 80%-98%

3 -74.529 25 5x5 W 80%-98%

4 -33.163 25 5x5 W 80%-98%

5 -30.133 25 5x5 X 80%-98%

6 -29.483 25 5x5 y 80%-98%

7 0.670 25 5x5 y 80%-98%

8 1.000 25 5x5 X 80%-98%

9 1.931 50 lOx 10 X 88%-95%
I

10 3.015 50 lOx 10 , Y 88%-95%

11 6.684 50 lOx 10 V 88%-95%

12 11.046 50 10xlO Y 88%-95%

13 11.342 50 lOx 10 X 88%-95%

14 14.956 50 10xlO V 88%-95%

15 19.915 50 fOx 10 X 88%-95%

16 20.254 50 10xlO Y 88%-95%

17 23.878 50 lOx 10 V 88%-95%

18 27.558 50;200 lOx 10 V 92%-97%

19 31.848 50;200 10xlO X 92%-97%

20 34.548 50;200 lOx 10 Y 92%-97%

21 37.248 50;200 10xlO X 92%-97%

22 39.948 50;200 lOx 10 Y 92%-97%

23 45.508 50;200 lOx 10 V 92%-97%
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Figure 2.3. The layout of the 23 SMD planes.
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Each SMD plane was only 300 pm thick to minimize multiple scattering. The
overall geometrical acceptance was about ±150 mrad around the beam axis. The SMD
planes differed both in geometry and details of the first stage readout electronics but
all shared some basic features. None of the strips were used to measure the energy
deposited but simply to determine if the strip had been hit or not by comparing
the voltage pulse to a set threshold. Each strip was connected to a preamplification
system which was located near the detector. The preamplified signals were then
sent to the digitizer, a Programmable-Array-Logic-J:>ased circuit. All the planes were
fabricated by Micron Semiconductors of England. The main characteristics of the
SMD planes are summarized in Table 2.2.

BEAM
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With over 16500 strips, electronic noise was a major issue. False hits mean
increased difficulties in pattern recognition resulting in ghost tracks as well as creating
a larger event size. Therefore the temperature around the SMD planes had to be
maintained around 60°F to avoid thermal excitation that could simulate a genuine hit.
Any substantial temperature increase translated to higher background noise, leading
the electronics to register false hits. The average number of hits per plane was still
remarkably low, averaging about two hits per plane per beam particle for the planes
upstream from the target, corresponding to a noise level of about 0.1% per strip.
The typical number of hits per plane (including real hits) was about two for planes
upstream from the target, and on the average exceeded ten for planes downstream
from the target. The residuals for the SMD planes, that is, the difference between the
expected hit position (from track interpolation) and the detected hit position, were
used to determine the SMD resolution. Typical resolutions for the different SMD
planes were found to be 7.2 pm and 14.4 pm for the 25 and 50 pm pitch planes,
respectively.

2.3.2 The Proportional Wire Chambers

For beam tracking and help in finding the primary vertex, E769 installed propor
tional wire chambers (PWC's) just upstream of the target. E791 added two more
PWC plan~s downstream from the target to increase tracking capabilities. PWC's
operate as follows: when a charged particle crosses a gas, it ionizes molecules, leav
ing a trail of free electrons and ions. Applying a high, positive voltage to a series
of evenly spaced wires between planes at ground forces these electrons to migrate
towards the nearest wire. As the electrons are accelerated in the high field region
around the anode, they ionize more atoms, creating a larger number of free electrons,
a phenomenon known as an avalanche process. This excess of free electrons and ions
creates an electrical pulse on the anode wire, registering the position of the initial
charged particle. With PWC's, we record which specific wire detected an electrical
pulse produced by a charged particle, but not the drift time to that particular wire.
Therefore, the spatial resolution, and hence the precision they can provide for beam
localization or charged particle tracking, is entirely determined by their pitch. The
resolution is given by the wire spacing divided by v'f2.

In the E791 PWC system, the charged particles passed through a gas mixture
of 82.7% Argon, 17% CO2, and 0.3% Freon. Each plane contained 64 sense wires
spaced 1 mm apart. Each station of PWC's was made of several planes arranged in
different views: X, X', Y, and W. The X view and Y view wires were strung vertically
and horizontally, respectively. The W view axis w,as rotated by -600 with respect to
the vertical. The X' view was offset by half a cell from the X view in an attempt to
improve the resolution. All PWC parameters are given in Table 2.3.
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Table 2.3 PWC characteristics for all planes upstream and downstream from the
target.

upstream downstream

number of planes 8 2

dimensions (cm) 6.4x3.2 53.0x 28.8

view ordering X,X',Y,W X,Y

wire spacing (mm) 1.0 2.0

resolution (/lm) 145 (X,X'); 289(Y,W) 577

z-position (first) (em) -3117.0 118.5

z-position (last) (cm) -1212.0 161.1

applied voltage (V) 2750 3750

The charge from the electrical pulse was amplified and discriminated by a module
called the Proportional Charge Operational System (PCOS). \v,ith such a small wire
spacing, electron drift time to the wire was nearly negligible; the current peak was
sensed at the amplifier typically about 15 ns after the ionizing Nrticle passed through
the chamber. The total charge collection process and discrimination time was about
4 ps which was too long for triggering purposes and therefore was not used in the
trigger process to determine the number of incident partides in the beam.

2.3.3 The drift chambers

As part of the charged particle tracking system, in addition to the SMD's and
PWC's, the Tagged Photon Spectrometer was equipped with four sets of planar drift
chambers. Just like the PWC's, their operation is based on the fact that when a
charged particle passes through a gas, it leaves a trail of ionized atoms behind. The
free electrons are collected on wires maintained at a high positive potential with
respect to other cathode wires. Being positively charged, the ions will drift toward
the cathode. The electron drift velocity depends on the nature of the gas being used.
The drift time for the electrons provides an accurate measurement of the position of
the charged track from the wire, assuming that the electrons are drifting within a
uniform electric field, which is shaped by the field wir~.

The detector had four separate drift chamber modules containing a total of 35
planes measuring four different views, namely X, X', U, and V. Each plane consists
of sense wires (to collect the charge freed by ionization) and field wires, whose role
was to provide a uniform electric field through the drift region. The X and X' views
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were made of vertically strung wires with the X' view shifted by half a cell relative
to the X planes. The U and V views had their wires at ±20.5° from the vertical.
The complete layout of the 35 drift chamber planes is given in Table 2.4. The first
chamber Dl was located upstream of the first analysis magnet Ml and, along with
the SMD's and PWC's, provided an initial measurement of the track trajectory. D2
was positioned between the two bend magnets. The third drift chamber D3 was
located just after the second bend magnet M2 and added tracking information for
particles with momentum high enough to make it through both magnets. The last
chamber D4 came much further downstream, past the Cerenkov counters, just before
the calorimeters. Despite its long lever arm, this chamber was less useful due to
higher noise level and poorer resolution caused by its intrinsic design, with its basic
X cell being twice as large as for D3. Typical resolutions and efficiencies per chamber
are shown in Table 2.4.

Table 2.4 Drift chamber characteristics [20].

Dl D2 D3 D4

dimensions (em) 160 x 120 230 x 200 330x 200 550x 300

view ordering X, X', U, V X, U, V X, U, V X, U, V

number of planes 8 12 12 3

number of channels 1536 2400 1952 416

U and V cell size (em) 0.476 .892 1.487 2.97

X cell size (em) 0.446 0.953 1.588 3.18

z-position first plane (em) 142.204 380.959 927.366 1736.476

z-position last plane (em) 183.364 500.326 1046.175 1747.745

resolution (JIm) 275 250 250 350

efficiency 95% 95% 95% 90%

The drift chamber planes were grouped into assemblies with a complete set of
three planes allowing the determination of the x and y position of a particle at a
particular location in z. Each view by itself cannot be used to determine the exact
location of a hit (even in one dimension) due to left-right and double-hit ambiguities.
The former arises from the fact that one cannot tell from which direction the electrons
drifted to the wire. The latter happens when more than one wire in a particular view
has a signal. Complete reconstruction of the x and y position requires information
from three different views.
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In upgrading from E769 to E791, the readout speed of the drift chamber elec
tronics had to be increased to match the requirements of a faster data acquisition
system. The small pulse collected by the sense wires first passed through a discrimi
nator before reaching the Time-to-Digital Converters (TDC's), which were themselves
controlled by 11 Fast Smart Crate Controllers (FSCC's). These programmable units
could store in memory and automatically subtract the value of the electronic time
offset for each wire. These were regularly measured by sending a computer-generated
pulse to each drift chamber channel and recording the arrival time at the TDC's.
The drift time was measured backward from a common stop for all channels. The
drift time was also corrected for the z-position of the planes. At regular intervals,
magnet-off muon runs were used for accurate determination of various drift chamber
alignment constants such as their x, y and z-positions.

2.3.4 The analysis magnets

The Tagged Photon Spectrometer was equipped with two large-aperture copper
coil magnets. They provided transverse momentum kicks of 212 MeVIe and 320
MeVIe. All the magnet parameters are listed in Table 2.5. An exact mapping of
the magnetic field was conducted to allow for the best possible, tracking. Every few
hours during the experiment, the current on these magnets Wa.') adjusted such as to
maintain it within 0.1% of its nominal value.

Table 2.5 Magnet parameters.

Ml M2

z-position front (em) 222.5. 566.9

z-position center (em) 263.5 617.7

z-position back (em) 324.1 668.5

aperture (em2) 183.2 x 81 182.9 x 85.6

length (em) 101.6 101.6

current (amp) 2500 1800

f By(O, 0, z)dz (Gauss-em) 711,097 1,077,242

PT kick (MeVIe) 212. 320

Given an accurate value for the magnetic field, one can track charged particles in
the detector and determine their momentum. A particle with unit charge and velocity
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2.3.5 Momentum resolution

Since most particles in our experiment were produced with a large forward boost, we
can take dl ~ d/ z, where zis taken along the beam direction. For E791, the magnetic
field pointed upward, that is, B = +BY. Eq. (2.2) then reduces to

Thus, the change in momentum is independent of the initial momentum of the in
coming particle. The net result was a horizontal bending of all positively charged
particles towards the west side of the spectrometer and to the east for negatively
charged particles. A plot showing the strength of the y-component of the magnetic
field By inside the first magnet M1 is shown on Figure 2.4.
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Figure 2.4. The ma.pping of the ma.gnitude of the y-component of the ma.gnetic field B,
inside the Ml. Since the magnetic field points upward, charged particles travelling along
the beam direction are deflected into an horizontal plane.
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2.3.6 Vertex resolution

-5200

The momentum resolution can also be extracted directly from the data by looking
at the measured width of weakly decaying particles such as the D mesons. If the
detector was perfect (i.e. with infinite resolution and not inducing any multiple
scattering), these long-lived mesons would have no measurable widths. In E791 data,
D+ mesons from the decay D+ -+ K-1f'+1f'+ exhibit a width of 12.4 MeV whereas
2-body decays such as DO -+ K-1f'+ yield a width of 2.9 MeV.

The primary vertex resolution along the beam axis can be extracted from a fit to
the distribution of the z-position of a large number of primary vertices. The shape
of the distribution was assumed to be a convolution between a Gaussian distribution
and a square box of width equal to the foil thickness. The downstream target foils

(2.3)

(2.2)

(2.4)

(2.5)

dp = ~B d/ x.

dp = ±dJ. x B.

dp
F = -= ±v x B.

dt

O'(p) = A% ( p ) 1[1+ (BGev/c)2]
p 100GeV/c \ p

v passing through a magnetic field B experiences a force F given by

Since v = dJ./dt, where 1 is the position of the particle, it follows that

The momentum resolution depends essentially on two factors: how well can one
measure the exact curvature of a charged track using the tracking system and on
how much material will cause the particle to scatter away from its course. Multiple
scattering goes as Z2/p and depends on the amount of material on the charged par
ticles path. One can parametrize the momentum resolution to take into account the
effects of improperly measured curvature in the tracking system and deviations due
to multiple scattering. We can write

where A and B are constants to be extracted from the data. In E791 data, these
constants depend on how well the particle is tracked. The constant A ranges from
1.3% (if the particle is tracked from the SMD's down to the last drift chamber) to 33%
for tracks detected in the first drift chamber only. Similarly, B takes on values ranging
from 3.8 GeV/c for particles going through all tri'-cking devices, hence encountering
a maximum amount of material, down to 0.9 GeV/c for tracks detected only in the
first drift chamber.
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Figure 2.5. The reconstructed position of the primary vertex along the bea.m direction.
The insert shows the fit to a convolution of a Gaussian and a step function for the third
target foil. The exact z-position resolution for each vertex is indicated in cm next to ea.ch
target foil.

exhibit a slightly poorer resolution due to multiple scattering in upstream foils. The
extracted resolutions vary from 240 pm for the most downstream target foil to about
450 pm for the first, thicker platinum foil. Details are shown on Figure 2.5. The
exact position of each of the five target foils along the beam axis can easily be seen
from the plot as well as the interaction counter.
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2.4 THE CERENKOV COUNTERS

(2.6)

(2.7)

(2.8)
mc

Plh = V'U.

Pth = v'7i2=1'
mc

Pth = -ymVth = -ym{3thC = -ymc/n.

Substituting -y = (1 - {3;h)-1/2 with 13th = I/n leads to

For particle identification, E791 used two large gas Cerenkov threshold counters
(referred to as CI and C2), filled with different gas mixtures. They operate based on
the fact that a particle traveling faster than the speed of light in a medium of index
of refraction n emits ultraviolet light. This light is confined to a cone of half-angle ()
given by [19] sin () = 1/{3n where {3 = %' the ratio of the particle speed to the speed
of light in vacuum. Since sin () cannot exceed one, {3n must be smaller than unity to
describe a physical process. This defines a threshold velocity 13th, given by 13th = I/n
below which no light is emitted. Hence, a particle of mass m will leave a signal in a
Cerenkov counter only above a momentum threshold set by the relation

I

With a typical n close to 1, it is useful to define 6 = (n - 1) a,nd to expand in 6 to
reduce Eq. (2.7) to

For a particular value of momentum measured in the drift chambers, only particles
below a certain mass will emit Cerenkov light in a gas of given index of refraction. By
incorporating two such counters using gas mixtures with different indices of refraction,
one can set limits on the mass of the incoming particle and identify it in certain
momentum ranges. For example, in the Tagged Photon Spectrometer, only pions and
lighter particles, such as muons and electrons, can generate a signal in both counters
between 6 and 20 GeV; therefore, in this momentum range, they can be distinguished
from protons and kaons.

Each Cerenkov counter was made of an array of spherical mirrors coupled to
light collecting devices known as Winston cones, which have a 20° opening angle for
enhanced light collection. RCA 8854 photomultiplier tubes collected the signal and
were read by FERA's (ADC's described in the calorimeter section). Figure 2.6 gives a
schematic view for each chamber. The tubes in C2 had to be flushed with a constant
stream of nitrogen to avoid having helium ruin the phototubes. Table 2.6 summarizes
the characteristics of both Cerenkov counters.

To calibrate the Cerenkov counters, one had to determine both the gain and
threshold for each phototube associated with a given mirror. This procedure was
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(2.9)dN J( 1) d>"
df=21r0' 1-S2n2(>") £(>")>"2'

Cl C2

length (m) 3.7 6.6

number of mirrors 28 32

gas mixture 100% N2 80% He- -20% N2

6=(n-l) 290 x 10-6 86 x10-6

pion momentum threshold (GeV Ic) 6 11

kaon momentum threshold (GeV Ic) 20 36

proton momentum threshold (GeV Ic) 38 69

where

carried out using tracks for which the ellipse* of Cerenkov light did not intersect
mirrors illuminated by other tracks. Each of these tracks was assumed to have been
produced by an electron, giving the largest possible ellipse. The mean number of
photons emitted per unit length by a particle with velocity /3c i~ given by [2.6]

Table 2.6 Properties of the Cerenkov counters.

0' = the fine structure constant = 1/137,

n(A) = the index of refraction at wavelength A,

£(>..) = the detector efficiency at wavelength >...

Figure 2.7 shows the excitation function described by Eq. (2.9) for Cl and C2
as a function of momentum and particle type. In Figure 2.7 , £(>..) was set to one for
wavelengths between 1600 and 5000 A, zero otherwise.

A fit to the measured number of photons detected by a single counter to the
theoretical curve described by Eq, (2.9) yielded the values for the gain and threshold.
Once the gains were known for each phototube, it was possible to predict the number
of photoelectrons each particle type would generate at a given momentum. For each
particle entering the counters, the probability that the particle was of a particular type
is calculated based on a comparison between the amount of light 'actually collected to
the expected number of Cerenkov photons for each particle type at a given momentum.

REAR
WINDOw

UPSTREAM CERENKOV
COUNTER (Cll

~~"/~mss

RUBBER GASKET
SEAL

Figure 2.6. Schematic view of both Cerenkov counters.

DOWNSTREAM CERENKOV
COUNTER IC2)

* The light cone can have an elliptical crosssection due to the angle of the particle a.t production
or the tra.nsverse kick of the magnet.

26 27



The probability was estimated based on Poisson statistics [22]. The probability that
n photons are observed in counter i if the particle has type j is given by

Figure 2.7. The excita.tion function described by Eq. (2.9) for C1 and C2 a.'l a function of
momentum a.nd particle type. £(A) Wa.'l set to one for wa.velengths between 1600 a.nd 5000

A, zero otherwise.

where p is the predicted number of photons for particle type j. Combining the
probabilities from the two counters Cl and C2, we get the total probability that a

particle of type j produced the observed signals:

The SLIe was designed to maximize the energy deposition from particles which
interact primarily through the electromagnetic interaction, that is, electrons and pho
tons. Electrically charged particles radiate photons via bremsstrahlung when passing
through dense materials called radiators (such as lead) because of acceleration in
the electric field of the nucleus. [19] Electrons* are mainly subject to this energy
loss process since the number of bremsstrahlung photons emitted by a particle is
inversely proportional to the square of its mass. The radiated photons caused by the
bremsstrahlung process convert to e+e- pairs in the vicinity of a nucleus. This pro
cess of pair production and radiation repeats itself until all the energy of the incoming
particle has been radiated away.

The SLIe is constructed of thin layers of lead in which the shower of photons,
electrons and positrons develops. Between these passive layers of radiator, an ac
tive material (liquid scintillator) detects the electrons and positrons in the shower,

2.5.1 The SLIC

There were two calorimeters at the Tagged Photon Lab: the Segmented Liquid
Ionization Calorimeter (SLIC) (an electromagnetic calorimeter), and the hadrometer,
designed to detect energy deposition from hadrons. Both were used as part of the
trigger, selecting events with large energy deposition transverse to the beam line. The
assumption was that charm quarks, being very massive, should give large transverse
energies to their decay products. Used in conjunction with the Cerenkov counters,
tracking detectors and the muon wall, the calorimeters were 'part of the particle
identification system since electrons, photons, muons and hadrons have very different
energy deposition patterns in the calorimeters.

2.5 CALORIMETRY

particle type a priori probability

electron .02

muon .01

pion .81

kaon .12

proton .04

Table 2.7 Cerenkov identification parameters: the particle type and a priori proba
bility (the assumed fractional content in an arbitrary event.)

(2.12)

(2.11 )
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The final probability Pi used for particle identification was normalized by taking into
account the a priori expectation based on the assumed natural occurence of each

particle type in the data; that is,

where Ai is the a priori expectation as given in Table 2.7. * Unless otherwise noted, "electron" refers to electrons or positrons.
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Figure 2.8. A schematic view of the SLIe. The cutaway shows the first layer of the U, V
and Y views.
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two channels. The overall spatial resolution for locating the centroid of the electron
shower was about 7 mm. With a total thickness of 20 radiation lengths, the SLIC
design guaranteed good energy containment of electromagnetic ,showers. Moreover,
the multilayer structure provided fine segmentation along the z-direction, allowing the
assumption that equal amounts of energy were deposited in all views, an assumption
that was used in the calibration process. The energy deposited by a charged particle
or photon is proportional to the light collected at the phototube after correcting

emitting ultraviolet photons. A waveshifting solid material at the edges of the de
tector absorbs the UV photons and and re-emits them in the visible range where
photomultiplier tubes are most sensitive.

The SLIC is composed of 60 layers of lead [24] and liquid scintillator, each layer
corresponding to one third of a radiation length. Each liquid scintillation layer was
optically separated into parallel strips by means of teflon-coated corrugated aluminum
which provided channels with total internal reflection surfaces. The scintillation light
which propagated roughly parallel to the axis of the strips exitted the tank and
was detected by a wavebar-phototube readout scheme. The axes of the strips were
organized so that each shower was detected in three views giving three coordinates
for the transverse position of each shower.

Each scintillating layer was 1.27 cm thick. The thickness was determined by the
teflon-coated sheet aluminum corrugations which were inserted just after a front alu
minum sheet. The corrugations had a square-wave shape with a half wavelength of
3.17 cm which defined the width of the scintillator strips. The axis of the corruga
tions was'at an angle of ±20.5° and 90° from the vertical, forming the U, V, and Y
views, respectively. The corrugations formed 109, 109, and 116 separate U, V, and
Y channels. The Y channels were also separated at the midplane into 58 east and 58
west channels. The corrugations and layer pattern are shown in Figure 2.8 and the
SLIC parameters are listed in Table 2.8. The light from each channel ~nd 20 layers in
depth for ea.ch view was collected by a single readout phototube. Each readout, plus
t.he as,sociated liquid ,scintillation region which is viewed by that readout, is called a
"counter".

The light generated in the scintillator layers propagated along the teflon channels
within the 20° total internal reflection cone. One end of each channel was terminated
by a 90° mirror with a reflectivity of about 80%. Light propagating in the other
direction reached the edge of the SLIC and exiHed through a lucite window. This
light was collected by phototubes glued to wavelength-shifter bars and converted
into linear current pulses. Under ideal conditions,' all light entering the wavebar
will undergo total internal reflection and reach the photomultiplier tube at the end.
However, due to oil which leaked out of the detector onto the wavebars, several of
the wavebars did not transmit all the light resulting in a lower light yield at the
phototube. Several wavebars, for which this problem was particularly severe, were
extensively cleaned before the run began. Voltages applied to the phototubes varied
from 1500 to 1800 Volts although several tubes had to be powered at slightly higher
voltages to compensate for lower light yield.

In the center of the SLIC, where more particles are incident and hence, finer spatial
resolution is needed, each 1.25-inch-wide counter o,yas read out by a single 3-in RCA
4900 photomultiplier tube. At the sides of the detector, 71 U channels, 71 V channels
and 36 Y channels were read out with one 5-in RCA 4902 photomUltiplier tube for
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Table 2.8 SLIC parameters.

V channels V channels Y channels

number of channels 109 109 116

orientation from vertical -20.5° +20.5" 90°

number of layers 20 20 20

single channel width (cm) 3.17 3.17 3.17

channel length (cm) 110.4 110.4 46.25

view ordering V, V, Y

upstream z-position (cm) 1866.

downstream z-position (cm) 1962.

active area (cm2) 490. x 240.

scintillating material scintillator doped with mineral oil

radiating material lead

total radiation length 20

total absorption length 1.5

energy resolution (¥)2 ~ (1~)~ + (11.5%)2

position resolution (cm) '" 0.65

for attenuation in the scintillator and wavebar. Corrections for attenuation in the
scintillator were made once the location of the shower was determined. Corrections
for attenuation in the wavebar are made since different types of particles produce
energy showers with different energy distributions in depth. This is discussed below
in the SUC calibration section.

second largest energy loss is due to the production of '/To,S which in turn decay into
two photons, giving rise to an electromagnetic shower within the hadronic shower.
Hadrons can also lose energy (but at a much lower rate) through ionization. Since
muons principally lose energy through ionization, they deposit only a small fraction
of their energy in both the electromagnetic and hadronic calorimeters.

To maximize nuclear interactions with hadrons, and hence, maximize their energy
deposition, the hadrometer was made of alternating layers of steel (used as radiator)
and plastic (the scintillator). The hadrometer [25] was divided into front and back
modules, each consisting of 18 3lB-in thick plastic scintillator layers. These plastic
layers were interleaved with 36 one-inch thick steel plates for a total thickness of six
interaction lengths. The hadrometer was segmented along two views, with separate
scintillating plastic strips in the X and Y directions forming the individual counters.
The X counters spanned the full height of the detector whereas the Y counters were
divided at the vertical midplane. Each module was read separately resulting in 33
X counters and 3B Y counters in both the front and back modules for a total of
142 hadrometer channels. A single phototube collected the light output along the
z-direction. Even though this prevented access to information on the longitudinal
development of the shower, comparison between the energy deposited in the front
and back modules provided some information to separate muons and hadrons. A
detailed view of the device is given in Figure 2.9, and Table 2.9 lists all the relevant
hadrometer parameters.

Each wavebar for an individual counter (X or Y, front or back) was connected
to a single phototube, a 5-inch EMI 9791KB glued to a lucite lightguide. Since its
energy resolution was about ~, the hadrometer's main function was to provide
information for the Et trigger. Since hadronic showers tend to develop more slowly
than electromagnetic ones, a longer gate on the digitizers was used to read hadrometer
channels than SUC channels. A 190 ns gate was selected for the hadrometer whereas
a 160 ns gate was deemed sufficient for the SUC.

The hadrometer channels were designed to take into account the width of a typical
hadronic shower. The width W of a shower for which 99% of the energy is contained
can be estimated as a function of energy as [19]

where the width is given in cm and the energy in GeV. This yields a width of about 6
40 cm for particles in the 5-50 GeV range. The hadrometer channels were built 14.5
cm wide, yielding a poorer spatial resolution than the electromagnetic calorimeter
but well matched to a typical hadronic shower width.

Since the SUC was 20 radiation lengths thick, good containment of most elec
tromagnetic showers was to be expected. For example, the ratio of energy deposited

2.5.2 The hadrometer

Just behind the SUC, there was a second calorimeter intended to detect both
hadrons and muons. Hadrons can lose energy due to interactions with the nucleus
via the strong interaction when travelling in a high density region. About half the
incident energy is passed on to additional fast secondaries [19]. A typical secondary
hadron is produced with a transverse momentum of about 350 MeVIc, such that
hadronic showers tend to be much wider than electromagnetic ones, a fact that was
taken into account when designing the hadrorneter as will be discussed below. The

W(E) = -17.3 + 14.3 lnE, (2.13)
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Figure 2.9. Detailed view of the hadronic calorimeter.

in the hadrometer to that deposited in the SLIC was found to be zero for 70% of
electrons and positrons from converted photons in the 2 to 40 GeV/c momentum
range. For charged pions selected from K~ decays, the ratio of Ehad/EsLIC is zero
for only 34% of pions in the same momentum range. This fact was used in the offline
reconstruction to help achieve good e/'Ir separation, as detailed in chapter 4.

2.5.3 Calibration of the calorimeters: Overview

The goal of the calibration procedure was to convert the signal pulse height
recorded in the FERA ADC's to the amount of energy deposited by a particle, for
each channel of both calorimeters. Four sources of charged particles were available
for calibration: isolated muons and isolated electrons from special calibration runs,
alJd isolated electrons and charged hadrons selected from the regular ,data runs. Be
cause essentially all the electron energy is deposited in the SLIC and because the
momentum of each electron is measured in the tracking system, the calibration elec
trons provided the best absolute calibration. However, the number of channels which
received a sufficient flux of electrons in the calibration runs was limited. Therefore,
muons were useful because of their complete coverage of the SLIC. But, since muons
are minimum-ionizing particles, they produced very small signals corresponding to
about the sixth channel out of 2048 channels in the FERA's. Therefore the preci
sion with which the calibration constants can be determined using muons is limited.
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Table 2.9 Hadrometer parameters

X channels Y channels

number of channels 66 76

number of layers 36 36

single channel width (em) 14.5 14.5

view ordering X,Y

interacting material steel

scintillating material plastic*

absorber thickness (em) 2.54

total interaction length 6

upstream z-position (cm) 1973.

downstream z-position (em) 2131.

active area (cm2) 490. x 270.,
energy resolution AE.-.J~-r.-.J

* polymethyl methacrylate doped with 1% PPO and .01% POPOP

Consequently, as many U and V SLIC channels as possible were calibrated using
the special electron calibration runs. Then, with the muon calibration runs, these
calibrated channels were used to determine the energy deposited by a muon. This
number was then used to determine the absolute calibration of the remaining U and
V channels. Finally, the Y channels were calibrated using isolated electrons from
regular data runs by setting the signal measured in the Y view equal to the signals
measured in the U and V views. For the hadrometer, we injected the conversion factor
used by E769 and E691 to determine the absolute energy deposited by muons. The
accuracy of this con,version factor was checked by selecting isolated hadronic showers
from the regular data runs. The details of these calibration procedures are given in
the following sections.

After calibration, electron/positron pairs from converted photons and photon
pairs from 'lr

0 decays from regular data runs were used to check the accuracy of the
calibration constants. The energy resolution was measured both for isolated electrons
from calibration runs and for electrons from photoconversions. The fractional resolu
tion (fE/ E was measured as a function of l/VE and found to be 17.4%/VE plus a
constant term of 11.5% (to be added in quadrature) for electrons in normal data.
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2.5.6 Absolute calibration of the SLIC using electrons

hadrons from normal data and made a scatter plot of the ratio E/p for the energy
they deposited in each calorimeter. For relativistic hadrons, one can neglect their
mass and expect that their total energy be equal to their momentum. Assume

and Etotal = p. It was found that the values of the parameter Q and(3 depended on
the type of event. An event is said to be congested when other charged tracks in the
selected event point to the same hadrometer counters. Congestion occurs for about
two thirds of the tracks. The values of Q and (3 for congested events were found
to be 2.1 and 1.0 and, for non-congested events, 2.0 and 0.7 . Figure 2.10 plots the
total energy as parametrized by equation (2.14) both for non-congested and congested
events. The ratio Etotal/p peaks at one but with a rather broad distribution, especially
in the case of congested events.

Electrons were used for absolute calibration since electrons are the only charged
particles to deposit all their energy in the SLIC. The electron energy was determined
by measuring its momentum in the tracking system and setting the ratio of energy
to momentum equal to one. '

For electron calibration run, a 20-GeV electron beam hit a'thin aluminum plate
placed in the beam path near the target, giving a secondary beam of electrons and
positrons created by photoconversion. Electrons and positrons in the 3 - 20 GeV
energy range were detected in the fiducial volume of the SLIC. The electrons were
found on the east side and the positrons on the west side of the SLIC. These special
calibration runs were repeated every other week throughout the experiment. The
electrons from the electron calibration beam were not uniformly distributed over the
surface of the SLIC. They lay in a horizontal plane through the center of the SLIC
since the magnets in the beamline and the detector bent charged particles in the
horizontal plane. The short outermost U and V channels and most of the Y channels,
did not lie in the path of the electrons. About 143 out of 218 U and V channels
were hit by the electron beam. We used the full reconstruction code iteratively on
this "electron" data and adjusted the calibration constants such that the ratio of
energy to momentum was exactly one, as desired for electrons. For these channels,
we measured the exact gain by converting ADC counts to GeV using the known
momentum of the electrons.

For the remaining channels, we needed to extract the muon equivalent energy
deposition. Using the 143 calibrated channels, we compared the muon peak position
with the established gain for each channel. The energy deposited in the SLIC by
muons was found to be less than what was determined by E691 and E769 due to

(2.14)Etotal = Q EsLIC + (3 Ehad

2.5.5 Absolute calibration of the hadrometer

2.5.4 Calibration procedure with muons

A fairly uniform spray of muons over the whole surface of the calorimeters was
obtained by closing collimators upstream from the target. We used the output of a
first muon run and participation plots from the online monitoring system to adjust
the voltage on each phototube until all gains were roughly balanced. Once the voltage
on each phototube was fixed, muon data was collected and analysed to determine the
attenuation parameters for each of the 334 SLIC channels and 142 hadrometer chan
nels. This attenuation is due to absorption by the scintillating material and depends
on the distance between the shower location and the position of the phototube. The
attenuation parameters were extracted from a fit to an exponential decay curve.

After correcting for attenuation, we determined the peak number of ADC counts
for muons for each channel by fitting the data to a Landau distribution for each
channel separately. The fitting procedure allowed us to determine the peak position
to within ± 5-7%, much better than ± 1 bin achievable without a fit.

We used the results of ten muon runs covering a period of 130 days throughout
the run to monitor the gains for a possible drift over time. Each one of the ten
gain files was compared to a standard file, choosen when all adjustments to the high
voltage were final. The ten ratios were fitted versus time to a straight line where time
is measured relative to the standard run. The intercept and slope were extracted for
each SLIC and hadrometer channels. The gains were found to increase on average
by about 1.3% per month for the SLIC whereas the hadrometer exhibited an average
gain decrease of 1.42% per month. The final gains were corrected channel-by-channel
for this drift. Since the muon peak was found around the sixth bin in the FERNs, a
change by as little as one count in the pedestal value during a muon run would have
been sufficient to account for a 16% change in the gain value. However, monitoring
of the pedestal values over time showed that they were stable during a run. Pedestals
fluctuated with sigmas of the order of 0 to 0.5 during one run and within 0.1-0.6 over
a period of 12 runs. The corrections for drift over time helped smooth out variations
due to small changes such as pedestal fluctuations.

Using muons, we could only achieve a relative calibration of the calorimeter chan
nels. To convert the minimum ionizing muon peak position from ADC counts to
energy, one must know the exact amount of energy deposited by a muon in the
calorimeters. For the hadrometer, we first relied on measurements from all previous
experiments at TPL. The conversion factor was known to be about 1.2 GeV/muon,
that is, for a muon peak found in the sixth bin, the gain for that channel would
be about 5 counts/GeV. To check the validity of that figure and make sure that we
had the correct calibration constants for all channels of the hadrometer, we selected
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gain using these three conversion factors for the channels that had not been directly
calibrated using electrons. This first but lengthy step allowed us to get an initial set
of calibration constants accurate enough to provide a balanced gain for all channels.
This was necessary in order to carry out the next step efficiently.

To obtain a final value for the calibration constants, we compared the energy found
in one view to the energy seen in the two other views for isolated electromagnetic
showers selected from regular data. We corrected the calibration constants on all
channels that had not been hit directly by the electron beam such that the ratio of
energy with the two other views would come out to one. By successive iterations, this
process allowed us to correct the calibration constants to account for non uniform
changes in attenuation over the years due to opacification of the wavebars. Small
changes in attenuation in the wavebars over the years affect the relative amount
of light produced by muons and electrons differently, since muons deposited their
energy uniformly whereas the electrons energy, on average, peak about six radiation
lengths into the SLIC. Different changes in attenuation explained why all channels
did not have exactly the same value for the muon deposited energy and required
some tweaking. A correction to the muon equivalent energy for a given channel was
calculated for only one run and applied to all the other runs. On average, the Y
channels exhibited different conversion factors for the muon ~quivalent energy for
single and double-width channels, namely 424 and 400 MeV/mv-on. The muon peak
was converted into an absolute gain in counts/GeV using the ~orrected value of the
muon equivalent energy calculated for each channel. A summary of the average
deposited energies for the different channel types is given in Table 2.10. The overall
uncertainty on the calibration constants was estimated to be about 3% from the
fitting procedure, after correcting each channel gain for d~ift over time.

Table 2.10 Different values of muon equivalent energy by geometry type.
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Figure 2.10. Total energy deposited by pions from K~ decays in both calorimeters ac
cording to the parametric equation given by Eq. (2.14) for non-congested events (top) and
congested events (bottom), respectively.

general deterioration in signal transmission in the wavebars. A more careful analy
sis revealed that the amount of energy deposited by muons varied according to the
readout of the channel: the channels near the center were each read out with one
PMT tube (single-width readout); near the edges of the SLIC the light from two
channels was collected by a single PMT (double-width readout). Moreover, due to
spatial restrictions, for some of these double-width channels the phototube only cov
ered half the wavebar and collected only half the light (double-width, half-readout).
We extracted three different values for the average equivalent muon energy for the
U and V channels, corresponding to channels with single-width readout, or double
width with full or half readout configurations. We obtained a rough estimate of the

geometry type U and V channels Y channels

half readout, double width 341 MeV

full readout, double width 371 MeV 400 MeV

full readout, single width 352 MeV 424 MeV

E769 universal value - 420 MeV

E691 universal value - 460 MeV

E516 universal value '- 495 MeV

The final check of the accuracy of these calibration constants was done by cal
culating the invariant mass of pairs of photons from normal data. The ratio of the
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reconstructed 11'0 mass to the real11'° mass provides a calibration check. A difference
is to be expected between electron and photon calibration since the formation of ion
izing particles starts roughly one radiation length further into the SLIC for photons
than for electrons. Therefore, the light output is slightly more attenuated in the
wavebar for photons. From the measured 11'0 invariant mass no special correction for
photons was deemed necessary.

Finally, we looked at the E/p and (E-P)/UE ratios for selected electron-positron
pairs from photoconversions in normal data. As expected for electrons, the ratio of

E/p came out to one. Figure 2.11 displays ((UE/P)/(E/P)f as a function of l/p for

combined electrons and positrons. The points in Figure 2.11 were fit to a straight
line. The final resolution UE/ E was estimated to be about 17.4%/"fE plus a constant
term of 11.5% to be added in quadrature. A small difference was found between
the east and west sides of the SLIC, which can be understood considering that all
channels with half readout lay in the east side of the SLIC. The cuts used to select
the photoconversion pairs are discussed in more detail in the electron identification
chapter.
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Figure 2.11. (((jE/P)/« E/p »)2 versus l/p for electrons and positrons. From the fit,

the final resolution (jE/E was estimated to be a.bout 17.4%/..fE plus a constant term of
11.5% to be added in qua.dra.ture.

2.6 THE MUON WALL

As seen in the previous section, hadrons lose most of their energy via the strong
interaction while photons and electrons interact, only electromagnetically, mainly
through bremsstrahlung and photoconversion. Hence, most particles are completely
absorbed in the two calorimeters. Muons interact mainly through ionization and
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consequently retain most of their energy even after going through both calorimeters.
These minimum ionizing particles are easily detected with simple scintillating paddles
attached to phototubes.

E791 had two muon walls made of scintillating paddles placed at the end of the
spectrometer directly behind a 106 em-thick steel shield wall meant to block hadrons
that had not interacted in the calorimeters. AIm-thick concrete block waS also
placed between the X and Y walls. Only muons above 4 GeV and a few punch
through hadrons were seen in the muon walls.

The first muon wall, the X-wall, consisted of 15 vertical paddles, each 40.6 cm
wide, placed 2243 em downstream from the target. The second wall, the Y-wall,
was found 176 cm downstream from the X-wall and had 16 14.2 cm-wide paddles.
Together, the X and Y-walls covered an area of 300.0 by 224.0 em. There were
four additional shorter paddles covering the central region of the X-wall to lower
the noise rate in that area. These shorter paddles were placed such as to overlap
another X paddle near the beam axis. Signals from the central X paddles were used
in coincidence with the shorter paddles. In the reconstruction algorithms, the noise
in the central X paddle could be reduced by 90% by requiring a simultaneous hit in
both shorter and longer overlapping paddles. The geometry for both walls can be
seen in Figure 2.12.

The light emitted when a charged particle went through th~ scintillating paddles
was collected by photomultiplier tubes connected to each paddle via a light guide.
The electrical pulses from the PMT's were sent into discriminators, then to the TDC's
to record the time at which the particle reached the wall. The pulses from the X
counters were also sent into latches. This allowed the use of simplified algorithms
to identify muons. The spatial resolution transverse to the paddle was determined
by the width of the paddles. The spatial resolution along the length of the paddle
was obtained from the time of the pulse from the TDC information. The TDC's
time resolution was measured to be 3 and 2 ns for the X and Y-wall respectively.
Given that the paddles were made of material with different indices of refraction,
hence different light velocities, this corresponded to longitudinal spatial resolution of
45 and 25 cm respectively. Table 2.11 summarizes the muon wall characteristics.
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Table 2.11 The various parameters for the muon walls.

X-wall V-wall

number of long channels 15 16

number of short channels 4 0

channel width (em) 40.6 14.2

z-position (em) 2243. 2419.

x-position resolution (em) 11.7 25.

y-position resolution (em) 45. 3.5

view ordering X,V

scintillating material plastic

absorber thickness (em) 176.

absorber thickness 11.6 interaction lengths

active area (cm2
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Figure 2.12. The configura.tion of the ~ a.nd Y muon walls.
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July 1991: Dressed rehearsal for the E791 data acquisition system
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3. Trigger and Data Acquisition System

Since charmed events are difficult to recognize in real time, E791 opted for an open
trigger approach. The strategy was to impose only loose constraints when recording
data, and select the events of interest offline when time and computing resources
are more available. The E791 collaboration decided to maximize the charmed data
sample by designing a data acquisition system to collect and record data at a very
high rate.

3.1 THE TRIGGER

The trigger strategy was based on the fact that the decay products of relatively
massive charm quarks are produced with more transverse momentum than light quark
decay products. For this reason, the E791 trigger was designed to select events in
which the amount of energy deposited transverse to the beamline is comparable to the
charm quark mass. The calorimeters (and not the drift chambers) were used for this
measurement because it is impossible to design a track reconstruction algorithm fast
enough to meet the trigger requirements. The E791 trigger was a two-level decision
making process: a pretrigger decision made in about 160 ns, allowing for an early
digitizing start, and a calorimeter-based trigger decision made In about 470 ns.

The pretrigger decision was based on three scintillation co~nters located in the
vicinity of the target. Upstream of the target, a beam spot count'er 0.5 in by 0.5 in and
0.1 in thick, was used to determine that one (and only one) beam pion was present.
A beam halo counter, consisting of a 3 in by 3 in piece of scintillation counter 0.25
in thick with a 0.375 in diameter hole in it, was used to'veto events that contained
a particle far from the nominal beam axis. Downstream of the target, an interaction
counter with a 0.75 in radius and 0.125 in thick was used to determine if an interaction
had taken place. The signal from the interaction counter was required to be at least
as large as the mean signal from five charged particles. The positions of the three
scintillation counters used for the pretrigger decision are shown on Figure 3.1.

The second part of the trigger decision was based on the amount of transverse
energy in the electromagnetic and hadronic calorimeters. Each calorimeter phototube
was read through two different outputs: the full anode signal was directed toward the
data acquisition system for digitization while the last dynode signal was directed
towards the trigger logic which performed a weighted sum of the raw signals, giving
more weight to signals far from the beam axis. This weighted sum gave an estimate
of the total energy in an event for the trigger decision. A discriminator was used
to reject events with transverse energy less than about 3 GeV. In addition, events
with more than 700 GeV of total energy were rejected to get rid of events in which
more than one beam particle interacted. The cutoff was set higher than the nominal
incoming beam energy of 500 GeV to allow for fluctuations in the measured energy.
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Figure 3.1. The layout of the scintillation counters used by the trigger logic.

The trigger requirements are summarized in Table 3.1. Most of the events
recorded by E791 satisfied all the trigger requirements shown in Table 3.1. How
ever, about 10% of the recorded data corresponds to events which satisfied only the
pretrigger requirements. These are referred to as interaction triggers.
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3.2 DIGITIZATION AND DEADTIME

The digitizers of most systems (the ADC's for calorimetry and Cerenkov counters,
and the TDC's for the drift chambers and muon wall hodoscopes) had been replaced
to match the capabilities of the new, faster data acquisition system (DA). A list of
all digitizers used by the E791 DA and the digitization time associated with each is
provided in Table 3.2.

The target thickness was chosen so that the dead time due to digitization was
about 50% given the beam rate and digitization time. The average time between
beam particles was about 500 ns. Since this is greater than the 470 ns to make the
full trigger decision, there was very little dead time due to the trigger decision. With a
target thickness equivalent to 2.2% of an interaction length, one in every 45 incoming
pions on average interacted with the target. In other words, an interaction occured
roughly every 25 j},S. Approximately half of these interactions passed all the trigger
requirements. Therefore there was about 50 j},S between triggered interactions. It
took about 35 j},S to digitize an event. This time was extended to 50 j},S to reduce
electronic noise levels in the SMD amplifiers. Therefore, the total digitization time
was about equal to the time between triggered interactions, leading to about 50%
dead time.

Table 3.2. E791 front end digitization systems.

Table 3.1. Trigger requirements.

pre-trigger requirements (160 ns)

trigger definition hardware used accept reject

live digitizers digitizers ready digitizers busy

DA buffers not full buffers almost full

good beam beam spot counter 1 MIP/0.5 j},S :::: 2 beam particles

no beam particle

beam halo counter no signal off-axis beam particles

interaction interaction counter :::: 5 MIP's no interaction

full trigger requirements (470 ns)

transverse energy :::: 3 GeV light quark production

total energy :::; 700 GeV multiple interactions
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system DC calorimeters, SMD PWC CAMAC
muon Cerenkov

digitizer Phillips LeCroy Ohio State, LeCroy LeCroy

10C6 4300B Nanometric 2731A 4448 latch

TDC FERA N339P and latch 4508 PLU

ADC S710/810 latches 2251 scaler

digi tization 30 j},S 30 j},S 50 j},S 4 j},S 30 j},S

# of channels 6304 554 15896 1088 80

word size in bits 16 16 8 16 1,8,16,24

on tape fraction 50% 27% 18% 3% 2%

3.3 THE DATA ACQUISITION SYSTEM [26]

The data acquisition system (DA) is what differentiates E791 the most from the
previous charm experiments conducted at TPL. It was designed to accept large bursts
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Table 3.3. Characteristics of the Data Acquisition System

of data at a faster rate than it could fully process them but made use of dead time in
the beam delivery structure to process and record the data to memory in a continuous
manner. The Fermilab Tevatron delivered beam during a 23 second spill, with a 34
second gap between spills. The "interspill" was needed to refill the Tevatron.

The DA is composed of three major components: memory buffers, event buffer
interfaces and Exabyte tape drives. The general data flow path in the DA is shown
on Figure 3.2. The whole DA exhibited a parallel architecture. The data flowed from
the front end digitizers along parallel data buses into eight separate large memory
buffers. Six VME crates working in parallel housed 54 processors that assembled
and compacted the data received from the different digitizers. These processors also
controlled 42 exabyte tape drives to which the data was sent in parallel. This parallel
structure of the DA allowed 24,000 channels to be read out in 50 /-lS, such that
approximately 9000 events were digitized per second during the spill. Making full use
of the interspill dead time, the DA design allowed us to accumulate data on tape at a
continuous rate of 9.6 Mbyte/s. The main characteristics of the DA are summarized
in Table 3.3.

E E
F F
B ••• B

2 8

E
F
B

FIFO
Buffers

VAX 11n80 I To additional
VME Crates

1111' 11111

I RS485
Branch • • • 11111 Data Paths

Bus VME,.
CraIe

I

TIA A A A E E E M M
o C C C C B B B T

611
Exabytep., P P P I I I C
Drives

V IB E
E

A 0 H H
X S

S

-lLLLl
VME
Crate•

T A
0 C

P

V/BIE
E I. ,· I •

A 0 H H
X S

S

50/-ls

640 Megabytes
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9.6 Megabyte/s (continuous)

~ 9000 events/s

42 parallel Exabyte tape drivesoutput

Digitization time

Total memory size

CPU

Event length

Acquisition rate

3.3.1 The memory buffers RS485
Data Paths

The data arriving at the DA was generated by the various detector digitizing
systems described earlier. Each digitizer produced data segments, the portion of
digitized information corresponding to a specific detector for each event. The data
segments were stored into one of the eight event FIFO (First In, First Out) buffers
(EFB's). The eight EFB's provided a total of 640 Mbytes of memory, enough to
store one spill of data. This allowed the rest of the DA system to be active during
both the spill and interspill. Five of these buffers were used to store data from the
fastbus TDC's, which digitized the data from the drift chambers and the muon wall.

Data from Digitizing Electronics

Figure 3.2. Flow of data from the digitizers through the ditta acquisition system.
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The sixth FIFO buffer held the SMD data. The last two buffers held data from the
calorimeters, the PWC's, the (>renkov counters and the scintillation counters from
the trigger system. If one of these buffers was nearly full, the trigger logic was disabled
(i. e., no new events were accepted) until some of the data had been processed.

Every event was assigned a four-bit event synchronization number (ESN) by the
trigger logic which was attached to the first word of each data segment. The first
32-bit word of data from each segment also contained the word count for that event.

3.3.2 The interface

The heart of the DA was the interface between the temporary storage unit
(buffers) and the tape drives. Several different functions were performed by units
of CPU designed at Fermilab called ACP II's (Advanced Computing Project). Al
though small enough to fit in a single slot of a VME crate, each ACP II has the
equivalent CPU power of 17 Vax-780!

The ACP II processors performed different tasks and were referred to as event
buffer interfaces (EBI's) or "grabbers" and event handlers (EH) or "munchers" ac
cording to their specific functions. Each VME crate held eight EBI's, one for every
memory buffer so that every CPU had access to the output data path from every
buffer. The grabber's role was to read event segments from the EFB's and recon
struct the full event information, checking that the event synchronisation number
matched for each segment. The data was formatted and compressed by the munchers
before being passed to the tape drives. All the different functions performed by the
interface were coordinated by a module of CPU called the boss.

3.3.3 The tape drives

Two magnetic tape controllers (MTC) housed in each of the VME crates con
trolled a series of seven tape drives, to which the data was written in parallel. The
MTC supervised loading, initializing and writing the tapes. Exabyte tape drives and
8 mm video tapes were selected for their relatively low cost and high data writing
rate.
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Spring 1991: Repairing an oil leak under the calorimeter before the run
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4. Electron Identification

4.1 INTRODUCTION

Efficient electron identification and minimum pion misidentification in the data
are essential to the form factor analysis involving semileptonic decays. Reducing the
amount of contamination from background events leads to more accuracy when ex
tracting the value of the form factors by performing a five-dimensional fit to the data.
Moreover, good electron identification over the widest possible range of momenta
enhances the precision achieved when performing the fit.

This chapter describes the electron identification algorithm used in the E791 code
and evaluates its performance using samples of known electrons and pions from E791
data. The electron-pion discriminating power of this algorithm is compared to the
algorithm used by E691. [27,28,29] The electron-pion discrimination was significantly
improved in E791 for momenta less than 12 GeVIc and slightly improved for momenta
greater than 20 GeVIc. In the 12 to 20 GeVIc momentum range, it is about the same
as E691.

4.2 SHOWER RECONSTRUCTION

The shower reconstruction algorithm is basically the same as that used by E691. [30)1t
finds clusters of energy in each of the three views (U, V and V), associates triplets
of clusters (i.e., one cluster from each view) with charged tracks or neutral shower
candidates, and uses a least-squares fitting technique (stepwise regression) to find the
optimal set of candidate shower energies. More specifically, the following quantity is
minimized:

( )

2

X
2 == I: ei - I: Qij£j Wi

clusteri candidate j

where ei is the energy measured in cluster i; Wi is the weight for the energy mea
surement ei (Wi = 1/uf); £j is the energy candidate j would deposit in the SLIC (€j

are the parameters to be determined by the fit); and Qij is a position-dependent en
ergy correction factor which includes an optical attenuation factor and corrections for
physical and optical shower leakage between the right and left Y views. The goal is to
find the set of candidates with energy £j which minimizes the above X2• The stepwise
regression technique is a method in which candidates are added or subtracted one
at a time without having to invert the entire correlation matrix for each step. The
conditions under which candidates are added or dropped are described in reference 30.

As well as reconstructing charged and neutral shower candidates in the SLIC
and hadrometer, the reconstruction code calculates electron probabilities for charged
tracks, identifies e+ e- pairs from converted photons, and finds 11'0 candidates.
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4.3 ELECTRON PROBABILITY

For each charged track, an electron probability is calculated based on the following
measured properties of the charged track and the electromagnetic shower associated
with it in the SLIC:

• (ESLIC - p)luE where P is the momentum of the charged track as measured
by the tracking system, E SLIC is the energy in the SLIC associated with the
track, and UE is the error on the measured energy;

• SECMOM: the second moment of the SLIC energy distribution in the U or V
channels, whichever is smaller;

• flx and fly: the distance between the centroid of the SLIC shower and the
intersection of the charged track with the SLIC, in the x and y directions,
respectively;

• Ehad: the hadrometer energy associated with the charged track.

For each of the above quantities, the probabilities that a real electron and a real pion
take on a particular value are determined using electrons from photon conversions
and pions from J(~ decays in the E791 data. It is assumed that each of the above
quantities is independent of the others so that the total probability can be calculated
as a simple product of the individual probabilities. The electron probability EMPROB
is the probability that, in a beam with equal numbers of electrons and pions, the
identification of a particle as an electron will be correct:

TIiN .
EMPROB = 100 x TIi It +TIi N

1
= 100 x 1+TIiUNlt)

In the above expression, each product is over the quantities used to discriminate
electrons from pions, and N and It are the fractions of real electrons and pions,
respectively, for which quantity i lies in a particular (narrow) range.

In the next section, the selection of samples of electrons and pions in the E791
data is discussed. Situations in which some or all of the variables are not available to
be used for ellr discrimination are described. Finally, the measured electron identifi
cation efficiency and the pion misidentification probability in E791 data is presented
and the E791 algorithm is compared to that used in E691.

4.4 THE ELECTRON SAMPLE

For this study, charged tracks are used only if they were detected in the SMD
planes and the first two drift chamber modules, D1 and D2. These tracks were also
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required to point into the active volume of the SLIC. A sample of electrons from
photoconversions was obtained by first selecting oppositely-charged pairs of tracks
with a small amount of transverse momentum relative to the total momentum of the
two tracks. [27]That is, a quantity PPSQ was defined as

PPSQ = L (Pi ~ Pt~)2
i=l,2 Iptotl

where Pl and P2 are the momenta of the two oppositely charged tracks and Ptot =
Pl + P2. This variable is related to, but gives better separation from background
than, the invariant mass of the pair of tracks or the angle between the two tracks.
If either of the two tracks had EMPROB> 90, then the other track was included in
the electron sample~ The PPSQ distribution is shown for the range 10-8 <PPSQ<

2 x 10-3 (GeVIc)2 in Figure 4.1 .f The photoconversion peak in the region PPSQ<
4x 10-5 (GeVIc)2 (the first two bins in the histogram) is clear. On a tape with 361,000
transverse energy triggers, 11,449 candidate electrons were found with PPSQ< 4 x
10-5 (GeVIc)2 and ESLIC > O.
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Figure 4.1 Distribution of PPSQ (in (GeVIc)2 for pairs of oppositely charged tracks in
which at least one track is identified as an electron. See text for definition of PPSQ. If one
track is identified as an electron and PPSQ for the pair is less than 4 x 10-5 (GeVIc?
(first two bins), the other track is selected as an electron candidate.

The pion contamination in this sample is due to an electron and an oppositely
charged pion accidently having a small PPSQ. To determine the shape of the PPSQ

* Note that one or both of the tracks can end up in the electron sample.
t The region PPSQ< 10-s is dominated by pairs of charged tracks which share hits in the SMD

planes. Since the background in this region is very difficult to estimate, we elimate these
photoconversion candidates.
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distribution for the pion contamination under the photoconversion peak, a back
ground sample was selected by requiring two oppositely charged tracks to each have
gone through the SMD's, Dl and D2, to be pointing into the active region of the
SLIC and to have EMPROB< 5 (i.e., not an electron). With this sample, it was
determined that the PPSQ distribution above 10-8 (GeVIc)2 is flat at least out to
2 x 10-3.

Once it was determined that the PPSQ distribution for the background was flat,
the tail of the PPSQ distribution for electron candidates (PPSQ values between 1 x
10-3 and 2 x 10-3 (GeVIc)2, or the right half of the histogram in Figure 4.1) could
be used to determine the EMPROB distribution of the contamination under the
photoconversion peak. This will be described in more detail in a later section. The
pion contamination in the electron sample was estimated for six momentum regions
and is summarized in Table 4.1. By using the tail of the PPSQ distribution, these
backgrounds were taken into account exactly.

Table 4.1 Fraction of the electron sample which is estimated to be due to
pion contamination for different momentum ranges.

momentum. 11':1: contaminjltion

0-6 GeV/c (1.8 ± 0.6)%

6 - 9 GeVIc (1.9 ± 0.9)%

9 - 12 GeVIc (4.0 ± 1.8)%

12 - 15 GeVIc (4.7 ± 2.8)%

15 - 20 GeV Ic (7.0 ± 3.4)%

> 20 GeV Ic (9.6 ± 3.6)%

4.5 THE PION SAMPLE

A pion sample was obtained by searching for the decay J(~ -- 11"+11"- for J(~ decays
in the target/SMD region using the following selection criteria:

• at least two vertices in the event;

• a secondary vertex satisfying the following criteria:

a) two oppositely-charged tracks having passed through the SMD's, Dl, and D2,
and pointing to the active region of the SLIC;

b) vertex z-position at least 800 pm from the center of the nearest target and at
least 1500 pm from the center of the interaction counter;
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c) vertex z-position between -8.1 cm and 28.0 cm;

d) significance of separation of primary and secondary vertex at least 6;

• net momentum of the charged tracks perpendicular to the direction of the parent
particle as determined by the position of the primary and secondary vertices
less than 100 MeV;

• momentum asymmetry defined as IPl - P21/(Pl + P2) less than 0.65;

• invariant mass of the pair of tracks between 0.490 and 0.510 (GeV/c)2.

A pion candidate was rejected if it was consistent with forming an e+e- pair from
a photoconversion with any oppositely-charged track in the event. A total of 85,000
11'+11'- pairs in the J(~ peak were extracted. The two-particle invariant mass distribu
tion in shown in Figure 4.2. The wings of the invariant mass distribution were used
to take into account electron contamination in the candidate pion sample.
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o t, , , , '-' ~I", I, , ,1-±r I, ! " I, ' , , I I , , I
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PIPIM

Figure 4.2 Invariant mass distribution for pairs of oppositely charged tracks satisfying
the criteria described in the text to select K? candidates. The horizontal axis corresponds
to the invariant mass of the 11'+11'- pair in GeVIc2 •

4.6 TRACKS WITH ESLIC = 0

When no electromagnetic shower is associated with a charged track, the quantities
used to discriminate electrons from pions cannot be calculated. A charged track which
extrapolates into the active volume of the SLIC might have no energy associated with
it for two reasons:

• It could be a minimum-ionizing particle such as a pion for which the deposited
energy is not sufficient to pass the threshold ~riteria in the shower reconstruction
code;
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• Two tracks may be so close together in space (at the calorimeter) that they
are both consistent with having produced the same shower. The shower is
associated with the track whose projection is closest to the shower centroid.
The other track will have no associated energy.

Using the samples of electrons and pions selected as described above, the fraction
of events for which EsLIC = 0 was determined as a function of momentum~ Table
4.2 lists the fraction of electrons and pions for which EsLIC is greater than zero,
and the ratio of the probability that ESLIC > 0 for a pion to that for an electron.
For E691 data, this ratio varied between about 0.18 and 0.24. A significantly higher
fraction of pions have SLIC energy associated with them in E791 compared to E691.
This could be due to the fact that E791 events are more crowded than E691 events
so that pions are more likely to have energy from other tracks or showers (hitting the
same strips) associated with them.

Table 4.2 Fraction of tracks with EsLIC > 0 as a function of track momentum.

Fraction of tracks with E SLIC > 0
momentum electrons pions pions/electrons

I
0-6GeV/c 95.0% 50.0% , 0.53

6 - 9 GeV/c 95.1% 63.0% 0.66

9-12GeV/c 96.7% 67.3% 0.71

12 - 15 GeV/c 95.1% 70.0% 0.70

15 - 20 GeV/c 95.0% 72.7% 0.77

>20 GeV/c 96.3% 79.3% 0.82

4.7 SPECIAL CASES FOR SECMOM AND Ehad

In the central region of the calorimeter, each channel of the SLIC is read out
with a single photomultiplier tube. In the outer regions of the SLIC, where the
particle density is lower, adjacent pairs of channels are read out with a single pho
tomultiplier tube. Therefore, the distribution of SECMOM (the second moment, or
transverse width, of the energy distribution) has a higher mean ~nd width for double
channel readout than for single-channel readout. Therefore, the variable SECMOM
was treated separately for single-channel and double-channel readout.

* All of the electron and pion candidates were required to point to the a.ctive region of the SLIG.
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4.8 DISTRIBUTIONS OF DISCRIMINATING VARIABLES FOR ELECTRONS AND PIONS
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Figure 4.4 Distributions for the discrimina.tion va.ria.bles (ESLIC - P)/I7E, E~.d, SEC·
MOM (for single-cha.nnel a.nd double.cha.nnel rea.dout sepa.ra.tely), Ax a.nd Ay. The dis
tributions a.re shown for pions from K? deca.ys in the E791 da.ta. for the 9 to 12 GeV /c
momentum ra.nge.

For the purposes of determining Ii. the distributions are stored in 25 bins for each
variable, for each momentum range, with the first and last bin corresponding to the
underflow and overflow entries, respectively. The distributions are all normalized so

that the sum over all the bins is equal to 1.

In Figures 4.3 and 4.4, the distributions are not normalized and are shown for
125 bins so that one can see any structure in the distribution which is lost in the
underflow and overflow bins when calculating EMPROB. Explicitly, the sum of the
first 51 bins in the figures is put in the underflow bin for f;; the sum of the last 51
bins is put in the overflow for Ii; the central 23 bins in the figure correspond to the

central 23 bins stored for this particular variable.

800

500

400

o

600 I
",1",,,,1

400 f-

400

200

20: r. 0 0 I , 0 , 0 l-I,0 0 , Io Co
-10 0 10 -40 -20 0 20 40 50

(Eslic - p)/dE ehod, not congested

F
80 40

50 30

40 20

20 1~ [" , , 0 ol \~,no! I0
-2 0 2 4 -8 -4 0 4 8 12

SECMOM, single width reodout SECMOM, double width readout

250

1000

750

500

I 0 0 !Jll, , ! I 0 0 I 20: t ! IOb.J ShM 0 0 I

-20 0 20 -20 0 20

Figure 4.3 Distributions for the discrimina.tion va.ria.bles (ESLIC - p)/I7E, EhBd' SEC
MOM (for single-cha.nnel a.nd double·cha.nnel rea.dout sepa.ra.tely), Ax a.nd Ay. The dis
tributions a.re shown for electrons from photoconversions in the E791 da.ta. for the 9 to
12 GeV/c momentum ra.nge.

The variable Ehad (energy in the hadrometer associated with the charged track)
provides discrimination against pions. In order to keep the electron efficiency as
high as possible while still providing some pion rejection, Ehad was used only if the
hadrometer was not "congested" in the region around the charged track (i.e., if there
were no nearby tracks or tracks projecting into the same hadrometer strip).

Figures 4.3 and 4.4 show the distributions for the discrimination variables (EsLlc
P)/UE, Ehad, SECMOM (for single-channel and double-channel readout separately),
~x and ~y, for electron and pions, respectively. The distributions are shown for
the 9 to 12 GeV/c momentum range, as an example. These distributions are used
to determine It and f[ in the calculation of EMPROB (see section 4.3) for the six
momentum ranges listed in Tables 4.1 and 4.2 (0-6 GeV/c, 6-9 GeV/c, 9-12 GeV/c,
12-15 GeV/c, 15-20 GeV/c and above 20 GeV/c).
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Figure 4.6 A subset of scatterplots of one discrimination variable versus another, for
pions from E791 data, to illustrate that there are no significant correlations between the
variables; i. e., the distribution of one variable will not change if we consider slices in the
other variable..J.
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4.9 CORRELATIONS BETWEEN DISCRIMINATION VARIABLES

For a fixed set of discrimination variables, EMPROB will provide the best e/1r
discrimination possible unless there are correlations between the discrimination vari
ables for electrons or for pions. In that case, discriminant analysis or binary decision
trees can provide better e/1r discrimination.

Scatterplots were made of each variable against all other variables to check for
correlations. Some illustrative scatterplots are shown in Figures 4.5 and 4.6 for
electrons and pions, respectively, for the 9 to 12 GeV/c momentum range. No cor
relations are observed. That is, the distribution of a particular variable is the same
for different slices of a second variable. Therefore, we would not benefit from using
discriminant analysis or binary decision trees.

Figure 4.5 A subset of scatterplots of one discrimination variable versus another, for
electrons from E791 data, to illustrate that there are no significant correlations between
the variables; i.e., the distribution of one variable will not change if we consider slices in
the other variable. .
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4.10 ELECTRON IDENTIFICATION EFFICIENCY AND PION MISIDENTIFICATION
PROBABILITY

Using the selected electrons from photoconversions and pions from J(~ decay,
with EsLIC > 0, we determined the EMPROB distribution for electrons and pions,
respectively. The EMPROB distributions are shown in Figure 4.7(a) for electron
candidates and in Figure 4.8(a) for pion candidates, for the 9 to 12 GeV/c momentum
range.

Contamination of pions in the electron sample was taken into account by sub
tracting the EMPROB distribution for candidates in the tail of the PPSQ distribution
(1 x 10-3 to 2 X 10-3 (GeV/c)2), normalized assuming the background has a flat PPSQ
distribution. Figure 4.7(b) shows the EMPROB distribution for the PPSQ tail and
Figure 4.7(c) shows the background-subtracted EMPROB distribution (Figure 4. 7(b)
subtracted from 4.7(a)) for electrons.
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Figure 4.7 The EMPROB distribution for (a) electron candidates for PPSQ< 4 x 10-5

(GeVJc)2 (see Figure 4.1) and (b) background candidates from the PPSQ tail (1 x 10-3 <
PPSQ< 2 X 10-3 (GeVJC)2 .). The background-subtracted distribution [(b) subtracted from
(a) after normalization] is shown in (c). All distributions correspond to the 9 to 12 GeVJc
momentum range.

emprab for pion sample after background subtraction

Figure 4.8 The EMPROB distribution for (a) pion candidates from a pair of charged
tracks with mass in the K? peak (490 to 510 MeV) (see Figure 4.2) and (b) charged particles
in the wings of the K? peak (460 to 480 MeV and 520 to 540 MeV). The background
subtracted distribution [(b) subtracted from (a) after nonnalization] is shown in (c). All
distributions correspond to the 9 to 12 GeVJc momentum range.

Similarly, the contamination of electrons in the pion sample was taken into ac
count by subtracting the EMPROB distribution for candidates in the wings of the
two-particle invariant mass distribution (460 to 480 MeV and 520 to 540 MeV), nor
malized assuming the background distribution is flat. Figure 4.8(b) shows the EM
PROB distribution for the wings and Figure 4.8(c) shows the background-subtracted
EMPROB distribution (Figure 4.8(b) subtracted from 8(a)) for pions.

The background-subtracted EMPROB distributions were then used to determine
the probability that an electron or pion will have EMPROB greater than a certain
minimum value (when ESLIC > 0) for each momentum range. These probabilities
were then multiplied by the fraction of electron or pion tracks which have ESLIC > 0

(see Table 4.2) to get the final electron identification efficiencies and pion misiden
tification probabilities. Figure 4.9 summarizes the e/7r discriminating power of EM
PROB with a plot of electron identification efficiency versus pion misidentification
probability for different minimum EMPROB values, for each momentum range. The
dot in the lower left-hand corner of each plot corresponds to the fraction of electrons
or pions with an EMPROB value greater than 100; therefore, the electron identifi
cation efficiency and pion misidentification probability are both zero. The next dot
corresponds to the fraction of electrons and pions with an EMPROB value greater
than 99. Each consecutive dot corresponds to a minimum EMPROB value one unit

smaller.

Note that the position of this curve (and hence the e/1r discriminating power
of EMPROB) does not depend on the apriori probabilities of electrons and pions
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4.11 COMPARISON WITH E691 EMPROB

o .' ""11'11'" 1 ! , , , ! 1 1 1 , ' 1 0 _
o 0.01 0.02 0.03 0.04 0.05 0 0.01 0.02 0.03 0.04 0.05

• For E691, only (EsLlc-p)luE and SECMOM were used for momenta less than
12 GeVIc. For momenta above 12 GeVIc, these variable~ plus the hadrometer
energy and RSQD, the square of the distance between the' centroid of the SLIC
shower and the intersection of the charged track with tne SLIC (not b.x and
b.y separately), were used.

• Only three momentum ranges were used (3 to 6 GeVIc, 6 to 12 GeVIc, and
above 12 GeVIc).

• For E691, the distribution for each variable was binned into a small number of
bins (typically four to six) rather than the large number of bins (25) used for
E791.

• In E691, for momenta above 12 GeVI c, the RSQD probabilities were determined
separately for three different categories of tracks depending on their momentum
and distance from the center of the calorimeter.

In reference 27, the electron identification efficiency and pion misidentification
probabilities a.re given for electrons and pions with momentum greater than 12 GeVIc
in E691 data~ The values were found using sa.mples of electrons from photoconver
sions and pions from K2 decay and are given in Table 4.4 below.

Our sample of electrons from photoconversions and pions from J(~ decays from
E791 data were also used to measure the el1r discriminating power of EMPROB

P~i'id 0.5% 1.0% 2.0%

p minimum minimum minimum
(GeVIe) EMPROB €e EMPROB €e EMPROB £e

0-6 94 54% 88 65% 74 75%

6-9 96 47% 90 62% 75 74%

9-12 94 48% 87 62% 71 76%

12-15 93 43% 86 58% 65 74%

15-20 94 39% 88 56% 73 70%

> 20 94 33% 88 50% 77 65%

Table 4.3 The minimum value of EMPROB which will give a pion misidentification
probability P~i'id of 0.5%, 1.0% and 2.0% for each momentum range. The corre
sponding electron identification efficiencies £e are also listed.

-'

.. ............1' ....

...• j........•.. { .

. .

.~

for p within 6-9 GeV

for p within 12- 15 GeV

0.01 0.02 0.03 0.04 0.05

.......-. ~ - ; , ~ .

......... ~ j ~ ~ ~

.... . .

o -o 0.01 0.02 0.03 0.04 0.05

o 0

0.75

0.5

0.25

0.75

0.5

0.25

:~:~?I~f~
for p within 9-12 GeV

. . .

......:... ..·i j: :~f-...

for p within 0-6 GeV

..;?

... ~ ~ ~ ~ ,..

.~L : ; ~ .. : : :

... ..·1'···· ..·····1'···········1····'......\···· ..···
1.. ········ ..1'·..········

o ji', 1 , I ! 1 I I 1 I !! 1 I I ! ! 1 1 I 1 1 111

o 0.01 0.02 0.03 0.04 0.05

o 5' "1,,, 1 I,,! , I 1 1 1 1 I I 111 I

o 0,01 0.02 0.03 0.04 0.05

0.75

0.5

0.25

0.75

0.5

0.25

0.5 f'::'
0.25 E; ;.......~ ; ; ····1

0.75

for p within 15-20 GeV for p above 20 GeV

Figure 4.9 e/1r discrimination power in the E791 code. Electron identification efficiency
is plotted versus pion misidentification probability as a function of minimum value of EM
PROB, for six momentum ranges. The efficiencies and misidentification probabilities in
clude the probability that ESLIC > 0 from Table 4.2.

assumed in the calculation of EMPROB. These apriori probabilities are dependent
on the selection criteria applied to an event before a track is selected and hence
are analysis-dependent. The minimum value of EMPROB which should be used for
a particular analysis depends on how much one is willing to give up on electron
efficiency to get the necessary pion rejection.

Table 4.3 lists the minimum value of EMPROB which will give a pion misidenti
fication probability of 0.5%, 1.0% and 2.0% for each momentum range. A list of the
corresponding electron identification efficiencies is also provided.

The algorithm for el1r separation used in the E791 code is basically the same as
that used by E691 with the following differences.

1< Although it is not explicitly stated in reference 27, we assume that these efficiencies take into
account the probability tha.t the tra.ck does not have any sue energy associated with it.



Figure 4.10 e/7r discrimination power using EMPROB as calculated in the E691 code.
Electron identification efficiency is plotted versus pion misidentification probability as a
function of minimum value of EMPROB, for six momentum ranges.

finely (so that we effectively use a continuous probability distribution) and all avail
able discrimination variables are used for all momentum ranges. In addition, we
consider six momentum ranges separately; E691 considered only three.

The elll' discrimination power was evaluated for the old E691 EMPROB (see
Figure 4.10) and the new E791 EMPROB (see Figure 4.9) using samples of known
electrons and pions from the E791 data. The e/ll' separation below 12 GeVIc is
now at least as good as above 12 GeVIe. The E691 semileptonic-decay analysis for
D _ K·ell identified electrons with momentum above 12 GeVIc only.
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minimum e± identification 1l'± misidentification
EMPROB efficiency probability

90.0 82% 1.2%

96.0 76% 0.69%

98.0 71% 0.44%

99.0 64% 0.36%

99.2 61% 0.30%

99.4 57% 0.25%

99.6 51% 0.19%

99.8 41% 0.098%

as calculated in the E691 code. Figure 4.10 shows a plot of electron identification
efficiency versus pion misidentification probability as a function of the minimum EM
PROB value for the usual six momentum ranges. For the momentum range above
12 GeVIc, our measurements are not in agreement with the numbers listed in Table
4.4 from reference 27. This is probably due to the fact that our measurements were
made with E791 data and those in Table 4.4 were made with the lower-multiplicity
E691 data.

For momenta less than 12 GeVIc, we see large jumps in the electron efficiency.
This is due to the coarse binning used for the separation variables in the calculation
of EMPROB in the E691 code. Comparing Figure 4.10 (E691 EMPROB) to Fig
ure 4.9 (E791 EMPROB), we see that for momenta below 12 GeVIc the new E791
EMPROB provides much better elr discriminating power compared to the old E691
EMPROB. Above 20 GeVIc, the new EMPROB is slightly better. In the range 12 to
20 GeVIc, the old EMPROB appears to be slightly better for very high EMPROB
cuts. However, the statistical uncertainty on the pion misidentification probability in
this range is very significant for the old EMPROB since that study was made on a
much smaller sample of pions.

Table 4.4 Electron identification efficiency and pion misidentification probability
determined from the E691 data for momentum above 12 GeVIc (from reference 27).

4.12 CONCLUSIONS

A new calculation of EMPROB, the variabl~ used for discriminating electrons
from pions, was implemented in the E791 code. The basic algorithm is the same as
that developed and used by E691 but each discrimination variable is binned more

66 67



5. Event Selection

5.1 INTRODUCTION

The E791 trigger was primarily designed to tag inelastic interactions of the beam
pion with a nucleon in one of the target foils. This approach allowed us to accumulate
20 billion events with little bias for studies of the decay properties of charmed mesons
and baryons. Charm identification is done offline. Given the size of our data sample,
any attempt at extracting specific decay modes from the bulk of the 24,000 8-mm
tapes is bound to be challenging. This motivated the design of a multi-step strategy
to reduce the amount of data, while retaining a substantial fraction of the charm
content of our sample. The various steps, described in detail below, are:

• The filter is designed to retain most charm decays while reducing the bulk of
the data.

• The stripping code looks for all reconstructable charm decay modes.

• The substripping code selects specific decay channels with more stringent cuts
intended for physics analysis.

The main strategy in looking for charmed hadron decays is to select events having
a decay vertex well-separated from the production vertex. This is possible due to
the fact that charmed mesons were produced in our detector in the 20 - 200 GeVIc
momentum range and have lifetimes between 0.2 and 1 picosecond. With'Y = Elm ,....
2022~e$eV ,.... 10 -100, and f3 ,.... 1, the mean decay distance (/) ~ 'Yf3cr is of the order
of a few millimeters. The target foils were placed roughly 1.5 cm apart, and were
approximately 1.5 mm thick. Therefore, charmed particles usually decayed outside
the target material, and could be distinguished because the separation between the
primary and secondary vertices along the beam direction is much greater than the
resolution on that separation, which is of the order of 400 pm. The event selection
steps are described below, from the initial trigger requirements to the cuts used at the
filtering, stripping, substripping and final physics analysis levels. For this analysis,
data events and Monte Carlo simulated events were passed through the same set of
selection criteria.

5.2 THE TRIGGER

To enhance the charm content of our data sample, the online trigger selected
events having at least four charged tracks downstream of the target and a minimum
amount of transverse energy in the calorimeter. More detail has been provided in
chapter 3.
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5.3 RECONSTRUCTION AND FILTERING

For each event, all charged tracks were reconstructed and used to form a primary
vertex and possible secondary vertices. This information was used to decide whether
or not to retain the event and analyze remaining detector subsystems. This decision
is referred to as the filter. The reconstruction and filtering represented the bulk of
the computing effort in data analysis and was performed at four different computing
farms located at the University of Mississippi, Kansas State University, Fermilab and
CBPF in Rio de Janeiro.

The primary and secondary vertices were reconstructed as follows:

• The primary vertex is found by looking for an intercept between the beam pion
track and other tracks at one of the target foil locations.

• Secondary vertices are formed by two or more tracks intersecting downstream
of the primary. The separation between the primary and a secondary vertex
along the beam direction, measured in units of uncertainty on the separation
(called SDZ), was calculated for each secondary vertex. It is defined as SDZ
= I 2~% ~ • (The separation transverse to the beam axis is insignificant in

que +O'prim

comparison.)

To pass the filter requirements, an event had to contain at. least one secondary
vertex with SDZ > 4 .

5.4 THE STRIPPING

The stripping procedure was intended to provide reduced samples of events se
lected for specific physics analyses. Rather loose cuts were applied in each strip to
minimize the bias. Events corresponding to the D+---+ j(.o /+ /II decay mode were
selected by the semileptonic 3-prong stripping code. The semileptonic strip was de
signed to select most semileptonic decays based primarily on lepton identification.
Electrons were selected on the basis of the variable EMPROB (described in chapter
4). If a muon wall hit position matched the projected charged track position (within
a certain window to allow for multiple scattering and counter width), the track was
included in the muon list. The secondary 3-prong vertex was also required to have
SDZ> 5.

5.5 THE SUBSTRIP

The substrip used for this analysis selects a sample dch in D+ ---+ R·o/+/Il decays.
It relies primarily on particle identification both for the kaon and the lepton. The
cuts are:

• The SDZ cut for the 3-prong-vertex was 12 .
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• The vertex X2/d.o.f. must be less than 6.0 .

• Each of the three tracks must have X2/d.o.f. < 6.0 .

• One of the tracks must be identified as a kaon with Cerenkov kaon probability
> 0.4 (a priori value is 0.12.)

• One of the tracks must be identified as an electron with EMPROB >50 .

.....
P"b

secondsry / ~~ot
vertex~

Figure 5.1. The maximum displa.cement from the line joining the primary and secondary
vertex, assuming all neutrino momentum is perpendicular to the visible momentum vector.

Figure 5.1. One can determine p~axJ the neutrino momentum corresponding to the
maximum displacement dmaxl by using the D mass constraint: ,

where t:.r =1 r3ccOfldary - rprimary I is the separation between the primary and sec
ondary vertices along the beam direction.

The distance of closest approach of the vector sum of the momenta of the visible
particles (called dip is checked for consistency with the kinematically allowed distance

dmax·

• In particular, only events for which Id;p-dmozl < 3.5 are accepted. The resolu-
Udip

tion 0'd;, is generally of the order of 365J.lm while the average dmax is less than

20J.lm.

(5.3)

(5.2)

(5.1)

.....
p'"

v
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d max = _v_ X t:.r

Ptotal

P
max (mb - m2

. )
v = vu

2 Evi•.

2 _ ( + max)2 2 +2 E Emax
mD - pvi. Pv = mvi. vi. v '.
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"S;

With Ptotal = p~ax +P"i3' one obtains dmax from figure 5.1:

Since E~ax = p~ax this reduces to

5.6 SIGNAL EXTRACTION

To select the D+ -+ k*o/+/ll signal, we searched our data for events containing
a 3-prong secondary vertex. We made sure that all selected 3-prong vertices satisfied
each cut from the filter, strip and substrip levels specifically. That is, the event passed
all selection criteria because of the selected 3-prong semileptonic vertex and not by
another secondary vertex contained in the same event. Then more stringent cuts were
applied on tracks and vertices as listed below:

• The SDZ for the 3-prong vertex was required to exceed 15.

• The three tracks should form a secondary vertex with a X2/ d.o.f. less than 5.0 .

• Primary vertices were rejected if they were located in material downstream of
the targets. We required Zprimary < -1 em, whereas the last target foil is
located at about -2 em.

• To eliminate events from secondary interactions, a cut was made on the z
location of the decay vertex. Vertices formed within 0.15 em of the center of a
target foil were rejected.

• The sum of the charges for the three tracks had to be ±1.

• Each one of the charged tracks had to have a X2/d.o.f. less than 3.5 to reduce
contributions from poorly reconstructed tracks.

• Each charged track must have been inconsistent with coming from the primary
vertex. The contribution to the X2/d.o.f. of the primary vertex had to exceed
8. This cut is imposed to reject events where poor vertexing allowed a track
belonging to the primary vertex to be included in a secondary vertex.

To help distinguish real vertices from fake vertices formed from random tracks
not coming from the same parent particle or from incomplete reconstruction of the
vertex, we looked at the impact parameter of the vector sum of the visible tracks with
respect to the primary vertex, taking into account the possible contribution due to
the undetected neutrino. The total momentum vector of the visible particles must
point back to the primary vertex within kinematic and resolution limits. One can
evaluate the maximum kinematically allowed displacement dmax by assuming that
all the neutrino momentum is perpendicular to PVi3 = P J( + P". + Pc as shown in
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The D+ --> k*oe+lle signal (and its charge wnjugate) was extracted by looking
for events where the k*o decays into K-7!'+. Note that the kaon charge is oppo
site to the electron charge. This formed our "right-sign" sample. Events in which

electron momentum (GeV/c)

Figure 5.2. The electron momentum distribution for the right-sign and wrong-sign events
after aJl other selection cuts. No cut on the electron momentum was applied in the selection
procedure. There is an implicit geometric acceptance limitation at ::= 5 GeV Ie.

Finally, we required proper identification of the electron, pion and kaon among
the three charged tracks.

• The charged kaon had to be positively identified in the Cerenkov counters. The
Cerenkov kaon probability was required to exceed 0.4 for the kaon candidate.
(The a priori value is 0.12, that is, one track out of eight is a kaon.)

• The Cerenkov pion probability for the pion candidate had to exceed 0.4. The
pion a priori probability is 0.82 .

• Electrons were identified in the electromagnetic calorimeter by requiring that
EMPROB be greater than 80.

• Electron candidates consistent with being a member of a photoconversion pair
were eliminated by rejecting events where the electron candidate was a member
of a pair of oppositely charged tracks with a very small tranverse momentum
with respect to their momentum vector sum. We used the variable PPSQ
described in chapter 4 and required that all such pairs satisfied PPSQ > 2x 10-4 .

Note that no explicit momentum cut was applied to the electron sample but
geometric acceptance reduced the number of electrons found below 5 GeVIc. The
momentum distribution for the electrons in the selected events is shown both for
right-sign (K'f7!''*'e'*') and wrong-sign (J('*'7!''f e,*,) events in Figure 5.2. Retaining
events containing low momentum electrons will increase sensitivity for the kinematic
variables cos 8/ and q2, as will be discussed in chapter 6.

* defined later in this section

mmin = Vm~i. +p} +Vm~ +p}

the kaon and the electron have the same sign are called "wrong-sign" events. Back
grounds to the right-sign sample are of two kinds: non-charm background events
(which can be monitored by wrong-sign events), and charmed backgrounds such as
D+ --> K-7!'+7!'+ where a pion is misidentified as an electron. Eleven events consistent
with D+ --> J(-7!'+7l'+ were removed from the final right-sign sample after all other
cuts. Contributions from D+ --> K-7!'+7!'+7!'° could be of comparable size but have
not yet been studied extensively on this partial data sample. The effect of each cut
on the signal was studied using Monte Carlo events. We used wrong-sign events from
the data to simulate non-charm backgrounds. Cuts were tuned based on their effects
on Monte Carlo signal events and wrong-sign data events. The effects on the signal
to-background ratio in the data of some of these cuts are shown in Figure 5.3 where
each of the final cuts is added in turn. Cuts on X2Id.o.f. of the secondary vertex and
tracks have already been applied, as well as the SDZ and kaon identification cuts.

The signal-ta-background ratios in the M]('Ir range of 0.84 to 0.96 GeVIc 2 and
mmin* range of 1.6 to 2.0 GeV Ic2 are shown in Table 5.1 after all cuts and after
removing each cut. The fact that the signal-ta-background improves with each cut
demonstrates the effectiveness of each cut for some of the cuts described earlier.

The D mass cannot be fully calculated due to missing information on the neutrino,
since the longitudinal neutrino momentum can only be reconstructed up to a quadratic
ambiguity. The method used to extract the best estimate of the'neutrino momentum
will be discussed in detail in the next chapter. Even without knowing the full neutrino
momentum, one can evaluate the minimum kinematically allowed mass mmin, defined
as the invariant mass of the J( I 71', I, II/ system, neglecting the component of the
neutrino momentum along the direction of flight of the D:

where PT is the transverse momentum of the visible particles with respect to the D
direction (as determined by the primary and secondary vertex positions) and mlli. is
the invariant mass of the visible particles. Monte Carlo simulations such as the one
displayed in Figure 5.4 show a sharp cusp in mmin at the mass of the D. Hence, one
can reject events with values of mmin exceeding the mass of the D, after allowing for
smearing due to detector resolution.

Figure 5.5 shows the mmin and J( 71' invariant mass distributions for decays with
an electron in the final state. In Figure 5.5(a) and (b), the solid curve shows the
right-sign events and the shaded area represents the vi.rong-sign ,events. To extract a
clean signal, events are selected within a narrow window for mmin between 1.6 and
2.0 GeVIc2

• The invariant mass of the J(7!' system is shown in Figure 5.5(b) for these
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signal/background

after all cuts 5.85

removed cut

eliminate electrons from photoconversion pairs 3.6

total momenta must point back to primary vertex 4.5

e, 11" ,K tracks must be inconsistent with primary vertex 5.0

require X2/dof for each track < 3.5 4.13

require Cerenkov identification for 11" 4.83

Table 5.1. Effect of the removal of each cut on the signal-to-background ratio for
the data after adjusting each cut with Monte Carlo events. The results are shown for
data with the wrong-sign data used to monitor the non-charm background.

events. Only events with a value of mJ(lI within 0.84 and 0.95 GeV/c2 are retained
for the final sample. The wrong-sign MKfr distribution. subtracted from the right-sign
MJ(rr distribution is shown in Figure 5.5(c) fitted to a Breit-Wigner shape of fixed
width and mean. The fit shows good agreement between the wrong-sign-subtracted
signal and a pure Breit-Wigner distribution indicating that the wrong-sign signal
adequately represents the non-charm background and that the signal is dominated
by D+ --+ R..oe+/le .

The number of D+ --+ j( .. oe+/le candidate events based on ~ 15% of the full
E791 data sample are shown in Table 5.2 after all selection cuts and compared to
the signals reported by other experiments, for D+ --+ [( ..0/+/1/. [31, 12, 11, 10]
Although E791 will have signals in both leptonic channels, only the electron signal is
tabulated here. The projected number of signal events for the full E791 data sample
is approximately 2600 using the series of cuts described in the text.
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Figure 5.3. The cumulative effects of applying each selection cut on the data. The solid
line shows the right-sign data and the shaded a.rea represents the wrong-sign data. In (a),
the signal is shown a.fter all previous cuts listed in previous sections have been applied. The
subsequent cuts applied here are (b) rejecting electron candidates consistent with being a
member of a photoconversion pair, (c) rejecting events with tracks consistent with pointing
back to the prima.ry vertex, (d) rejecting events containing tracks consistent with belonging
to the primary vertex based on their impact para.meter with respect to the primary vertex
(e) requiring Cerenkov identification for the 11' and (f) X2/d.o.j. cut for each track. All cuts
are described in the text.
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Figure 5.5. (a) Minimum mass distribution for right-sign events (wrong-sign events in
shaded area) for the electron signal selected using the cuts described in the text for 15% of
the full E791 data sample. (b) K'If invariant mass distribution for events selected within
a mmin window of 1.6-2.0 GeV/c2 • (c) Wrong-sign subtracted signal for selected events
fitted to a Breit-Wigner sha.pe with fixed width and mean.
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Figure 5.4. The mmin distribution obtained from a Monte Carlo simulation for the decay
D+ --+ k·o/+v/. The effects of smearing on this distribution are shown by the dashed
curve.

Table 5.2. Comparison of sample sizes for E791 and for other experiments, for D+ ....
k·o/+v/.

E691 £653 £687 £791

lepton type e Il Il e only
(15% data)

# of right-sign events 204 305 ::::: 1001 418

# of wrong-sign events 21 ::::: 30 ::::: 126 61

# of signal events 183 ::::: 275 875 ± 44 357± 22

signal/background 8.7 ::::: 9.2 ::::: 6.9 5.9
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6.2 INCLUDING SMEARING AND ACCEPTANCE

6.1 MAXIMUM LIKELIHOOD TECHNIQUE

6. Fitting Technique

N(p.) is the normalization constant N(p.) == f [(Xi, P.)dXi. The best estimate of the
parameter p. is that value of p. which maximizes the likelihood of the data. To avoid
taking a product of many small or large numbers, we actually use log likelihood,
and since the fitting code we use minimizes functions, we take the the negative log
likelihood:

(6.4)

(6.3)-In£' == _ t/n(LY; in V; W(Yj,~))
i=1 C(P.)Vi

W(Yi, p.) = [(Yi, p.) ,
[(Yi, p.o)

where [(Yi, p.o) is the differential decay rate for the initial values of the parameters
P.O used to generate the Monte Carlo events, and p. is the new hypothesis for the

where Vi is the volume centered around Xi , C(p.) = 2:i=1 W(Yj, p.) is the normaliza
tion and m is the total number of Monte Carlo events. The weight function W(Yj, p.)
is calculated using the true values Yi·

To avoid generating several sets of Monte Carlo samples with different distribu
tions of the kinematic variables to determine which set best fits the data, one can use
one set of generated events and a simple weighting technique to produce differential
decay rates for different hypotheses for the parameters p.. The weight for each Monte
Carlo event can be evaluated from the known values of the kinematic variables Yi
using the relation

result in events in certain parts of phase space never being observed) and smearing
due to both the limited resolution of the detector and the quadratic ambiguity in
the determination of the neutrino momentum. A method was devised for a similar
analysis [33] to take into account the acceptance and smearing effects using Monte
Carlo simulated D+ -+ R"'o/+v/ decays which have been passed through the same
analysis chain as the data. The technique used in our analysis is almost identical
except for how the non-charm background events are accounted for in the fit. The
technique is described in this chapter with more detail available in references 33 and

34.

To account for smearing and acceptance effects, one can compare the data to a
large sample of Monte Carlo events which have also been smeared by the reconstruc

tion algorithm and affected by detector acceptance. Monte Carlo events are generated
with a known distribution of the kinematic variables. For each generated Monte Carlo
event, the true values of the five kinematic variables are known (the generated values)
as well as their smeared values after going through the reconstruction code. Let Yi de
note the true Monte Carlo values for the kinematic variables and iii their smeared
value. Of course, for the real data events, we can only measure the smeared values Xi .
To take into account smearing and acceptance effects, we compare the distribution of
Xi from the data to that of the Yi for Monte Carlo events. We caJculate the likelihood
of each event in the data as the sum of the weights W(Yj, p.) of those Monte Carlo
events which lie within a small multi-dimensional volume in the space of kinematic
variables surrounding that data point Xi where the match of Monte Carlo events to
the volume is done using the smeared quantities Yi. Then eq. (6.2) becomes

(6.1 )

(6.2)

lI
n f(Xi, p.) .

£, == N(p.)
i=1

n

-In£' == - L: [Inf(xi' p.) - InN(p.)] .
i=1

To describe the method used to extract the form factors, we will introduce some
general variables. Let p. be the set of parameters to be extracted; in this analysis, p.
represents the pair of form factors R2 and Rv. Let Xi denote the kinematic variables
for event i on which the decay rate [(Xi, p.) depends; in this analysis, Xi represents
the five kinematic variables cos 8/, cos Ov, X, mK" and q2 introduced in chapter 1.
Then the likelihood£' that a set of n observed events are distributed according to
[(Xi, p.) is the appropriately normalized product of probabilities for each event [32]:

The relationship between a change in the value of the log likelihood and the number
of-standard-deviations confidence level, n<1, calculated using a normal distribution,
is 6ln(£,) == n;/2. So, for example, a one-standard-deviation confidence level corre
sponds to a half unit change in In£'.

The technique described above is the standard maximum likelihood method for
estimating a set of parameters given an analytic formula for the probablility distri
bution f(Xi, p.). We now discuss how we take into account the fact that our observed
distributions are not expected to correspond to the analytic distribution due to ac
ceptance and smearing effects.

The form factor ratios R2 and Rv determine the dependence of the differential
decay rate for D+ -+ t<"'o/+v/ on the five kinematic variables M](1r' q2, cosOv, cosO/
and X, as described by equation 2.8 in chapter 1. In principle, one can perform a
maximum likelihood fit to the observed distribution of kinematic variables to extract
the form factors as described in the previous section. However, the distribution of
kinematic variables in the data is affected by detector acceptance effects (which can
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6.3 INCLUDING THE BACKGROUND

Then, eq. (6.3) can be modified to include the effects of background as follows:

{,i = [(n - NB/t(~f) + NBPB(Xi)]. (6.5)

parameters. For the parameters J.Lo with which the Monte Carlo events were generated,
W(Yj,J.Lo) is just one. In this case, the summation over Monte Carlo events within \I;
in equation (6.3) just corresponds to the number of Monte Carlo events in \1;. (6.8)

(6.9)

(6.10)

2 2 MD !( 2
H±(q ) = (MD + MK ,,) At{q ) =f 2 • .1' +M V(q)

D K1r

HO(q2) = ".} [(Mb - MJ(" - q2)(MD + MK7r ), Al (q2)

M2 1(2 (6.11)
-4

M
D M A2(q2)]

D+ J(1r

with R2 =A I (0)/A2(0) and Rv=At{O)/V(O). The assumed q2-dependence of the

6.4 GENERATING THE MONTE CARLO EVENTS

Over one million Monte Carlo events were generated according to the expres
sion derived in chapter 1 for the differential decay rate describing the decay D+ -+

k*o/+lI/ :

and

dr _ G 21 V. 12 3 Mi(o}' 2
dMlc" dq2 d cos Ov d cos 0/ dX - F C$ 2(411')5 Mb IMK7r \ q

Mi(or(MJ(,,)

x (MJe,,, - Mj(o)2 + M](~ r2(MK7r)

x { [(1 + cos 0/)2 I H+(q2) 1
2

+ (1- cos 0/)2 1 H_(q2) 1
2] sin20v

+4sin20/ C0S
20v IHO(q2) 1

2

-2sin20/ sin20v Re (ei2X H~H_)

-4sinOI (1 + cos 0/) sinOv cosOv Re (eiXH~Ho)

+4sinOI (I-cosOt) sinOv cosOv Re (eiXH~Ho) }.

The angles 0/, Ov and X refer to the angles shown in Figure 2.2 , q2 is the invariant
mass of the Wand MJ(" is the invariant mass of the 1(*. The form factor ratios R2 and
Rv defined in chapter 1 are buried in the expressions for the helicity amplitudes:

L:f:l W(Xk) = NB· Putting everything together, we get:

N·PB(X') = {,. = __s_
S S NBViB '

Substituting eq. (6.8) into eq. (6.6), we get the final result

-I I'=-~l [(n-NB)L:YiinViW(Yj,J.L) Ni ]
nA.- ~ n C( )v.. + ,B .

i= I J.L S V,

With this method, it is possible to make a maximum likelihood fit in any number of
dimensions while taking into account acceptance and smearing effects as well as the
background contributions.

(6.7)
1'. _ Lz~ in V.s W(Xk)

,.(.",.j - I

C(J.L)Vl

-In{, =-tin [(n -NB) ~(~;~v; W(Yj, J.L) + NBPB(Xi)] . (6.6)

For example, assuming flat distributions for the kinematic variables for the back
ground events and no dependence on the fit parameters J.L, we can write the normalized
probability function for the background, PB(xd, as I/V where V is the volume of the
multi-dimensional space spanned by the kinematic variables. Then, JPB(Xi) dV = 1
is properly normalized when integrated over the whole volume.

Rather than assuming uniform background distributions, we used the observed
distribution of kinematic variables Xk for the wrong-sign events to represent the back
ground. We can write the likelihood that event i in the right-sign data sample is
distributed according to the wrong-sign sample as:

To include the effects of non-charm background, we assume our data sample
contains NB background events, where NB equals the number of wrong-sign events
that pass all selection criteria described in the previous chapter. For n observed events
and NB background events distributed according to some normalized probability
function PB(Xi), we can write the likelihood {,i for event i to be signal or background
as

where ViB is the volume centered around data point Xi. But W(Xk) = 1 because we
are assuming the background is distributed like the wrong-sign events. Therefore,
L~~l W(Xk) = Ni where Ni is the number of b~ckground events found within the
volume element ViB surrounding data point i. The normalization factor C(J.L) =
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6.5 ACCEPTANCE AND SMEARING EFFECTS

We used the values measured by the E653 collaboration for the form factor ratios
to generate our Monte Carlo events, namely R2=0.82 and Rv=2.0 . Any values for
R2 and Rv would have been acceptable as a starting point but it is best to generate
the data with distributions as close to the data as possible. This allows more efficient
use of the generated Monte Carlo events since it brings all the weights closer to one.
The projected distributions for four of the kinematic variables used in the fit are
shown in Figure 6.1. The distributions are shown before any modification due to
acceptance or smearing. The variable MJ( ...wil! be discussed later.

To accelerate the Monte Carlo generation process, before simulating the passage
of particles through the detector, we discarded events which would be rejected by the
reconstruction code due to limited detector acceptance. Events with values of xF less
than -0.1 were rejected, where XF is defined as the ratio of the D momentum com
ponent along the beam axis in the 1rp center-of-mass to its maximum kinematically
allowed value. Decay products from charmed hadrons with negative values of XF do
not enter the detector. Events in which the electron does not enter the fiducial area
of the calorimeter were also rejected. Similarly, events which would not pass a mild
SDZ cut or in which the beam particle interacted in material downstream from the
target were rejected before digitization since these events would be discarded later in
the analysis, as discussed in the previous chapter. The effects of these rejection cuts,
and all subsequent cuts applied in the analysis, on the distributions of the kinematic
variables are discussed in the next section.
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Figure 6.1. The projected distributions offour of the generated kinematic variables in the
Monte Carlo. These distributions have not yet been a.ffected by acceptance and smea.ring.
The Monte Carlo events were generated using the values of Rz and Rv measured by E653,
namely 0.82 and 2.0 .

(6.12)
F(O)

F(g2) = 1 _ g2 /m~o/e

form factor, as discussed in chapter 1, is

The Monte Carlo events were generated according to eq. (6.10) and passed through
the same reconstruction and analysis code as the data. Of the 1,137,300 generated
Monte Carlo events, 11,085 passed all the selection criteria. The number of events
that passed each stage of the analysis code is shown in Table 6.1.

To study how much the distributions of the kinematic variables were affected by
the selection cuts described in the previous chapter, we looked at how these distribu
tions changed after each cut and determined which cut had the largest effect. The
acceptance as a function of each kinematic variable is plotted (in arbitrary units for
acceptance) in Figure 6.2 when the filtering cuts are applied and a 3-prong vertex
with an electron is required, and in Figure 6.3 for the last series of cuts described in
Table 6 in chapter 5 . The requirement that the electron point to the active area of
the electromagnetic calorimeter causes the low acceptance in cos 0/ near cos 0/ = -1

in Figure 6.2. The cut on the minimum mass mmin affects the shape of the distri
butions of both cos 0/ and g2 in Figure 6.3. Both cuts preferentially remove D decays
with very low momentum electrons which correspond to low values for cos 0/ and g2.
The effects of these cuts on the final results will be addressed in the last chapter when
discussing systematic uncertainties.

We also checked that the loss of acceptance at low(:os 0/ was ,not caused by a poor
Monte Carlo simulation of the variable EMPROB used for electron identification. We
replaced the cut based on EMPROB in the Monte Carlo by an electron identification
algorithm based on the true identity of the track. An electron track was retained
or rejected according to electron identification efficiencies measured in the data as a
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Figure 6.3. Accepta.nce as a function of four of the kinematic varia.bles used for the fit
after applying all the remaining cuts listed in Table 6 in chapter 5 but without any smearing
effects due to detector resolution or solving for the neutrino momentum.

function of momentum (see chapter 4). No change in acceptance was noticed when
substituting this algorithm for electron identification based on EMPROB. For com
pleteness, we include the distributions of the kinematic variables for both right-sign
and wrong-sign sign data samples in Figure 6.4 and Figure 6.5.
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analysis stage events retained fraction of generated events

filter 619986 54.51%

lepton strip 252727 22.22%

all cuts 11085 0.97%

Table 6.1. The number of Monte Carlo events retained at each stage of the selection
process. About 1,137,300 Monte Carlo D+ -+ k-oe+ve events were generated.

Figure 6.2. Acceptance as a function of each of the four kinematic variables used for
the fit after applying the filtering cuts and finding a secondary 3-prong vertex containing
an electron track that intercepts the SLIC. The dip in acceptance at low values of cos 81
comes from rejecting low electron momentum tracks pointing outside the active region of
the SLIC.
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Figure 6.4. The projected distributions of four of the generated kinematic variables in
the right-sign data sample.

Figure 6.5. The projected distributions of four of the generated kinematic variables in
the wrong.sign data sample.

6.6 TESTING THE UNCERTAINTIES ON THE FIT

To perform the maximum likelihood fit, we used the MINUIT fitting package
from CERN [4]. As a check of the validity of the uncertainties on the fit parameters
calcula.ted by MINUIT, we divided our Monte Carlo data into 31 smaller, indepen
dent samples each the size of our data sample after background subtraction, that is
357 events. We treated each smaller Monte Carlo sample as "data" and performed
the fit using the remainder of the Monte Carlo events in the usual way. We first
used the generated momenta for the four D decay products (K, 1l', e, v) to avoid
any smearing effects. The values for the form factor ratios R2 and Rv from the fit
are expected on average to be the ones with whi~h the Monte Carlo was generated.
The distribution of R2 and Rv from the fits for the ensemble of Monte Carlo samples

was plotted and the RMS of these distributions was calculated. The mean on the
uncertainties on the best fit values returned by MINUIT were also calculated. The
results are shown in Table 6.2. The spread of best fit values for R2 and Rv (column 4)
compares very well with the mean of the uncertainties returned by MINUIT (column
5). The distributions of (J.lt,.ue - J.lmeo.8)!U/J should be centered at zero with an RMS
value of 1. The actual distributions show a systematic bias toward a lower valve for
R2 and a slightly higher value for Rv . The RMS of these disributions is close to one
for both R2 and Rv, confirming the validity of the error on each fit parameter calcu
lated by MINUIT. The systematic shift in the returned values of the fit parameters
will be taken into account in the next chapter.
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Table 6.2. Results of the fit to an ensemble of 31 independent samples of 357 Monte
Carlo events each to check the uncertainties on the fit parameter calculated by MI
NUIT. The fit was performed separately with each sample using the generated values
of the kinematic variables, leaving out any smearing effect due to detector resolution
or quadratic ambiguity in determining the II momentum. Here, (fJ) represents the
mean value of the parameter fJ and (0'1') is the mean error on this parameter for
31 fits performed by MINUIT. The RMS for fJ corresponds to the root-mean-square
distribution of 31 values of fJ. The last two colums show ((fJtrue - fJmetu)/O'I') and
the RMS on this distribution. These results show a systematic bias toward a lower
measured value for R2 and a higher value for Rv but confirm the accuracy of the
uncertainties returned on the fit parameters by MINUIT.

flight from the position of the primary and secondary vertices. Although MJ(tr does
not contain information on the form factors, it provides significant discrimination
power between real D+ -+ R*oe+lle and non-charm background. The results of the
fit are shown in Table 6.3 for different volume sizes, both when we reject data points
with less than one or less than four Monte Carlo points within their surrounding
volume. The results of the fit are stable for volume sizes chosen between 1/1296 to
1/3000 of the total volume, as seen in Figure 6.6 for R2 and Rv. The systematic shift
towards lower values has disappeared for R2 but Ry exhibits a shift towards a higher
value. This will be taken into account when we fit for R2 and Ry in the data. For
the rest of this analysis (unless specified otherwise), we use a volume corresponding to
1/1458 of the total volume, and we do not use the variable X in the fitting procedure.

6.8 DETERMINING THE NEUTRINO MOMENTUM

Therefore,

(p~')2 + (pli)2 = m1 - m~i6 -:- 2(p~6)2
2E~u

With real data, no tracking information is available for the neutrino but it is
possible, given the momenta of the three visible particles, to calculate the neutrino
momentum up to a quadratic ambiguity. From momentum and energy conservation
laws, we can write

(6.13)

(6.15)

(6.14)

m1 = (p~i6 + pll)2 = m~i6 + 2 (pui6 . pll) . I

pll=±[(m1-m;i6-2(P~6)2)2 . ]1/2
II 2 E~i6 - (p~')2 .

and finally

As well as having information about the 4-momenta of the chargfld D decay products,
we can also estimate the direction of the D meson from the position of the primary and
secondary vertices. We have a constraint on the transverse momentum of the neutrino
with respect to the direction of the D meson: p;: = -p,t'. If we boost the visible
4-momenta along the direction of the D meson to the frame where the component
along the D direction pt is zero, then we can easily transform the relation (6.13) into
a relation for pli in terms of measurable quantities:

m2 = m2. + 2 (E'i6Ell _ pUi6 pll + p~i6pll )
D ~u II II 1. 1.

= m;i6 + 2 (E'i6 Ell + (p~6)2)

=m;i6 + 2 [E'i6 (p~6)2 + (pli)2 + (p~6)2].

6.7 EFFECT OF VOLUME SIZES "'i

In equation (6.3), Vi is a volume centered around data event i. Monte Carlo events
within this volume are used to calculate the likelihood of event i for a particular
set of form factors. This calculated likelihood will be a good estimate of the true
probability for this event if the differential decay rate changes at most linearly across
the volume and if there are sufficient Monte Carlo events within the volume to limit
the statistical uncertainty. The volume size V. must be chosen so that neither of these
effects dominates. In addition, there is no benefit in making V; much smaller than the
size of the smearing of the kinematic variables. To take into account these sometimes
conflicting needs, we performed the fit using different volume sizes around each data
point to find the range in which the fit is stable. Again, the use of an ensemble of
Monte Carlo samples proved to be very useful. We first rejected any "data" point
which did not contain at least four Monte Carlo events within its surrounding volume.
This proved to be unecessary since the overall normalization constant in the expression
for the maximum likelihood properly weights data points with few Monte Carlo events
within their surrounding volume. For data points located near the edges of the
distributions of the kinematic variables, we adjusted the volume size such that the
data point remained at the center of the volume surrounding it. This reduced the
number of Monte Carlo points found within these shrunk volumes such that some of
these data events were rejected. Volumes were shrunk in one dimension only if the
size of the volume corresponded to less than a fi(th of the kinematic range for this
variable. We used a coarser binning for the angle X since it was the most sensitive
to smearing effects due to limited resolution in determining the D meson direction of

parameter true value (fJ) RMS for fJ (0'1') RMS for 0'1' ((fJtrue - fJmea6) /0'1') RMS

R2 0.82 0.68 0.29 0.24 0.04 -0.49 1.19

~ 2.0 2.10 0.33 0.33 0.04 0.22 0.92
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Figure 6.6. Measured value of R2 (top plot) and Rv (bottom plot) for an ensemble of
Monte Carlo samples for various volume sizes. The generated values of R2 and Rv are 0.82
and 2.0, respectively. The results of the fit are not sensitive to the volume size when it is in
the range 1/1296 to 1/3000 of the total volume. The volumes are shown on a logarithmic
scale.
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Table 6.3. Results of the fit for different volume sizes. These results were established
using an ensemble of Monte Carlo events generated with R2 = 0.82 and Rv = 2.0.
The full range of each kinematic variable is as follows: cos(), = [-1,1], cos()v =
[-1,1]' q2/q?na:r= [0,1], x= [0,211"], and mK.. = [0.85,0.94] GeV/c2•

#
fraction of of point Acos{) Acos{)v Aq%?na:r AX tlmK.. (R2) (<72 ) (Rv) (<7v)

total volume rejected

require at least 4 Monte Carlo points per volume

1/512 16 0.25 0.25 0.13 6.28 0.09 0.70 0.36 2.42 0.59

1/1000 37 0.20 0.20 0.10 6.28 0.09 0.75 0.33 2.47 0.50

1/1536 85 0.25 0.25 0.13 6.28 0.03 0.71 0.35 2.54 0.51

1/3000 172 0.20 0.20 0.16 6.28 0.03 0.58 0.42 2.62 0.56

require at least 1 Monte Carlo point per volume

1/343 4 0.29 0.29 0.14 6.28 0.09 0.71 0.32 2.18 0.49

1/512 5 0.25 0.25 0.13 6.28 0.09 0.71 0.31 2.17 0.46

1/1000 8 0.20 0.20 0.10 6.28 0.09 0.78 0.28 2.15 0.45

1/1029 13 0.29 0.29 0.14 6.28 0.09 0.79 0.28 2.16 0.40

1/1296 37 0.33 0.33 0.17 2.09 0.Q3 0.83 0.25 2.13 0.32

1/1458 17 0.22 0.22 0.17 6.28 0.Q3 0.83 0.26 2.12 0.36

1/1536 18 0.25 0.25 0.13 6.28 0.03 0.81 0.27 2.17 0.32

1/2058 50 0.29 0.29 0.14 3.14 0.03 0.80 0.30 2.19 0.40

1/2400 34 0.20 0.20 0.13 6.28 0.03 0.83 0.24 2.15 0.32

1/2916 63 0.22 0.22 0.17 3.14 0.03 0.80 0.26 2.21 0.32

1/3000 26 0.20 0.20 0.16 6.28 0.03 0.82 0.25 2.18 0.34

1/3072 65 0.25 0.25 0.13 3.14 0.03 0.79 0.25 2.21 0.33

1/3087 51 0.29 0.29 0.14 2.09 0.03 0.86 0.24 2.18 0.31

1/4800 89 0.20 0.20 0.13 3.14 0.03 0.81 0.25 2.30 0.32

1/10125 121 0.13 0.13 0.07 ~.14 0.03 0.77 0.25 2.20 0.31
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Table 6.4. Results of the fit to an ensemble of 35 independent Monte Carlo samples
to determine the best solution for the neutrino momentum. The negative solution
introduces less smearing of the kinematic variables and yields smaller errors on the
form factors ratios R2 and Ry. The variable (p) refers to the mean value of the
parameter p obtained from 35 fits performed by MINUIT.

negative solution positive solution

parameter true value (p) (Up.) (p) (Up.)

no smearing from detector resolution

R2 0.82 0.78 0.26 0.69 0.25

Ry 2.00 2.15 0.35 2.14 0.35

including smearing from detector resolution

R2 0.82 0.83 0.27 0.69 0.28

Ry 2.00 2.12 0.37 2.24 0.38

Both E691 and E653 determined that the negative solution for pli introduced
less smearing of the kinematic variables than the positive solution. We tested this
assertion using our Monte Carlo sample. Each solution for the quadratic equation for
the neutrino momentum from eq. (6.15) is compared to the real value of the neutrino
momentum as generated in the Monte Carlo. The positive solution corresponds to
the generated value (55.0 ± 0.6)% of the time. When the neutrino momentum is
not reconstructed correctly due to the quadratic ambiguity, the kinematic variables
are also reconstructed incorrectly. To determine the effect of this smearing of the
kinematic variables on the extracted form factors, we again use an ensemble of 35
sets of Monte Carlo events which we treat as "data" in the maximum likelihood fit as
described in the previous section. We first use the generated momenta of the charged
particles to determine the neutrino momentum up to the quadratic ambiguity. We
then calculate the average value of the form factors and the average value of the errors
from the 35 fits for the positive solution for the v momentum and for the negative
solution. The results are shown in the top half of Table 6.4. We repeated the study
using smeared (reconstructed) values for the charged particles momenta. The results
are shown in the bott0m half of Table 6.4. By comparing the true value to the fit
value of the form factors for each solution we determine that the negative solution
yields a better measurement of the form factor ratios R2 and Rv. Comparing these
results to Table 6.2 (where the fit was performed with the generated values of the
neutrino momentum), we note that the systematic bias of the fitting procedure is
somehow cancelled when smearing is introduced.
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7. Results and Conclusion

7.1 Introduction

In this chapter, we present the results for R2 and Rv obtained using the fit
ting technique described in the previous chapter applied to the candidate D+ .....
k*oe+ve decays in the data. We also evaluate the contributions to the system
atic uncertainty on the form factor ratios R2 and Rv. Our results are compared to
previous experimental measurements. Finally, some projections on the size of the
uncertainties on the final result from the full E791 data sample are made.

7.2 Results

The results of the fit to the 418 candidate D+ ..... f(*oe+ve decays in the data
are shown in Table 7.1. We use the negative solution of the quadratic equation to
determine the neutrino momentum. The fit was performed using a volume size Vi of
1/1458 of the total volume to compare the data event to the Monte Carlo generated
events. The volume size v.B around each data point used to compare the data to the
background corresponds to 1/81 of the total volume. The choice of Vi and v.B will
be justified in the following section. The correlation coefficient between the two fit
parameters is -0.324 .

Table 7.1. Results of the fit to the data using a data sample corresponding to 15%
of the full E791 data sample.

parameter measured value statistical uncertainty

R2 0.32 +0.26
-0.27

Rv 2.40 +0.39
-0.37

7.3 Contributions to the systematic uncertainty

Systematic uncertainties due to the effect of the mmin cut, the choice of volume
size for signal and background in the fit, and the simulation of the D momentum in
the Monte Carlo are discussed in this section.

7.3.1 Uncertainty from the mmin cut

As mentioned in the previous chapter, the mmin cut is very efficient at rejecting
non-charm background but strongly affects the acceptance in cos ()/ and q2, particu
larly at low cos ()/ and q2. To study the effects of this cut on the final resul t, we relaxed
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the mmin cut from its initial value of 1.6 to 1.3 and then 1.0 GeV2• The primary
effect of relaxing the mmin cut is to greatly contaminate the data sample. Even with
a poorer signal-to-background ratio, we can still use the same fitting method since it
is designed to take into account background contamination. The results of the fit for
different ranges in mmin are shown in Table 7.2.

Table 7.2. Effect of mmin and background volume size on the fit results for the
data. The signal-to-background ratio (S/B) increases as the mmin range is increased.
Since the fitting technique takes care of the increased contamination from non-charm
decays, this allows us to test the effects of the background volume size.

0.6

x
0.4 l- x

x
I xN

'"

0.2

volume size for background ViB = 1/16 of total volume

mmin range right-sign events wrong-sign SIB R2 (TR1 Rv (TRv

1.0 - 2.0 633 151 3.19 0.10 0.32 2.89 0.47

1.3 - 2.0 587 122 3.81 0.10 0.31 2.78 0.46

1.6 - 2.0 418 61 5.85 0.21 0.29 2.47 0.43

volume size for background ViB = 1/81 of total volume

1.0 - 2.0 633 151 3.19 0.24 0.28 2.62 0.38

1.3 - 2.0 587 122 3.81 0.22 0.28 2.56 0.34

1.6 - 2.0 418 61 5.85 0.32 0.27 2.40 0.38

volume size for background ViB = 1/256 of total volume

1.0 - 2.0 633 151 3.19 0.32 0.26 2.59 0.35

1.3 - 2.0 587 122 3.81 0.33 0.26 2.53 0.35

1.6 - 2.0 418 61 5.85 0.43 0.25 2.36 0.35

7.3.2 Uncertainty from the volume size for the signal

0.0
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x
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2.6

>
'" 2.4

2.2
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0.0004

x

0.0004
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Volume Size

x

x

0.0005 0.0006 0.0007 0.00080.0009 0.001
Volume Size

In the previous chapter, we investigated the effect of the choice of volume size
for the signal Vi using an ensemble of Monte Carlo samples. It was determined
that the volume could vary from 1/1000 to 1/3000 of the total volume size without
appreciable changes in the fit results. We perform a similar study using the data
sample and look for changes in the fit results when different volume sizes are used.
The results are shown in Figure 7.1 for volume sizes ranging from 1/1029 and 1/3000
of the total volume size. For all volumes considered, the fit was performed using the
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Figure 7.1. Measured value of R2 (top plot) and Rv (bottom plot) for various volume
sizes for the signal Vi expressed as a fraction of the total volume. The volumes are shown
on a logarithmic scale.
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four kinematic variables: cos OJ, cos Ov, q2 and MK1r' From the plots, we estimate
the systematic uncertainty attached to the choice of volume size to be 0.06 for R2 and
0.20 for Rv.

0.6

7.3.3 Uncertainty from the volume size for the background
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In equation 6.9, ~B is a volume centered around data event i. Wrong-sign events
within this volume are used to calculate the likelihood of event i being a background
event. The volume size ~B must be chosen so that there are sufficient background
events within the volume to minimize the statistical uncertainty on the likelihood.

Having relaxed the rnmin cut, we now have more events in our wrong-sign event
sample which we can use to test the effect of varying the volume size when fitting to
the background. The motivation for using the smaller volume size is to make sure
the fit is as sensitive as possible to the distributions of the kinematic variables in the
wrong-sign sample. This reduces the uncertainty on each fit parameter as can be
seen in Table 7.2. This study also shows that for the tighter rnmin cut, a change in
the volume size for the background introduces a systematic shift of 0.11 for R2 and
0.07 for Rv for a nominal volume size for the background corresponding to 1/81 of
the total volume. This particular choice for the background volume size yields an
intermediate value for the fit parameters for each of the three different values of the
rnmin cut. Several other volume sizes were studied and are shown in Figure 7.2. This
study indicated that the chosen volume size was reasonable. Two extreme cases are
shown: for the first case, we chose ~B equal to the total volume. This is equivalent to
assuming flat distributions for all kinematic variables for the background. The second
case with ~B chosen so small that very few points are asscociated with background
events corresponds to the assumption that we have a very pure sample. Both these
assumptions are deemed unreasonable and we do not consider these two points when
evaluating the systematic uncertainty. The systematic uncertainty associated to the
choice of volume size for the background is extracted from Figure 7.2 and evaluated
at 0.06 for R2 and 0.07 for Rv.

7.3.4 Simulation of D momentum in the Monte Carlo
Volume Size

Since this whole analysis rests on comparing the data with a large Monte Carlo
sample, it is essential that the Monte Carlo properly simulates the data. In particular,
the analysis depends on the accurate simulation of the D momentum in the lab frame
for the following two reasons. First, geometric acceptance for the D decay products
depends heavily on the D momentum distribution in the lab. Secondly, the momen
tum of the daughter electron depends on the D lab momentum. In turn, the electron
identification efficiency depends on the electron momentum. Figure 7.3 displays nor
malized distributions for (a) the D momentum and (b) the D momentum transverse

Figure 7.2. Measured value of R2 (top plot) and R v (bottom plot) for various volume
sizes for the background V;B. The volumes are shown on a logarithmic scale.
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transverse D momentum in the lob (GeV/c)

Figure 7.3. The normalized distributions of (a) the tota.! D momentum and (b) momentum
transverse to the beam axis for wrong-sign subtracted data (solid curve) and for Monte
Carlo (dashed curve) after a.ll selection criteria have been applied.

parameter true value (J.l) ± (j(p)

R2 0.82 0.83 ± 0.05

Rv 2.0 2.12 ± 0.06

R2 0.26 0.53 ± 0.15

Rv 2.7 2.50 ± 0.23

7.5 Systematic Uncertainty

samples. From Table 3 in chapter 6, one realizes that there is no sign of a systematic
shift for R2 when we performed the fit using the measured (i.e., smeared) values of
the kinematic variables and the negative solution but a difference of two (j between
the "true" and measured values of Rv. This can easily be seen in Figure 3 in chapter
6.

Table 7.3. Results of the fit to two different ensembles of Monte Carlo samples. The
first set of 31 samples corresponds to 1,137,300 events generated with R2 = 0.82 and
Rv = 2.0. The second set of 4 samples corresponds to about 133,000 Monte Carlo
events produced with R2 = 0.26 and Rv = 2.7. In each case, ,the sample of Monte
Carlo events generated with R2=0.82 and Rv=2.0 was used to ,perform the fit.

To better quantify these systematic shifts, we generated about 133,000 Monte
Carlo events with R2 at 0.26 and Rv at 2.7, values chosen close to the values mea
sured in the data. Of those events, 1554 passed all selection criteria. We used four
independent samples of 357 events each and performed the fit four times. The results
are compiled in Table 7.3. Again, we observe a systematic shift for the mean value
of the fit parameters, even though the statistical uncertainty on this measurement is
much larger than for the larger Monte Carlo sample. Until further investigation is
completed, no correction will be made to the data to correct for a possible systematic
shift.
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to the beam axis for both data and Monte Carlo after all selection cuts have been
applied. The distributions of the total D momentum agree very well between data
and Monte Carlo. The average D momentum transverse to the beam axis is higher
in data than in Monte Carlo. However, the effect is not very significant. Hence, no
contributions to the systematic uncertainty will be associated with the simulation of
the D momentum in the Monte Carlo.

7.4 Systematic Corrections

All the effects discussed in the previous section introduce some uncertainty in the
final value of the measured parameters R2 and Rv. In addition, the fitting procedure
can produce systematic shifts in the measured values of the parameters. If so, the
final results from the data will have to be corrected to account for these shifts. This
effect will be quantified now.

If there was no systematic bias, the fitting procedure should, on average, return
the "true" values of the parameters when using an ensemble of several Monte Carlo

All contributions to the systematic uncertainty are listed in Table 7.4. The total
systematic uncertainty is calculated by adding the individual contributions in quadra
ture and is shown in Table 7.4. At this point, the uncertainty on our measurement
is dominated by statistical uncertainty. All of these contributions, although system
atic in nature, will be substantially reduced when more data becomes available. For
example, with a larger sample of wrong-sign events available, one could reduce the
uncertainty attached to the choice of volume size for the background, ViB , by per
forming more tests to determine the optimal volume size. One can also produce
more Monte Carlo events to reduce the systematic uncertainty due to choice of Vi
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and the systematic shift. In particular, the uncertainty on the systematic correction
can be reduced by generating large samples of Monte Carlo events with values of the
form factor ratios close to the measured values in the data., after correction This is
particularly crucial for R2 .

Table 7.4. Various contributions to the systematic uncertainty. All these contribu
tions are added in quadrature.

source contribution to <JR, contribution to <JR,.

mmin cut 010 016

size of Vi 0.06 020

size of V~ 006 007

systematic uncertainty o13 027

76 Conclusion

The final values of the form factors ratios are shown in Table 7.5 a.long with
previous experimental measurements. We have improved the maximum likelihood
t0chniqne method [2] by introducing ensembles of Monte Carlo samples to det.ermine
sou rces of systematic uncertainties, and using the wronlj-sign eve'nl.s t.o fit t.o the
background. \Nhen the full E791 data becomes available, these improvements will
allow the E791 collaboration t.o make thee most accurate measu['cmcnt of the form
factor ratios. Based on t.his partial sample (15% of E791 full dat.a sample), we project.
that the statistica.lllncertainty can be reduced to about. ±0.10 for R2 and ±0.15 for
J(v. The size of the systematic uncertainty should be comparable,

Tabie 7.5 Comparison of the E791 measurements of R2 and Rv with prevIOus
experimental measurements from ot.her experiments [10,11,12].

Group R2 Rv # of events
used for measurement.

E687 0.78 ± 0.18 ± 0.10 174 ± 0.27 ± 028 875

8653 082~~n ± all 200~~~~ ± 0.16 ;::::; 27.5

E691 0.0 ± 0.5 ± 02 20 ± 0.6 ± 03 183

E791 o3? +026 ± 0 13 ? 4 +039 ± 0 ?7 3.57.' - -027 . _. -037 .-
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