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Chapter 1

Introduction

The Standard Model of particle physics (SM) is an elegant and concise theory of elementary

particles and their interactions. The electromagnetic, weak and strong interactions are described in

a locally gauge invariant theory [1] based on an SU(3)
⊗

SU(2)
⊗

U(1) gauge symmetry. The

key development of the Standard Model happened in 1960s when the unification of electromag-

netism and weak interactions was realized in a local gauge theory by Glashow, Weinberg, and

Salam (GWS) [2, 3, 4, 5, 6]. Prior to 1960s, investigation of weak interaction data had pointed to

the existence of a charged massive vector boson acting as the weak force carrier [7, 8]. In addi-

tion, a neutral weak boson had been postulated in the GWS model [3] although no experimental

evidence had suggested the existence of this particle until 1973. One theoretical obstacle in es-

tablishing the unified electroweak theory was that the introduction of mass terms of weak bosons

in the electroweak Lagrangian. A spontaneous symmetry breaking of a global symmetry could

give rise to the mass of weak bosons, but that would necessarily introduce massless Goldstone
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bosons [9]. In 1964, Englert and Brout [10], Higgs [11], and others [12] demonstrated that the

Goldstone bosons can be eliminated in the spontaneous symmetry breaking of a local gauge sym-

metry. This is usually referred to as the Higgs mechanism. In the simplest implementation of the

Higgs mechanism, a scalar field is introduced, indicating the existence of a scalar boson which is

usually referred to as the Higgs boson or the EBH boson.

In 1973, the existence of weak neutral current was confirmed in the observation of νµ/ν̄µ + N

→ νµ/ν̄µ + hadrons process [13]. In 1983, both the charged weak bosons W± [14, 15] and the

neutral weak boson Z [16, 17] were observed at the CERN Spp̄S collider. The experimental search

for the Higgs boson has been conducted mostly at the Large Electron Positron collider at CERN

and the Tevatron at Fermilab, and at various other experiments. As of the beginning of 2010, all

previous experimental searches failed to observe the Higgs boson [18, 19].

The CERN Large Hadron Collider (LHC) is a 27-kilometer circular collider designed to collide

two bunches of protons at
√
s = 14 TeV with an instantaneous luminosity of 1034 cm−2s−1 [20].

The search for the Higgs boson, as one of the most important goals of the LHC physics program,

is carried out by two general purpose particle physics experiments, the ATLAS [21] and CMS [22]

experiments. Two other major experiments at the LHC are the ALICE [23] and LHCb [24] ex-

periments. The former specializes on heavy ion physics, and the latter on B-physics. The LHC

started to produce collisions at
√
s = 900 GeV in 2009, and at

√
s = 7 TeV in 2010 with a low

instantaneous luminosity of≈ 1×1031−2×1032 cm−2s−1. In 2011, the LHC continued to collide



3

protons at
√
s = 7 TeV but with a higher instantaneous luminosity, and the ATLAS experiment

collected a data sample with an integrated luminosity of ≈ 5.2 fb−1. In 2012, the LHC collided

protons at
√
s = 8 TeV, and the ATLAS experiment collected a data sample with an integrated

luminosity of ≈ 21.7 fb−1. The LHC’s peak instantaneous luminosity in 2012 reached 7.73 ×

1033 cm−2s−1, close to the design instantaneous luminosity. The CMS experiment also collected

data samples with similar integrated luminosities during the same period of time. The large data

samples collected by the ATLAS and CMS experiments make the search for the SM Higgs boson

for the first time sensitive in a large range of allowed Higgs boson mass.

This thesis presents the search for the Standard Model Higgs boson in the diphoton final state

with the ATLAS detector at the LHC. With 4.8 fb−1 data at
√
s = 7 TeV taken in 2011 and 5.9 fb−1

data at
√
s = 8 TeV taken from March to June in 2012, an excess of diphoton events, corresponding

to a statistical significance of 4.5 σ, is observed at 126.5 GeV. This observation, combined with

observations of event excesses in the search for SM H → ZZ(?) → 4l and the search for SM

H → WW (?) → lνlν, established convincing evidence of the discovery of a new boson. Both the

ATLAS and CMS collaborations submitted the discovery of this new boson in July, 2012 [25, 26].

After the 2012 data taking, the statistical significance of the excess in the diphoton final state

in the 4.8 fb−1 data at
√
s = 7 TeV and 20.7 fb−1 data at

√
s = 8 TeV reaches 7.4 σ. The diphoton

final state by itself can establish the discovery of the new boson. In addition to reporting the
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discovery of a new boson, this thesis also presents measurements of properties of the new boson in

the diphoton final state with the full data samples collected in 2011 and 2012.

The coming chapters are organized as follows: Chapter 2 reviews the phenomenology of the

SM Higgs boson and discusses the background to the H → γγ signal. Chapter 3 describes the

ATLAS experiment. Chapter 4 describes data sample collected in 2011 and 2012, the object re-

construction, and the diphoton event selection. Chapter 5 introduces the strategy to search for a

SM Higgs boson in diphoton final state (the “search” analysis). Chapter 6 discusses the statistical

methodology. Chapter 7 reports the observation of an excess of diphoton events in the data sample

collected in 2011 and from March to June in 2012. The observations in the H → ZZ(?) → 4l and

H → WW (?) → lνlν channels and the combination of all Higgs boson searches are also briefly

summarized in this chapter. Chapter 8 describes the analysis strategy for measuring properties of

the Higgs boson in the diphoton final state (the “measurement” analysis) and reports the statistical

significance of the diphoton excess and measurement results with 4.8 fb−1 data at
√
s = 7 TeV and

20.7 fb−1 data at
√
s = 8 TeV. Chapter 9 concludes this thesis.
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Chapter 2

Phenomenology

This chapter discusses the basics of the phenomenology of the SM Higgs boson. After a brief

overview, Sec. 2.1 discusses the major SM Higgs boson production modes, and Sec. 2.2 discusses

the Higgs boson decays, in particular, the H → γγ decay. The major background to the H →

γγ signal is discussed in Sec. 2.3.

The mass of the Higgs boson is the least constrained part of the Standard Model. Prior to

the start of LHC 2011 run, the experimental search at LEP excluded a SM Higgs boson with

mH < 114.5 GeV [18], and the experimental search at Tevatron excluded a SM Higgs boson with

163 GeV < mH < 166 GeV [19]. The phenomenological profile of the Higgs boson and hence

the search strategy depends on the mH . Once the mH is fixed, the phenomenological profile of

the Higgs boson is well defined: its production cross section and decay branching ratios can be

calculated from its coupling to fermions and weak bosons. Table 2.1 summarizes the coupling

strengths between the Higgs boson and different type of particles.
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Table 2.1 Summary of Higgs boson couplings to different particles. Here v is the vacuum expec-
tation value of the Higgs field.

Coupling Strength

Hff̄ Mf/v

HW+W− 2M2
W/v

HZ0Z0 M2
Z/v

HHW+W− M2
W/v

2

HHZ0Z0 M2
Z/2v

2

HHH M2
H/2v

HHHH M2
H/8v

2

2.1 Production of the SM Higgs boson at the LHC

At the LHC, there are four major production modes for the SM Higgs boson, namely, the

gluon fusion production (ggF), the vector boson fusion production(VBF), the production associated

with a vector boson (VH), and the production associated with a pair of top quarks (ttH). Detailed

discussion and references to the literature on these production modes can be found the in Ref. [27].

The dominant production mode of the SM Higgs boson at the LHC is the gluon fusion process,

and its leading order(LO) Feynman diagram is shown in Fig. 2.1 [27]. Although gluons are mass-

less bosons, it is possible that gluons couple to a Higgs boson through a massive colored particle

loop. In the SM, the top quark loop provides the largest contribution to the gluon fusion cross sec-

tion. Since the ggF cross section makes up approximately 90% of the total Higgs boson production

cross section at the LHC, an observation of a Higgs boson with a cross section consistent with the
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SM expectation would indicate the existence of the ggF production and hence indirectly confirm

that the Higgs boson couples to fermions.

Figure 2.1 Feynman diagram contributing to gg → H at the lowest order.

The second dominant SM Higgs boson production mode at the LHC is the vector boson fusion

(VBF) process. Fig. 2.2 [27] shows the Feynman diagrams of electroweak Higgs boson produc-

tions at the LHC. It is customary to refer to the t- and u-channel processes as the VBF production.

The VBF Higgs boson signal is typically associated with two jets in the forward and backward

regions of the detector, whereas the s-channel qq → qqH production contribution is suppressed

after requiring the presence of two forward/backward jets. The VBF production process provides

information about the coupling between the Higgs boson and weak bosons. Experimental obser-

vation of the VBF production would imply that the Higgs boson is responsible for the spontaneous

symmetry breaking of the electroweak symmetry as it does couple to weak bosons.

The third largest SM Higgs boson production mode at the LHC is the production associated

with vector bosons. The leading order Feynman diagrams of the VH production are shown in

Fig. 2.3 [27] along with the contribution from gg → HZ. The presence of a vector boson in
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Figure 2.2 Topologies of t-, u-, and s-channel contributions for electroweak Higgs-boson pro-
duction, qq → qqH at LO, where q denotes any quark or antiquark and V stands for W and Z
boson.

the same event that produces the Higgs boson provides topological information that can be used

to trigger the event. This is especially crucial in the search for H → bb̄ decay as the huge bb̄

background at the LHC makes it unrealistic to trigger on the b-jets from the Higgs boson decay. It

is also important to search and measure the VH production in other Higgs boson decay channels,

including the H → γγ channel, because the V H contribution and H → bb̄ contribution in the

VH(→ bb̄) measurement can only be separated with the constraints on the VH production from

channels other than bb̄.

Figure 2.3 (a), (b) LO diagrams for the partonic processes pp → V H(V = W,Z); (c) diagram
contributing to the gg → HZ channel.
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Another important SM Higgs boson production mode at the LHC is the production associated

with a top quark pair. Fig. 2.4 [27] shows the leading order Feynman diagrams of the ttH produc-

tion. The ttH vertex is related to the Yukawa coupling between the Higgs boson and top quarks.

The measurement of the ttH cross section, along with measurements of the Higgs boson’s fermion

decay branching ratios, can be used to test whether the coupling strength between the Higgs boson

and a fermion is proportional to the fermion mass.

Figure 2.4 Examples of LO Feynman diagrams for the partonic processes qq̄, gg → ttH .

The cross sections of these production modes at
√
s = 7 TeV are shown as functions of mH in

Fig. 2.5 [27]. The total SM Higgs boson production cross sections at
√
s = 7 TeV,

√
s = 8 TeV

and
√
s = 14 TeV are also shown in Fig. 2.5 [27].

The cross section of ggF production is very sensitive to the effect of QCD radiative corrections.

The next-to-leading-order (NLO) calculation on the QCD correction increases the LO cross section

by 80-100% at the LHC [28, 29, 30, 31]. The next-to-next-to-leading-order(NNLO) calculation

using the large-mt limit approximation can further increase the ggF cross section by ∼ 25% [32,
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Figure 2.5 Standard Model Higgs boson production cross section as a function of mH . The cross
section at

√
s = 7 TeV is shown for each production mode in the left plot. The right plot shows

the total production cross section at
√
s = 7 TeV,

√
s = 8 TeV and

√
s = 14 TeV.
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33, 34, 35, 36, 37, 38]. The large-mt limit approximation has been shown to work extremely well

for mH < 300 GeV

The VBF production cross section is computed up to the NLO for QCD and EW correc-

tions [39, 40, 41], and approximate calculations are also done up to NNLO for QCD corrections

in VBF process [42]. The W/ZH processes are calculated up to NNLO [43, 44], and NLO EW

radiative corrections [45] are included. The ttH process cross section is calculated up to NLO in

QCD corrections [46, 47, 48, 49].

Tables 2.2 and 2.3 [27] show the cross sections of these major production modes at the LHC

at a few benchmark mH points for
√
s = 7 TeV and

√
s = 8 TeV, respectively.
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Table 2.2 The Higgs boson production cross section at a few benchmark mH at
√
s = 7 TeV at

the LHC.

mH ggF VBF WH ZH ttH
(GeV) (pb)

115 18.1 1.34 0.755 0.411 0.111
125 15.3 1.22 0.572 0.316 0.0863
150 10.6 0.980 0.300 0.171 0.0487
500 0.871 0.141 - - -

Table 2.3 The Higgs boson production cross section at a few benchmark mH at
√
s = 8 TeV at

the LHC.

mH ggF VBF WH ZH ttH
(GeV) (pb)

115 22.7 1.73 0.927 0.536 0.165
125 19.3 1.58 0.705 0.415 0.129
150 13.6 1.28 0.373 0.231 0.0736
500 1.28 0.156 - - -

2.2 Decays of the SM Higgs boson

The branching ratio of the Higgs boson is shown as a function of mH between 100 GeV and

1 TeV in Fig. 2.6 [27] for various decay final states. The features in these curves can be understood

from the partial widths of the weak boson and fermion final states [50, 51, 52, 53]:

Γ(H → ff̄) =
Ncg

2m2
f

32πm2
w

β3mH (2.1)
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Γ(H → V V ) = NC
g2

128π

m3
H

m2
V

√
1− xV (1− xV +

3

4
x2V ) (2.2)

Figure 2.6 Standard Model Higgs boson decay branching ratio is shown as a function of mH for
individual final states (left). The width of the Higgs boson is also shown as a function of mH

(right).
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In Eqs. 2.1 and 2.2, g is the standard SU(2) gauge group coupling, V = W,Z, f represents

fermions, β = 1 − 4m2
f/m

2
H , and xV = 4m2

V /m
2
H . Compared to a lepton pair final state, a quark

pair final state gains an additional factor of Nc = 3 in its partial width as a result of having the

quantum number of color. Similarly, the WW final state gains a factor of NC = 2 in its partial

width compared to the ZZ final state, due to its having the quantum number of charge.

In the Higgs boson mass range of mH < 130 GeV, the V V final states are kinematically

disfavored and the tt̄ final state is not allowed. Therefore, the dominant decay final state is bb̄ since
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the b-quark is the heaviest fermion with a mass less than 130 GeV. Above 130 GeV, the V V final

states gradually open, and they account for≈90% of the Higgs boson decays even when the tt̄ final

state is opened. This is primarily because Γ(H → V V ) is proportional to m3
H while Γ(H → ff̄)

is proportional to mH .

What are not explained by Eqs. 2.1 and 2.2 are the three final states that consist of at least one

massless particle, namely, gg, γγ, and Zγ. They are all loop-induced decays. The H → gg decay

is induced by a colored particle loop (Fig. 2.7 [54]), similar to the gluon fusion production of Higgs

boson.

Figure 2.7 Feynman diagrams contributing to H → gg at the lowest order.

The H → γγ and H → Zγ decays are both induced by charged particle loops (Fig. 2.8 [54]).

In the SM, the W -loop is the largest contribution to the H → γγ decay, and the second largest

contribution comes from a top-loop. The W -loop and top-loop contributions lead to a destructive

interference in the H → γγ partial width. The loop-induced decays of H → γγ and H → Zγ

are sensitive to potential contributions from charged particles in some Beyond the Standard Model



14

(BSM) theories, and thus the measurements of the two decay branching ratios can provide valuable

constraints on these BSM scenarios.

Figure 2.8 Feynman diagrams contributing to H → γγ at the lowest order.

In the SM, the H → γγ decay is at the level of ≈ (1 − 2) × 10−3 in the region of 110 GeV

< mH < 150 GeV. Although the H → γγ branching ratio is tiny, the diphoton final state provides

the possibility of reconstructing a narrow peak that can be used to discriminate against the QCD

background continuum.

Table. 2.4 [27] shows the branching ratio for γγ, bb̄, WW and ZZ final states at a few bench-

mark mH .

Table 2.4 The Higgs boson decay branching ratio for γγ, bb̄, WW and ZZ final states at a few
benchmark mH .

mH (GeV) γγ bb̄ WW ZZ

115 2.11× 10−3 7.03× 10−1 8.60× 10−2 8.65× 10−3

125 2.28× 10−3 5.77× 10−1 2.15× 10−1 2.64× 10−2

150 1.37× 10−3 1.57× 10−1 6.96× 10−1 8.25× 10−2

500 3.12× 10−7 1.09× 10−4 5.46× 10−1 2.61× 10−1
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2.3 Background

At the LHC, diphoton events can be promptly produced from the proton-proton collisions via

several processes. At the lowest order of αs, there are the box process gg → γγ (Fig. 2.10), the

Born process qq̄ → γγ (Fig. 2.9), and the Bremstrahlung process qg → qγγ (Fig. 2.9) where one of

the final state photons comes from a quark line. Photons can also come out of quark fragmentations

(Fig. 2.11 and Fig. 2.12 1) and this gives additional contribution to the diphoton production at the

LHC. These processes produce genuine diphoton events and are the “irreducible” background to

the H → γγ signal process.

Figure 2.9 The diagrams for the lowest order γγ production.

There are also “reducible” backgrounds at the LHC. These backgrounds are mostly from γ−jet

production where one genuine photon is produced and at least one jet is mis-identified as a photon

1Diagrams in Figures 2.10, 2.9, 2.11 and 2.12, are taken from the DIPHOX paper [55].
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Figure 2.10 The diagrams for γγ production via the “box” process.

Figure 2.11 The diagrams for the γγ production where one photon is produced from the fragmen-
tation of a quark.

Figure 2.12 The diagrams for the γγ production where both photons are produced from quark
fragmentations.

in the electromagnetic calorimeter. The multi-jets production can also contribute to the reducible

background.

Table 2.5 shows the production cross sections for γγ, γ-jet and multi-jets processes at
√
s = 8 TeV

and
√
s = 14 TeV. The γγ cross section includes the contributions from Born and box processes
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and is calculated by DIPHOX [55, 56, 57] at the NLO. The γ−jet and multi-jets cross sections

are calculated at the LO by Pythia [58]. The numbers in Table 2.5 can be used to give a rough

estimation of the signal-to-background ratio in the γγ final state. The cross section of genuine

γγ background is about 2 − 3 orders of magnitude higher than the cross section of Higgs boson

production times the H → γγ branching ratio. In addition, the cross sections of γ-jet background

and multi-jets are higher than the cross section of the genuine γγ production by 3 and 6 orders of

magnitude, respectively. This means that the search for the H → γγ signal requires the electro-

magnetic calorimeter have a very powerful γ-jet separation capability and excellent resolution for

reconstructing the H → γγ resonance.

Table 2.5 The production cross sections for γγ, γ−jet and multi-jets processes at the LHC at
√
s = 8 TeV and

√
s = 14 TeV. The γγ cross section includes the contributions from Born and

box processes and is calculated by DIPHOX at the NLO. The γ−jet and multi-jets cross sections
are calculated at the LO by Pythia.

√
s γγ γ−jet multi-jets

(TeV) (pb)

8 12.13 4.4 ×104 1.5 ×108

14 21.72 8.9 ×104 3.7 ×108
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Chapter 3

The ATLAS detector

This chapter gives a brief introduction to the ATLAS detector system. The detailed documen-

tation about the ATLAS experiment can be found in Ref. [21].

3.1 Overview

The ATLAS detector is a general purpose particle physics detector at the LHC. It has a forward-

backward symmetric, cylindrical geometry, and a coverage in solid angle close to 4π1. The overall

detector layout can be found in Fig. 3.1 [21]. The main performance goals of the experiment

can be found in Table 3.1 [21]. The innermost part of the ATLAS detector system is the inner

tracking detector, which is immersed in a 2 T solenoidal magnetic field. A Liquid Argon sam-

pling calorimeter, locating outside the inner tracking detector, provides precision measurements

of the electromagnetic objects. The hadronic calorimeter system, surrounding the electromagnetic

calorimeter, consists of a Tile hadronic calorimeter, a Liquid Argon hadronic Endcap calorimeter,

1ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre of
the detector, and the z-axis along the beam line. The x-axis points from the IP to the centre of the LHC ring, and the y-
axis points upwards. Cylindrical coordinates (r, φ) are used in the transverse plane, φ being the azimuthal angle around
the beam line. Observables labelled “transverse” are projected into the x − y plane. The pseudorapidity is defined in
terms of the polar angle θ as η = − ln tan(θ/2). The transverse momentum is defined as pT = p sin θ = p/ cosh η,
and the transverse energy ET has a similar definition.
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and a Liquid Argon Forward calorimeter. The outermost part of the ATLAS detector is a muon

spectrometer with an air-core toroid system. A trigger system that has a hardware based Level 1

trigger system and a computer farm-based High Level Trigger system is capable of keeping the

event taking rate to the level of approximately of 200 Hz.

Figure 3.1 Cut-away view of the ATLAS detector.

3.2 Inner Tracking Detector

The ATLAS Inner Tracking Detector (ID) system consists of pixel and silicon microstrip (SCT)

trackers and a Transition Radiation Tracker (TRT), extending over 5.3 m in length with a diameter

of 2.5 m. The layout of the Inner Detector is shown in Fig. 3.2 [21].

A central solenoid generates a 2 T magnetic field that permeates the entire ID system. The

pixel and SCT detectors cover the pseudorapidity range of |η| < 2.5. In the barrel region, these
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Table 3.1 General performance goals of the ATLAS detector. For high-pT muons, the muon
spectrometer performance is independent of the inner detector system. The units for E and pT are
in GeV.

Detector component Required resolution η coverage

Tracking σpT /pT = 0.05%pT
⊕

1% ±2.5

EM calorimetry σE/E = 10%/
√
E
⊕

0.7% ±3.2

Hadronic calorimetry
barrel and end-cap σE/E = 50%/

√
E
⊕

3% ±3.2

forward σE/E = 100%/
√
E
⊕

10% 3.1 < |η| < 4.9

Muon spectrometer σpT /pT = 10% at pT = 1 TeV ±2.7

Figure 3.2 Cut-away view of the ATLAS Inner Detector.

two detectors are attached to concentric cylinders around the beam axis. In the endcap regions,

they are arranged on disks perpendicular to the beam axis. The pixel detector is finely segmented

in R−φ and z with a minimum pixel size of 50 × 400 µm2, and it has approximately 80.4 million
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readout channels. A track typically crosses three layers of the pixel detector. The measurement

accuracy for such a track can be as good as 10 µm in R − φ and 115 µm in z. The SCT detectors

have small angle stereo strips parallel to the beam axis in the barrel region and strips perpendicular

to the beam axis in the endcap region. The number of SCT readout channels is approximately 6.3

millions. A track typically crosses eight strip layers at four space points. The intrinsic accuracies

per module can be as good as 17 µm in R− φ and 580 µm in z.

The TRT, with 4 mm straw tubes, provides measurement in R − φ. There are typically 36 hits

per track. The TRT barrel straws are 144 cm in length and parallel to the beam axis, and TRT

endcap straws are attached to wheels perpendicular to the beam axis. The intrinsic accuracy of

TRT is 130 µm per straw. The total number of TRT readout channels is approximately 351000.

A robust pattern recoginition and high precision measurements of tracks are achieved by a

combination of measurements from the precision pixel and SCT trackers at small radii and the

TRT at a larger radius.

3.3 Calorimetry

The ATLAS calorimetry system consists of a Liquid Argon electromagnetic calorimeter and

hadronic calorimeters. Fig. 3.3 [21] shows a cut-away view of the calorimetry system.
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Figure 3.3 Cut-away view of the ATLAS calorimeter system.

The electromagnetic calorimeter is a fine-grained lead-liquid argon sampling calorimeter that

consists of a central barrel calorimeter covering pseudorapidity range of |η| < 1.45, and two end-

cap calorimeters covering 1.375 < |η| < 3.2. In the region of |η| < 2.5, the calorimeter has three

longitudinal layers and allows precision measurements of electromagnetic (EM) objects. The first

EM calorimeter layer is finely divided into cells with a granularity of ∆η = 0.003-0.006, depending

on η. This design provides strong discrimination power between single photon showers and EM

showers resulted from two photons from π0 decays. The second layer, where EM objects deposit

the most energy, has a granularity of ∆η ×∆φ = 0.025 × 0.025. The third layer mainly measures

the energy deposit from a highly energetic EM object and also provides an estimation of EM

object’s energy leakage into the hadronic calorimeter. A presampler, covering |η| < 1.8, is used to
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correct for energy loss upstream of the calorimeter. A sketch of the three-layer structure of the EM

calorimeter is shown in Fig. 3.4 [21].
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Figure 3.4 Sketch of a barrel module where the different layers are clearly visible with the ganging
of electrodes in phi. The granularity in η and φ of the cells of each of the three layers and of the
trigger towers is also shown.

The hadronic calorimeter system consists of a Tile calorimeter covering |η| < 1.7, a LAr

hadronic endcap calorimeter covering 1.5 < |η| < 3.2, and a LAr forward calorimeter. The Tile

calorimeter is immediately outside the electromagnetic calorimeter envelope, with a barrel in the

region of |η| < 1.0, and two extended barrels in the region of 0.8 < |η| < 1.7. The Tile calorimeter
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is segmemted in depth into three layers and divided azimuthally into 64 modules. The absorber

of the Tile calorimeter is steel and the active material is scintillating tiles. The Hadronic End-cap

Calorimeter has two wheels for each end-cap and they are located immediately outside the end-cap

electromagnetic calorimeter. Each wheel is segmented into two layers in depth, totaling four layers

for each end-cap.

3.4 Muon system

The layout of the muon spectrometer is shown in Fig. 3.5 [21].

Figure 3.5 Cut-away view of the ATLAS muon system.
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The muon chambers are immersed in a magnetic field generated by a system of three large

toroids. The Monitored Drift Tubes (MDTs) provide a precision measurement of the track coor-

dinates in the principal bending direction over most of the η range. The Cathode Strip Chambers

(CSCs) are used in the innermost plane over 2 < |η| <2.7. The relative alignments of the muon

chamber layers are realized by precision mechanical assembly techniques and optical alignment

systems. The muon trigger system, consisting of Resistive Plate Chambers(RPCs) in the barrel and

Thin Gap Chambers (TGCs) in the end-cap, provides bunch crossing identification, determine the

pT thresholds, and measures the track coordinate in the direction orthogonal to that measured by

the precision tracking chambers.
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Chapter 4

Data sample and object reconstruction

This chapter summarizes the ATLAS experiment’s data-taking in 2011 and 2012, describes

the reconstruction of objects such as photons, electrons, muons, jets, and Emiss
T , and details the

diphoton event selection for both the “search” analysis and the “measurement” analysis.

4.1 Data taking

The LHC started delivering pp collisons in Novmeber, 2009. A total of 9 µb−1 data at
√
s = 900 GeV

were collected. In 2010, the LHC collision energy increased to 7 TeV, and a total of 36 pb−1 data

were collected.

In 2011, the LHC continued to collide protons at
√
s = 7 TeV. The data-taking started in March

and finished on October. The instantaneous luminosity gradually increased from ∼ 1.0 × 1032

cm−2s−1 to 3.65 × 1033 cm−2s−1 over the entire period of 2011 data taking. The integrated lumi-

nosity of the collected 2011 data is 5.25± 0.09 fb−1, and the average mean number of interactions

per bunch crossing is 9.1.



27

In 2012, the LHC collision energy increased to 8 TeV, and the data-taking started in March

and finished in November. This year also saw an increase in the instantaneous luminosity; most

runs achieved an instantaneous luminosity beyond 5.0×1033 cm−2s−1, and the peak instantaneous

luminosity reached 7.73 × 1033 cm−2s−1. On June 18, 2012, the LHC started a technical stop

that lasted until July 2, 2012, and a data sample with an integrated luminosity of 5.2 fb−1 had

been collected prior to this technical stop. The discovery of a new boson in the Standard Model

Higgs boson searches was based on analyses of this sample and the 2011 sample. The integrated

lumionsity of the entire 2012 run is about 21.7 fb−1, and the average mean number of interactions

per bunch crossing is 20.7.

The data used in the physics analysis should meet certain data quality requirements. In general,

all subdetector systems should be fully functioning during a run and no irrecoverable data defects

should be present in a run. After the data quality requirement, 4.8 fb−1 data at
√
s = 7 TeV and

20.7 fb−1 data at
√
s = 8 TeV are available for this analysis.

4.2 Photon reconstruction

4.2.1 Clusterization

The reconstruction of photon starts with the clusterization in the EM calorimeter. A cluster

is formed if the sum of transverse energies from three calorimeter layers and the presampler in a

projective tower with a size of ∆η×∆φ = 0.075× 0.125 exceeds 2.5 GeV. A matching in η and φ

is performed between the EM cluster in the calorimeter and the extrapolated tracks reconstructed
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in the inner detector. Clusters that fail to match any tracks are classified as unconverted photon

candidates. Clusters that are matched to a pair of tracks sharing the same conversion vertex or a

single track without a pixel hit in the layer nearest to the beam pipe are classified as converted

photon candidates.

Depending on the conversion status and η position of the photon candidate, different cluster

sizes are used to measure the energy and direction of a photon candidate. In the EM calorimeter

barrel (|η| < 1.45), the size of the photon cluster in ∆η × ∆φ is 0.075 × 0.125 for unconverted

photon candidates, and 0.075 × 0.175 for converted photon candidates. The converted photon

cluster is expanded in the φ dimension compared to the unconverted photon cluster, in order to

cover the larger energy spread resulting from the electron and/or positron of photon conversion. In

the EM calorimeter endcap (1.45 < |η| < 2.5), the cluster size is 0.125 × 0.125 in ∆η × ∆φ for

both unconverted and converted photon candidates.

4.2.2 Energy calibration

A Monte Carlo based calibration is performed by using energy deposit information from the

three layers and the presampler [59, 60]. The calibration procedure needs to be applied separately

for unconverted and converted photons as their shower developments in the calorimeter and up-

stream energy losses are different. This calibration critically depends on correctly simulating the

calorimeter response to an EM object and accurately describing the materials upstream of the EM

calorimeter. The current ATLAS detector simulation has been tuned with test beam data [61]. In
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addition, the description of the materials is validated from data. This Monte Carlo-based calibra-

tion is applied to EM objects in both data and Monte Carlo samples.

Additionally, an η-dependent energy scaling factor is derived from data-MC comparison in

Z → ee samples and is applied to EM objects. This scaling factor corrects the electron energy

so that the Z line shape in the Monte Carlo sample can match that in data. By applying such a

scaling factor derived from an electron sample to photons, the difference in shower behavior and

(its resulting difference in) detector performance between electrons and photons are ignored. This

should be accounted for as the systematic uncertainty of the energy measurement.

4.2.3 Photon identification

The photon identification is based on energy deposit information in different layers of the

EM calorimeter. Statistically, fake photon candidates tend to have a broader shower compared

to genuine photon candidates. Besides, the energy deposit of a fake photon candidate from the

π0 → γγ decay can have two energy maxima in the first layer of the EM calorimeter. Several

shower shape variables are defined to reflect differences in the longitudinal and lateral shower

profiles between genuine photons and fake photons.

In ATLAS, two identification methods are developed. The first one is a cut − based identi-

fication method. For each shower shape variable, an η-dependent cut is applied so that genuine

photon candidates and fake photon candidates can be separated. A set of cuts on photon shower

shape variables are optimized and the combination of these optimized cuts constitutes the photon



30

identification requirement. In the other identification method, a neutral network discriminator is

trained using these shower shape variables, and the photon identification menu is defined by an

optimized η-dependent cut on the neutral network response. The neural network identification can

achieve a better photon efficiency with a jet rejection similar to the cut-based identification. For

each identification method, a loose requirement and a tight requirement are defined. Only the sec-

ond layer shower shape variables and the EM shower’s leakage into the hadronic calorimeter are

used to define the loose requirement. The tight selection further takes advantage of the information

from the first layer shower shape variables and tightens the cuts on the second layer shower shape

variables. The neural network identification is used to select photons from the 2011 sample, while

the cut-based identification is used for the 2012 analysis.

In the Monte Carlo sample that is used to optimize the photon identification requirement, the

shower shape variables are shifted slightly in order to achieve a better data and Monte Carlo agree-

ment in these distributions. For a genuine photon from a Higgs boson decay, the tight identification

efficiency varies from 85% to 95% in the pT range beyond 30 GeV. The identification related sys-

tematic uncertainty is described in Sec. 5.3.

4.2.4 Photon isolation

In addition to photon identification requirement, the photon isolation that reflects the hadronic

activity around the photon candidate is also used to reject fake photon candidates.
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The isolation variable can be built either using the calorimeter information or using the tracking

information. The calorimeter isolation variable is defined as the sum of the transverse energies of

positive energy topological clusters [62] in a cone of size ∆R =
√

(∆η)2 + (∆φ)2 < 0.4 around

the photon cluster. In the calculation of the isolation energy, the contribution from the photon

candidate is excluded, and effects introduced by pile-up and underlying events are corrected on

an event-by-event basis. Fig. 4.1 shows distributions of calorimeter isolation for genuine photons

and fake photons. The shape of the calorimeter isolation is different between genuine photons

and fake photons even after the tight photon identification is required. This means that applying

calorimeter isolation brings additional suppression of fake photons. The tracking isolation variable
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Figure 4.1 Distributions of calorimeter isolation for genuine photons and fake photons. Left plot
shows the distributions of photon candidates without requiring photon identification. Right plot
shows the distributions of photons that pass the tight identification requirement.

is defined as the scalar sum of the transverse momenta of tracks inside a cone of size ∆R < 0.2

around the photon cluster. Those tracks should be associated with the vertex from which the two
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photon candidates originated. Tracks that are associated with the converted photon candidates are

excluded from the calculation of track isolation. Fig. 4.2 shows the distributions of track isolation

for genuine photons and fake photons, and the majority of photon candidates have a track isolation

value of 0.
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Figure 4.2 Distributions of track isolation for genuine photons and fake photons. Left plot shows
the distributions of photon candidates without requiring photon identification. Right plot shows
the distributions of photons that pass the tight identification requirement.

4.2.5 Photon direction measurement

The photon direction measurement is critically dependent on the determination of the interac-

tion point position. In principle, the flight direction of a photon can be naturally determined by

extrapolating the photon shower to the interaction point. In ATLAS, the spread of the beam spot

position in the x or y directions is negligible, but the spread of the beam spot in z direction is

about 5 cm. This means that assuming the detector coordinate origin as the interaction point would
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introduce a contribution of ∼ 1.4 GeV to the diphoton mass resolution. To better determine the z

position of the interaction point, a combination of information from multiple sources is used.

First, the primary vertex of the event is reconstructed from tracks in the event and can give

a good measurement of the z position of the interaction point. In a high pile up environment,

multiple primary vertex candidates can be reconstructed in the same event. It is common to assume

the primary vertex is the one whose sum of track p2T is the highest. This vertex provides one

measurement of the interaction point position.

Second, the ATLAS EM calorimeter is a sampling calorimeter that provides measurements

of the photon shower position in its longitudinal compartments. The barycenters of the energy

deposits in the first and second layers can be determined precisely due to the fine granularities

of these two layers. These two barycenters can be used to define a straight line that crosses the

beam pipe and therefore determines the z position origin of the photon. This extrapolation is

usually referred to as the “calorimeter pointing”, and it provides one additional measurement of

the interaction point per photon.

Third, approximately 60% of the photons in the selected diphoton events are converted photons

which have at least one associated track. The conversion track can be extrapolated back to the

beam line, giving one additional measurement of the interaction point per converted photon. This

information is only used for the z determination in the
√
s = 7 TeV sample due to more severe

pile-up impact on the photon conversion reconstruction in the
√
s = 8 TeV data.
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In ATLAS, all these measurements are used in a combined likelihood method that determines

the primary vertex candidate that is most likely to be the true reconstructed vertex. This likelihood

method is used for the “search” analysis. Fig. 4.3 shows the mγγ distributions reconstructed with

different vertex z measurement methods from a Higgs boson signal sample at mH = 125 GeV at

√
s = 8 TeV. The mγγ with z measured from the likelihood method has the best performance and

the contribution to the mγγ resolution from the measurement of z is negligible. Between different

measurements, the most important improvement in mγγ resolution comes from the calorimeter

pointing information.
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For the “measurement” analysis, a neural network discriminant is trained to find the recon-

structed primary vertex candidate that best fits in the characteristics of the true primary vertex.

The following variables are used: the diphoton vertex z position and its error from the calorimeter

pointing measurement, the diphoton vertex z position and its error from the conversion extrapola-

tion(when applicable), the sum of squared momenta of tracks associated with the vertex, Σp2T , the

scalar sum of momentum of tracks associated with the vertex, ΣpT , the difference in the azimuthal

angle φ between the direction defined by the vector sum of all associated tracks momenta and the

direction of the diphoton system.

4.3 Reconstruction and selection of other objects

In this analysis, objects such as jets, leptons and Emiss
T are used to select signal events with a

particular topology. The reconstruction and selection of these objects are briefly described here. Jet

objects are used in both the “search” analysis and the “measurement” analysis, and lepton objects

and Emiss
T are only used in the “measurement” analysis.

4.3.1 Jet reconstruction and selection

Jets are reconstructed by using the anti-kt algorithm [63] in which the distance parameter R is

0.4. The jet finding is seeded from a three-dimensional topological calorimeter cluster [62, 64, 65].

The energy calibration of the jet is done in three steps. First, the pile-up contribution is removed by

applying corrections that are dependent on the number of primary vertices and the average number
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of interactions per bunch crossing [66]. These corrections are derived from Monte Carlo samples.

In the second step, another correction is applied so that the jet direction is adjusted to point to the

primary vertex identified as the one with the highest
∑
p2T of all the associated tracks [65]. In the

third step, an energy and rapidity-dependent correction derived from Monte Carlo is applied [65].

For the
√
s = 7 TeV data, jet four-momenta are also corrected with data-driven calibrations that

exploit the transverse momentum balance between a jet and a reference object [67].

4.3.1.1 Jet selection in the “search” analysis

In the “search” analysis, a jet is selected if it passes following requirements:

• its pseudo-rapidity ηj is in the region of |ηj| < 4.5.

• its transverse momentum pT,j is greater than 25 GeV. For the
√
s = 8 TeV sample, the pT,j

is required to be greater than 30 GeV if ηj is in the region of 2.5 < |ηj| < 4.5.

• the jet-vertex-fraction (JVF) should be larger than 0.75 if ηj is less than 2.5. The jet-vertex-

fraction is defined as ratio of the scalar sum of pT of tracks associated with both the jet and

the primary vertex identified by the vertex finding algorithm over the scalar sum of pT of all

tracks associated with the jet.

4.3.1.2 Jet selection in the “measurement” analysis

In the “measurement” analysis, a jet is selected if it passes the following requirements
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• its pseudo-rapidity ηj is in the region of |ηj| < 4.5.

• its transverse momentum pT,j is greater than 25 GeV. For the
√
s = 8 TeV sample, the pT,j

is required to be greater than 30 GeV if ηj is in the region of 2.4 < |ηj| < 4.5.

• the jet-vertex-fraction should be larger than 0.25 if ηj is less than 2.4. The jet-vertex-fraction

requirement is loosened with respect to the “search” analysis as the “search” requirement

is considered to be too tight for the full 2012 dataset where events have very high pile-up.

The |ηj| range where the JVF is applicable is also reduced so that jets at the edge of inner

detector coverage are exempt from the requirement.

4.3.2 Electron reconstruction and selection

Electron candidates originate from the same clusterization procedure used for the photon candi-

dates. The clusters that are matched to tracks extrapolated from the inner detector are classified as

electron candidates. The energy and momentum calibration procedure is similar to that of photon,

but the information from electron track in the inner detector is also used. All electron tracks are

fitted using a Gaussian-Sum Fitter [68] that corrects the bremsstrahlung energy loss. The electron

energy is also corrected by the same η-dependent scaling factor derived from the data-MC com-

parison in Z → ee sample. The electron candidates are required to pass the electron identification

selection. In addition to the shower shape variables, the electron identification also uses tracking

information. The electron transverse momentum is computed from the cluster energy measured



38

from the EM calorimeter and the track direction measured from the inner detector. More details of

the electron reconstruction and its performance in data can be found in Ref. [60]

All electrons used in the analysis are required to have a transverse momentum pT,e greater than

15 GeV and a pseudo-rapidity ηe in the range of |ηe| < 2.47. The electrons are also required to

pass normalized track and calorimeter isolation selections. The normalized calorimeter isolation

is defined as Econe40
T /ET,e where Econe40

T is the sum of transverse energy in a cone with a size of

∆R = 0.4 around the electron excluding the electron cluster energy and ET,e is the transverse

energy of the electron. The normalized track isolation is defined as pcone20T /ET,e where pcone20T is

the scalar sum of pT of all tracks in a cone with a size of ∆R = 0.4 around the electron except the

electron track. The electron is required to have Econe40
T /ET,e < 0.2 and pcone20T /ET,e < 0.15.

4.3.3 Muon definition

Muons are reconstructed as “combined muons” and “segmented muons”. The combined muons

are those muons whose track reconstruction is based on a combination of two independent track

measurements in the inner detector and muon spectrometer. A segmented muon is based on a track

that is measured in the inner detector and whose extrapolation in the precision muon chambers

matches straight track segments.

In this analysis, both combined muon and segmented muon are used. A muon track must have

Pixel, SCT and TRT hits. The pseudo-rapidity of a muon ηµ is in the region of ηµ < 2.7, and the

transverse momentum of a muon pT,µ is required to be greater than 10 GeV. A muon candidate
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is required to have a normalized calorimeter isolation Econe40
T /pT,µ less than 0.2 and a normalized

track isolation pcone20T /ET,µ less than 0.15, where the two normalized muon isolation variables are

defined in the same way as the electron normalized isolation variables are defined.

4.3.4 Object overlap removal

Since the same detector signal can be reconstructed to multiple types of objects, an object

overlap removal procedure is applied to make sure every detector signal only enters the analysis

once. This overlap removal is performed in the following order:

• The two leading photons are always kept;

• Electrons with ∆R(e, γ) < 0.4 are removed;

• Jets such as ∆R(jet, e) < 0.2 or ∆R(jet, γ) < 0.4 are removed

• Muons with ∆R(µ, jet) < 0.4 or ∆R(µ, γ) < 0.4 are removed

4.3.5 Missing transverse energy reconstruction

The missing transverse energy Emiss
T is reconstructed from the “visible” transverse energies of

all objects, assuming the momentum conservation in the transverse plane. To calculate theEmiss
T in

an event, all objects are first identified to photons, electrons, muons and jets; then the appropriate

calibrations are applied to each type of objects. Each object has to be classified to one type of

object without ambiguity and only enters the calculation once. For example, an EM cluster may be
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reconstructed as more than one objects, e.g., a photon and an electron. If such an EM cluster passes

the photon identification requirement, then it will be only counted as a photon even if it can also

pass the electron identification selection. The preference in object classification is to prefer photon

to electron. The photon identification used to classify objects is made fully consistent with the

photon identification used for this analysis. The reconstructed x(y) component of the Emiss
T can

be expressed as:

Emiss
x(y) = −(

∑
Eγ
x(y) +

∑
Ee
x(y) +

∑
Eτ
x(y) +

∑
Eµ
x(y) +

∑
E jets
x(y)

+
∑

Esoft jets
x(y) +

∑
Ecell out
x(y) )

The Emiss
T determination is very sensitive to the pile-up condition, and the Emiss

T resolution de-

grades with the square root of the total energy in the calorimeter,
∑
ET . To more efficiently select

events with genuine Emiss
T , Emiss

T significance variable is used as the discriminating variable in

this analysis, which is defined as Emiss
T /σ(Emiss

T ) where σ(Emiss
T ) = k

∑
ET . The k value is 0.67

which is measured from the 2011 data. The k value is different in 2012 data, but it does not affect

the analysis as the final optimized cut on the Emiss
T significance is tuned with this constant factor.
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4.4 Diphoton event selection

4.4.1 Trigger

Diphoton triggers are implemented so that events of interest to this analysis can be efficiently

collected. In the 2011 data taking, the diphoton trigger requires the presence of two photons with

transverse energy greater than 20 GeV and at the event filter level the photon clusters that fire the

trigger should meet the loose photon identification criteria. In the 2012 data taking, the transverse

energy threholds for the leading photon and subleading photon are raised to 35 GeV and 25 GeV,

respectively, in order to cope with the increased instantaneous luminosity.

The trigger efficiency is estimated by a “bootstrap” method. In this method, the trigger ef-

ficiency is factorized to the efficiency of high level trigger selection relative to the Level-1 seed

times the efficiency of Level-1 seeding. These efficiencies can be independently measured from a

sample of minimum biased events [69]. The estimated diphoton trigger efficiency is 98.9 ± 0.2%

for 7 TeV data and 99.6± 0.1% for 8 TeV data.

4.4.2 Event selection for the “search” analysis

The “search” analysis is based on 4.8 fb−1 data at
√
s = 7 TeV and the first 5.9 fb−1 data

at
√
s = 8 TeV. The diphoton events used in the analysis must fire the diphoton trigger. The

transverse energy of the leading photon should be greater than 40 GeV and the transverse energy

of the subleading photon should be greater than 25 GeV. The photon pseudorapidity measured by
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the second layer of the EM calorimeter, ηs2, should be in the range of |ηs2| < 1.37 or 1.52 <

|ηs2| < 2.37. The leading and subleading photon candidates in the event must pass the tight

identification criteria. In addition, the calorimeter isolation energy should be less than 4 GeV. The

invariant mass of two photons should be between 100 GeV and 160 GeV. In total, 23788 events

were selected from the
√
s = 7 TeV data and 35271 events were selected from the

√
s = 8 TeV

data. The expected number of Higgs boson signal event at mH = 126.5 GeV passing the same

selection is approximately 79 for the
√
s = 7 TeV sampled and 112 for the

√
s = 8 TeV sample.

The composition of the selected diphoton sample is understood with several data driven back-

ground estimation methods [70, 71]. The fraction of genuine diphoton events is found to be 80±4%

in the
√
s = 7 TeV sample and 75+3

−2% in the
√
s = 8 TeV sample. The fraction of γ-jet background

is found to be 19±3% in the
√
s = 7 TeV sample and 22±2% in the

√
s = 8 TeV sample. The frac-

tion of multi-jets background is found to be 1.8± 0.5% in the
√
s = 7 TeV sample and 2.6± 0.5%

in the
√
s = 8 TeV sample. Fig. 4.4.2 shows the composition of the selected diphoton sample in

the mγγ distribution for these two samples.

4.4.3 Event selection for the “measurement” analysis

The “measurement” analysis is based on the full dataset of the 2011 and 2012 runs, corre-

sponding to 4.8 fb−1 data at
√
s = 7 TeV and 20.7 fb−1 data at

√
s = 8 TeV. Changes are only

made for the selection of
√
s = 8 TeV events, and the

√
s = 7 TeV selection is not changed.

Two changes are made with respect to the event selection used for the “search” analyis: First, the
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Figure 4.4 Diphoton sample composition as a function of the invariant mass for the
√
s = 7 TeV

sample (left) and the
√
s = 8 TeV sample (right). The small contribution from Drell-Yan events is

included in the diphoton component.

acceptable ηs2 range is changed to |ηs2| < 1.37 or 1.56 < |ηs2| < 2.37, due to the deteriorated

performance of the photon identification in the
√
s = 8 TeV sample. Second, the ET threshold for

the subleading photon is increased to 30 GeV to enhance the sensitivity. In the 20.7 fb−1 8 TeV

data, 118893 events were selected, and the corresponding expected number of Higgs boson signal

events at mH = 126.5 GeV passing the same selection is approximately 395. The fraction of gen-

uine diphoton events in the full
√
s = 8 TeV data sample is estimated by data driven methods and

found to be 75+3
−4%.

4.5 Monte Carlo samples

In ATLAS, events produced in the standard HepMC format from a generator are passed to a full

detector simulation and reconstructed with the same software release used for data [72]. Pile-up

effects are simulated by overlaying the MC event from the hard process with a variable number of
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MC inelastic pp collisions. This variable number is generated from a Poisson distribution whose

mean value is the mean number of interactions per bunch crossing. The Monte Carlo events are

weighed to have the same distribution of mean number of interactions per bunch crossing of data.

4.5.1 Signal Monte Carlo samples

Signal Monte Carlo samples are generated at 11 hypothesized Higgs boson mass points be-

tween 100 GeV and 150 GeV in steps of 5 GeV. The gluon fusion and vector boson fusion signal

processes are simulated by the POWHEG [73, 74] generator that is interfaced to PYTHIA [58] for

showering and hadronization. The processes in which the Higgs boson is produced with a pair of

top quarks or a vector bosons are simulated by PYTHIA.

4.5.2 Background Monte Carlo samples

In this analysis, background Monte Carlo samples are not directly used for deriving the ex-

pected background yield, and they are only used for analysis optimization and mγγ modeling

systematics studies.

The SM γγ events and γ-jet production are generated by Sherpa [75]. The SM γ-jet events

are also generated by Alpgen [76, 77, 78] in 5 number-of-parton-bins. The multi-jet events are

generated by Pythia. These generator-level events are also passed to a full detector simulation.
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Chapter 5

Analysis for searching the Standard Model Higgs boson in the
diphoton final state

This chapter presents the analysis designed to search for the Standard Model Higgs boson in

the diphoton final state( i.e., the “search” analysis). Sec. 5.1 gives an overview of the general idea

on how to search for a narrow resonance on top of a smooth background. Sec. 5.2 discusses the

idea of event categorization and defines the categories. Sec. 5.3 discusses systematic uncertainties

related to the analysis.

5.1 Overview

The primary goal of the analysis is to find or exclude a Higgs boson signal in the collected data

sample. The discriminating variable that separates the signal and the background is the invariant

mass of diphoton, mγγ , as the signal is a narrow resonance while the background mγγ distribution

is a smooth and falling continuum. These distributions can be modeled by Probability Density

Functions (PDF). The signal and background normalizations in a data sample can be determined

by fitting the linear combination of a signal PDF and background PDF to data. This is illustrated
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by Fig. 5.1. Those events in data that are away from the mass region of the signal largely serve

the purposes of constraining the background shape and its normalization, and therefore the signal

normalization can be simultaneously determined. In this analysis, the fit is always a maximum

likelihood fitm, which means the variation of parameter values is driven by maximizing the log

likelihood with the given data and PDF.

In order to maximize the search sensitivity, the diphoton sample is divided into multiple cat-

egories of events that have different signal to background ratios (S/B) and mγγ resolutions. The

improvement due to categorization can be understood from a simple example: consider a counting

analysis where the expected number of signal event and the expected number of background events

are s and b, respectively. Now, the sample is divided to two subsamples, and there are s1 expected

signal events and b1 expected background events in one subsample and s2 expected signal events

and b2 expected background events in the other subsample. The expected statistical significance

combing these two subsamples is then:

Zcomb =

√
(
s1√
b1

)2 + (
s2√
b2

)2 (5.1)
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and the difference between Zcomb and Zinclusive = s/
√
b, the expected statistical significance with-

out dividing the sample is:

Zcomb − Zinclusive =

√
(
s1√
b1

)2 + (
s2√
b2

)2 − s1 + s2√
b1 + b2

=

√
b1b2

( s1
b1
− s2

b2
)2

b1 + b2

The above result suggests that the analysis dividing the sample to two subsamples (the “cate-

gory analysis”) has a better sensitivity than the analysis without dividing the sample ( the “inclusive

analysis”) as long as the two subsamples have different signal-to-background ratios. This conclu-

sion can be easily generalized to the case where multiple categories are defined.

The categorization of events can be implemented with two approaches: one can divide the

sample by placing cuts on a variable whose distribution is different between signal and background;

alternatively, one can also group together events with the same topology related to a particular

Higgs boson production mode. In the latter case, the sensitivity to Higgs boson signals from

particular production modes is also enhanced. Both of these approaches are used in this analysis.

The observation from data will be interpreted statistically using hypothesis testing. The results

of the statistical interpretation include the signal statistical significance and limit on the Higgs

boson production cross section. The statistics methodology is to be discussed in detail in Chapter 6.
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Figure 5.1 A dummy plot that illustrates the idea of using likelihood fit to determine the signal
and background normalization. The blue curve is the fitted background PDF and the red curve is
the fitted signal PDF. Both PDFs normalizations are determined in the fit by data.

5.2 Categorization strategy

As shown in Sec. 5.1, dividing the selected diphoton sample into multiple categories of events

with different S/B can improve the analysis sensitivity. The most naive strategy to categorize the

diphoton events is to identify a variable whose distribution is different between signal and back-

ground, and divide the sample by placing one or more cuts on the variable. This single variable-

based categorization is discussed in Sec. 5.2.1. Based on the knowledge of the signal production

modes, one can also categorize the diphoton events according to their event topologies and obtain
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categories — each of which is enriched in signal events from one particular production mode. This

event topology-based categorization is discussed in Sec. 5.2.2.

5.2.1 Single variable categorization

The pTt, |η| and conversion status of diphoton events are used to categorize the events. They

are discussed below.

• pTt of the diphoton system. pTt is defined as the transverse component of the two photon

transverse momentum with respect to the thrust axis of the two photon system as illustrated

in Fig. 5.2. Explicitly, pTt = |(~pγ1T +~pγ2T )× t̂|, where t̂ = (~pγ1T −~p
γ2
T )/|~pγ1T −~p

γ2
T |. The choice

of pTt variable is motivated by the fact that pTt and pT are strongly correlated and the Higgs

boson pT distribution is harder compared to the QCD backgrounds. The study of using Higgs

boson pT for the event categorization was reported in the Ref. [59]. However, it is found

that the mγγ distribution from the events with high pT is not monotonically falling in the

mass range between 100 GeV and 160 GeV, and this introduces complications in choosing

background functions and also in the fit. This effect can be avoided by placing the cut on the

pTt instead of pT , as shown in Fig. 5.3 where the mγγ distributions with various cuts on pT

or pTt from a background γγ MC sample are plotted. Fig. 5.4 shows pTt distributions for the

major Higgs boson production modes and the Monte Carlo background. A large fraction of

VH and VBF signal events are of high pTt as the γγ system in those events are boosted while
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the majority of background events are of low pTt . The ggF signal has a smaller fraction of

events in the high pTt region, but it still has a larger pTt tail compared to the background.

thrust axis

p
T

gg
p

Tt

p
Tl

p
T

g1p
T

g2

Figure 5.2 Sketch of the pTt definition.
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Figure 5.3 Effects of requiring a pTγγ cut or a pTt cut on the mγγ background shape. Left plot
shows the mγγ distributions without any pTγγ cut, with pTγγ > 60 GeV, and with pTγγ > 90 GeV.
Right plot shows the mγγ distributions without any pTt cut, with pTt > 60 GeV, and with pTt

> 90 GeV.

• conversion status of the photon cadidates. In the signal sample, about 50% of events

has at least one converted photon candidate, while 66% of background events has at least

one converted photon candidate. The difference in conversion fraction between signal and

background is due to that the fake photons in the γ-jet background sample mostly come

from π0 decays which gives two photons and doubles the probability of having a converted
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Figure 5.4 Distribution of pTt in simulated events with Higgs boson production and in background
events. The signal distribution is shown separately for gluon fusion (blue), and vector-boson fu-
sion together with associated production (red). The background MC samples are described in the
publication. The background MC and the two signal distributions are normalised to unit area.

photon in the event. In addition, converted photons have a worse energy resolution compared

to unconverted photons, and this is equivalent to having a worse S/B. For example, for a

given mass window, e.g., ±2 GeV around the peak of signal, the background expectation is

not sensitive to the resolution of mγγ , but the signal expectation is. The better the signal mγγ

resolution, the more signal events will fall in the mass window, improving the S/B.

• η of the photon. The η distribution of photons is different between signal and background.

More importantly, photons in the very central region of the calorimeter have a better energy
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resolution compared to photons in the rest of the calorimeter. Therefore, the S/B is larger

in the central η region.
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Figure 5.5 Invariant mass distributions for a Higgs boson with mH = 125 GeV, for the best-res-
olution category (Unconverted central, high pTt) shown in blue and for a category with lower
resolution (Converted rest, low pTt) shown in red, for the

√
s = 8 TeV simulation. The invari-

ant mass distribution is parametrized by the sum of a Crystal Ball function and a broad Gaussian,
where the latter accounts for fewer than 12% of events in all categories (fewer than 4% in most
categories).

Fig. 5.5 shows the mγγ distribution for two categories of events. The category that has uncon-

verted and central photons has a better resolution compared to the category that has converted and

relatively forward photons.
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5.2.2 Event topology-based categorization

Event topologies related to certain Higgs boson production modes can also be used to catego-

rize diphoton events. For the “search” analysis, only the VBF event topology is considered. The

event topologies related to various VH final states are considered for the “measurement” analysis

and detailed in Chapter 8.

The two jets in the VBF Higgs boson signal events have some distinct characteristics compared

to the jets in background events or ggF Higgs boson signal events. A few variables are considered

for defining a VBF-enriched category. The first variable is the pseudo-rapidity difference between

the two jets, |∆ηjj|. The VBF signal is expected to have two jets widely separated in pseudo-

rapidity, and thus its |∆ηjj| distribution tends to give a peak at a large value (see Fig. 5.6). The

second variable considered is the invariant mass of the two jets, mjj . The VBF signal events

tend to have large mjj compared to the SM background events and ggF signal events as shown

in Fig. 5.7. The third variable considered is the difference in the azimuthal φ direction between

the diphoton system and the dijet system, ∆φjj,γγ . In the VBF signal events, the diphoton system

and dijet system are expected to be more back-to-back, as shown in Fig. 5.8. What is common

to Fig. 5.6, Fig. 5.7 and Fig. 5.8 is that the VBF distribution is not only different from the SM

background distribution but also different from the ggF signal distribution. This indicates that cuts

on theses variables will reject both background events and ggF signal events, thus improving the

search sensitivity and the sensitivity to VBF production simultaneously.
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√
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shown.

Fig. 5.9 shows the distributions of a few other variables that also offer discriminating power.

These variables include the number of jets in the event (jet multiplicity), the pT of the leading

jet, the pT of the subleading jet, the η of the leading jet, and the η of the subleading jet. These

variables shown in Fig. 5.9 are generally correlated with the three aforementioned variables and

cannot improve the sensitivity in a significant way. Some of these variables, e.g., the η of leading

jet or the η of subleading jet are used in the “measurement” analysis described in Chapter 8.
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Figure 5.7 The mjj distributions for the VBF signal, ggF signal and SM background events from
√
s = 7 TeV Monte Carlo samples. The mjj distribution from

√
s = 7 TeV data sample is also

shown.

5.2.3 Definition of categories

The categorization starts with taking out the diphoton events with two additional jets of VBF

characteristics. Then, the rest of the sample is divided to nine categories according to the pTt , |η|

and conversion information of the diphoton events. The 2-jet category and nine pTt-η-conversion

categories are implemented for
√
s = 7 TeV sample and

√
s = 8 TeV sample separately, resulting

in 20 categories.

5.2.3.1 2-jet category

The 2-jet category is defined with the following requirements:
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Figure 5.8 The ∆φjj,γγ distributions for the VBF signal, ggF signal and SM background events
from

√
s = 7 TeV Monte Carlo samples. The ∆φjj,γγ distribution from

√
s = 7 TeV data sample

is also shown.

• the presence of at least two additional jets

• the invariant mass of the two jets, mjj should be greater than 500 GeV.

• the pseudo-rapidity gap between the two jets, |∆ηjj| should be larger than 3.6.

• the difference in the φ direction between the diphoton system and dijet system, ∆φγγ,jj

should be larger than 2.6.

5.2.3.2 pTt-η-conversion categories

The naming convention for the pTt-η-conversion categories are itemized below, and exact def-

initions of the nine categories are given in Table. 5.1.
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Figure 5.9 The ∆φjj,γγ distributions for the VBF signal, ggF signal and SM background events
from

√
s = 7 TeV Monte Carlo samples. The ∆φjj,γγ distribution from

√
s = 7 TeV data sample

is also shown.

• pTt categorization. The diphoton events with pTt > 60 GeV are classified as High-pTt

events, while the diphoton events with pTt ≤ 60 GeV are classified as Low-pTt events.
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• Conversion categorization. The diphoton events with two unconverted photons are classi-

fied as Unconverted events, while the diphoton events with at least one converted photon

are classified as Converted events.

• |η| categorization. The diphoton events with both photons in the region of |η| < 0.75 are

classifed as Central events. The Unconverted diphoton events with at least one photon in

the region of |η| ≥ 0.75 are classifed as Unconverted Rest events. The Converted diphoton

events with at least one photon in the region of 1.35≤ |η| ≤ 1.75 are classifed as Converted

Transition events. The Converted diphoton events that are not classified as Central or

Converted Transition events are classified as Converted Rest events.

5.2.4 Summary of category information

The signal mass resolution, number of observed events, number of expected signal events (NS),

number of expected background events (NB), and signal to background ratio (NS/NB) in a mass

window around mH = 126.5 GeV (containing 90% of the expected signal events) in each category

and the inclusive sample are shown in Table. 5.2. The the mγγ resolution from the “inclusive”

sample is ∼ 1.74 - 1.77 GeV. Between categories, the Unconverted Central High pTt categories

have the best resolution, ∼ 1.40 GeV, and Converted Transition categories have the worst resolu-

tion, ∼ 2.27− 2.57 GeV. The signal to background ratio is about 3% in the inclusive samples, and

it varies between 0.01 and 0.22 in the
√
s = 7 TeV categories and between 0.01 and 0.57 in the
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Table 5.1 Exact definitions of the nine pTt -η-conversion categories. In the table, γu and γc stand
for unconverted photon and converted photon, respectively; η without a subscript indicates the
requirement is for both photons; ηγi indicates the requirement is for γi ; ∃γi means that there exists
at least one photon and this photon is labeled as γi.

Category Conversion status η pTt

Unconverted Central Low pTt γuγu |η| ≤ 0.75 ≤ 60 GeV

Unconverted Central High pTt γuγu |η| ≤ 0.75 > 60 GeV

Unconverted Rest Low pTt γuγu ∃γi, |ηγi | > 0.75 ≤ 60 GeV

Unconverted Rest High pTt γuγu ∃γi, |ηγi | > 0.75 > 60 GeV

Converted Central Low pTt γuγc or γcγc |η| ≤ 0.75 ≤ 60 GeV

Converted Central High pTt γuγc or γcγc |η| ≤ 0.75 > 60 GeV

Converted Rest Low pTt γuγc or γcγc ∃γi, |ηγi | > 0.75 ≤ 60 GeV
|ηγi | < 1.35 or |ηγi | > 1.75
|ηγj | < 1.35 or |ηγj | > 1.75

Converted Rest High pTt γuγc or γcγc ∃γi, |ηγi | > 0.75 > 60 GeV
|ηγi | < 1.35 or |ηγi | > 1.75
|ηγj | < 1.35 or |ηγj | > 1.75

Converted Transition γuγc or γcγc ∃γi, 1.35 < |ηγi| < 1.75 No requirement

√
s = 8 TeV categories. The Converted Transition categories have the worst S/B, and the 2-jet

categories have the best S/B.

The expected number of signal events normalized to the integrated luminosity and the fraction

of each production mode in each category are shown in Table 5.3 for the
√
s = 7 TeV sample

and in Table 5.4 for the
√
s = 8 TeV sample. In the inclusive sample, the ggF signal events make

up about 88% of all signal events. The ggF is also the dominant signal component in all nine pTt

-η-conversion categories. The 2-jet categories are defined to select a VBF-enriched sample, and



60

Table 5.2 Number of expected signal S for mH = 126.5 GeV and background events B in a
mass window around mH = 126.5 GeV that would contain 90% of the expected signal events,
along with the observed number of events in this window. In addition, σCB, the Gaussian width
of the Crystal Ball function (The signal parameterization is detailed in Sec. 6.1.1) describing the
invariant mass distribution, and the full width at half maximum (FWHM) of the distribution, are
given. The numbers are given for the data and simulation at

√
s = 7 TeV (top) and 8 TeV (bottom)

for different categories and the inclusive sample.
√
s 7 TeV

Category σCB ( GeV) FWHM ( GeV) Observed NS NB NS/NB

Unconv. central, low pTt
1.45 3.41 161 9.4 154.9 0.061

Unconv. central, high pTt
1.37 3.22 7 1.3 7.2 0.181

Unconv. rest, low pTt
1.57 3.71 700 19.5 669.7 0.029

Unconv. rest, high pTt
1.43 3.36 57 2.5 37.7 0.066

Conv. central, low pTt
1.63 3.84 166 6 136.4 0.044

Conv. central, high pTt
1.48 3.48 2 0.9 6.4 0.141

Conv. rest, low pTt
1.79 4.23 986 18.9 967.3 0.02

Conv. rest, high pTt
1.61 3.8 48 2.5 51.2 0.049

Conv. transition 2.27 5.52 709 8.5 703.9 0.012
2-jet 1.52 3.59 12 2 8.7 0.23

Inclusive 1.63 3.84 2653 71.5 2557.6 0.028
√
s 8 TeV

Category σCB( GeV ) Observed NS NB NS/NB

Unconv. central, low pTt
1.46 3.44 237 12.7 224.7 0.057

Unconv. central, high pTt
1.37 3.24 16 2.3 13.6 0.169

Unconv. rest, low pTt
1.58 3.73 1141 27.8 1122.5 0.025

Unconv. rest, high pTt
1.52 3.57 75 4.7 68.3 0.069

Conv. central, low pTt
1.64 3.86 207 8 186.6 0.043

Conv. central, high pTt
1.5 3.53 13 1.5 9.7 0.155

Conv. rest, low pTt
1.89 4.45 1311 24.2 1299.9 0.019

Conv. rest, high pTt
1.65 3.9 71 4 71.3 0.056

Conv. transition 2.59 6.1 849 11.5 821.2 0.014
2-jet 1.59 3.74 19 2.7 13.3 0.203

Inclusive 1.64 3.88 3649 100.7 3584.8 0.028

the VBF signal fraction is about 77% in the
√
s = 7 TeV 2-jet category and about 68% in the

√
s = 8 TeV 2-jet category. The 2-jet category definition is optimized with

√
s = 7 TeV samples



61

and is not fully optimal for the
√
s = 8 TeV sample, leading to a lower fraction of VBF signal in

the
√
s = 8 TeV 2-jet category compared to its counterpart at

√
s = 7 TeV. For other categories,

ggF signal constitutes ∼ 90% of the total signal events in the low pTt categories and ∼ 70% of the

total signal events in the high pTt categories. The VBF and VH signal fractions are enhanced in the

high pTt categories, where VH and VBF each constitutes ∼ 15% of the signal events. This pattern

is due to the fact that the VH and VBF signals are more boosted compared to the ggF signal as

shown in Fig. 5.4.

Table 5.3 Number of expected signal events per category at mH = 126.5, at
√
s = 7 and the

breakdown by production process.

Category Events ggF [%] VBF [%] WH [%] ZH [%] ttH [%]

Inclusive 79.3 87.8 7.3 2.9 1.6 0.4

Unconverted central, low pTt 10.4 92.9 4.0 1.8 1.0 0.2
Unconverted central, high pTt 1.5 66.5 15.7 9.9 5.7 2.4
Unconverted rest, low pTt 21.6 92.8 3.9 2 1.1 0.2
Unconverted rest, high pTt 2.7 65.4 16.1 10.8 6.1 1.8
Converted central, low pTt 6.7 92.8 4.0 1.9 1.0 0.2
Converted central, high pTt 1.0 66.6 15.3 10 5.7 2.5
Converted rest, low pTt 21.0 92.8 3.8 2.0 1.1 0.2
Converted rest, high pTt 2.7 65.3 16.0 11.0 5.9 1.8
Converted transition 9.5 89.4 5.2 3.3 1.7 0.3
2-jets 2.2 22.5 76.7 0.4 0.2 0.1
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Table 5.4 Number of expected signal events per category at mH = 126.5, at
√
s = 8 and the

breakdown by production process.

Category Events ggF [%] VBF [%] WH [%] ZH [%] ttH [%]

Inclusive 111.6 88.5 7.4 2.7 1.6 0.5

Unconverted central, low pTt 14.4 92.9 4.2 1.7 1.0 0.2
Unconverted central, high pTt 2.5 72.5 14.1 6.9 4.2 2.3
Unconverted rest, low pTt 31.4 92.5 4.1 2.0 1.1 0.2
Unconverted rest, high pTt 5.3 72.1 13.8 7.8 4.6 1.7
Converted central, low pTt 9.1 92.8 4.3 1.7 1.0 0.3
Converted central, high pTt 1.6 72.7 13.7 7.1 4.1 2.3
Converted rest, low pTt 27.3 92.5 4.2 2.0 1.1 0.2
Converted rest, high pTt 4.6 70.8 14.4 8.3 4.7 1.7
Converted transition 13.0 88.8 6.0 3.1 1.8 0.4
2-jets 2.9 30.4 68.4 0.4 0.2 0.2

5.3 Systematic uncertainties

The systematic uncertainties are discussed in two parts. The first part is about those systematic

uncertainties that affect the signal yields, and the second part is about those systematic uncertainties

that affect the modeling of signal and background mγγ distributions.

5.3.1 Yield uncertainties

The signal yield uncertainties can be further classified to various types according to the source

(theoretical or experimental) or how it affects the expected signal yield of the analysis. The latter

is more helpful in understanding the systematic effect on the analysis and the discussion below fol-

lows this classification. Some of the yield uncertainties concern the signal normalization or signal
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selection efficiency, while other yield uncertainties concern how the signal events are distributed

between categories. For the latter one, it is named as the “migration” uncertainty within ATLAS,

although no individual event physically migrates between categories. The effect of this type of

uncertainty is simply to cause correlated variations of expected event yields in different categories.

For those uncertainties that are evaluated in the context of the H → γγ analysis, the source

of the uncertainty and the estimation method are discussed below. For those uncertainties that

are common experiment-wide or are provided by the theoretical community, the values of those

uncertainties are quoted and the references are given.

Luminosity uncertainty. The measurement of luminosity and its uncertainty for the ATLAS

experiment is reported in Ref. [79]. The luminosity uncertainty is found to be 1.8% for the 2011

data, and 3.6% for the 2012 data.

Pile up uncertainty. A very conservative approach to evaluate the impact of potential mis-

modeling of pile-up is taken: the
√
s = 7 TeV (8 TeV) sample is divided to two subsamples, one

with the average number of interactions less than 10 (18), and the other one with the average num-

ber of interactions greater than or equal to 10 (18). 10 (18) is approximately the mean value of the

average number of interactions per bunch crossing distribution for the
√
s = 7 TeV (

√
s = 8 TeV)

sample. Both subsamples are normalized to the same integrated luminosity used for this analysis,

and the difference in the expected yield between these two subsamples is taken as the uncertainty

on the signal yields due to mis-modeling of pile-up. This uncertainty is found to be ∼ 4%.
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Photon selection uncertainty. The two dominant uncertainties related to the photon selection

are the photon identification uncertainty and the photon isolation uncertainty. Due to the similarity

in calorimeter showers between photons and electrons, a sample of Z → ee events selected from

data has been used as a control sample to estimate various uncertainties. Estimating systematic

uncertainty from such a data control sample has the advantage of incorporating some realistic

detector effects that may not be well simulated in the Monte Carlo samples. However, additional

systematic uncertainties have to be assigned to cover the difference in shower behavior between

photons and electrons. The radiative photons from Z → llγ data control sample are also used, but

these photons are mostly of low pT and cannot completely replace Z → ee events in the estimation

of systematic uncertainty.

The electron shower shape variables are validated in a Z → ee data control sample, and the

difference between data and Monte Carlo is extrapolated to the photon shower shape variables. The

expected photon identification efficiency from the electron extrapolated data sample is compared

to the photon identification efficiency in the Monte Carlo sample, and the difference is taken as the

uncertainty. A Z → llγ sample is also used to estimate the identification efficiency of the photons

with lower pT and its systematic uncertainty. It is found that the photon identification uncertainty

is about 8% per event for the
√
s = 7 TeV data, and about 10% for the

√
s = 8 TeV data. The

uncertainties between the two years’ samples are considered to be fully correlated.
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The Z → ee samples from data and Monte Carlo also serve as control samples for estimating

the photon isolation selection efficiency. Electrons in these control samples are required to pass the

same kinematic cuts used for photons. The calorimeter isolation variable for electrons are defined

in the same way as they are defined for photons. The electron isolation selection efficiency in the

Z → ee data sample is calculated and compared to its counterpart in the Monte Carlo sample. The

difference in the electron isolation selection efficiency between the data control sample and the

Monte Carlo sample is taken as the uncertainty on the photon isolation selection efficiency, and

this uncertainty is found to be about 1% per event.

The diphoton trigger efficiency uncertainty is estimated using a boot-strap method and found

to be 0.5% per event.

The photon energy scale uncertainty also introduces an uncertainty of about 0.1% per event.

Cross section and branching ratio uncertainty. The uncertainties of Higgs boson production

cross sections are mainly related to the choice of QCD scales and the choice of parton distribution

functions. Refs [27, 80] provide detailed studies of these uncertainties. In general, these uncer-

tainty are estimated by varying the choice of the QCD scale or the choice of parton distribution

function set and taking the maximum variation in cross section as the uncertainty. The parton

distribution fucntion sets of CTEQ [81], MSTW [82] and NNPDF [83] are used for the calcula-

tion. Uncertainties provided by Ref [27] are used for this analysis, and all other SM Higgs boson

analyses in both the ATLAS and CMS collaborations. The introduction of 2-jet category leads
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to additional uncertainties for the ggF process in the particular phase space relevant to the 2-jet

category, and this is discussed in Sec. 5.3.1.1. The branching ratio uncertainty is estimated in a

similar way as the cross section uncertainty and found to be about 5% [84].

5.3.1.1 “Migration” uncertainty

There is a group of uncertainties that affects the distributions of the variables defining the

categories. The effect of such uncertainty is to introduce multiple correlated uncertainties in event

yield between categories. For example, if the pTt shape suffers from an uncertainty, then a one

sigma variation of this uncertainty may lead to an upward variation in the event yields of low pTt

categories and a downward variation in the event yields of high pTt categories. These uncertainties

in the low and high pTt categories are of the same source and fully correlated.

Such kind of uncertainties considered in this analysis include:

The Higgs boson pT uncertainty. The choice of QCD scales and parton distribution function

sets can lead to variations in the shape of Higgs boson pT , which is strongly correlated to the pTt

variable used for categorization in the analysis. The variation of QCD scale choice and parton

distribution function set is done with the HqT package [85, 86, 87, 88]. One sigma variation of

this uncertainty can lead to 1.1% upward event yield variation in the low pTt categories, and 12.5%

downward event yield variation in the high pTt categories.

Theoretical uncertainty in the jet binning. The QCD scale uncertainty on the ggF signal

yield is amplified in the particular phase space where the presence of at least 2 jets is required. The
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procedure of estimating this uncertainty is documented in Ref. [89]. The QCD scale variation is

done for the ggF signal sample with 2 jets requirement added. The resulting new uncertainty is ∼

25% on the ggF signal yield in the 2-jets category [90]. The impact on the event yields in other

categories is neglected.

Conversion uncertainty The imperfect knowledge of the amount of material upstream of the

EM calorimeter can lead to a mis-modeling of the photon conversion and the conversion rate. To

estimate this uncertainty, the event yields from the Monte Carlo sample with a nominal amount

of material, Monte Carlo samples with additional 5% and 10% materials are compared in each

category. The largest variation in the signal yield is taken as the uncertainty, and it is found that

one sigma variation of this uncertainty would lead to a 4% upward signal yield variation in the

unconverted categories and a 3.5% downward signal yield variation in the converted categories.

Jet energy scale and resolution. The uncertainties on the jet energy scale are evaluated by

varying the scale corrections within their respective uncertainties [67]. The jet energy scale uncer-

tainties have major impacts on the signal yields in the 2-jet categories. The total uncertainty on the

jet energy scale is found to be 19% for the 2-jet categories, and up to 4% for other categories. The

effect due to the jet energy resolution uncertainty is found to be negligible.

Underlying event uncertainty. The uncertainty due to the modeling of underlying event is

checked by comparing the signal yield from the default Monte Carlo sample with underlying event

tune AUET2B and the signal yield from the Monte Carlo sample with Perugia2011 tune [91]. A
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one sigma variation of the underlying event uncertainty would lead to a 30% upward signal yield

variation for the ggF, VH and ttH process in the 2-jet categories, and a 6% upward signal yield

variation for the VBF process in the 2-jet categories.

Jet-vertex-fraction uncertainty. The jet-vertex-fraction efficiencies in the Z + 2 jets data and

MC samples are compared, and the difference is considered as the systematic uncertainty. This

leads to a 13% uncertainty on the 2-jet category signal yield.

5.3.2 mγγ modeling uncertainty

The analysis uses analytic PDFs to model both the signal and background mγγ distributions in

the 20 categories. The uncertainty on the mγγ modeling is discussed below.

5.3.2.1 Signal modeling uncertainties

The signal mγγ distribution is modeled from Monte Carlo samples. The signal Monte Carlo

samples went through a full detector simulation, and corrections obtained from data and MC com-

parison in Z → ee data are applied. Signal PDF parameters are fixed to the values determined

from Monte Carlo samples. The main uncertainties in the signal modeling are related to the pho-

ton energy calibration. The uncertainty of photon energy resolution leads to an uncertainty on the

width of the CB function, and the uncertainty of photon energy scale leads to an uncertainty on the

mean of the CB function.
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The following sources are considered for the mγγ resolution uncertainty. First, the uncertain-

ties on the constant term and the sampling term of the photon energy calibration are estimated

from Z → ee sample, amounting to an uncertainty of ±12% relative to the nominal value of the

mγγ resolution. Second, the application of the electron energy scaling factor to photons is associ-

ated with an electron-to-photon extrapolation uncertainty. This is because material in front of the

calorimeter affect the electrons and photons differently. From Monte Carlo study, this uncertainty

is found to be ∼ 6% of the nominal mγγ resolution. Third, the photon energy measurement can be

affected by pile-up contribution. This effect is estimated by checking random EM cluster energy in

randomly triggered bunch crossings and found to be less than 3%. Fourth, the uncertainty coming

from photon direction measurement is estimated with Z → ee sample where the primary vertex is

selected by using electron shower information in the calorimeter, and this uncertainty is found to be

negligible. The total relative uncertainty on the mγγ resolution is therefore 14%. This is directly

translated to 14% uncertainty on the width parameter of the CB function. The mγγ resolution

uncertainty is considered as having uniform size and being fully correlated between categories.

The photon energy scale uncertainty is also related to the fact that the electron calibration is

applied to photons, and there are slight but crucial differences between photons and electrons. The

following sources are considered for the photon energy scale uncertainty.
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• Material uncertainty. Compared to electrons, photons deposit less energy in the material

upstream of the EM calorimeter. The energy loss due to material effects is smaller for pho-

tons, and therefore the energy scaling factor derived from Z → ee sample overcorrects the

photon energy. This overcorrection is a component of the photon energy scale uncertainty

and its size is estimated from Monte Carlo samples.

• Presampler uncertainty. Compared to electrons, the photon showers start “late”, and a

smaller fraction of its energy is deposited in the presampler. This also leads to an overcor-

rection when the energy scaling factor derived from Z → ee sample is applied to photons.

This overcorrection is also treated as one component of the photon energy scale uncertainty.

• Calibration method uncertainty. There are also various small uncertainties related to the

in situ calibration method that is shared by electrons and photons. This component of pho-

ton energy scale uncertainty is correlated between electrons and photons.

The above energy scale uncertainties are estimated and translated to the mγγ mass scale un-

certainty for each category of diphoton events. To correctly take into account the η-dependent

correlation of these uncertainties, the material uncertainty is broken up to a low |η| (|η| < 1.8)

component and a high |η| (|η| ≥ 1.8) component. The presampler uncertainty is broken up to a

barrel component and an endcap component. The size of these uncertainties relative to the signal

mγγ peak position in each category, is shown in Table 5.5
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Table 5.5 Peak position shift due to energy scale uncertainties in different categories

Category Method Material low |η| Material high |η| Presampler Presampler
(|η| < 1.8) (|η| > 1.8) Barrel End-Cap

Unconverted Central Low pTt
±0.30% ±0.30% - ±0.10% -

Unconverted Central High pTt
±0.30% ±0.30% - ±0.10% -

Unconverted Rest Low pTt
±0.30% ±0.50% ±0.10% ±0.20% -

Unconverted Rest High pTt
±0.30% ±0.50% ±0.10% ±0.30% -

Converted Central Low pTt
±0.30% ±0.10% - - -

Converted Central High pTt
±0.30% ±0.10% - - -

Converted Rest Low pTt
±0.30% ±0.20% ±0.10% ±0.10% -

Converted Rest High pTt
±0.30% ±0.20% ±0.10% ±0.10% -

Converted Transition ±0.40% ±0.60% - - ±0.10%
2-jets ±0.30% ±0.30% - ±0.10% -

The choice of background function may potentially lead to a shift in the signal mγγ peak

position. This is considered as a diphoton mass scale uncertainty in the “measurement” analysis.

5.3.2.2 Background modeling uncertainty

The background mγγ distribution is modeled by an analytic PDF whose parameters are de-

termined in a fit to data. The background shape parameters are left free because they cannot be

predicted from Monte Carlo samples as accurately as the signal shape parameters. The signal

shape is mostly decided by the detector performance, which is relatively well understood. The

shape of background is dependent on the calculation of differential cross sections of major back-

ground processes, the modeling of jet fragmentation, the modeling of fake photon showers in the

EM calorimeter, and the energy calibration. Given all these complications, the background shape

parameters are best determined by data. These free shape parameters introduce a larger statistical
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uncertainty on the background shape and normalization, while reducing the systematic uncertainty

on the background modeling.

This implementation, however, cannot cover the uncertainty due to the choice of the back-

ground function, which can be intrinsically different from the true background shape. In this case,

the fit of the function to the background distribution cannot be perfect, and a mγγ-dependent resid-

ual, defined as the difference between the fitted background yield and the true background yield

in a mass window containing and centering at mγγ , can be observed. In the analysis, a signal-

plus-background fit is performed to determine the normalization of the signal component, and this

residual is also fitted by the signal PDF and contributes to the signal normalization. Such con-

tribution is a bias in the fitted signal normalization. If this is a positive bias, it can appear as a

“spurious” signal. If this is a negative bias, it can lead to an aggressive limit.

In this analysis, all the selected background functions should pass the “spurious” signal test.

This test is defined as follows: The analysis categorization is applied to a Monte Carlo sample that

is normalized to the integrated luminosity used for the analysis, and the individual category back-

ground mγγ distributions are used to test the background function candidates. In each category, a

series of signal-plus-background fits are performed on the smeared MC distribution over the range

of 110 GeV ≤ mH ≤ 150 GeV for each background candidate. These fits give a series of fitted

number of signal events over mH . If the Monte Carlo sample could accurately describe the real

background distribution in data, then this series of fitted signal numbers would be used to correct
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the fitted number of signal events at each mH . Since the Monte Carlo only serves to provide a

sample that is reasonably similar to the real background shape, these fitted signal numbers cannot

be considered as corrections. Instead, the largest fitted number of signal events, nspr,max, of the

series of fitted signal numbers is considered as the largest possible bias introduced by the choice

of background function in the entire range of 110 GeV ≤ mH ≤ 150 GeV.

A quantitative requirement on the background function candidate is defined using nspr,max of

a candidate background function. This requirement accepts a background function candidate if its

nspr,max satisfies one of the two criteria below:

• nspr,max is smaller than 20% of the background statistical uncertainty at the mH where the

nspr,max is found.

• nspr,max is smaller than 10% of the expected number of signal events at the mH where the

nspr,max is found.

The purpose of defining such criteria is to make sure that the largest possible bias introduced by an

acceptable background function is small enough so that the analysis is not affected by such a bias.

These criteria connect to the analysis sensitivity through involving the background statistical

uncertainty and signal expectation in the definition. In the case of H → γγ analysis, the statistical

significance can be approximated by:

Z ∼ S√
B

(5.2)



74

where S and B represent the fitted number of signal events and the fitted number of background

events, respectively, and
√
B is approximately the statistical uncertainty of the background. In

the case that the fitted number of signal events is varied by 20% of the background statistical

uncertainty, one has

Z ∼ S ± 0.2
√
B√

B
=

S√
B
± 0.2. (5.3)

The observed statistical significance can be affected by 0.2 σ.

In the case that the fitted number of signal events is varied by 10% of the expected number of

signal events, one has

Z ∼ S ± 0.1 · Sexp√
B

=
S√
B
± 0.1

Sexp√
B
. (5.4)

The observed statistical significance can be affected by 10% of the expected significance.

For each category, a pool of background function candidates are tested with the aforementioned

criteria. These functions include the exponential function, the 2nd order exponentiated polynomi-

als, and the 2nd, 3rd and 4th order Bernstein polynomials. If more than one background function

candidates pass the criteria, the expected significance of the analysis is evaluated with each of

these candidates. The function that gives the best expected significance is selected. The selected

background function’s nspr,max is assigned as its systematic uncertainty.
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In the likelihood function, this systematic uncertainty enters the signal normalization as shown

in Eq. 6.6. Table 5.6 summarizes the selected background function and the size of background

modeling uncertainty for each category.

Table 5.6 Systematic uncertainty on the number of signal events fitted due to the background
parametrization, given in number of events. Three different background parametrizations are used
depending on the category: an exponential function; a fourth-order Bernstein polynomial; and the
exponential of a second-order polynomial.

Category Parametrization Uncertainty [Nevt]√
s = 7

√
s = 8

Inclusive 4th order pol. 7.3 10.6

Unconverted central, low pTt Exp. of 2nd order pol. 2.1 3.0
Unconverted central, high pTt Exponential 0.2 0.3
Unconverted rest, low pTt 4th order pol. 2.2 3.3
Unconverted rest, high pTt Exponential 0.5 0.8
Converted central, low pTt Exp. of 2nd order pol. 1.6 2.3
Converted central, high pTt Exponential 0.3 0.4
Converted rest, low pTt 4th order pol. 4.6 6.8
Converted rest, high pTt Exponential 0.5 0.7
Converted transition Exp. of 2nd order pol. 3.2 4.6
2-jets Exponential 0.4 0.6
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Chapter 6

Statistical Methodology

This chapter describes the statistics methodology used to interpret data. Ref. [92] provides

a detailed documentation on the methodology used to combine the Higgs boson searches at the

LHC. The focus of this chapter is on how to implement the procedure suggested by Ref. [92] into

the H → γγ search and measurement. Sec. 6.1 introduces a general likelihood model used for

searching a resonance on top of a smooth falling background. Sec. 6.2 presents the hypothesis

testing method used to interpret data at the LHC experiments. Finally, the search procedure is

defined in Sec. 6.3 and the expected analysis performance is reported in the same section.

6.1 The Likelihood Model

6.1.1 Modeling the signal mγγ distribution

A linear combination of a Crystal Ball (CB) function [93] and a Gaussian function is used to

model the signal mγγ distribution. The CB function is defined as

fCB(mγγ) = N ·


e−t

2/2 if t > −α

( n
|α|)

n · e−|α|2/2 · ( n
|α| − |α| − t)

−n otherwise

(6.1)
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where t = (mγγ − mH − δmH
)/σCB, N is a normalization parameter, mH is the hypothesized

Higgs boson mass, δmH
is a category dependent offset, σCB is the width parameter that represents

the diphoton invariant mass resolution, and n and α parametrize the non-Gaussian tail. In this

parameterization, the mean value of the CB function is mH + δmH
and it means that the peak in

mγγ differs from the hypothetical mH by δmH
. The complete signal PDF is then written as:

fS(mγγ) = χ · fCB + (1− χ) · (mγγ;mH + δmH
, σG) (6.2)

where the mean value of the Gaussian function is set to be the same as the CB function, σG is

the width of the Gaussian function, and χ is the fraction of the CB component in the signal PDF.

Fig. 6.1 shows the signal mγγ distribution at mH = 120 GeV superimposed with the fit of the

Crystal Ball plus Gaussian function. For H → γγ signal MC samples, the fit favored value of

parameter χ is beyond 90%, which indicates that the Crystal Ball function models the peak part of

the mγγ distribution while the Gaussian function models the tail part of the mγγ distribution.

To produce signal PDFs at mH values where Monte Carlo samples are not available, all signal

parameters are assumed to have a linear dependence on mH . The slope and offset of this linear

parameterization are determined in a simultaneous fit to signal Monte Carlo samples at 10 different

mH from 100 GeV to 150 GeV. In this simultaneous fit, the mean values of the CB function and the

Gaussian function are forced to be the same, and the widths of the CB function and the Gaussian

function are fully correlated which means that σCB and σG always differ by a constant. The effects
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of the linear-dependence assumption and correlation requirement have been checked with Monte

Carlo samples, and no obvious bias is observed when these requirements are imposed. At each of

the 10 mH points where the Monte Carlo samples are available, the signal PDF determined from

the simultaneous fit is found to reproduce the signal PDF determined from a fit to Monte Carlo

samples at the single mH point.
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Figure 6.1 Reconstructed invariant mass distribution for a simulated signal of mH = 120 GeV,
superimposed with the fit to the signal model.

In a fit to data, the signal shape parameters are fixed to the values determined from Monte

Carlo samples. The uncertainty on this parameterization mainly arises from the photon energy

determination and is discussed in Sec. 5.3.2.1.
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6.1.2 Modeling the background invariant mass distribution

The background mγγ distributions are modeled by a number of smooth analytic PDFs, in-

cluding the exponential function, exponentiated polynomials, Bernstein polynomials, etc.. The

parameters of these background functions are treated as free parameters in a fit and their values are

fully determined by data as the current available Monte Carlo samples cannot provide a precision

background shape prediction. The effect of leaving these parameters free in a fit is equivalent to

increasing the statistical uncertainty so that the systematic uncertainty can be mitigated. The proce-

dure of choosing a background function and the treatment of the background modeling uncertainty

are detailed in Sec. 5.3.

6.1.3 The expression of the signal expectation

The expected signal yield with systematic uncertainties can be expressed as:

NS = µ ·
∏
i

Θi · ns (6.3)

where µ is the signal strength parameter, ns is the nominal value of the expected signal yields

after the selection, i is the index of nuisance parameter, and Θi is the expected contribution of a

particular nuisance parameter θi which can be further expanded to:

Θi = 1 + θi · δi (6.4)
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where the nuisance parameter θi is normalized and takes the meaning of the number of standard

deviations from the nominal value, and δi is the size of the nuisance parameter’s corresponding

systematic uncertainty.

If there are multiple categories involved in the analysis, the expected contribution of the nui-

sance parameter can be rewritten as:

Θi,l = 1 + θi · δi,l · βl (6.5)

where l is the index of category, the size of the systematic uncertainty, δi,l is category-dependent,

and βl is a coefficent that controls the sign of correlation of the same nuisance parameter between

categories. In the case that a systematic uncertainty is uncorrelated between categories, each cat-

egory is assigned one nuisance parameter, θi,l. Here, the nuisance parameter θi,l has no impact on

the signal yield in category k(k 6= l), and therefore, βi,k is set to be 0.

The contribution from the background modeling uncertainty is dependent on the background

and does not scale with the size of signal yield . This contribution, therefore, introduces an additive

term in the expected signal yield:

NS = µ ·
∏
i

Θi · ns + θspr · nspr (6.6)
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where θspr is the nuisance parameter for the background modeling uncertainty and nspr is the size

of the background modeling uncertainty in the unit of number of events. The determination of nspr

is detailed in Sec. 5.3.2.

At a particular mass point mj
γγ , the expected signal yield can be written as:

N exp
S = NS · f(mj

γγ | mH) (6.7)

where f(mj
γγ | mH) is the mγγ PDF for a signal at mH .

Similarly, the expected background yield at the point of mj
γγ is:

N exp
B = NB · g(mj

γγ) (6.8)

where g(mj
γγ) is the background mγγ PDF, and NB is the number of background events which is

determined from data.

The total expected yield at the point of mj
γγ , then is

N exp
tot = NS · f(mj

γγ | mH) +NB · g(mj
γγ) (6.9)



82

6.1.4 The likelihood without incorporating systematic uncertainties

With the expected event yield at the point of mj
γγ , the likelihood of observing one event at the

same mass point is:

Lj = Pois(1 | N exp
tot ) (6.10)

where Pois represents the Poisson function.

The likelihood of observing all the events in the category l is:

Ll =

nl∏
j=1

Lj,l (6.11)

where nl is the total number of events in the category l.

The likelihood combining all categories then is:

Lcomb =
Nc∏
l=1

Ll =
Nc∏
l=1

nl∏
j=1

Ll,j (6.12)

where Nc is the total number of categories.

The likelihood described by Eq. 6.12 is the statistcal component of the final likelihood.

6.1.5 The likelihood incorporating systematic uncertainties

Both the signal strength parameter and nuisance parameters are free parameters, and in a fit,

this can present multiple possible sets of maximum likelihood estimators and thus prevent the fit
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from converging. This is dealt with by introducing a constraint PDF and a global observable for

each nuisance parameter. The constraint PDF can be written as:

ζ(θRi | θi) (6.13)

where θRi is the observable of the constraint PDF ζ(θi). It is named the “global observable” in

order to distinguish from the analysis observable mγγ . The constraint PDF can be Gaussian,

LogNormal, etc.. In a fit, the deviation of a nuisance parameter from its nominal value would

introduce a negative contribution to the log likelihood from its constraint PDF, thus breaking the

degeneracy between the signal strength and nuisance parameters.

The final likelihood that incorporates the effect of systematic uncertainties is:

Lfinal = Lcomb ·
∏
i

ζ(θRi | θi) (6.14)

Eq. 6.14 also reveals the statistical implication of the constraint PDF. In the final likelihood func-

tion, constraint PDFs
∏

i ζ(θRi | θi) are acting as likelihood functions of auxiliary measurements

of the nuisance parameter θis. The global observable θRi is the “observed” value of the nuisance

parameter θi in an auxiliary measurement. The value of the global observable should take the best

estimation of the nuisance parameter. In the H → γγ analysis, until there is a signal with very a

large number of events in data, no statistically meaningful estimation of the signal related nuisance
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parameters can be obtained by fitting data. The best estimation of these nuisance parameter values

should therefore come from the Monte Carlo. This is equivalent to requiring the global observables

to take the nominal values of the nuisance parameters.

6.2 Hypothesis testing and its application in the H → γγ analysis

6.2.1 Hypothesis Testing

The general idea of hypothesis testing is to interpret one particular experimental outcome in

the context of an ensemble of pseudo-experimental outcomes that are generated from a given hy-

pothesis of experimental observables in order to determine the compatibility between the particular

experimental outcome and the hypothesis.

A hypothesis should be concerned with one or more parameters of interest that characterize

the experimental outcome. For instance, in an experiment searching for a signal (a “search analy-

sis”), the signal strength parameter, µ, is usually chosen as the parameter of interest. The scenarios

of µ = 0, µ > 0 and µ < 0 correspond to an agreement with background expectation, an excess

over the background expectation, and a deficit under the background expectation. In a search anal-

ysis, a background-only hypothesis means that µ = 0, i.e., there is only background. A signal plus

background hypothesis means that µ = µ0, i.e., there is a signal component and the strength of the

signal component is µ0, a positive value to be tested.

An ensemble of pseudo-experiments are generated from a hypothesis. In a pseudo-experiment,

the number of events is randomly generated from a poisson distribution whose mean value is
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the event yield expectation of the hypothesis. This randomization can be done in an observable-

dependent way when the experiment investigates a distribution of observable instead of the event

count.

The information of the experimental outcome needs to be condensed to a single variable, and

this variable is the test statistic. A test statistic can be simply the parameter of interest itself or a

more complicated construction related to the parameter of interest, for example, a likelihood ratio.

The hypothesis testing is done by comparing the test statistic value of a real experimental

outcome and the test statistic distribution of an ensemble of pseudo-experimental outcomes. This

is illustrated by the symbolic plot shown in Fig. 6.2 [94]. The probability that the given hypothesis

fluctuates to give an observation such as the one from the real experiment can be calculated from

the observed test statistic value and the test statistic distribution from the pseudo-experiments, and

this probability is the p-value of the hypothesis given the observation.

6.2.2 p-value and confidence level

As mentioned in Sec. 6.2.1, the p-value is the probability that a given hypothesis fluctuate

to give an observation such as the one from the real experiment. In the case of calculating the

statistical significance of an excess, the hypothesis to be tested is the background-only (µ = 0)

hypothesis, and the p-value is usually called the p0-value to indicate the hypothesis tested is a

background-only hypothesis.



86

µt

)µ|
µ

f(t

,obsµ
t

p−value

Figure 6.2 For each pseudo-experiment, the test statistic is calculated, and the distribution of the
test statistic from pseudo-experiments of a hypothesis H0 is shown as the solid black curve. The
test statistic value determined from the real experiment is the labeled as tµ,obs. The shaded area on
the right of tµ,obs is the probability that the H0 hypothesis fluctuates and gives an observation such
as the one from the real experiment. This shaded area is the p-value of H0 hypothesis.

When setting a limit on a particular cross section of a signal, the hypothesis to be tested is

a signal-plus-background hypothesis, and the p-value is usually converted to a confidence level,

CL where CL = 1 − p-value. In a fully frequentist statistics test, a hypothesis is claimed to be

excluded if the CL calculated from data is ≥ 95%.

Although this confidence level is used to set a limit on a specific value of the signal strength, it

is a confidence level of a signal plus background hypothesis and hence it is also denoted as CLs+b.
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For a specific experimental outcome, the rejection of a signal-plus-background hypothesis can be

due to either the absence of a signal or a downward background fluctuation.

6.2.2.1 CLs limit

To avoid setting an aggressive limit due to a strong downward background fluctuation, a mod-

ified frequentist CLs method [95] is introduced. In the CLs method, the confidence level of the

signal-plus-background hypothesis is normalized to the confidence level of background-only hy-

pothesis, and the resulting ratio, CLs (see Eq. 6.15) is used to define the criteria that a hypothesis

is rejected.

CLs =
ps+b

1− pb
(6.15)

The CLs is a ratio of confidence levels and does not have the probabilistic meaning. As a conven-

tion adopted in collider physics in recent years, a signal-plus-background hypothesis is claimed to

be rejected at 95% CL when the CLs is less than 0.05.

6.2.3 The profile likelihood ratio

The profile likelihood ratio [94] is used as the test statistic for this analysis and the parameter

of interest is µ. In this case, the profile likelihood ratio is defined as:

qµ(µ0) = −2ln
L(µ0, θ̂)

L(µ̂,
ˆ̂
θ)

(6.16)
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where θ is a collective denotation of nuisance parameters, the numerator of the likelihood ratio

is the conditional maximum likelihood when µ is fixed to the test value µ0, the denominator is

the unconditional maximum likelihood, and parameters with a hat or double hats are maximum

likelihood estimators. In this construction, the likelihood in the numerator is the likelihood of

observing the outcome in data given the hypothesis of µ = µ0.

Specific restrictions on µ are applied to the calculation of qµ: when the test statistic is defined

with a background-only hypothesis (µ = 0), µ̂ is required to be greater than or equal to 0; when

the test statistic is defined with a signal-plus-background hypothesis (µ = µtest), µ̂ is required

to be less than or equal to µtest. These restrictions are imposed to ensure that the test statistic is

one − sided .

In the context of this analysis, the “one-sided” requirement means that the hypothesis is rejected

if µ < µtest (µ > 0) when testing signal-plus-background (background-only) hypothesis. A “two-

sided” test means that the hypothesis is rejected if µ 6= µtest (µ 6= 0) when testing signal-plus-

background (background-only) hypothesis.

6.2.4 Asymptotic formulae for the profile likelihood ratio

One important property of the profile likelihood ratio is that the qµ distribution for an ensemble

of pseudo-experiments generated from the hypothesis used to construct the profile likelihood ratio

follows a 1
2
χ2 + 1

2
δ distribution, as demonstrated in Ref. [96, 97, 94]. This further leads to another
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important deduction: √qµ,obs is equal to the statistical significance of the observation. This is usu-

ally referred to as the asymptotic formulae or asymptotic approximation. Since the computing

resources required for hypothesis testing are huge in terms of time consumption and number of

CPUs, the asymptotic approximation is essential to deriving results reported in this thesis.

6.2.4.1 Validity of the asymptotic formulae

The validity of the asymptotic formulae has been checked extensively in the context of the

H → γγ analysis. The implementation of two shape related uncertainties, the diphoton mass res-

olution uncertainty, and the diphoton mass scale uncertainty, are found to moderately break the

asymptotic behavior of the test statistic. Fig. 6.3 shows the comparison between the 1
2
χ2 + 1

2
δ dis-

tribution and the pseudo-experiment distribution with different systematic uncertainty setups. The

introduction of diphoton mass resolution uncertainty slightly worsens the agreement between these

two distributions, and the implementation of diphoton mass scale uncertainty leads to a moderate

breakdown of the asymptotic behavior at the tail part of the test statistic distribution, thus giving a

larger p-value. In a fit, the diphoton mass scale uncertainty is effectively playing a very similar role

to a float mH parameter. In the case that both µ and mH are treated as parameters of interest, the

test statistic distribution is expected to follow a 2 degree-of-freedoms χ2 distribution. The diphoton

mass scale nuisance parameters are left free in both of the two fits that construct the test statistic,

and they don’t behave exactly the same as a parameter of interest in a fit. This means that the test

statistic distribution from a likelihood model that incorporates diphoton mass scale uncertainties



90

Figure 6.3 The test statistic q0 distribution from an ensemble of background-only pseudo exper-
iments. In the left plot, both the diphoton mass scale uncertainties and diphoton mass resolution
uncertainty are not incorporated into the likelihood model. In the middle plot, the diphoton mass
scale uncertainties are not incorporated into the likelihood model, but the diphoton mass resolution
uncertainty is. In the right plot, both the diphoton mass scale uncertainties and diphoton mass
resolution uncertainty are incorporated into the likelihood model.

will likely have a distribution in the middle between the 1 degree-of-freedom χ2 approximation

and the 2 degree-of-freedoms χ2 approximation, which explains the larger tail shown in the right

plot in Fig. 6.3.

6.2.5 Measurement

The profile likelihood ratio can also be used to measure a quantity from data. This quantity

should be taken as the parameter of interest of the profile likelihood ratio. The central value of the

quantity is the best-fit value of the parameter of interest and the uncertainty of the measured central

value can be determined by finding the hypothetical values of the parameter of interests that are
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rejected by data at 68% CL. Performing a measurement using the profile likelihood ratio harmo-

nizes the statistical implementation for the “search” analysis and the “measurement” analysis, and

the same likelihood model used for the “search” analysis can be used to perform measurements.

6.2.5.1 The signal strength measurement

In the “search” analysis, the best-fit signal strength will be reported for quantifying the size

of an excess or deficit. In this measurement, the best-fit signal strength is determined from a

maximum likelihood fit to data, which corresponds to the denominator of the profile likelihood

ratio shown in Eq. 6.16. To determine the uncertainty of this measurement, a scan of hypothetical

µ values is performed to identify the µc that gives −2lnλ(µ) = 1. This will give two µc, a µc+

corresponding to the upper bound of the uncertainty, and a µc− corresponding to the lower bound

of the uncertainty. Then the uncertainty of the measurement will be +µc+−µ̂
−µ̂−µc− .

The requirement of −2lnλ(µ) = 1 comes from Wilks ′ theorem [96]. One can also understand

this requirement with the asymptotic approximation, as µ values that give
√
−2lnλ(µ) = 1 are

rejected by data at the level of 1 standard deviation.

6.2.5.2 Systematic uncertainty and statistical uncertainty separation

In a measurement, it is also desirable to separate the statistical uncertainty and the systematic

uncertainty. This is done in two steps. First, all the nuisance parameters related to systematic

uncertainties are fixed to their fit-favored values. Then, the profile likelihood ratio scan over the
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parameter of interest is performed again, and a new uncertainty can be obtained from this scan.

This new uncertainty is the statistical uncertainty as all possible effects of systeamtic uncertainty

are removed by fixing their nuisance parameters to fit-favored values. Second, the systematic

uncertainty can be subtracted from the total uncertainty and the statistical uncertainty with the as-

sumption that the total uncertainty is the quadratic sum of the systematic uncertainty and statistical

uncertainty. This assumption involves two independent assumptions: the systematic uncertainty

and the statistical uncertainty are independent, and both the statistical and systemtic uncertainties

are Gaussian-like, so that their total effect is calcualted from a quadratic summation. The first

assumption is self-evident, but the latter one is not always valid, especially when the number of

events is small and the staitistical uncertainty is more Poisson-like.

6.2.5.3 The mass measurement

In the case that a significant excess is observed, the mass of the particle responsible for the

excess can be measured by taking mH as the parameter of interest. All signal shape parameters

are implemented as linear functions of mH , and this linear dependence approximation is validated

with Monte Carlo samples. The signal strength parameter is treated as an unconstrained nuisance

parameter. With this modified likelihood model, the profile likelihood ratio for the mass measure-

ment can be defined as:

−2lnλ(mH) = −2ln
L(mH , µ̂, θ̂)

L(m̂H , ˆ̂µ,
ˆ̂
θ)

(6.17)
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6.2.5.4 Two dimensional measurements

The profile likelihood ratio can also be used to measure two quantities simultaneously. For

example, A and B are two quantities to be measured, and they are taken as the parameters of

interest in the profile likelihood ratio. The test statistic should be:

−2lnλ(A,B) = −2ln
L(A,B, θ̂)

L(Â, B̂,
ˆ̂
θ)

(6.18)

Since there are two parameters of interest, the uncertainty of this measurement is a contour in the

two dimensional plane of A-B. The possible correlation between the measurement of quantity A

and the measurement of quantity B can be revealed from this 2-D measurement. One example is

to measure the mass of the particle and the signal strength parameter simultaneously. In this case,

both mH and µ are parameters of interest, and the profile likelihood ratio is defined as:

−2lnλ(µ,mH) = −2ln
L(mH , µ, θ̂)

L(m̂H , µ̂,
ˆ̂
θ)

(6.19)

Since there are two parameters of interest, the uncertainty of the measurement is presented as

a contour in the 2-D plane of mH-µ. The likelihood ratio values corresponding to 2 degree-of-

freedoms are used to define the 68%, and 95% confidence levels [98].
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6.3 Search procedure and expected analysis performance

6.3.1 The search procedure

The statistical interpretation will be performed for a series of hypothetical Higgs boson masses

mH . This interpretation consists of setting a CLs limit on µ, evaluating the p0-value, and evaluating

the best-fit signal strength µ. The choice of step size between the two nearby Higgs boson mass

hypotheses is related to the mγγ resolution. Searching with a very large step size may potentially

miss a real signal excess located between the two nearby mH hypotheses. On the other hand, if

the step is too small, there is a larger chance to pick up unphysical fluctuations. Given that the

mγγ resolution is about 1.7 GeV, the step size is chosen to be 0.5 GeV, resulting in 81 mH points

to be investigated in the range of 110 GeV ≤ mH ≤ 150 GeV. This range is where the branching

ratio of H → γγ reaches its maximum value and gives competitive sensitivity compared to other

channels, such as H → ZZ(?) → 4l and H → WW (?) → lνlν channels.

6.3.1.1 look − elsewhere effect

The p0-value discussed by far is in fact the “local” p0-value, because it is the probability that the

background fluctuates to give an excess or deficit at a particular mass. It is also legitimate to ask:

what is the probability that the background fluctuates to give an excess or deficit at anywhere in the

mass range being investigated? The answer to this question is the so-called “global” p0-value. It
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is somehow more approporiate to question the global p0-value of an excess as the mH is a priori

unknown.

In Ref. [99], a method to estimate the global p0-value is proposed. Following this method, one

should first obtain the average number of up-crossings Nc at an abitrary reference local signifi-

cance level Z0 from pseudo-experiments. The number of up-crossings is the number of times that

the observed significance as a function of mH crosses a reference significance level in a dataset.

Then, Nc(Zobs), the average number of up-crossings at the observed local significance Zobs can be

extrapolated from the Nc(Z0), and the Nc(Zobs) is the ratio of the global p0-value over the local

p0-value so that the global p0-value can be calculated. In practice, the reference significance level

is usually chosen to be 0, so that the number of up-crossings then reduces to the number of times

that the best fit signal strength crosses 0 upwards in the full mass range being investigated. The

average number of up-crossings can be obtained from pseudo-experiment. In this analysis, the Nc

is found to be about 3.3.

6.3.2 Pseudo-experiments and implementation of the diphoton mass scale un-
certainty

Sec. 6.2.4.1 has shown that the asymptotic approximation is not strictly valid once the diphoton

mass scale uncertainty is implemented. As the breakdown of the asymptotic behavior happens at

the tail part of the test statistic distribution, its impact on the p-value and significance varies for

different observations. The diphoton mass scale uncertainty does not have a clear meaning in
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the absence of an excess in data, and therefore, the likelihood model without the diphoton mass

scale uncertainties is used for the limit setting and the asymptotic formulae is used to derive the

limit. The p0-value is also calculated from the likelihood model without the diphoton mass scale

uncertainties using the asymptotic formulae, and when there is a significance excess in data, the

p0-value is determined from pseudo-experiments with a likelihood model that incorporates the

diphoton mass scale uncertainties.

6.3.3 The expected analysis performance

The expected significance is the significance evaluated on a pseudo-dataset where the data

are in perfect agreement with a SM signal-plus-background hypothesis. The expected limit on

µ is the limit on µ evaluated on a pseudo-dataset where the data are in perfect agreement with a

background-only hypothesis. The typical expected significance and expected CLs limit on µ at a

few benchmark mH are summarized in Table 6.1. The analysis is most sensitive to a Higgs boson

signal with mH ∼ 125 GeV, and the expected significance can be as large as 2.5 σ for a SM Higgs

boson at mH = 125 GeV
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Table 6.1 The expected significance Zexp and the expected 95% CLs limit µup at 9 benchmark
mH points for the

√
s = 7 TeV sample,

√
s = 8 TeV sample, and their combination.

mH (GeV) Combined
√
s = 7 TeV

√
s = 8 TeV

Zexpσ µup Zexpσ µup Zexpσ µup

110 2.08 0.97 1.36 1.52 1.60 1.28
115 2.27 0.88 1.48 1.38 1.74 1.17
120 2.42 0.84 1.58 1.30 1.85 1.10
125 2.47 0.83 1.61 1.29 1.90 1.09
130 2.42 0.86 1.58 1.33 1.86 1.13
135 2.30 0.90 1.50 1.40 1.77 1.19
140 2.11 0.99 1.38 1.53 1.61 1.30
145 1.74 1.17 1.13 1.81 1.33 1.54
150 1.28 1.83 0.84 2.45 0.98 2.08
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Chapter 7

Observation of an excess of events

This chapter reports the observation of an excess of diphoton events in the search analysis

defined in Chapter. 5. The mγγ distributions are presented in Sec. 7.1. The statistics interpreta-

tion is carried out following the procedure defined in Sec. 6.3.1. Sec. 7.2 reports the limit on µ.

Sec. 7.3 reports the p0-value results. Sec. 7.4 reports the best-fit signal strength. Sec. 7.5 reports the

measurement of the mass of the observed excess. Each section also documents additional checks

performed to scrutinize the excess. Sec. 7.6 reports the observation of excesses in the other Higgs

boson search channels, namely, the H → ZZ(?) → 4l and H → WW (?) → lνlν channels, and

the discovery of a new boson established by the statistical combination of all Higgs boson search

analyses.

7.1 The diphoton invariant mass distributions

The mγγ distributions for the 20 categories are shown in Figures 7.1 – 7.5. In each of these

figures, the data distribution is shown as black points with Poisson error bars, the expected back-

ground distribution determined from a background-only fit is shown as a red solid line, and the
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expected signal distribution at mH= 126.5 GeV normalized to the Standard Model prediction is

shown as a dashed line on top of the expected background distribution. The mγγ distribution of

all selected events in the
√
s = 7 TeV and

√
s = 8 TeV samples is shown in in Fig. 7.6. In this

figure, the expected background distribution is a normalization-weighted sum of fitted individual

background PDFs from the 20 categories, and the SM signal distribution is also shown. An excess

of diphoton events at around mγγ ∼ 126 GeV is already discernible.
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Figure 7.1 Background-only fits to the diphoton invariant mass spectra for categories Unconverted
central, low pTt, and Unconverted central, high pTt. The bottom inset displays the residual of
the data with respect to the background fit. The Higgs boson expectation for a mass hypothesis
of 126.5 GeV corresponding to the SM cross section is also shown. All figures on the left side
correspond to the

√
s = 7 TeV data sample and the ones on the right to the

√
s = 8 TeV data

sample
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Figure 7.2 Background-only fits to the diphoton invariant mass spectra for categories Unconverted
rest, low pTt and Unconverted rest, high pTt. The bottom inset displays the residual of the data with
respect to the background fit. The Higgs boson expectation for a mass hypothesis of 126.5 GeV
corresponding to the SM cross section is also shown. All figures on the left side correspond to the
√
s = 7 TeV data sample and the ones on the right to the

√
s = 8 TeV data sample
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Figure 7.3 Background-only fits to the diphoton invariant mass spectra for categories Converted
central, low pTt, and Converted central, high pTt, The bottom inset displays the residual of the
data with respect to the background fit. The Higgs boson expectation for a mass hypothesis of
126.5 GeV corresponding to the SM cross section is also shown. All figures on the left side show
the
√
s = 7 TeV data sample and the ones on the right show the

√
s = 8 TeV data sample.
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Figure 7.4 Background-only fits to the diphoton invariant mass spectra for categories Converted
rest, low pTt and and Converted rest, high pTt. The bottom inset displays the residual of the
data with respect to the background fit. The Higgs boson expectation for a mass hypothesis of
126.5 GeV corresponding to the SM cross section is also shown. All figures on the left side show
the
√
s = 7 TeV data sample and the ones on the right show the

√
s = 8 TeV data sample.
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Figure 7.5 Background-only fits to the diphoton invariant mass spectra for categories Converted
transition and 2-jets. The bottom inset displays the residual of the data with respect to the back-
ground fit. The Higgs boson expectation for a mass hypothesis of 126.5 GeV corresponding to the
SM cross section is also shown. All figures on the left side show the

√
s = 7 TeV data sample

and the ones on the left side show the
√
s = 7 TeV data sample and the ones on the right show the

√
s = 8 TeV data sample.
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Figure 7.6 Invariant mass distribution of diphoton candidates for the combined
√
s = 7 TeV and

√
s = 8 TeV data samples, overlaid with the total background obtained from summing the fitted

background-only models to the distributions in the individual categories. The bottom inset displays
the residual of the data with respect to the total background. The Higgs boson expectation for a
mass hypothesis of 126.5 GeV corresponding to the SM cross section is also shown.

7.2 Exclusion limit

Fig. 7.7 shows the CLs limits for the
√
s = 7 TeV sample,

√
s = 8 TeV sample, and Fig. 7.8

shows the CLs limits for the combination of the two samples.

The expected CLs limit on µ from 7 TeV data ranges between 1.3 and 2.4 in the region of

110 GeV < mH < 150 GeV, and the best expected limit is achieved at mH ∼ 125 GeV. The

expected CLs limit on µ from 8 TeV data ranges between 1.1 and 2.1 in the region of 110 GeV <

mH < 150 GeV, and the best expected limit is achieved at mH ∼ 125 GeV which is consistent
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Figure 7.7 Observed and expected CLs limit on the normalised signal strength as a function of
the assumed Higgs boson mass for the

√
s = 7 TeV (left) and

√
s = 8 TeV (right) analyses. The

dark (green) and light (yellow) bands indicate the expected limits with ± 1 sigma and ± 2 sigma
fluctuations, respectively.

with the analysis at
√
s = 7 TeV. With the two analyses combined, the expected CLs limit ranges

between 0.8 and 1.6, and the SM Higgs boson is expected to be excluded at 95% CL in the range

of 110 GeV ≤ mH ≤ 140.5 GeV. In the observed result of the combination of the two samples,

the observed CLs limit has excluded the SM Higgs boson hypothesis in the regions of 112 GeV

≤ mH ≤ 123 GeV and 132 GeV≤ mH ≤ 143.5 GeV. In the range of 123 GeV< mH < 132 GeV,

where the analysis is most sensitive to a SM Higgs boson, the observed CLs limit on µ is as

large as 2.8. In Fig. 7.8, the highest point in the observed limit curve is beyond the 2 σ upward

uncertainty band of the background-only expectation, indicating the presence of a strong excess

over the background expectation.
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Figure 7.8 Expected and observed CLs limit on the normalised signal strength as a function of
the assumed Higgs boson mass for the combined

√
s = 7 TeV and

√
s = 8 TeV analysis. The

dark (green) and light (yellow) bands indicate the expected limits with ± 1 sigma and ± 2 sigma
fluctuations, respectively.

7.3 The observed p0-value

As explained in Sec. 6.2.4.1, the p0-value is calculated with a likelihood model that does not

incorporate the diphoton mass scale uncertainties. The calculation is done for the
√
s = 7 TeV

sample,
√
s = the 8 TeV sample, and the combination of the two samples using the asymptotic

formulae. These results are shown in Fig. 7.9.

For the
√
s = 7 TeV sample, the smallest p0-value, corresponding to the largest excess, is found

to be 2.4 ×10−4 at mH = 126 GeV. For the
√
s = 8 TeV sample, the smallest p0-value is found to



108

 [GeV]Hm

110 115 120 125 130 135 140 145 150

0
L
o
c
a
l 
p

­710

­6
10

­5
10

­410

­3
10

­210

­110

1

10

σ1

σ2

σ3

σ4

σ5

ATLAS

­1 Ldt = 4.8 fb∫= 7 TeV, sData 2011, 

­1 Ldt = 5.9 fb∫= 8 TeV, sData 2012, 
γγ→SM H

 2011+2012
0

Observed p

 2011+2012
0

Expected  p

 2011
0

Observed p

 2011
0

Epected  p

 2012
0

Observed p

 2012
0

Expected  p

 2011+2012 (with ESS)
0

Observed p

 2011 (with ESS)
0

Observed p

 2012 (with ESS)
0

Observed p

Figure 7.9 The observed p0 is shown as a function of mH for the 7 TeV analysis (blue), 8 TeV
anlysis (red) and the combined analysis (black). The expected p0 curves are also shown in dashed
lines.

be 4.8×10−4 at mH = 127 GeV. In the combination of the
√
s = 7 TeV and

√
s = 8 TeV samples,

the smallest p0-value is found to be 1.7 ×10−6 at mH = 126.5 GeV.

Since significant excesses are seen at mH ∼ 126 GeV in both years’ samples and the combina-

tion, p0-values at around mH = 126.5 GeV is calculated with a likelihood model that incorporates

the diphoton mass scale uncertainties using pseudo-experiments. The pseudo-experiments are gen-

erated at the 5mH values surrounding themH where the largest excess is observed, and this is done

for the
√
s = 7 TeV sample,

√
s = 8 TeV sample and the combination, separately. The observed

p0-values with diphoton mass scale uncertainties from pseudo-experiments are generally larger
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than those calculated from a likelihood model without diphoton mass scale uncertainties. Since

the introduction of the diphoton mass scale uncertainties leads to a greater flexibility in the signal

PDF, it is more likely to pick up fluctuations in pseudo-experiments, and thus it leads to a larger

p0-value. The introduction of diphoton mass scale uncertainties does not change the mH value

where the largest excess is observed.

Based on the likelihood model with diphoton mass scale uncertainties, the largest excess in the

√
s = 7 TeV sample has a p0-value of 3.8 ×10−4, corresponding to 3.4 σ statistical significance,

and the largest excess in the
√
s = 8 TeV sample has a p0-value of 8.0 ×10−4, corresponding to

3.2 σ statistical significance, and the largest excess in the combined analysis has a p0-value of 3.7

×10−6, corresponding to 4.5 σ statistical significance. These p0-values from a likelihood model

incorporating diphoton mass scale uncertainties are considered to be the most accurate quantifica-

tion of the excess and were reported in the Ref. [25]. In the results of the
√
s = 7 TeV sample,

√
s = 8 TeV sample and the combination, the observed significance is always larger than the ex-

pected significance at around mH = 126 GeV. This suggests that the signal strength of the excess

is larger than the SM expected value. Table 7.1 summarizes the p0-value, significance and the cor-

responding mH of the largest excesses observed in the
√
s = 7 TeV sample,

√
s = 8 TeV sample

and the combination.

To estimate the look elsewhere effect , the average number of up-crossings (Nc) is calculated

from pseudo-experiments and is found to be 3.3 at the reference level of Z = 0. The Nc value is
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found be essentially the same for the
√
s = 7 TeV sample,

√
s = 8 TeV sample and the combi-

nation. Using Nc = 3.3, the global significance is found to be 2.3 σ for the
√
s = 7 TeV sample,

2.0 σ for the
√
s = 8 TeV sample, and 3.6 σ for the combination. As the global significance of the

excess at mH = 126.5 GeV in the combination is as large as 3.6 σ, one can conclude this excess is

statistically significant.

Table 7.1 The expected and observed p0-values, statistical significances, and the best-fit signal
strength at the mH of the largest observed excess.

mH (GeV) p0-value Significance Signal strength

observed expected observed expected µ

7 TeV 126 2.4 ×10−4 5.3 ×10−2 3.5 σ 1.6 σ 2.17 ± 0.75
8 TeV 127 4.8 ×10−4 2.9 ×10−2 3.2 σ 1.9 σ 1.74 ± 0.64

combined 126.5 1.7 ×10−6 6.8 ×10−3 4.6 σ 2.5 σ 1.84 ± 0.51

The local p0-value and significance are also calculated for each individual category. Fig. 7.3

and Fig. 7.11 present the individual category’s observed p0-value (significance) as a function of

mH for the
√
s = 7 TeV and

√
s = 8 TeV samples, respectively.

The expected and observed statistical significances are also calculated using an “inclusive”

analysis where the samples are not categorized. In the inclusive analysis, the events in
√
s = 7 TeV

sample and
√
s = 8 TeV sample are separated to correctly assign the systematical uncertainties

which may differ between two samples, i.e., the inclusive analysis still has two categories, one

for
√
s = 7 TeV diphoton events and one for

√
s = 8 TeV diphoton events. The result is shown
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Figure 7.10 The observed local p0-value for each individual category in the
√
s = 7 TeV sam-

ple(left), and the observed local significance for each individual category in the
√
s = 7 TeV

sample(right).
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Figure 7.11 The observed local p0-value for each individual category in the
√
s = 8 TeV sam-

ple(left), and the observed local significance for each individual category in the
√
s = 8 TeV

sample(right).

in Fig. 7.12 and compared to the result from the category analysis. The expected significance of

the inclusive analysis is lower compared to the category analysis as the category analysis is sup-

posed be statistically more sensitive to signal. The observed significance of the inclusive analysis
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at mH = 126 GeV is 3.3 σ, which also suggests the presence of an excess of events. In the

inclusive analysis, the observed significance at mH = 126 GeV is larger than the expected signif-

icance, indicating that the signal strength observed from the inclusive analysis is also larger than

the SM expectation. The observed significance in the inclusive analysis is lower than the observed

significance in the category analysis, which is consistent with the expectation.
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Figure 7.12 Observed and expected local significances obtained with the analysis using the inclu-
sive category, compared with the result using the ten categories, for the combined

√
s = 7 TeV and

√
s = 8 TeV data samples.

The improvement that the categorization introduces to the analysis can be also visualized by

drawing the mγγ distribution with weighted diphoton events, as shown in Fig. 7.13. To plot this

distribution, each event is assigned a weight that is the ln(1+S/B) of the category to which the
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event belongs. The excess at around mγγ ∼ 126.5 GeV is considerably more visible in Fig. 7.13

compared to that in Fig. 7.6
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Figure 7.13 The weighted distribution of invariant mass of diphoton candidates for the combined
√
s = 7 TeV and

√
s = 8 TeV data samples. The weight wi for category i from [1, 10] is defined to

be ln(1 + Si

Bi
), where Si is 90% of the expected signal for mH = 126.5 GeV, and Bi is the integral,

in a window containing Si, of a background-only fit to the data. The values Si/Bi have only a
mild dependence on mH . The result of a fit to the data of the sum of a signal component fixed to
mH = 126.5GeV and a background component described by a fourth-order Bernstein polynomial
is superimposed. The bottom inset displays the residuals of the data with respect to the fitted
background component.
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7.4 Signal strength

The best-fit signal strength is calculated for the
√
s = 7 TeV sample, the

√
s = 8 TeV sample,

and their combination. Fig. 7.4 shows the best-fit signal strength results from the 7 TeV and 8 TeV

samples, and Fig. 7.14 shows the best fit signal strength for the combined analysis.
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Figure 7.14 Best fit value for the signal strength as a function of the assumed Higgs boson mass
for the

√
s = 7 TeV (left) and

√
s = 8 TeV (right) analyses.

Over the range of 110 GeV < mH < 150 GeV, the observed best-fit signal strength fluctuates

around µ = 0, reflecting the statistical fluctuations in data. In the region around mH = 126 GeV,

there is an upward deviation from µ = 0 in all of the
√
s = 7 TeV sample,

√
s = 8 TeV sample and

their combination. The right plot in Fig. 7.15 also presents an “injection” test: the signal strength

is measured from a pseudo-dataset that is in perfect agreement with a SM Higgs at mH 126.5 GeV

signal-plus-background hypothesis. The observed best-fit signal strength curve from the artificial

data behaves similarly to the observed curve from the real data at around mH 126.5 GeV. One
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Figure 7.15 Best fit value for the signal strength as a function of the assumed Higgs boson mass
for the combined analysis (left). The expected signal strength as a function of mH when a SM
Higgs boson signal with mH = 126.5 GeV is injected (right).

feature in both plots of Fig. 7.15 is that on the two sides of the excess region (mH ∼ 126 GeV), the

best-fit signal strengths are negative. As shown in the injection test plot, this is a feature of the fit

machinery. When a real excess is present in data, the background expectation for mH ∼ 120 GeV

or 133 GeV is lifted by the excess at around mH = 126 GeV, leading to a negative fitted signal

strength. The observed best-fit signal strengths at the mH of the largest excesses for the three

analyses are summarized in Table 7.2.

The best-fit signal strength is also evaluated for all 20 individual categories to help understand

each category’s contribution to the excess observed in the individual year’s analysis and the com-

bined analysis. Fig. 7.4 summarizes the best-fit signal strength for individual categories at mH=

126.5 GeV, and Fig. 7.4 summarizes the best-fit signal strength from a combination of the same

category in two years’ samples.
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Table 7.2 The observed best-fit signal strengths at mH = 126 GeV, 126.5 GeV and 127 GeV for
the
√
s = 7 TeV sample,

√
s = 8 TeV sample and the combination.

Analysis mH (GeV)

126 126.5 127

7 TeV 2.2 ± 0.8 2.1 ± 0.7 2.0 ± 0.7
8 TeV 1.5 ± 0.6 1.7 ± 0.6 1.8 ± 0.6

combination 1.8 ± 0.5 1.8 ± 0.5 1.8 ± 0.5
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Figure 7.16 Best fit value for the signal strength in the different categories at mH = 126.5 GeV for
the
√
s = 7 TeV (left) and the

√
s = 8 TeV (right) data sample. The blue band corresponds to the

error of the combined result.

7.5 Measurement of the mass of the excess

As the “search” for a SM Higgs boson in the diphoton final state is carried out with limited

granularity in mH , the mH = 126.5 GeV where the largest excess is observed in the combination

is not necessarily the mass of the excess. To best determine the mass of the particle responsible for
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Figure 7.17 Best-fit signal strength from a combination of the same category in two years’ samples.

the observed excess, a dedicated mass measurement needs to be performed with a profile likelihood

ratio of mH .

In the mass measurement test statistic, the mH is the parameter of interest, and the signal

strength µ is treated as a nuisance parameter. Following the procedure described in Sec. 6.2.5.3,

profile likelihood ratio scans on mH are performed for the
√
s = 7 TeV sample,

√
s = 8 TeV

sample and their combination, and these scan curves are shown in Fig. 7.18. The minima in

these curves correspond to the best-fit mH values, and the uncertainties of these measurements are

determined by the mH values that deviates from the minimum mH by −2∆lnλ(mH) = 1.

The measured mass from the
√
s = 7 TeV sample is found to be:

mH = 126.2± 0.55(stat)± 0.58(syst) GeV, (7.1)
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Figure 7.18 The profile likelihood ratio −2lnλ(mH) curves for the
√
s = 7 TeV sample,

√
s = 8 TeV sample and the combination.

and the measured mass from the
√
s = 8 TeV sample is found to be:

mH = 127.1± 0.65(stat)± 0.51(syst) GeV (7.2)

The measured mass from the combination is:

mH = 126.6± 0.41(stat)± 0.51(syst) GeV (7.3)

Fig. 7.19 shows a two dimensional measurement of mH and µ where the best-fit values of mH

and µ from a simultaneous fit are shown. Multiple uncertainty contours are also plotted in Fig. 7.19

to show the impact of the systematical uncertainties on the measurement ofmH and µ. The removal

of the diphoton mass scale uncertainties from the measurement squeezes the uncertainty contours

horizontally, and the removal of uncertainties on the signal yield and the diphoton mass resolution

uncertainty squeezes the uncertainty contours vertically. These changes and the orientation of
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the contours suggest that the measurement of mH and the measurement of µ are not strongly

correlated.
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Figure 7.19 Confidence interval contours for the H → γγ channel in the (µ, mH) plane. The
68% CL contours for the case where all systematic uncertainties are included (solid black), the
case where the diphoton mass scale uncertainty is removed (dashed red), and the case where all
systematic uncertainties are removed (dashed blue), are shown.

7.6 Observation of excess in other channels and the combined Higgs boson
searches

As reported in Ref. [25], the 4.8 fb−1
√
s = 7 TeV data and 5.9 fb−1

√
s = 8 TeV data collected

by the ATLAS experiment are also analyzed for the search for the SM Higgs boson decaying to

ZZ in the 4-lepton final state and the search for the SM Higgs boson decaying to WW in the lνlν
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final state. Fig. 7.20 [25] shows the observed p0-values in the 4-lepton analysis, γγ analysis and

the lνlν analysis. The largest excess observed in the 4-lepton final state is found to be 3.6 σ at

mH = 125 GeV, and the largest excess observed in the lνlν final state is found to be 2.8 σ at

mH = 125 GeV [25]. The H → γγ, H → ZZ(∗) → 4l and H → WW (?) → lνlν analyses

are combined with the searches for the SM Higgs boson in bb̄ and ττ final states from the ATLAS

experiment [100]. Fig. 7.21 [25] shows the p0-value as a function of mH from the combination of

SM Higgs boson searches. The combined analysis shows clear and convincing evidence for the

production of a neutral boson with a measured mass of 126.0 ± 0.4 (stat) ± 0.4 (sys) GeV. This

observation has a local statistical significance of 5.9 σ, corresponding to a p0-value of 1.7× 10−9.

Fig. 7.22 [25] shows the best-fit signal strength values from all five SM Higgs boson searches

and the combined search at mH = 126 GeV. The best-fit signal strength from the combination is

1.4± 0.3 at mH = 126 GeV
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Figure 7.20 The observed local p0 as a function of the hypothesized Higgs boson mass for the (a)
H → ZZ(∗) → 4l, (b) H → γγ and (c) H → WW (?) → lνlν channels. The dashed curves show
the expected local p0 under the hypothesis of a SM Higgs boson signal at that mass. Results are
shown separately for the

√
s = 7 TeV data (dark blue), the

√
s = 8 TeV data (light red), and their

combination (black).
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production signal at that mass. The horizontal dashed lines indicate the p-values corresponding to
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Chapter 8

Measurement of the properties of the newly observed boson

8.1 Overview

This chapter presents measurements of the new particle’s mass, signal strength and the signal

strengths of major production modes in the H → γγ channel. A comprehensive measurement of

the properties of this new particle should be performed with a combination of information provided

by all relevant Higgs boson decay channels. Nevertheless, measurements in the H → γγ channel

are important building blocks of the combined measurement. These measurements are performed

with 4.8 fb−1 data at
√
s = 7 TeV and 20.7 fb−1 data at

√
s = 8 TeV. The

√
s = 8 TeV part of

the analysis is changed with respect to the one presented in Chapeter. 5. The new categorization

of the
√
s = 8 TeV sample is introduced in Sec. 8.2. Sec. 8.3 describes the systematical uncer-

tainties used for the
√
s = 8 TeV part of the “measurement” analysis. Sec. 8.4 presents the mγγ

distributions for the 14 categories of diphoton events of
√
s = 8 TeV defined in the measure-

ment analysis. Sec. 8.5 reports the statistical significance of the excess in the full data sample. In

Sec. 8.6, the measurement of the new particle’s mass with the full data samples is presented. In
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Sec. 8.7, the measurement of the new particle’s signal strength with the full data samples is pre-

sented. In Sec. 8.8, the measurement of the strength parameters for individual production modes

with the full data samples is presented. Sec. 8.9 reports the major measurements performed in the

combination of the H → γγ, H → ZZ(?) → 4l and H → WW (?) → lνlν channels and also the

measurement relevant to the H → γγ channel.

8.2 The “measurement” analysis

Since the discovery of the new particle in July, 2012, changes have been made to the analysis

of 8 TeV data in order to improve the sensitivity to individual production modes, in particular, the

VBF and VH production modes. Three categories that cover the leptonic, hadronic and invisible

decay final states of the weak boson in the VH signals are introduced. The high mass 2-jet selection

in the
√
s = 8 TeV sample is re-optimized with a multivariate discriminant, and now the high

mass 2-jet category is split into two categories. The pTt-η-conversion categories that constrain the

normalization of ggF production are kept the same as the “search” analysis.

8.2.1 VH categories

For mH ∼ 125 GeV, approximately 5% of Higgs bosons produced at the LHC come from VH

production, of which 3% are WH production and 2% are ZH production. With 20.7 fb−1 data at

√
s = 8 TeV, the expected number of VH signal events is ∼ 4.2 after the diphoton event selection.

The presence of a weak boson in the H → γγ event provides additional discriminating variable to
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suppress background events and also unique event topologies to separate VH signal events from

signal events produced from other production modes.

Three event topologies are considered for categorizing diphoton events:

• Diphoton events with at least one additional lepton. Such events mainly come from WH/ZH

signal where the weak boson decays leptonically. In principle, additional requirements on

Emiss
T or the presence of a second lepton with the same flavor and opposite charge can be

added. However, the number of events after the one-lepton requirement is very low. Further

applying topological cuts increases the S/B at a cost of losing statistical power.

• Diphoton events with large missing transverse energy (Emiss
T ). Such events primarily come

from the ZH signal where the Z boson decays to neutrinos. Events from the WH signal

where W decays leptonically can also be selected if the lepton is a τ lepton or not properly

reconstructed in the event.

• Diphoton events with two additional jets where the characteristics of the two jets are consis-

tent with those of two jets decaying from a weak boson. Specifically, the invariant mass of

the dijet system should be close to W boson mass and Z boson mass; these two jets should not

be widely separated in pseudo-rapidity. In addition, the diphoton system should be boosted.

The categories selecting such VH event topologies are described below.
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8.2.1.1 One lepton category

This category is defined to select VH signal events where the vector boson decays leptonically.

The diphoton events must have at least one lepton. If the additional letpon is an electron, two

more requirements are applied to reject the contamination from Z → e+e− events. First, the

invariant mass of the electron and any of the two leading photons should not be in the window

between 84 GeV and 94 GeV; second, neither of the two photons should be matched to an electron

candidate that passes the electron identification selection.

8.2.1.2 Emiss
T significance category

The Emiss
T significance of the diphoton events must be greater than 5. To reject diboson back-

grounds, it is required that neither of the two photons is matched to an electron candidate that

passes the electron identification selection.

8.2.1.3 Low mass two-jet category

This category is defined to select the VH events where the vector boson decays hadronically.

The diphoton events are required to have two additional jets. The pseudo-rapidity separation be-

tween the two jets, |∆ηjj|, must be less than 3.5, and the invariant mass of the two jets must be

between 60 GeV and 110 GeV. The difference in pseudo-rapidity between the diphoton system and

dijet system, ∆ηγγ,jj , must be less than 1. The pTt of diphoton system must be larger than 70 GeV.
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8.2.2 High mass two-jet (VBF-enriched) categories

The “measurement” analysis uses a Boost-Decison-Tree (BDT) [101] based multivariate dis-

criminant to define two high mass two-jet categories, one with more stringent requirements on the

multivariate discriminant and one with looser requirement.

This BDT discriminant is built with the following variables: ∆ηjj , the pseudo-rapidity gap

between the two jets, mjj , the invariant mass of the dijet system, ηj1, the pseudo-rapidity of the

leading jet, ηj2, the pseudo-rapidity of the subleading jet, ∆φγγ,jj , the difference in φ direction

between the diphoton system and the dijet system, pTt of the diphoton system, η∗ = ηγγ − ηj1+ηj2
2

,

the difference between the pseudo-rapidity of the diphoton system and the average pseudo-rapidity

of the two jets [102], and the minimal ∆Rγ,jet of any possible combination of photon and jet.

In the training of the BDT discriminant, the vector boson fusion Higgs boson sample at mH =

125 GeV is used as the signal sample, and a combination of Monte Carlo sample and data control

sample is used as the background sample. The irreducible γγ background is modeled by the

SHERPA Monte Carlo, and the reducible backgrounds of γ-jet and multi-jets are modeled by a data

control region that is defined as a sample of diphoton events where at least one photon candidate

fails the isolation requirement. The irreducible and reducible backgrounds are normalized to their

fractions determined from a data driven method [70, 71].

The BDT response distributions from vector boson fusion signal, gluon fusion signal and back-

ground samples are shown in Fig. 8.1. The BDT response not only provides discriminating power
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for vector boson fusion signal events over background events, but also provides separation power

between the VBF signal events and the ggF signal events. This variable is used to define high mass

2-jet categories in the “measurement” analysis.
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Figure 8.1 The response of the VBF BDT to the VBF signal sample, to the ggF signal sample, and
to the expected background after selection cuts,

The BDT response distributions from background Monte Carlo sample and data sample are

compared in Fig. 8.2. Due to the low S/B of the γγ+2 jets sample, the data distribution can be

seen as dominated by background events, and hence is compared to the distribution of background

Monte Carlo sample. There is a reasonably good agreement between the two distributions, which

indicates that the training is likely to be optimal because the background is well modeled by the

Monte Carlo samples. It is also noteworthy that the extent to which the two distributions agree
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does not play a role in the analysis because the background expectation at a hypothesized Higgs

boson mass is determined by a fit of mγγ distributions and does not depend on the prediction from

the background Monte Carlo sample.
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Figure 8.2 The response of the VBF BDT to the data in the signal sidebands (excluding the mγγ in
[120-130] GeV region) and to the expected background after selection cuts, normalized to unity.

8.2.2.1 Two-jet BDT loose and tight categories

Two categories are defined by the BDT response described in Sec. 8.2.2 to select VBF signal

events. First, a tight high mass 2-jet category is defined by requiring the BDT response be larger

than 0.74 in the diphoton events. Then, a loose high mass 2-jet category is defined by requiring the

BDT response be between 0.44 and 0.74.
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8.2.3 Summary information of the 14 categories of the 8 TeV sample

Table 8.1 summarizes the signal mass resolution, number of observed events, number of ex-

pected signal events (NS), number of expected background events (NB), and signal to background

ratio (NS/NB) in a mass window around mH = 126.5 GeV (containing 90% of the expected sig-

nal events) in each category and the inclusive sample for the “measurement” analysis. Event yield

information in Table 8.1 is normalized to 20.7 fb−1.

The expected number of signal events normalized to the integrated luminosity and the fraction

of each production mode in each category are shown in Table 8.2. The highest fraction of VH

signal events is found to be ∼ 82% in the Emiss
T category, followed by the one-lepton category that

gives a VH fraction of ∼ 78%. The VH signal fraction is ∼ 48% in the low mass two-jet category,

noticeably higher than that in the pTt-η-convserion categories and high mass 2-jet categories.

8.3 Systematic uncertainties for the “measurement” analysis

For most systematic uncertainties, the treatment and estimation method follow are the same as

those used for the “search” analysis.

8.3.1 Yield uncertainty

• Luminosity uncertainty. The 2011 luminosity uncertainty is 1.8% and the 2012 luminosity

uncertainty is 3.6% [79].

• Trigger efficiency uncertainty. The trigger efficiency uncertainty is 0.5% per event.
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Table 8.1 Signal mass resolution (σCB), number of observed events, number of expected sig-
nal events (NS), number of expected background events (NB) and signal to background ratios
(NS/NB) in a mass window around mH = 126.5 GeV containing 90% of the expected signal for
each of the 14 categories of the

√
s = 8 TeV data analysis. The numbers of background events are

obtained from the background + signal fit to the mγγ data distribution.

√
s 8 TeV

Category σCB( GeV ) Observed NS NB NS/NB

Unconv. central, low pTt 1.50 911 46.6 881 0.05
Unconv. central, high pTt 1.40 49 7.1 44 0.16

Unconv. rest, low pTt 1.74 4611 97.1 4347 0.02
Unconv. rest, high pTt 1.69 292 14.4 247 0.06
Conv. central, low pTt 1.68 722 29.8 687 0.04

Conv. central, high pTt 1.54 39 4.6 31 0.15
Conv. rest, low pTt 2.01 4865 88.0 4657 0.02

Conv. rest, high pTt 1.87 276 12.9 266 0.05
Conv. transition 2.52 2554 36.1 2499 0.01

Loose High-mass two-jet 1.71 40 4.8 28 0.17
Tight High-mass two-jet 1.64 24 7.3 13 0.57

Low-mass two-jet 1.62 21 3.0 21 0.14
Emiss
T significance 1.74 8 1.1 4 0.24

One-lepton 1.75 19 2.6 12 0.20

Inclusive 1.77 14025 355.5 13280 0.03

• Photon identification efficiency uncertainty. The uncertainty of photon identification effi-

ciency in the
√
s = 8 TeV sample is reduced to 2.4%.

• Isolation efficiency uncertainty. The isolation efficiency uncertainty is estimated to be 1%

per event.
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Table 8.2 Fraction of expected signal events per category at mH = 126.5 GeV and
√
s = 8 TeV

and the breakdown by production process.

Category Events gg → H [%] VBF [%] WH [%] ZH [%] ttH [%]

Unconv. central, low pTt 51.8 93.7 4.0 1.4 0.8 0.2
Unconv. central, high pTt 7.9 79.3 12.6 4.1 2.5 1.4
Unconv. rest, low pTt 107.9 93.2 4.0 1.6 1.0 0.1
Unconv. rest, high pTt 16.0 78.1 13.3 4.7 2.8 1.1
Conv. central, low pTt 33.1 93.6 4.0 1.3 0.9 0.2
Conv. central, high pTt 5.1 78.9 12.6 4.3 2.7 1.5
Conv. rest, low pTt 97.8 93.2 4.1 1.6 1.0 0.1
Conv. rest, high pTt 14.4 77.7 13.0 5.2 3.0 1.1
Conv. transition 40.1 90.7 5.5 2.2 1.3 0.2
Loose high-mass two-jet 5.3 45.0 54.1 0.5 0.3 0.1
Tight high-mass two-jet 8.1 23.8 76.0 0.1 0.1 0.0
Low-mass two-jet 3.3 48.1 3.0 29.7 17.2 1.9
Emiss
T significance 1.3 4.1 0.5 35.7 47.6 12.1

One-lepton 2.9 2.2 0.6 63.2 15.4 18.6

All categories (inclusive) 395.0 88.0 7.3 2.7 1.5 0.5

• Diphoton selection efficiency uncertainty due to the photon energy scale uncertainty.

The uncertainty of diphoton event selection introduced by the photon energy scale uncer-

tainty is estimated to be 0.25%.

• Theoretical uncertainties on cross section and branching ratio. These uncertainties are

treated in the same way as the “search” analysis.
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• The QCD scale uncertainty on the ggF cross section in jet bins The uncertainty resulted

from missing higher order calculations has been estimated with a new method [103], based

on the MCFM [104] calculation. The new procedure estimates the uncertainty on ggF cross

section by studying the variation in the distribution of the infrared sensitive variable ∆φγγ,jj

after the high mass 2-jet categories’ selection. The resulting uncertainty on the ggF signal

yield is found to be 48% in the tight high mass 2-jet category and 28% in the loose high mass

2-jet category. For the low mass 2-jet category, the uncertainty on the ggF yield is evaluated

from MCFM and found to be 30%.

• The material mis-modeling uncertainty. This uncertainty is not changed with respect to

the “search” analysis.

• The pTt categorization uncertainty due to uncertainty on the Higgs boson pT model-

ing. The estimation procedure is not changed with respect to the “search” analysis and it is

applied to the new categorization. The uncertainty is found to be 1.3% on the low-pTt cate-

gories, 10.2% on the high-pTt categories, 10.4% on the tight high mass 2-jet category, 8.5%

on the loose high mass 2-jet category, 2.0% on the Emiss
T significance category and 4.0% on

the one-lepton category.
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• The jet energy scale uncertainty. The jet energy scale uncertainty is about 11.8% (10.7%)

for the tight high mass (loose) 2-jet category, 6.7% for the low mass 2-jet category, and 0.7%

for other categories.

• The jet energy resolution uncertainty. The jet energy resolution uncertainty is found to

be 3.8% (3.4%) on the tight high mass (loose) 2-jet category, 3.4% on the low mass 2-jet

category and 0.9% on all other categories.

• The underlying event uncertainty The uncertainty resulted from the modeling of underly-

ing event is estimated by comparing the event yields and distributions in simulation samples

with and without multi-parton interaction (MPI). The default underlying event tune used for

the Monte Carlo sample is the AU2-CT10 [105]. This uncertainty mainly affects the 2-jet

categories and is found to be 8.8% on the ggF, VH and ttH normalizations in the tight high

mass 2-jet category, and 2% on the VBF normalization in the tight high mass 2-jet category,

12.8% on the ggF, VH and ttH normalizations in the loose high mass 2-jet category, and

3.3% on the VBF normalization in the loose high mass 2-jet category, 12% on the ggF, VH

and ttH normalizations in the low mass 2-jet category, and 3.9% on the VBF normalization

in the low mass 2-jet category.

• The systematical uncertainty on the modeling of the ∆φγγ,jj distribution. This is a new

uncertainty as the training of the BDT discriminant uses the ∆φγγ,jj variable as one of the
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inputs. The ∆φγγ,jj of the ggF signal is modeled by POWHEG at NLO QCD accuracy.

The POWHEG distributions are reweighted to those from LO SHERPA sample with matrix

element matching for up to three patrons in the final state. The resulting variation in the ggF

signal yields in the high mass 2-jet categories is taken as the uncertainty. This uncertainty is

found to be 12.1% (8.5%) for the tight high mass (loose) 2-jet category.

• The systematical uncertainty on the modeling of the η? distribution. This uncertainty

also arises from the training of BDT discriminant. The jet distributions from the POWHEG

ggF signal sample are reweighted to those from MCFM. The resulting variation in the ggF

signal yield in the high mass 2-jet categories is taken as the uncertainty. This uncertainty is

found to be 7.6% (6.2%) for the tight high mass (loose) 2-jet category.

• The jet-vertex-fraction uncertainty. The JVF uncertainty is found to be 0.3% (0.2%) for

ggF (VBF) in the loose high mass 2-jet category, and 2.3% (2.4%) for ggF (VBF) in the low

mass 2-jet category.

• The uncertainties on the electron and muon reconstruction efficiency. The electron re-

construction and identification efficiency uncertainty is found to be less than 1% on the VH

and ttH signal yields in the one-lepton category. The uncertainty on the VH and ttH signal

yields in the one-lepton category from the electron energy scale and resolution uncertainties

is found to be less than 1% on the VH and ttH signal yields in the one-lepton category. The
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uncertainty on the VH and ttH signal yields in the one-lepton category from the muon re-

construction efficiency uncertainty and tracker resolution uncertainty is found to be less than

1%.

• Emiss
T uncertainties. The Emiss

T uncertainties are estimated by shifting the transverse energy

of each contributing object in the reconstruction of Emiss
T up and down within their respec-

tive uncertainties. The resulting uncertainty on the signal yields in the Emiss
T significance

category is 66.4% for the ggF signal, 30.7% for the VBF signal, and 1.2% for the VH and

ttH signal.

8.3.2 Diphoton mass resolution and scale systematic uncertainties

Resolution uncertainty. Additional uncertainty is assigned to cover the observed difference in

the Z → ee shape between data and MC. This leads to a total mγγ resolution uncertainty between

14% and 23% depending on the category.

The diphoton mass scale uncertainties. The diphoton mass scale uncertainties are re-evaluated

and summarized in Table 8.3. In addition, about 0.35% mass scale uncertainty due to the potential

mis-modeling of the background is identified and assigned to all categories as a correlated mass

scale uncertainty.
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Table 8.3 2012 uncertainty on peak position due to energy scale uncertainties, in different cate-
gories

Category Method Material Material Presampler Presampler
low η (|η| < 1.8) high η (|η| > 1.8) Barrel Endcap

Inclusive ±0.34% ±0.39% ±0.06% ±0.10% ±0.01%
Unconverted Central Low-pTt

±0.30% ±0.26% - ±0.10% -
Unconverted Central High-pTt

±0.31% ±0.26% - ±0.11% -
Unconverted Rest Low-pTt

±0.35% ±0.47% ±0.10% ±0.16% ±0.02%
Unconverted Rest High-pTt

±0.35% ±0.49% ±0.08% ±0.18% ±0.01%
Converted Central Low-pTt

±0.31% ±0.19% - ±0.03% -
Converted Central High-pTt

±0.31% ±0.20% - ±0.07% -
Converted Rest Low-pTt

±0.35% ±0.31% ±0.09% ±0.05% -
Converted Rest high-pTt

±0.35% ±0.39% ±0.11% ±0.08% -
Converted Transition ±0.38% ±0.71% ±0.07% ±0.05% ±0.06%
loose high mass 2-jet ±0.33% ±0.41% ±0.07% ±0.10% -
tight high mass 2-jet ±0.33% ±0.38% ±0.03% ±0.13% -

Low Mass 2-jet ±0.33% ±0.43% ±0.06% ±0.12% -
EmissT significance ±0.34% ±0.39% ±0.05% ±0.12% -

One-lepton ±0.34% ±0.40% ±0.07% ±0.10% -

8.3.3 The background mγγ modeling uncertainty

The background function selection procedure is performed for all 14 categories of the “mea-

surement” analysis and the background modeling uncertainty is also evaluated for the 14 chosen

background functions. Table 8.4 summarizes the selected background function and the assigned

modeling uncertainty in the unit of number of events.

8.4 The diphoton invariant mass distributions with 20.7 fb−1
√
s = 8 TeV data

The mγγ distributions for the 14 categories from 20.7 fb−1
√
s = 8 TeV data are shown in

Fig. 8.3, Fig. 8.4, Fig. 8.5, and Fig. 8.6.



139

Table 8.4 Systematic uncertainty on the number of fitted signal events due to the background model
for the

√
s = 7 TeV (10 categories) and

√
s = 8 TeV (14 categories) analyses. Three different

background models are used depending on the category: an exponential function; a fourth order
polynomial; and the exponential of a second order polynomial.

Category Parametrisation Uncertainty [Nevt]√
s = 7

√
s = 8

Inclusive 4th order pol. 7.3 12.0

Unconverted central, low pTt Exp. of 2nd order pol. 2.1 4.6
Unconverted central, high pTt Exponential 0.2 0.8
Unconverted rest, low pTt 4th order pol. 2.2 11.4
Unconverted rest, high pTt Exponential 0.5 2.0
Converted central, low pTt Exp. of 2nd order pol. 1.6 2.4
Converted central, high pTt Exponential 0.3 0.8
Converted rest, low pTt 4th order pol. 4.6 8.0
Converted rest, high pTt Exponential 0.5 1.1
Converted transition Exp. of 2nd order pol. 3.2 9.1
Loose high-mass two-jet Exponential 0.4 1.1
Tight high-mass two-jet Exponential - 0.3
Low-mass two-jet Exponential - 0.6
Emiss
T significance Exponential - 0.1

One-lepton Exponential - 0.3

8.5 Excess observed in the full data set

The observed and expected p0-values calculated from the 4.8 fb−1 data at
√
s = 7 TeV and

20.7 fb−1 data at
√
s = 8 TeV are shown in Fig. 8.7. The likelihood model used for this p0-value

calculation does not incorporate the diphoton mass scale uncertatineis. The largest excess is ob-

served at mH = 126.5 GeV, and the observed p0-value of this excess is 8.9× 10−14, corresponding
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Figure 8.3 Background-only fits to the diphoton invariant mass spectra for categories. The bot-
tom inset displays the residual of the data with respect to the background fit. The Higgs boson
expectation for a mass hypothesis of 126.8 GeV corresponding to the SM cross section is also
shown.

to a statistical significance of 7.4 σ. With this observation, the diphoton final state by itself can

establish the discovery of this new boson.
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Figure 8.4 Background-only fits to the diphoton invariant mass spectra for categories. The bot-
tom inset displays the residual of the data with respect to the background fit. The Higgs boson
expectation for a mass hypothesis of 126.8 GeV corresponding to the SM cross section is also
shown.

8.6 Determination of the mass

The mass of the new boson is measured with full 2011 and 2012 datasets, and the measurement

result is:

mH = 126.8± 0.2(stat)± 0.7(syst) GeV (8.1)
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Figure 8.5 Background-only fits to the diphoton invariant mass spectra for categories. The bot-
tom inset displays the residual of the data with respect to the background fit. The Higgs boson
expectation for a mass hypothesis of 126.8 GeV corresponding to the SM cross section is also
shown.

8.7 Determination of the signal strength

The signal strength measurement is carried out at the measured mass mH = 126.8 GeV. The

best fit µ value is found to be:

µ = 1.57+0.32
−0.28 (8.2)
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Figure 8.6 Background-only fits to the diphoton invariant mass spectra for categories. The bot-
tom inset displays the residual of the data with respect to the background fit. The Higgs boson
expectation for a mass hypothesis of 126.8 GeV corresponding to the SM cross section is also
shown.

The uncertainty of this measurement is further broken down to the statistical uncertainty, sys-

tematic uncertainty and theoretical uncertainty using the procedure described in Sec. 6.2.5.2, and

this is shown in Eq. 8.3.

µ = 1.57± 0.22(stat)± 0.17(syst)± 0.14(theory) (8.3)

The theory uncertainty includes the QCD scale uncertainty of all signal production modes

except the ggF+2jets uncertainties, PDF uncertainty and branching ratio uncertainties. These un-

certainties affect the prediction of the total signal yields. Other uncertainties that are of theoretical

nature but are related to the specific way that the analysis is designed, e.g., the Higgs boson pT

modeling, ggF+2jets uncertainties, etc., are classified as systematic uncertainty.
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Figure 8.7 The observed p0 is shown as a function of mH for the 7 TeV analysis (blue), 8 TeV
analysis (red) and the combined analysis (black). The expected p0 curves are also shown in dashed
lines.

The largest contribution to the systematic uncertainty comes from the mγγ resolution uncer-

tainty. To illustrate the impact that the mγγ resolution uncertainty has on the measurement of µ, a

test measurement of µ is performed on two sets of S+B Asimov data1, one generated with a res-

olution smaller than the nominal mγγ resolution used in the analysis, and the other one generated

with a resolution larger than the nominal mγγ resolution. In this measurement, the nominal value

of mγγ resolution is used to construct the PDF. It is found that an underestimated mγγ resolution

1Asimov data is a dataset that perfectly agrees with a given hypothesis and the result obtained from the Asimov
data is the expected result corresponding to the given hypothesis. The Asimov data is usually generated as weighted
events from the PDF of the given hypothesis.
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can lead to a measured µ value that is smaller than its true value, while an overestimated mγγ res-

olution can lead to a measured µ value that is higher than its true value. Among the experimental

uncertainties on the signal yield prediction, the luminosity uncertainty and photon identification

uncertainty are the dominant uncertainties.

8.7.1 Quantify the deviation from the Standard Model prediction

To quantify the compatibility between the measured µ value and the SM prediction, a new test

statistic is constructed:

q1 = −2lnλ(µ) = −2ln
L(µ)

L(µ̂)
(8.4)

where µ in the numerator is fixed to 1. The test statistic can be used to report the significance on

the observed µ value’s deviation from the Standard Model prediction. This deviation is found to

be at the level of 2.1 σ.

8.8 Towards measuring the coupling

Measuring the individual production mode’s contribution in H → γγ channel is an intermedi-

ate step towards understanding the coupling between the new particle and other elementary parti-

cles. In H → γγ channel, the observables are the strength parameter of the cross section of a pro-

duction mode i timesH → γγ branching ratio, defined as (σi,obs×BRobs)/(σi,SM×BRSM), where

σi,obs(σi,SM ) is the observed (SM expected) cross section for production mode i andBRobs(BRSM )

is the observed (SM expected) branching ratio for H → γγ. Because the production cross section
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and the branching ratio cannot be measured separately from H → γγ channel alone, the product

of them is the only observable.

The measurement analysis has 10 categories from
√
s = 7 TeV data and 14 categories from

√
s = 8 TeV data, and this provides 24 constraints on the signal yields. These constraints can be

used to perform various measurements of signal strengths of individual production modes. The

idea of such a measurement is illustrated below.

The background-subtracted event yields of the 24 categories at mH = 126.8 GeV can be de-

noted as a vector {Oi} where i is the index of category. Similarly, the expected signal yields of

the 24 categories at the same mH can be denoted as a vector {Si}. The effect of a simultaneous

fit where µ is the parameter of interest is similar to minimizing the difference between {Oi} and

µ× {Si} although the fit is driven by maximizing the log likelihood value.

The expected signal yields {Si} can be decomposed to a linear combination of the individual

production mode’s expected signal yields {Sl,i} (l is the index of the production mode):

S1

S2

...

S24


= µggF ×



SggF,1

SggF,2

...

SggF,24


+ µttH ×



SttH,1

SttH,2

...

SttH,24


+ µV BF ×



SV BF,1

SV BF,2

...

SV BF,24


+ µV H ×



SV H,1

SV H,2

...

SV H,24


In the SM expectation, the strength parameters µggF , µV BF , µV H and µttH have a value of 1. Since

the number of constraints from data is 24, these four strength parameters can be determined from
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data if {SggF,i}, {SV BF,i}, {SV H,i} and {SttH,i} are linearly independent. For a hypothetical fit

where the parameters of interests are µggF , µV BF , µV H and µttH , the fit effectively minimizes the

difference between {Oi} and µggF×{SggF,i}+µV BF×{SV BF,i}+µV H×{SV H,i}+µttH×{SttH,i}.

Tables 5.3 and 8.2 summarize the information of {Sl,i} and suggest the four {Sl,i} vectors are

linearly independent.

8.8.1 The µggF+ttH-µV BF+V H Model

In this analysis, the expected signal yields of the ttH process is very small and no category

is dedicated to selecting ttH signal events. The uncertainty of the µttH measurement is therefore

expected to be very large. In a simplified model, the strength parameters of ggF and ttH processes

are merged as these two processes both concern the coupling between the Higgs boson and top

quarks and hence the signal strengths of the two processes are assumed to scaled together. The

same argument can be applied to the VBF and VH processes both of which concern the coupling

between the Higgs boson and weak bosons. In this simplified model, the expected signal yields

{Si} can be decomposed as follows:

S1

S2

...

S24


= µggF+ttH ×



SggF+ttH,1

SggF+ttH,2

...

SggF+ttH,24


+ µV BF+V H ×



SV BF+V H,1

SV BF+V H,2

...

SV BF+V H,24


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One should have:

SggF+ttH,i = SggF,i + SttH,i;

SV BF+V H,i = SV BF,i + SV H,i

and the fit effectively minimizes the difference between {Oi} and µggF+ttH × {SggF+ttH,i} +

µV BF+V H × {SV BF+V H,i}. The two parameters of interests can be explicitly written as:

µggF+ttH =
(σggF + σttH)obs
(σggF + σttH)SM

· BRobs

BRSM

(8.5)

and

µV BF+V H =
(σV BF + σV H)obs
(σV BF + σV H)SM

· BRobs

BRSM

. (8.6)

The profile likelihood ratio constructed on these two parameters of interest is:

−2lnλ(µggF+ttH , µV BF+V H) = −2ln
L(µggF+ttH , µV BF+V H)

L( ˆµggF+ttH , ˆµV BF+V H)
(8.7)

The measurement with this model is shown in Fig. 8.8, and the best fit point of (µggF+ttH , µV BF+V H)

is (1.5,1.8).
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Figure 8.8 The best-fit values (+) of µggF+ttH and µV BF+V H from a simultaneous fit to the data
and their 68% (solid) and 95% (dashed) CL contours. The expectation for a SM Higgs boson is
also shown (x).

8.8.2 The µggF+ttH-µV BF -µV H Model

In an alternative simplified model, the ggF and ttH processes are still assumed to share the

same strength parameter, but the strength parameters of VBF and VH processes are independent,

i.e., µggF+ttH , µV BF and µV H are parameters of interest. This model takes advantage of the fact

that the
√
s = 8 TeV part of the analysis has VH-enriched categories to enhance the sensitivity

to the VH production modes. In this model, the expected signal yields {Si} is decomposed as

follows:
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

S1

S2

...

S24


= µggF+ttH ×



SggF+ttH,1

SggF+ttH,2

...

SggF+ttH,24


+ µV BF ×



SV BF,1

SV BF,2

...

SV BF,24


+ µV H ×



SV H,1

SV H,2

...

SV H,24


The profile likelihood ratio is therefore defined as:

−2lnλ(µi) = −2lnλ
L(µi, µ̂j, µ̂k)

L(µ̂i, ˆ̂µj, ˆ̂µk)
(8.8)

The measurement results are:

µggF+ttH = 1.54+0.42
−0.36 = 1.54+0.31

−0.31(stat.)
+0.17
−0.16(syst.)

+0.18
−0.17(theory) (8.9)

µV BF = 1.63+0.95
−0.83 = 1.63+0.78

−0.71(stat.)
+0.35
−0.33(syst.)

+0.25
−0.25(theory) (8.10)

µV H = 1.71+1.48
−1.28 = 1.71+1.40

−1.25(stat.)
+0.26
−0.24(syst.)

+0.14
−0.12(theory). (8.11)

A spin-off of the µggF+ttH-µV BF -µV H model is that the p-value of the VBF process can be

reported. In Chapter 7 and Sec. 8.5, the p0-value of the excess is reported with a test statistic where

µ is the parameter of interest. The statistically significant excess establishes the discovery of a

particle in diphoton final state, but that does not directly suggest the observation of any specific

Higgs boson production mode. Given that the ggF signal makes up approximately 90% of the

expected signal and the analysis is defined with categories that heavily rely on the correct prediction
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of individual production mode’s event yield distributions between categories, the observation of a

statistically significant excess implies the observation of the ggF production mode. This is evident

in Fig. 8.8 where the distance between the observed µggF+ttH value and the line of µggF+ttH = 0

is far larger than two standard deviations. It is noteworthy that Fig. 8.8 presents a two-dimensional

measurement where the contour is defined with a more stringent requirement on the likelihood

ratio compared to a one-dimensional hypothesis test.

The observation of the VBF production is less obvious. To quantify the statistical significance

of the VBF production from data, the p-value should be evaluated for the null-VBF hypothesis

where µV BF is the parameter of interest and µggF+ttH and µV H are treated as nuisance parameters.

In this statistical test, the role of ggF, ttH and VH processes is the same as background. The test

statistic is defined as:

−2lnλ(µV BF ) = −2lnλ
L(µV BF , ˆµggF+ttH , ˆµV H)

L( ˆµV BF , ˆ̂µggF+ttH , ˆ̂µV H)
(8.12)

Fig. 8.9 shows the p0,V BF as a function of mH . At mH = 126.8 GeV, the mass measured from the

combination of all categories, the statistical significance of VBF process is slightly lower than 2 σ.

The largest excess in µV BF is found at mH = 123.5 GeV, about 2 GeV away from 126.8 GeV, and

its statistical significance is about 2.9 σ. Given that the best fit mH from the mass measurement in

H → γγ channel is 126.8 GeV, it is less biased to consider the result at mH = 126.8 GeV as the
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observed significance of the VBF production in the H → γγ channel. With the current data in the

H → γγ channel, the observation of VBF production cannot be established.
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Figure 8.9 The observed local p0,V BF value for VBF production as a function of mH for the
combination of

√
s = 7 TeV and

√
s = 8 TeV data (solid line) and the corresponding expected

local p0,V BF values for the SM Higgs boson signal plus background hypothesis (dashed line).

8.9 The H → γγ relevant measurements in the combination of diboson final
states

The H → γγ result with the 4.8 fb−1
√
s = 7 TeV data and 20.7 fb−1

√
s = 8 TeV data is

combined with the result from H → ZZ(?) → 4l channel and the result from H → WW (?) →

lνlν channel to measure the properties of the neural boson [106, 107].

The mass of the neutral boson is measured from the H → γγ channel and the H → ZZ(?) →

4l channel, the two channels with good resolution. The measured mass from H → γγ channel is
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mH = 126.8± 0.2 (stat) ±0.7 (sys) GeV, and the measured mass from H → ZZ(?) → 4l channel

is mH = 124.3+0.6
−0.5 (stat) +0.5

−0.3 (sys) GeV. The mass measurement combing these two channels

leads to mH = 125.5 ±0.2 (stat) +0.5
−0.6 (sys) GeV. Fig. 8.10 [106] shows the profile likelihood ratio

scan on mH for the H → γγ channel, H → ZZ(?) → 4l channel and their combination. The mH

where each curve reaches its minimum corresponds to the measured central value of themH in that

particular measurement. It is noticeable that the H → γγ and H → ZZ(?) → 4l channels lead to

different measured mH , and this difference is measured to be ∆m = 2.3 +0.6
−0.7 (stat) ±0.6 GeV. To

quantify the consistency in the measuredmH between the two channels, a hypothesis of ∆m = 0 is

tested against the observation with pseudo-experiments, and the p-value of the ∆m = 0 hypothesis

is found to 1.5%. This p-value increases to ∼ 8% when the possible non-Gaussian effect of the

uncertainty is considered. It is therefore concluded that no statistically significant mass difference

between the diphoton channel and four-lepton channel is observed in data.

The Higgs boson signal strength is then measured at mH = 125.5 GeV, the mH measured from

the combination of the H → γγ and H → ZZ(?) → 4l channels, by combining the inputs from

the H → γγ, H → ZZ(?) → 4l and H → WW (?) → lνlν channels. Fig. 8.11 [106] shows the

profile likelihood ratio scan over µ. The measured Higgs boson signal strength is 1.33±0.14 (stat)

±0.15 (sys).
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Figure 8.10 The profile likelihood ratio as a function ofmH for theH → γγ andH → ZZ(?) → 4l

channels and their combination, obtained by allowing the signal strengths of H → γγ and
H → ZZ(?) → 4l to vary independently. The dashed line shows the statistical component of the
uncertainty on the combined mass measurement. Mass scale systematic uncertainties are treated
as correlated between H → γγ and H → ZZ(?) → 4l also for the individual H → γγ and
H → ZZ(?) → 4l distributions.

The signal strength of H → γγ is also measured at mH = 125.5 GeV and found to be:

µ = 1.55+0.33
−0.28 = 1.55+0.23

−0.22(stat)
+0.24
−0.18(sys). (8.13)
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The signal strength measured at mH = 125.5 GeV is not so different from the signal strength

measured at mH = 126.8 GeV, primarily because the diphoton mass scale uncertainties are incor-

porated in the likelihood model. The mass of the new boson measured from the H → γγ channel

is about 126.8 GeV, and the signal PDF atmH = 125.5 GeV is not aligned with the peak physically

at around 126.8 GeV in data. However, since the fit is driven by maximizing the log likelihood

value, it is possible to increase the log likelihood value by pulling diphoton mass scale nuisance

parameters so that the signal PDF at mH = 125.5 GeV with a shifted mean value is better aligned

with the peak at mH = 126.8 GeV. The pulling of nuisance parameters introduces negative con-

tributions to the log likelihood value, but at the same time, as the signal PDF gets better aligned
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with the peak in data, the statistical component of the log likelihood would increase. As a “rule

of thumb”, the pulling of the nuisance parameter can be pproximately as large as the statistical

significance of the excess in data, because the final log likelihood value is a sum of the log like-

lihood value of the statistical component and the log likelihood value of systematic component.

The 7.4 σ excess leaves a room for the diphoton mass scale nuisance parameters to be pulled as

large as ≈ 7.4 standard deviations. The total systematic uncertainty of the H → γγ mass mea-

surement is 0.7 GeV, and the difference between the measured from the H → γγ channel alone

and the mass from the combination of H → γγ and H → ZZ(?) → 4l channels is 1.3 GeV. This

means that only approximately 2 standard deviations pulling of the diphoton mass scale nuisance

parameters can make the signal PDF at mH = 125.5 GeV perfectly aligned with the diphoton peak

at mH = 126.8 GeV and this 2 σ level of pulling is much less than the statistical significance of

the excess. Since the signal PDF at mH = 125.5 GeV can be easily shifted to mH = 126.8 GeV

by pulling the nuisance parameters, the fitted number of signal events from the shifted signal PDF

at mH = 125.5 GeV should be the same the fitted number of signal events from the measurement

with a signal PDF at mH = 126.8 GeV. The difference in the measured µ between Eq. 8.13 and

Eq. 8.3 is simply due to the difference in the expected signal yield at these two mH points.

Fig. 8.12 shows the signal strengths measured in the H → γγ, H → ZZ(?) → 4l, and

H → WW (?) → lνlν channels and their combination at mH = 125.5 GeV.
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The gluon fusion production and H → γγ decay are both loop-induced processes which are

sensitive to potential BSM physics processes. The strength of the ggF production and the strength

of H → γγ branching ratio can be separated in the combined measurement where the H →

ZZ(?) → 4l and H → WW (?) → lνlν channels can constrain the ggF production and thus

break the degeneracy between the ggF production strength and H → γγ decay strength in the

H → γγ channel. In the combination, κ2g and κ2γ are introduced to be the strength parameter of the

gluon fusion production and the strength parameter of H → γγ decay, respectively [108, 106]. A

2-D measurement that simultaneously determines the central values of κg and κγ and reveals the

correlation between the measurement of κg and the measurement of κγ is shown in Fig. 8.13 [106].

The best-fit values of κg and κγ are:

κg = 1.04± 0.14 (8.14)

κγ = 1.20± 0.15 (8.15)
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Figure 8.12 The measured production strengths for a Higgs boson of mass mH =125.5 GeV,
normalized to the SM expectations, for diboson final states and their combination. Results are
also given for the main categories of each analysis. The best-fit values are shown by the solid
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only the statistical uncertainty is given.
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Chapter 9

Conclusion and outlook

With 4.8 fb−1 data at
√
s = 7 TeV taken in 2011 and 5.9 fb−1 data at

√
s = 8 TeV taken from

March to June in 2012, an excess of events at mH = 126.5 GeV with a statistical significance of

4.5 σ is observed in the search for a SM Higgs boson in the diphoton final state. The diphoton

excess, along with the excesses of events observed in the search for SM H → ZZ(?) → 4l and

the search for SM H → WW (?) → lνlν, lead to an excess at mH = 126 GeV with a statistical

significance of 5.9 σ in the combination of the SM Higgs boson searches. This establishes the

discovery of a new boson. With the 20.7 fb−1 data at
√
s = 8 TeV collected in the entire year of

2012 and the 4.8 fb−1 data at
√
s = 7 TeV taken in 2011, the statistical significance of the diphoton

excess reaches 7.4 σ and hence the diphoton channel by itself can establish the discovery of the

new boson.

The mass of the new boson measured from the diphoton final state alone is 126.8 ± 0.4(stat.)

± 0.8(syst.) GeV. The signal strength measured at this mass is 1.57 +0.32
−0.28 which shows a 2.1 σ level

deviation from the SM prediction. The mass of the new boson measured from a combination of
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the H → γγ channel and H → ZZ(?) → 4l channel is 125.5 ±0.2 (stat) +0.5
−0.6 (sys) GeV, and the

H → γγ signal strength measured at this mass is 1.55+0.33
−0.28.

The observation of theH → γγ process offers rich and interesting physics that can be explored

with much more data to be collected in the next LHC run at
√
s = 13 or 14 TeV. First of all, the

H → γγ signal strength measured from the ATLAS experiment shows a 2.1 σ upward deviation

from the SM prediction. However, the CMS experiment observes a H → γγ signal strength that

agrees with the SM prediction [109]. This difference between two experiments will have to be

resolved in the coming years. Since the H → γγ decay is induced by charged particle loops, a

precision measurement of the H → γγ signal strength will provide sensitivity to potential BSM

physics that may change the decay rate of H → γγ. Additionally, it is also interesting to measure

the ratio of the H → γγ branching ratio over the H → Zγ branching ratio. Both of these decays

are induced by charged particle loops, however, the potential variation in the H → Zγ branching

ratio due to the presence of a charged BSM particle is also dependent on the weak charge of the new

particle and therefore the variation in the loop-induced branching ratios can be different between

the two decays. Measuring the ratio of BR(H→γγ)
BR(H→Zγ) can reveal characteristics of the BSM particle

that contributes to the loops, should such a BSM particle exist.

Furthermore, the signature of diphoton resonance provides an easy and clear tag for Higgs

boson decay in measurements or searches for more complicated processes where a Higgs boson is

in the final state. For a hadron collider, the conventional wisdom usually suggests that signatures
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like bb̄ or τ+τ− should be considered as a tag for the Higgs boson decay in searches for those

complicated processes due to their large branching ratios. However, triggering, reconstructing, and

identifying these signatures are difficult and often achieved at a cost of losing signal efficiencies.

The competitiveness of the diphoton channel becomes clear after the event selection is applied.

More specifically, measurements of the VBF, VH and ttH productions can be performed in the

H → γγ channel where both the signal and background are easier to reconstruct and control than

channels such as WW , bb̄, and ττ . This is also the case for some potential BSM processes where a

Higgs boson is the decay product or produced in association with other new particles. In the longer

term, the Higgs boson self-coupling measurement can also be done by reconstructing the diphoton

resonance at around 126 GeV and tagging two b-jets.

The success of the future measurements and searches involved with the H → γγ signature

will critically depend on improvements in the photon performance in the ATLAS detector and

a better understanding of the background distribution. Specially, the photon energy resolution

uncertainty, which is the largest contribution to the uncertainty of the H → γγ signal strength

measurement, needs to be reduced so that a more precise determination of the strength parameter

of theH → γγ decay loop κγ is possible. Moreover, the current understanding of the potential bias

in modeling background mγγ distribution is at the level at around 20% of the current background

statistical uncertainty. As the modeling uncertainty is not scaled with luminosity, this uncertainty

will affect the measurement more severely as the size of the diphoton sample gets larger. When the
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statistical uncertainty gradually reduces in future, these aforementioned systematical uncertainties

will pose the ultimate bound on the precision that H → γγ channel can achieve.
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