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In order to benefit from the expected high luminosity performance that will be provided by
the Phase-I upgraded LHC, the first station of the ATLAS muon end-cap system (Small Wheel,
SW) will need to be replaced. The New Small Wheel (NSW) will have to operate in a high
background radiation region (up to 15 kHz/cm2) while reconstructing muon tracks with high
precision as well as furnishing information for the Level-1 trigger. These performance criteria
are demanding. In particular, the precision reconstruction of tracks for offline analysis requires a
spatial resolution of about 100µm, and the Level-1 trigger track segments have to be reconstructed
online with an angular resolution of approximately 1mrad. The NSW will have two chamber
technologies, one primarily devoted to the Level-1 trigger function (small-strip Thin Gap Chambers,
sTGC) and one dedicated to precision tracking (Micromegas detectors, MM). The sTGC are
primarily deployed for triggering given their single bunch crossing identification capability. The
MM detectors have exceptional precision tracking capabilities due to their small gap (5mm) and
strip pitch (approximately 0.5mm). Such a precision is crucial to maintain the current ATLAS
muon momentum resolution in the high background environment of the upgraded LHC. The MM
chambers can, at the same time, confirm the existence of track segments found by the muon
end-cap middle station (Big Wheels) online. The sTGC also has the ability to measure offline
muon tracks with good precision, so the sTGC-MM chamber technology combination forms a fully
redundant detector system for triggering and tracking both for online and offline functions. This
detector combination has been designed to be able to also provide excellent performance for the
eventual High Luminosity LHC upgrade.
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1 Overview

1.1 Introduction

The Large Hadron Collider (LHC) complex will be upgraded in several phases which will allow the
reach of the physics program to be significantly extended. Following the first long shutdown (LS1)
during 2013-2014, the accelerator energy will be increased to close to the design 7TeV per beam
and the luminosity will reach or exceed the design value of 1×1034 cm−2 s−1. After the second long
shutdown (LS2) in 2018, the accelerator luminosity will be increased to 2–3×1034 cm−2 s−1, allowing
ATLAS to collect approximately 100 fb−1/year. A subsequent upgrade step is planned which will
make significant changes to the interaction point (IP) region in addition to improvements to other
parts of the accelerator complex. These improvements will result in the luminosity increasing to
5 × 1034 cm−2 s−1 (with luminosity leveling) [1]. The integrated luminosity with this ultimate
upgrade will be 3000 fb−1 after about 10 years of operation.

The ATLAS experiment [2] was designed for a broad physics programme, including the capability
of discovering the Higgs boson over a wide mass range and performing searches for the production
of heavy particles that would indicate physics beyond the standard model, such as SUSY particles,
as well as searches for other massive objects. In order to take advantage of the improved LHC
operation the ATLAS detector must be upgraded to have better performance at higher luminosity,
following the same schedule as the LHC upgrade. Figure 1.1 shows an approximate timeline for
the planned LHC and ATLAS upgrades.

Figure 1.1: An approximate timeline of the scheduled LHC and ATLAS upgrades.
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The main focus of the Phase-I ATLAS upgrade (2018) [3] is on the Level-1 trigger. The
objective is to sharpen the trigger threshold turn-on as well as discriminate against background
while maintaining the low transverse momentum (pT) threshold for single leptons (e and µ) and
keeping the Level-1 rate at a manageable level. Upgrades are planned for both the muon and
the calorimeter trigger systems, without which the single lepton Level-1 triggers would have to
be either pre-scaled or pT threshold raised, resulting in a significant loss of acceptance for many
interesting physics processes. The Phase-II upgrade [4] of ATLAS includes a full replacement of
the central tracking system as well as major upgrades of the trigger and readout systems.
The recent discovery of the Higgs boson at a mass of about 125 GeV has engendered detailed

studies of the nature of the new boson. Continuing these studies with higher statistics and
higher energy will be a major topic for the forthcoming upgraded LHC physics programme. The
ATLAS detector will be used to probe new physics beyond the standard model - such as by
precise measurements of the Higgs coupling to gauge bosons and fermions and studies of Higgs
rare decays (H → µµ, Higgs self-coupling etc.), together with a comparison with the standard
model expectations. While high luminosity will provide more data, it is essential that the ATLAS
detector is still able to operate in the higher background environment and while maintaining its
performance as good as that at lower luminosities. The importance of these upgrades to various
physics cases are discussed in section 1.3 and also in [5].

1.2 Upgrade of the muon spectrometer: New Small Wheels

The Phase-I upgrade of the ATLAS muon spectrometer [6] focuses on the end-cap region. Figure 1.2
shows a cross section of the ATLAS detector in z-y plane. The barrel system covers the η region
of |η| < 1.0 whereas the end-cap system covers the 1.0 < |η| < 2.7 for muon tracking and
1.0 < |η| < 2.4 for Level-1 trigger. The barrel and end-cap systems consist of three stations each,
measuring the muon momentum based on the curvature in the ATLAS toroid magnets.
At high luminosity the following two points are of particular importance:

• The performance of the muon tracking chambers (in particular in the end-cap region)
degrades with the expected increase of cavern background rate. An extrapolation from the
observed rates at the lower luminosity conditions of the 2012 run to high luminosity and
high energy conditions indicates a substantial degradation of tracking performance, both
in terms of efficiency and resolution in the inner end-cap station (at z=7m), the ‘Small
Wheels’. Given that the high resolution muon momentum measurement crucially depends
on the presence of measured points at the Small Wheel level (i.e. in front of the end-cap
toroid magnet), this degradation is detrimental for the performance of the ATLAS detector.
• The Level-1 muon trigger in the end-cap region is based on track segments in the TGC

chambers of the middle muon station (End-cap Muon detector, EM) located after the end-cap
toroid magnet1. The transverse momentum, pT, of the muon is determined by the angle of
the segment with respect to the direction pointing to the interaction point. A significant
part of the muon trigger rate in the end-caps is background. Low energy particles, mainly
protons, generated in the material located between the Small Wheel and the EM station,
produce fake triggers by hitting the end-cap trigger chambers at an angle similar to that
of real high pT muons. An analysis of 2012 data demonstrates that approximately 90% of
the muon triggers in the end-caps are fake. As a consequence the rate of the Level-1 muon
trigger in the end-cap is eight to nine times higher than that in the barrel region.

1 The TGC of the Small Wheel is currently only used for the measurement of azimuthal coordinate, complementary
to the radial coordinate by the MDTs.
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Figure 1.2: A z-y view of 1/4 of the ATLAS detector. The blue boxes indicate the end-cap Monitored
Drift Tube chambers (MDT) and the yellow box in the Small Wheel area the Cathode Strip
Chambers (CSC). The green boxes are barrel MDT chambers. The trigger chambers, Resistive
Plate chambers (RPC) and Thin Gap Chambers (TGC), are indicated by the outlined white
and the magenta boxes. This is a cut-out on the muon spectrometer at the large sectors, hence
the names ‘End-cap Inner Large’ (EIL), ‘End-cap Middle Large’ (EML) and ‘End-cap Outer
Large’ (EOL). The detector regions of the Small Wheel and Big Wheel are also outlined.

Both of these two issues represent a serious limitation on the ATLAS performance beyond design
luminosity: reduced acceptance of good muon tracking, and an unacceptable rate of fake high pT
Level-1 muon triggers coming from the forward direction.

In order to solve the two problems together, ATLAS proposes to replace the present muon Small
Wheels with the ‘New Small Wheels’ (NSW). The NSW is a set of precision tracking and trigger
detectors able to work at high rates with excellent real-time spatial and time resolution. These
detectors can provide the muon Level-1 trigger system with online track segments of good angular
resolution to confirm that muon tracks originate from the IP. In this way the end-cap fake triggers
will be considerably reduced. With the proposed NSW the ATLAS muon system will maintain the
full acceptance of its excellent muon tracking at the highest LHC luminosities expected. At the
same time the Level-1 low pT (typically pT > 20GeV) single muon trigger rate will be kept at an
acceptable level.
The η coverage of the proposed NSW (and the existing Small Wheel) is 1.3 < |η| < 2.7. The

remaining region of the inner station 1.0 < |η| < 1.3 is covered by the existing EIL4 detectors of
the current muon end-cap system. The TGC chamber in EIL4 will be used to provide a rough
confirmation that a particle has traversed the end-cap toroid zone, reducing the fake end-cap
triggers in this region. The EIL4 chambers however only cover about 50% of the full azimuthal
angle, while the rest of the space taken by the barrel toroid coils. A plan for a small scale upgrade
is being studied to fill the uncovered region.
Prior to the installation of the NSW in 2018, the existing TGC chambers of the Small Wheel

and EIL4 will be integrated in the end-cap trigger system during LS1 to reduce fake triggers
within a limited acceptance 1.0 < |η| < 1.9. Due to the small number of layers (2 layers/chamber)
and coarse spatial segmentation of the existing detector, only a rough hit position can be used
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for confirmation of the end-cap trigger. The expected rate reduction is about 30%. This will be
deployed during Run II after LS1 to improve the end-cap Level-1 trigger and to test the basic
concept of the trigger upgrade using the NSW.
The design of the NSW meets the requirement for a very good segment angle resolution of

1mrad at the Level-1 trigger. Background in the NSW high track density environment can be
heavily suppressed using this angular resolution. It is also an important step towards a further
improvement of the muon Level-1 trigger system foreseen in the Phase-II upgrade for even higher
luminosity (chapter 15). For the Phase-II upgrade the Level-1 latency will be increased so that
more selective triggers from the calorimeter and the new Level-1 track trigger as well as the muon
system can be applied. The Phase-II upgrade will substantially improve the pT resolution of the
Level-1 muon trigger, sharpening the threshold turn-on and reducing the contribution from muons
of lower pT below the nominal threshold. This will be achieved by using the information of the
precision tracking detectors (Monitored Drift Tubes, MDT) as part of the muon end-cap trigger
system and by combining it with the segment angle provided by the NSW.

1.3 Impact on physics performance

In this section it is shown that a single-muon trigger with a threshold of 20–25GeV is of great
importance for the future ATLAS physics program, particularly in light of the recent discovery
of a Higgs boson with a mass of 125GeV. For several decay and production modes of the Higgs
boson a single-lepton trigger in this pT range is important. With the current Small Wheel detector
the trigger rate for such a trigger is prohibitively large at the high luminosities expected after LS2.
The rate of the single muon Level-1 trigger will increase proportionally to the instantaneous

luminosity as the rates of muons in the system and background tracks increase. Other effects such
as event pileup will not be an issue for the muon system. The plateau efficiency for the single µ
Level-1 trigger is currently about 70% in the barrel (due mainly to acceptance holes) and about
90% in the end-cap. This trigger efficiency is expected to be maintained also at higher luminosity
conditions.
Table 1.1 shows a comparison of expected muon Level-1 rate for the present system and the

upgrade with the NSW at L = 3 × 1034 cm−2 s−1,
√
s = 14GeVand 25 ns bunch spacing. Also

compared is a scenario of dropping the end-cap from the single muon Level-1 trigger. The allowed

Table 1.1: Expected Level-1 rate (based on 2011 data at 7TeV) for luminosity 3× 1034 cm−2 s−1,
√
s =

14GeV and 25 ns bunch spacing for different pT threshold with and without the NSW upgrade.
The extrapolation uncertainty to 14TeV is also shown.

L1MU threshold (GeV) Level-1 rate (kHz)

pT > 20 60± 11
pT > 40 29± 5
pT > 20 barrel only 7± 1
pT > 20 with NSW 22± 3
pT > 20 with NSW and EIL4 17± 2

total Level-1 rate is 100 kHz, which is determined by the readout bandwidth of the ATLAS
subsystems, and this limit will stay until the time of the Phase-II upgrade when significant changes
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in the trigger and readout systems will take place. The possible allocation of single lepton Level-1
rates will be about 20 kHz for muons. For the pT threshold at 20GeV, the muon rate is 60 kHz
and thus three times higher than the target rate. Setting the threshold to 40GeV reduces the
rate only by a factor of two such that it still exceeds the target rate by 50%. The reason for the
rate reduction not being more significant is the limited momentum resolution of the muon trigger
system in this high pT range. An alternative scenario would be to drop the end-cap part from
the single muon trigger while maintaining a low pT threshold in the barrel part only. Impacts of
higher threshold and restricted acceptance are discussed in section 1.3.1.
For some of the final states involving two or more leptons, di- or multi-lepton triggers may be

used where the pT threshold can be kept at lower value, 10-20GeV. However it is at the cost
of reduced efficiency, loss of redundancy and complication in understanding the efficiency as a
function of η, pT and other parameters. In the absence of strong correlations, which will be the case
for the decays of massive objects, the efficiency for the di-lepton trigger is a product of individual
efficiencies. For events with two muons the efficiency of a di-muon trigger is 40–20% lower than for
single-muon triggers depending on whether the muons are in the barrel or in the end-caps. The
result is a significant loss of Level-1 efficiency. With the Phase-1 upgrade using the NSW, a low
pT single muon Level-1 trigger will be possible up to a luminosity of 3× 1034 cm−2 s−1. Combined
triggers, such as di-lepton or lepton + τ triggers, are however useful for specific combination
of final state objects where a low pT threshold is important. With the NSW, even at a low
pT threshold (e.g. 10GeV) contamination of muon candidates with fake segments will still be
suppressed, improving the quality and rate of combined triggers.

Without the upgrade, the precision tracking capability will be compromised in the Small Wheel
region at high luminosity. This impacts the physics performance of the muon spectrometer as
discussed in section 1.3.2.

1.3.1 Losing low pT single lepton Level-1 trigger

Higgs production in pp collisions is mainly due to the gg fusion process in which the pT of the
produced Higgs bosons tends to be low. In the process H →WW ∗ → `ν`ν, leptons from the W
decays are also of low pT, particularly the subleading lepton which usually comes from the W ∗.
Figure 1.3 [7] shows the distribution of lepton pT in the analysis of the H →WW ∗ → `ν`ν process
at
√
s = 8TeV. Clearly seen is that the leptons from the Higgs signals have relatively low pT. A

Figure 1.3: pT of the leading (left) and the next to leading (right) leptons, in the candidate events for the
H →WW ∗ → `ν`ν channel. The Higgs signal is indicated by the red histogram.
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large fraction of the Higgs signals would be lost if the Level-1 pT thresholds had to be raised (e.g.
to 40GeV) at high luminosity in order to keep the Level-1 rate manageable. Another possibility
would be not to use the end-cap trigger and to restrict the low pT single muon trigger to only
the barrel region (|η| < 1.0). In this case, the acceptance for the H → WW ∗ process would be
reduced to about 60%.
With an increased integrated luminosity, Higgs production by the vector boson fusion (VBF)

process will become useful overcoming its lower cross-section and taking advantage of its distinct
signature. An example is the process H → ττ , where low pT lepton triggers are crucial. Figure 1.4
shows a simulated distribution of leptons in τ pair final states from Higgs decays produced by the
VBF process (mH = 125GeV). Within the acceptance |η| < 2.5, the fraction of events with the

Figure 1.4: The pT distribution of leptons in τ pair final states from simulated Higgs decays, produced by
the VBF process (mH = 125GeV,

√
s = 14TeV).

leading muons having pT above 25GeV is 60% whereas this fraction goes down to 28% for a pT
threshold at 40GeV.

With a large integrated luminosity (a few 100 fb−1) ATLAS may proceed to a precise determina-
tion of the Higgs couplings to gauge bosons and fermions using production processes independent
of the decay mode, such as Higgs-strahlung from W (pp→WH), where leptons from W decays
are used to trigger these events. This process can be used to study systematically the decays into
WW , bb̄ and τ+τ− final states. Figure 1.5 shows a simulated distribution of lepton pT from W
decays in the WH production process. The lepton spectrum in this process is harder compared
to the inclusive H →WW ∗ production discussed above. Nevertheless low pT thresholds are still
required in order not to lose a significant fraction of WH signal at the level-1 trigger.

Table 1.2 shows a comparison of efficiency from a simulation study for the present detector and
the upgrade with NSW for WH with H → bb and for H →WW . The efficiencies when restricting
the single lepton trigger within the barrel region only are also presented. An efficiency loss of 28%
is expected for the H →WW ∗ case as shown in table 1.2.

Low pT lepton triggers are also important for many SUSY searches where leptons are produced
through cascade decays. The kinematic distribution of the final state objects depends on the
mass relation between particles in the cascade as well as the couplings. Any increases in the
lepton trigger threshold (and other objects like jets and Emiss

T ) lead to a reduction in experimental
sensitivity over the available parameter space of SUSY models. For example, figure 1.6 shows a
comparison of sensitivity for two different lepton pT thresholds, 35GeV with respect to 25GeV,
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Figure 1.5: Lepton pT from W decays in the WH production channel (mH = 125GeV,
√
s = 8TeV,∫

L = 500 fb−1, lepton |η| < 2.4).

Table 1.2: The efficiency for WH associated production pp→WH with W → µν and two decay modes
of a 125GeV SM Higgs boson to H → bb̄ and H →W+W− → µνqq′.

L1MU threshold (GeV) H → bb̄ (%) H →W+W− (%)

pT > 20 93 94
pT > 40 61 75
pT > 20 barrel only 43 72
pT > 20 with NSW 90 92

for the process of gluino pair production with each of the gluinos decaying into qq̄Wχ̃0 [3]. The
efficiency is generally lower with higher pT threshold, and this is particularly true for the parameter
space giving small mass differences. Similar situations are found in other SUSY processes such as
the searches for sleptons and electroweak gauginos.

1.3.2 Losing high quality tracking in end-cap

The potential degradation in tracking efficiency and resolution is expected to have the worst
impact for high momentum muons (pT > 100GeV) where the momentum resolution is primarily
determined by the muon spectrometer.

A precise measurement of the muon pT requires the presence of track segments in all three muon
stations. Losing Small Wheel segments leads to a loss of high quality muon tracking. MDTs lose
hits at high occupancy conditions due to the long dead time (of about 800 ns). The CSCs, located
at the region with the highest background conditions and having only four detection layers, are
also affected by high occupancy arising from overlaps of multiple hits on the readout strips.

Physics cases requiring good pT resolution for high momentum muons include searches for high
mass Z ′, W ′ and the pseudo-scalar Higgs boson (A) in supersymmetry models, decaying into
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Figure 1.6: Efficiency ratio for two different lepton pT thresholds, 35GeV relative to 25GeV.

Figure 1.7: Reconstructed µµ mass in the simulated Z ′ → µµ events with three different levels of
background realized by the data overlay technique. The black, blue and red histograms
correspond to luminosity of 0.3, 3 and 5× 1034 cm−2 s−1 respectively.

muons. High occupancy in the present Small Wheels is studied by overlaying multiple zero-biased
data events collected during the 8TeV LHC runs on simulated events (for details see section 2.2).
The loss of efficiency for reconstructing Z ′ → µµ can be seen in figure 1.7. Events were selected by
the full Z ′ analysis chain, requiring segments in all three muon stations (for good pT resolution),
both muons in the region 1.3 < |η| < 2.0 where the MDT provide the precision measurement. The
signal is reduced by 30% for overlaying 10 and 70% for overlaying 20 zero-bias events, corresponding
to luminosities of 3× 1034 cm−2 s−1 and 5× 1034 cm−2 s−1, respectively.

The fraction of events with at least one muon in the end cap is 58% and scaling the inefficiency
to the full Z ′ angular distribution an overall efficiency of about 25% is obtained at a luminosity of
5× 1034 cm−2 s−1
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2 Muon Small Wheel detector requirements
for Run III and beyond

The upgrade proposed in this document concerns the Small Wheel muon end-caps, which will be
installed as part of the Phase-I upgrade of the ATLAS detector before the start of Run III in
2018. During Run III the peak instantaneous luminosity is expected to reach 2-3×1034 cm−2 s−1

corresponding to 55-80 mean interactions per bunch crossing. In 2022 a further upgrade of the
LHC and ATLAS is planned (the Phase-II upgrade), achieving an instantaneous luminosity of
5×1034 cm−2 s−1, corresponding to 140 pileup events. ATLAS is expected to operate another 5-10
years after that upgrade to accumulate a total integrated luminosity of 3000 fb−1. The New Small
Wheel thus has to be designed such that it can operate efficiently for both run III and beyond
for more than 10 years and should be able to tolerate the high particle fluencies expected during
these running periods. To take into account some safety margin, the detector design is required
to be adequate for a maximum inst. luminosity of 7×1034 cm−2 s−1, 200 pileup events, and an
integrated luminosity of 3000 fb−1.

In this chapter first the operating conditions for Run III are described, particularly the expected
hit rates due to backgrounds. In the following sections the requirements for precision tracking and
for triggering are described.

2.1 Operating conditions for Run III

Background hits in the muon spectrometer arise primarily from low energy photons and neutrons.
They are generated by synchronous proton collisions with the bunch crossing that triggers the
ATLAS data-taking mechanism (in-time background), or by collisions that happen one to several
bunch crossings earlier (out-of-time background). The resulting particles are generically referred
to as ‘cavern background’.

In order to predict the expected cavern background rates after the various accelerator upgrades,
two elements are required: an accurate measurement of the observed background at the current
operational conditions and a reliable Monte-Carlo extrapolation to higher energy and luminosity.
Figure 2.1 shows the ratio of the measured hit rates to the corresponding simulation values using
FLUGG [8] for the existing muon (MDT) chambers. This ratio is in general between 0.5 and 1.7.
As a consequence this current background simulation can be used to predict, within a factor of
two, counting rates in the muon system for different detector geometries and beam energies. It is
therefore very useful to define the exact geometry of the detector and of the shielding around it,
as relative comparisons between configurations can be made.

The background rate is a steep function of the radial distance from the beam line, being highest
for the detectors closer to the beam pipe. Direct hit rate measurements using the muon detector
have been performed at the current luminosities to study this dependency [9]. Figure 2.2 (a)
shows the measurements in the Small Wheel region for the MDT and CSC detectors (Cathode
Strip Chambers, used in the inner part of the present end-cap Small Wheel). The discontinuity at
r=210 cm is caused by the different sensitivities of the MDT and CSC to the cavern background.
A FLUGG simulation is also shown in the same figure. By using either the CSC or the MDT
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Figure 2.1: Ratio of measured to simulated MDT hit rate during a 7TeV run at an average luminosity of
1.9× 1033 cm−2 s−1 (50 ns bunch spacing).

r-dependence of the cavern background from Fig. 2.2 (a) and scaling to higher luminosities and
extrapolating to the full range the blue and red curves are correspondingly obtained. The yellow
band in (b) indicates the area corresponding to a hit rate of 200–300 kHz per tube of the MDT
detectors in the Small Wheel.

Figure 2.2 (b) shows the observed hit rates in the MDT (r >210 cm) and the CSC (r <200 cm),
scaled to the value corresponding to the nominal Run III luminosity of 3× 1034 cm−2 s−1.

Figure 2.2 can be used to estimate the maximum hit rate expected. Given the linear dependence
of the hit rate to the luminosity, at the maximum Phase-II luminosity of 7× 1034 cm−2 s−1 the
hit rate will be approximately 15 kHz/cm2 (assuming conservatively the MDT sensitivity for the
future detector). This linearity has been established experimentally by studying hit rates and
currents in several muon detectors at LHC runs of various luminosities [9]. This linearity can
for example be seen in Fig.2.3 where the current measured in the ATLAS muon Resistive Plate
Chambers (RPC) is plotted as a function of the instantaneous LHC luminosity.
All the above is based on the measurements at

√
s=7TeV. The ratio of background rate at√

s=14TeV and 7TeV is about 1.3 in the Small Wheel region according to the Monte Carlo
simulation using FLUGG. This increase will however be compensated by the consolidation work
expected during the Long Shutdown period 1 (LS1); e.g. new additional shielding will be installed
in the narrow gap between the end-cap calorimeter cryostat and the JD shielding, and the current
steel beam pipe will be replaced by an aluminum one in the region of the end-cap calorimeter and
the end-cap toroiod coils. Assuming for the various gas detectors proposed for the NSW a similar
sensitivity to the current MDT, the prediction of 15 kHz/cm2 is taken as the maximum expected
value for these detectors at

√
s=14TeV.

To tolerate the large particle fluencies expected, it has to be verified that the new detectors
(including trigger and readout electronics) do not age significantly with up to about 1Coulomb/cm2

for a planar detector or the equivalent for a wire chamber.
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(b)

Figure 2.2: a) Measured hit rate in the region of the Small Wheel for L = 9.6×1032 cm−2 s−1 at
√
s = 7TeV

in the CSC and MDT chambers as function of the radial distance from the beam line. b)
Extrapolated hit rate in the CSC and MDT regions for a luminosity of 3 × 1034 cm−2 s−1]
at
√
s = 7TeV as a function of the radial distance from the beam line. Also indicated is the

range of tube rates of 200-300 kHz.

2.2 Precision tracking performance

Track segments in the muon spectrometer are built from hits in a given station of the detector.
Segments from different stations are then linked together to form tracks. The single tube hit
efficiency and the segment finding efficiency of the MDT is shown in Fig. 2.4 as measured in test
beam as function of the hit rate [10–12]. The efficiency decreases linearly with increasing hit
rate. At a hit rate of 300 kHz (the maximum rate expected for a luminosity of 1× 1034 cm−2 s−1)
it already reaches hit inefficiencies of about 35%. The segment finding efficiency are higher
since only a subset of all available hits is required but for rates beyond 300 kHz it also decreases
dramatically. With tube rates above 300 kHz, the segment inefficiency becomes sizable and results
in a degradation of spectrometer performance. High background rate also causes degradation of the
position resolution due to space charge effects. It is evident from Fig. 2.2 (b) that at a luminosity
of 3× 1034 cm−2 s−1 a big fraction of the Small Wheel MDT system will have to operate with tube
rate much above 300 kHz. Hence the current MDT system will have substantial inefficiencies at
the luminosities and backgrounds expected after Phase I upgrade.
A study has been performed overlaying real events to determine the impact on the current

End-cap Inner (EI) chambers—the MDT used in the current Small Wheel for precision track
measurements. The overlay method for simulating event pileup at high luminosity is described in
detail in [13]. Here 10 Zero Bias events are overlaid to produce one event at a corresponding higher
luminosity. The Zero Bias events have been collected in 2012 with a dedicated trigger, with an
instantaneous luminosity of 2.6× 1033 cm−2 s−1. The obtained overlaid events correspond to the
background expected at a luminosity of 2.6× 1034 cm−2 s−1. The results for this study are shown
in Fig. 2.5. Only the EI MDT chambers closest to the beam-line are shown for simplicity. In
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Figure 2.3: Current density in the ATLAS muon RPC detector as a function of the LHC instantaneous
luminosity, over four orders of magnitude. The line fitted gives a linear dependence of the
current density to the instantaneous luminosity with a slope of 0.312± 0.001 nAm−2 cm−2 s−1.

Figure 2.4: MDT tube hit (solid line) and track segment efficiency (dashed line, referring to a MDT
chamber with 2x4 tube layers) as a function of tube rate estimated with test-beam data.
Instantaneous luminosity of 1× 1034 cm−2 s−1 is referred in this plot as ‘design luminosity’.
Points on the plots are result of test beam measurements.

Fig. 2.5 (Left) the red points correspond to the Zero bias occupancy in these chambers (averaged
over the sectors and the two end-caps) scaled up by a factor of 10. The black ones correspond to
the result of the overlay with 10 Zero bias events. The total number of hits does not scale linearly
with the background level due to saturation taking place. This saturation effect leads to MDT
hit efficiency losses of about 35% at high luminosities, and compares well with expectations from
Fig. 2.4 based on test beam data. These limitations will severely impact the track reconstruction
and therefore a new detector is required for ATLAS to exploit the luminosity delivered after
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Figure 2.5: Left: The occupancy vs the MDT tube number for the End-cap Inner (EI) chamber (currently
the precision detector of the Small Wheel) for Overlay data (black) and Zero Bias data scale
up by a factor 10. Right: The ratio of the Overlay to Zero Bias (× 10) occupancy vs MDT
tube number. The overlaid events correspond to the background expected at a luminosity of
2.6× 1034 cm−2 s−1. The x-axis of both plots is MDT tube number, counting radially from
the MDT tube closest to the beam line. (MDT have 3 cm diameter tubes.)

Phase-I. In chapter 6 it is shown that the new detector shows a good and robust performance up
to the highest luminsoity.
The performance of a detector that replaces the current one should be at least as good at

high luminosity as that of the current detector at low luminosity. It should, therefore, be able
to measure the transverse momentum (pT) of passing muons with a precision of 10% for 1TeV
muons in the full pseudorapidity 1 coverage of the Small Wheel (up to |η| = 2.7). In particular
such a detector should have the following characteristics:

• Reconstruct track segments with a position resolution in the bending plane better than
50µm, to match the performance of the current MDT system. This will ensure that the
muon spectrometer has a momentum resolution better than 10% at pT ∼ 1TeV. This
performance should not degrade even if a considerable fraction of the detected hits are
caused by background particles or if some detector planes are not operational. The required
segment position resolution results in a better than 100µm resolution per plane for the
planned 4-layer multi-plane detector that may replace the Small Wheel.
• Segment finding efficiency better than 97% for muons with pT greater than 10GeV (the

segment finding efficiency for the current MDT system).
• Efficiencies and resolutions should not degrade at very high momenta (due to δ rays, showers

etc).

1ATLAS uses a right-handed coordinate system with its origin at the nominal interaction point (IP) in the centre
of the detector, and the z-axis along the beam line. The x-axis points from the IP to the centre of the LHC
ring, and the y-axis points upwards. Cylindrical coordinates (r, φ) are used in the transverse plane, φ being the
azimuthal angle around the beam line. Observables labelled ‘transverse’ are projected into the x–y plane. The
pseudorapidity η is defined in terms of the polar angle θ as η = − ln[tan(θ/2)].
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Figure 2.6: η distribution of Level-1 muon signal (pT > 10GeV) (L1_MU11) with the distribution of
the subset with matched muon candidate (within ∆R < 0.2) to an offline well reconstructed
muon (combined inner detector and muon spectrometer track with pT > 3GeV), and offline
reconstructed muons with pT > 10GeV.

• Measure the second coordinate with a resolution of 1–2mm to facilitate good linking between
the MS and the ID track for the combined muon reconstruction..

The background environment in which the NSW will be operating will cause the rejection of
many hits as spurious, as they might have been caused by δ-rays, neutron or other background
particles. Furthermore in the life-time of the detector, detection planes may fail to operate properly,
with very limited opportunities for repairing them. Hence a multi-plane detector is required.

Any new detector that might be installed in the place of the current Small Wheel should be
operational for the full life time of ATLAS (and be able to integrate 3000 fb−1). Assuming al least
10 years of operation and the above expected hit rate per second, approximately 1012 hits/cm2 are
expected in total in the hottest region of the detector.

2.3 Trigger selection

Performance studies using collision data have shown the presence of unexpectedly high rates of
fake triggers in the end-cap region. Figure 2.6 shows the η distribution of candidates selected by
the ATLAS Level-1 trigger as muons with at least 10GeV. The distribution of those candidates
that indeed have an offline reconstructed muon track is also shown, together with the muons
reconstructed with pT > 10GeV. More than 80% of the muon trigger rate is from the end-caps
(|η| > 1.0), and most of the triggered objects are not reconstructible offline.

Trigger simulations show that selecting muons with pT > 20GeV at Level-1 (L1_MU20) one
would get a trigger rate at

√
s=14TeV and at an instantaneous luminosity of 3× 1034cm−2s−1 of

approximately 60 kHz, to be compared to the total available Level-1 rate of 100 kHz.
In order to estimate the effect of a trigger using the NSW a study has been performed applying

offline cuts to the current SW to reduce the trigger rate. Table 2.1 shows the relative rate of
L1_MU20 triggers in the |η| > 1.3 region after successive offline cuts to select high quality muon
tracks. The various successive cuts applied are: i) the presence of Small Wheel track segments
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Table 2.1: Estimation of the L1_MU20 relative rate in the |η| > 1.3 region using collision data after
applying successively the requirements on the Small Wheel segments. Also shown the efficiency
of these cuts for high quality muons (pT > 20GeV) (relative to the number of such offline
muons accepted by L1_MU20).

Relative rate Efficiency

All L1_MU20 1.00
SW segments > 0 0.64 0.98

dθ cut 0.32 0.95
dL cut 0.14 0.93

Offline pT > 20GeV 0.02

(SW segments > 0), ii) the Small Wheel segment pointing to the Interaction Point (IP) in θ (|dθ|
typically less than 10mrad) (dθ cut) and iii) the Small Wheel segment matches in (η–φ) to the
triggering segment in the muon Big Wheel (|dη|, |dφ| typically less than 0.1 rad) (dL cut). The
efficiency of these cuts for high quality muons is also shown. Part of the efficiency reduction due
to the dθ cut, is caused by the poor angular resolution (long tail) of the CSC (|η| =2.0–2.7). A
higher signal efficiency is expected if the segment angle resolution of the new detector is as good
as that of the MDT over the whole acceptance of the Small Wheel. Therefore a detector that
provides angular measurements that allow similar cuts to be made as shown in Table 2.1, would
provide an additional rate reduction of more than seven in the |η| > 1.3 region. It will therefore
reduce the L1_MU20 rate in the end-cap to the same level as that in the barrel, and the total
L1_MU20 rate to about 22 kHz at a luminosity of 3× 1034cm−2s−1.

Figure 2.7 shows the pT distribution of tracks found in the events with L1_MU20 trigger set. It
is clearly seen that the angular cuts remove mostly muons with pT much below the trigger threshold.
The remaining low pT muons can only be further rejected by improving the pT resolution of the
trigger system, foreseen for the Phase-II upgrade of the ATLAS detector.

Figure 2.7: pT distribution of muons reconstructed offline in both the muon spectrometer and the inner
tracker, requiring pT > 20GeV at the Level 1 trigger (L1_MU20).
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In the present layout, the pT resolution is affected by: i) angular resolution of the current
Big Wheel trigger station (approximately 3mrad), ii) multiple scattering in the end-cap toroid
(approximately 0.5mrad for muons with pT of a few hundred GeV), iii) multiple scattering in the
calorimeters (between less than 1mrad and up to 3mrad, depending on the muon energy) and iv)
finite size of luminous region of pp collision (corresponds to 1–2mrad depending on η). A precision
angle measurement by the Small Wheel can be used to eliminate the contributions iii) and iv) by
correcting for these effects track by track, thus removing a part of the smearing effects to improve
the pT resolution. The ATLAS Phase-II upgrade will improve the Big Wheel trigger resolution
to 1mrad. Hence a similar resolution of 1mrad is required at the level of the Small Wheel for a
detector that will have to perform adequately for the whole lifetime of the ATLAS experiment.
In summary to reduce the muon Level-1 trigger rate to the level of 20 kHz for muons with

pT > 20GeV, a new Small Wheel triggering detector should provide trigger track segments with
the following requirements on their quality:

• Track segment information should arrive at the Sector Logic (the muon trigger electronics
that combine information form the various detectors to provide one or more Regions of
Interest per bunch crossing) not later than 1.088 microsecond after a collision (the current
delay of the Big Wheel TGC).
• Track segment reconstruction for triggering should have an angular resolution of 1mrad
(RMS) or better.
• Track segments should have a granularity better than 0.04× 0.04 in the η–φ plane to match

the one of the current muon trigger system.
• Track segments should be reconstructed online with high efficiency in the full η coverage of

the detector (1.3 < |η| < 2.5).
• The online track segment reconstruction efficiency should be more than 95%.
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3 New Small Wheel layout

The proposed NSW detector system is designed to meet all the requirements presented in the
previous chapter. The NSW presented here consists of 16 detector planes in two multilayers. Each
multilayer comprises four small-strip TGC (sTGC) and four Micromegas (MM) detector planes.
The sTGC are primarily deployed for triggering given their single bunch crossing identification
capability. The detectors are arranged in such a way (sTGC – MM – MM – sTGC) as to maximize
the distance between the sTGCs of the two multilayers. As online track hits are reconstructed
with limited accuracy, increased distance between detector multilayers leads to an improved online
track segment angle reconstruction resolution. Hence this detector configuration is optimal for the
online track resolution. The MM detectors have exceptional precision tracking capabilities due to
their small gap (5mm) and strip pitch (0.5mm), that exceed the requirements of the previous
chapter. For a detailed description of the performance of the two detectors of the proposed NSW,
the reader is referred to Chapters 4 and 5.
The choice of eight planes per detector was dictated by the need to provide a robust, fully

functional detector system over its whole lifetime. The main issues that have been addressed
are operation in a high background environment and detector deterioration with time and their
influence on the track segment reconstruction efficiency and resolution. Background neutrons
and photons as well as δ rays spoil a number of hits from real tracks. With eight planes per
detector, tracks will be reconstructed reliably and with high precision under these conditions. In
addition the NSW is expected to operate for the whole life of the ATLAS experiment. The large
number of planes will ensure an appropriate detector performance even if some planes fail to work
properly. Access and repair opportunities will be rare and, particularly after LS3, activation issues
will severely limit the scope of any possible interventions. Furthermore, it may be required for
long-term stability reasons to operate the detector planes with their high voltage settings lower
than is optimal for full efficiency. Eight planes per detector will once more ensure an overall
efficiency close to 100% both for online and offline track reconstruction.

The two NSW detector technologies also complement each other for their corresponding primary
functions. sTGC may contribute to offline precision tracking, as they are able to measure track
hits with a resolution better than 150µm (depending on the incident track angle).

For triggering, experience has shown that redundancy is highly important in the forward direction
at high luminosities. The MM detectors will be employed as a trigger in addition to the sTGC to
provide improved redundancy, robustness and coverage of the forward trigger. In Chapter 6 the
simulation for the sTGC trigger performance is described. Preliminary studies of the MM trigger
are very encouraging, and additional work is in progress.
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3.1 Layout of the Present Small Wheels

Figure 3.1: Components and layout of a present Small Wheel.

Each of the present Small Wheels [6] consists of two distinct parts:

1. A detector wheel with a mechanical structure to which the precision tracking detectors (MDT
chambers and CSCs) and the alignment system are mounted. The mechanical structure
consists of an inner massive hub to which radially extending, interconnected, spokes are
attached.

2. The JD shielding, a disk shaped shielding covering the full extend of the detector wheel with
a cylindrical extension (plug) around the beam pipe at the inner radius. The JD shielding
has two feet to support it inside the ATLAS detector. Trigger chambers are mounted on the
JD disk.

The detector wheel has no mechanical supports of its own, it is slid unto the plug of the JD
shielding. The weight of the mechanical structure and the detectors is transferred by hub of the
detector wheel to the JD plug and the JD feet. The assembly of the detector wheel and JD
shielding can be moved on air pads on the barrel rail system of the ATLAS experiment. Figure 3.1
shows a drawing of a Small Wheel. The side of a SW or any part thereof facing the interaction
point will be referred to as IP side, the side facing away from the interaction point as HO side.
The detector wheel with the precision chambers shows the segmentation into 8 small (on the IP
side) and 8 large sectors (on the HO side)1.

1see Chapter 3.6.3 for an explanation of the ATLAS muon spectrometer sector scheme
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3.2 General mechanical structure of the NSW detectors

The detectors used in the NSW, sTGC and MM, are planar gaseous detectors. While the internal
electrode structure of the two detector types is different, the position measurement relies on
precision strips on PCB cathode planes in both cases. To stiffen a single detector plane, honeycomb
panels are glued to the PCBs. The detector units delivered by the production sites are planes of
one detector type assembled to multiplet sandwiches, alternating gas gaps with electrodes, PCBs,
and stiffening panels. They usually have a trapezoidal shape.

3.3 Layout requirements

The general NSW layout is dictated by the following requirements:

• compatibility with the existing tracking detectors;
• compatibility with the end-cap alignment system;
• high-precision trigger and tracking capability and
• redundancy of tracking and triggering.

The compatibility with the existing tracking detectors requires the precision coordinate of all
chambers to be parallel to the drift tube chambers of the EM and EO wheels within 2mrad, in
order to avoid deteriorating the resolution of the track reconstruction by mixing the precision
measurement with the less precise measurement of the second coordinate. This compatibility also
determines the minimum size of the NSW chambers as they have to cover the EM and EO MDT
chambers in projective geometry for |η| > 1.3.
The compatibility with the end-cap alignment system requires that some optical sensors are

mounted in specific locations on the outer side, facing away from the interaction point, of the
NSW to transfer the alignment from the NSW to the EM wheel. Therefore, there should be no
obstructions to these sensor positions or to the alignment paths. A system similar to the present
alignment bars and chamber sensors seems the natural choice for the NSW alignment system,
as there are only few links between the SW and the EM wheel and all chambers in the NSW
have to be coupled to these locations. In addition, the present end-cap alignment system is well
understood and has delivered excellent performance in the initial LHC runs.
The first two requirements thus imply that the NSW layout be composed of 16 sectors of

precision chambers, eight small and eight large ones, as in the rest of the end-cap system (and the
present SW) [6].
The third and fourth requirements have implications for the structural design of the single

detector stations. Triggers are formed by concurrent hits in multiple detector planes. To obtain
the required angular resolution of approximately 1mrad within the Level-1 latency of 1 µs, the
chambers must, at all times, be positioned with respect to each other within a 200µm tolerance.
For offline track reconstruction, alignment system data are needed. However only a few NSW
planes can be instrumented with optical sensors. Therefore, for both MM and sTGC detector
systems, a robust mechanical coupling of sets of detector planes to achieve a stiff structure in
which the relative detector positions do not change is required.

3.4 Integration and system requirements

The NSW detector proposed here is constrained by following global system integration requirements:
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• The physical dimensions of the whole detector system, including the mechanical support
structure and radiation shields, should not exceed the dimensions of the current Small Wheel.
In particular this detector envelope must fit in the space between the end-cap calorimeter
and end-cap toroid, |z| = 6780mm–7890mm (nominal position).
• The detector should operate at the environmental conditions (temperature, humidity)

expected in ATLAS.
• Redundancy and robustness should be designed in the readout electronics, distribution of

LV/HV and connection of other services.
• Access must be ensured to services, electronics and other relevant points of the detector for

in-situ maintenance.
• The detector must be fully commissioned before installation, to minimize in-situ maintenance.
• The activation of material should be incorporated into the protocols for assembly, installation

and access to the detector for maintenance.

3.5 Baseline layout

A baseline layout of the NSW, taking into account the requirements listed in chapter 3.3, is defined:

• The sTGC as primary trigger system and the MM as the primary precision tracking detectors.
• A trigger acceptance of 1.3 < |η| < 2.5.
• A precision tracking acceptance of 1.3 < |η| < 2.7.
• Eight small and eight large sectors span the corresponding EM and EO MDT chamber

sectors in projective geometry for the precision tracking.
• Planar detector wheel, i.e. no inclined chambers like the present CSC.
• Eight detection layers of sTGC, eight detection layers of MM in each sector. To maximize the

lever arm between the sTGC as primary trigger chambers, the layer order in the z direction
is four layers sTGC, four layers MM, an optional spacer and support structure, four layers
MM, four layers sTGC.
• Knowledge of the internal positions of the strips in the precision coordinate: 40µm.
• The re-use of the present JD shielding. Modifications of the cone shielding can be considered

if necessary to open the required space of the detectors at the innermost radius of the NSW.

The position determination of the detector elements which provide the precision track information
(strips in both, the sTGC and MM), has been relaxed from 20µm of the current MDT chambers to
40µm. The minor impact on the muon momentum resolution is considered acceptable compared
to the effort needed to achieve a better geometry on large flat detector structures.

3.6 Coordinate systems and naming conventions

3.6.1 The global ATLAS detector coordinate system

Figure 3.2 shows the global right-handed Cartesian coordinate system of the ATLAS detector [6].
The z-axis is defined along the LHC beam 2 direction (from point 1 towards point 8), the x-axis
points towards the center of the LHC ring. The z-x-plane is inclined by 0.704◦ with respect to
the horizontal, the y-axis is pointing upwards, normal to the x-z-plane. The angle θ is defined
with respect to the z-axis, the pseudo-rapidity as η = − log tan(θ/2). In cylindrical coordinates,
r is the radial distance from the beam line (z-axis) in the x-y-plane and φ is the axis angle to
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XYZ Right handed coordinate system 
            with z in beam direction

Figure 3.2: The global ATLAS coordinate system [6].

the x-axis. The detector part in the positive z-direction is called side A, the part in the negative
z-direction side C.

3.6.2 Local detector coordinate systems

A local, fixed coordinate system is defined for each detector unit, independent of the detector
orientation in the ATLAS experiment. A right-handed Cartesian coordinate system is used, see
Fig. 3.3. The orientation and the point of origin follow the conventions defined in [6]. The x-z-plane
is parallel to the strip planes in the detector unit, with the z-axis along the primary precision
coordinate and the x-axis parallel to the second coordinate. The point of origin is located in the
mid plane of each unit on the edge which will be closest to the interaction point.

z z

y y

x x

Figure 3.3: The local coordinate system defining the orientation within a detector unit [6]. The precision
coordinate is along the z-axis, the strip orientation for its measurement are indicated. Examples
are given for rectangular and trapezoidal detector quadruplets.
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3.6.3 ATLAS muon spectrometer sector scheme and numbering
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Figure 3.4: Definition of the 16 sectors of
the ATLAS muon spectrome-
ter [6].

The eight cryostats of the barrel toroid magnet impose a
division into 16 sectors for the muon instrumentation in
the barrel region. Eight so-called large sectors are located
in the angular regions between the coils, spanning about
29◦ in φ and eight so-called small sectors are located in
the angular regions which include a barrel toroid coil
each, spanning about 20◦ in φ. Between each large and
each small sector there is an overlap of about 2◦ in φ.
For consistency and to keep the concept of the projective
arrangement of the muon detectors with respect to the
interaction point in the transition region between the
barrel and the end-cap, the structure of 16 sectors is
replicated in the end-cap region for the precision tracking
detectors.

The sectors are numbered consecutively, starting with
sector 1 which contains the positive x-axis (φ = 0). The
sector numbers increase with increasing φ, see Figure 3.4.
This numbering scheme implies that the large sectors
have odd numbers, and the small sectors even numbers.

3.6.4 Assemblies and sub-assemblies

In this section, the detector assemblies used in the description of the layout are illustrated. The
smallest and fundamental assembly defined is a sensitive detector element of a specific technology.
All other higher order detector units are assembled from these basic components. The full naming
scheme used in the NSW and a figure detailing the assemblies are given in appendix A.

Plane: A single detector gas gap with the readout structures.
Multiplet: Assembly of n planes of a single technology (sTGC or MM) in z direction (n = 1 to 4).
Module: Assembly of m multiplets (m ≥ 1) in the r direction (in cylindrical coordinates) which

constitute a single independent object.
Chamber: Assembly of two modules of a single technology (sTGC or MM) in the z direction and

one or more modules in the r direction which constitute a single independent object. A
chamber might include an internal or external spacer frame between the modules in the z
direction.

Wedge: Assembly of modules of a single technology type (sTGC or MM) in the z direction,
covering a full sector in the r − φ plane.

Sector: 1/16th of the NSW on side A or C (corresponding to a large or small geometric sector),
comprised of two sTGC wedges and two MM wedges.

No assumptions on the size of the assemblies are made, except for the wedge and sector types.

3.7 Mechanical environment in the ATLAS experiment

Figure 3.5 shows a drawing of the NSW mechanical environment in the ATLAS experiment. The
NSW will be located between the end-cap calorimeter and the end-cap toroid. The nominal

26



Figure 3.5: The NSW environment in the ATLAS experiment. Upper left: view of the x-y plane. Upper
right: view of the x-z plane. The region of minimal acceptance of 1.3 < |η| < 2.7 is indicated.
Middle and lower left: Details in the vicinity of the EIL4 MDT chambers. Views of the x-y
plane and of the y-z plane. Lower right: Detail of the region near the beam pipe. View of the
x-z plane.

position of the IP side of the JD shielding is |z| = 6804mm. In the z direction, 1117mm of space
are available between the envelopes of the calorimeter and the end-cap magnet cryostat. The
available space in the x-y plane is constrained by the surrounding detector components and the
requirement to be able to move the NSW along the z-direction on the barrel rails during the
opening of the ATLAS detector for maintenance. The radial dimensions of the small sectors are
limited by barrel toroid coils while the large sectors are bounded by the EIL4 MDT chambers and
the force transfer brackets of the end-cap toroids on the barrel toroid coils.

3.8 JD shielding

The main part of the forward muon shielding, referred to as the JD shielding [14], is located
between the end-cap calorimeter and the end-cap muon chambers of the Small Wheel. It will
be re-used for the NSW, but slightly modified to accommodate the new planar geometry of the
detector wheel.

The present JD shielding consists of three parts, the central cylindrical plug made of brass with
an outer stainless steel jacket surrounding the beam pipe, the disk shielding of carbon steel which
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(a) Present shielding. (b) Example of a modified shielding geometry.

Figure 3.6: The JD shielding designs. The detailed views at the right side show the shape of the shielding
of the inner region. The conical shielding (a) will be modified to a disk-like geometry (b) to
provide space for the full detector coverage up to η = 2.7 with a planar detector geometry.

covers the SW muon detectors, and the conical shielding, made of brass and clad by borated2

polyethylene and a lead layer, at the inner radius of the disk shielding3. The conical shielding fills
the gap between the disk shielding and the inclined CSC detectors.
The modification of the JD shielding only affects the conical part, which will be replaced by a

flat cylinder, again made of high-Z metal material and clad by borated polyethylene covered by a
lead layer. The optimal material and the dimensions—both, in r and in z—of the new shielding
are currently under study. For the optimization, the expected background hit rates with the
different shielding configurations are simulated in the complete muon spectrometer, as changes
in the forward shielding will affect not only the inner end-cap region of the NSW, but also the
high-η barrel region and the high-η region of the middle end-cap layer of the muon spectrometer.
A reduction of the conical shielding to a flat disk will lead to slightly higher background hit rates.
This increase might be reduced by adding a second new disk-shape shielding on the IP side of the
JD-Disk where about 25mm of free space to the end-cap calorimeter are available.

The NSW detector wheel will be mounted on two rails on the top the plug and therefore always
moves together with the shielding in the experiment, e.g. during the opening of the experiment for
maintenance.
Two feet struts, mounted to the plug and extending along the disk in the sectors 11 and 15

permit the movement of the shielding on four airpads along the z direction on the barrel rails
during the opening of the ATLAS experiment. These feet constrain the layout of the mechanical
support structure of the NSW in the two sectors.
Figure 3.6 shows the layout of the present and of the new JD shieldings. Table 3.1 lists the

geometrical parameters of both configurations.
The mass of the present JD shielding is around 83 t, including the airpads. The mass of the new

modified shielding will be approximately the same.

25% of B2O3 by weight
3The high-Z material metal shielding stops charged particles due to energy loss by electromagnetic or strong
interactions. The polyethylene shielding moderates the neutrons which are then captured by the added boron.
Secondary photons from the neutron capture are absorbed in the lead layer.
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Table 3.1: Geometry of the forward muon (JD) shielding. All dimensions are in mm. For the NSW the
conical shielding (second last column) will be replaced by the cylindrical shielding (last column).
Note that the inner bore of the plug shielding depends on z and follows the line |η| = 4.6.

Parameter Disk Plug Conical shielding Cylindrical shielding

rmin 540 129 530 530
rmax 4360 529 (540 at Disk) 1660 1660 (prelim.)
zmin 6829 6829 6909 6909
zmax 6909 8889 7169 7059 (prelim.)

3.9 Mechanical support structure

All detectors of the NSW will be mounted on a single mechanical support structure which
in turn sits on the plug of the JD shielding. This support structure, shown in Fig. 3.7, con-
sists of an inner cylindrical hub and radial spokes on which the detectors will be attached.

Figure 3.7: Drawing of the NSW mechanical struc-
ture, viewed from the IP side. The
brown cylinder in the middle is the
hub of the NSW, the central structural
element which transfers the weight of
the detectors and the mechanical struc-
ture to the JD shielding. The spokes in
green color are modified to accommo-
date the JD feet struts. Preliminary
cut-outs for the optical alignment sys-
tem are visible on the HO side spokes.

The hub, made of brass to provide additional
shielding around the beam pipe, transfers the
weight of the structure and the detectors on the
JD plug. On the IP side of the hub, eight V-
shaped spoke structures surround and support
the small sectors. All spokes are identical, except
those in sectors 11 and 15 which are shaped to ac-
commodate the feet struts of the JD shielding. On
the HO side of the hub, eight identical Y-shaped
spoke structures surround and support the large
sectors. The spokes are designed to maximize the
available space between them and thus the avail-
able space for the detectors. They are reinforced
with plates and crossbars and are interconnected
with azimuthal bars to achieve the necessary rigid-
ity. Apart from the azimuthal bars, an x-y plane
with a thickness of 45mm in the z direction has
been kept free in the middle of the structure for
the use by the optical alignment system. As for
the present SW the outer surface of the hub will
be clad by a layer of borated polyethylene cov-
ered between the spokes to improve its neutron
shielding capabilities.

The mechanical structure of the NSW also con-
tains 16 alignment bars upon which are mounted
an array of optical sensors. The sensors monitor
the detector positions and the positions of the
bars with respect to each other forming a refer-

ence grid. The eight alignment bars on the HO side carry the polar sensors to link the NSW
alignment to the rest of the optical end-cap alignment system of the EM and EO MDT chambers.
The mass of the mechanical support structure of the NSW is estimated to be about 14 t, an

increase by 2 t compared to the present mechanical structure.
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3.10 Detector layout

The general detector layout follows the existing layout of the end-cap MDT system of the EM and
EO layers with eight small and eight large sectors.

3.10.1 Envelopes

Sets of envelopes have been defined for the NSW detectors. The envelopes are inclusive, i.e. they
contain the detectors as well as all their services.
The envelopes (Fig. 3.8) have been maximized and simplified in shape, ensuring at the same

time that tracks which pass through the active area of a small or large sector in the EM and EO
layers can also pass through the active area of the same sector in the NSW. An azimuthal overlap
between the detectors of the small and the large sectors of the NSW will allow the verification
of the relative alignment with tracks. A distance of about 80mm between the envelopes and
the spokes of the mechanical structure is left free for the detector mounts and for access for
maintenance. The defined detector envelopes take into account, and do not interfere with, the
alignment plane between the small and large sectors.

3.10.2 Layout

Contrary to the current SW layout which uses individually mounted CSC and MDT chambers in
the r direction in each sector, the NSW is based on the idea of using sector sized units composed
of sTGC and MM multiplets to be mounted on the NSW support structure. In the z direction the
order of the detectors is sTGC–MM–MM–sTGC.

The sTGC detectors of each sector will be pre-assembled into wedges, consisting of three modules
in the r direction with four planes each. The modules in the two sTGC wedges of each sector are
arranged so that no dead region exists in projective geometry with respect to the IP. Due to the
detector frames at the module borders there are however small regions of reduced efficiency where
the number of hit planes will be less than 8. Figure 3.9 shows the layout and the dimensions of
the sTGC detectors. The shape of the detectors in the large sectors does not follow the envelope,
but has been changed to simplify the production of the detector modules. It has no impact on the
required acceptance of the active detector area.
The MM detectors of each sector will be combined into a MM chamber, with four detector

planes on either side of a spacer frame. Two options exist for the size of the modules (for details
on the final design choice see chapter 8):

1. Single sector sized modules (i.e. single module wedges.)
2. Two to four modules in the r direction assembled to a wedge.

If option 2 is chosen, the MM modules would be arranged such that no dead areas, only areas of
reduced efficiency, exist. sTGC and MM module sizes would further be chosen to maximize the
overall number of detection layers at each position in r.

Figure 3.10 shows the layout of the MM detectors for the wedge option (sector sized modules),
Fig. 3.11 for the option of 3 modules in r per sector. In this case, the modules in the two MM
wedges of each sector will be arranged such that no dead region exists in projective geometry with
respect to the IP. Due to either the spacing of the strip PCBs inside the sector sized wedge or the
detector frames at the borders of the modules there are small regions of reduced efficiency where
the number of hit planes will be less than 8. As for the sTGC wedges, the shape of the detectors
in the large sectors has been modified to simplify the production of the detector modules with no
impact on the required acceptance of the active detector area.
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(a) Small sector.

(b) Large sector.

Figure 3.8: The NSW detector envelopes.
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(b) Large sector.

Figure 3.9: Layout of the sTGC detectors including space allocated for services. The active detector area
(dashed lines) and the allowed envelopes (full lines) are indicated. Left and middle: Example
arrangement of the two sTGC wedges in a sector. The final dimensions in the z-direction
between the two wedges will depend on the available space, here the minimum size is given.
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80 40 80 

(a) Small sector.

80 40 80 

(b) Large sector.

Figure 3.10: Layout of the MM detectors with sector sized modules, including space allocated for services.
The active detector area (yellow color), the frame (blue color) and the allowed envelopes (full
lines) are indicated. For the small sector, the allowed envelope is completely filled. Left and
middle: Example assembly of the two MM wedges in a sector to a MM chamber. The final
dimensions in the z-direction between the two wedges will depend on the available space,
here the minimum size is given.
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(a) Small sector.

(b) Large sector.

Figure 3.11: Layout of the MM detectors with three modules, including space allocated for services. The
active detector area is indicated. Left and middle: Example assembly of the two MM wedges
in a sector to a MM chamber.
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(a) sTGC (small sector). (b) MM (small sector).

(c) sTGC (large sector). (d) MM (large sector).

Figure 3.12: Layout of the sTGC and MM detectors with services in the The detectors with services
(yellow) and the allowed envelopes (blue) are shown. The distances at various points to the
NSW structure are indicated for both.

The sTGC wedges will be kinematically mounted on the MM frame at three points and the
whole assembly is mounted on the NSW structure using the same three mount points. Figures 3.12
shows the sTGC and MM detectors inside the mechanical support structure of the NSW. In
the z-direction the package of sTGC and MM detectors has a minimum dimension of 360mm
including a space of 10mm between an sTGC wedge and the neighboring MM wedge, as indicated
in Fig. 3.9.

The detectors in the small and large sectors are designed to overlap at the sectors’ φ boundaries.
Figure 3.13 shows the overlapping regions of the small and large sectors for the sTGC detectors (a)
and the MM detectors (b). The overlap was maximized for both detector types, but it is limited
by the services on the chamber sides and the allowed envelopes.

3.11 Weight of the New Small Wheels

The estimated weights of all detector units for the different layout options are given in Table 3.2.
The estimate of the weight of the services includes the routing on the NSW rim to each sector.
The overall weight of the detectors is about a factor 1.8–2 higher than in the present SW.

Table 3.3 lists the estimated weights of all components of a NSW. For comparison, the total
weight of a present SW is about 107000 kg. The higher weight of the NSW is mainly due to the
heavier detectors as the numbers of layers and the acceptance have been increased.
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(a) sTGC detectors. (b) MM detectors.

Figure 3.13: Examples of the overlap (red) of the active detector areas of adjacent small and large sectors.
The exact overlap area depends on the detector plane.

Table 3.2: Estimated weights of the sTGC and MM detector assemblies for the different options. The
total sector weight includes two times the module weights (two quadruplets), two frames in the
case of the sTGC, one frame in case of the MM and the services. All weights are given in kg.
Final numbers are rounded.

Detector unit Weight Weight MM

sTGC Sector-sized module Multi-module

Module 1 small/large sector 43 / 53 95 / 155 34 / 44
Module 2 small/large sector 34 / 59 — 47 / 65
Module 3 small/large sector 35 / 75 — 58 / 75
Frame small/large sector 30 / 40 45 / 55 90 / 100
Services small/large sector 80 / 80 80 / 80 80 / 80

Total weight small/large sector 365 / 535 315 / 445 450 / 550

Table 3.3: Weights of the NSW components per wheel. The total detector weight depends on the layout
option chosen for the MM detectors (sector-sized module/multi-module). All weights are given
in kg. The final numbers are rounded.

Component Weight Number of Total weightcomponents

Detectors and services small sector 680 / 815 8 5440 / 6520
Detectors and services large sector 980 / 1085 8 7840 / 8680
Detector mounts 5 48 240
Alignment, sector 40 16 640
Mechanical structure 14000 1 14000
JD shielding 80000 1 80000
Airpads 500 4 2000

Total — — 110000 / 112000
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4 sTGC detector technology and
performance

In Chapter 2 the requirements for the triggering system in the NSW have been defined. The
triggering detectors should provide bunch crossing identification, requiring good time resolution,
and good angular resolution, better than 1mrad, for online reconstructed segments, which in turn
entails fairly good online spatial resolution. The sTGC detector provides both capabilities as will
be demonstrated in this chapter and for this reason is regarded as the main triggering detector
in the NSW. It provides also a fair spatial resolution for the offline tracking that will help the
precision tracking, specially during the HL-LHC phase.

4.1 sTGC

The basic Small strip Thin Gap Chamber sTGC structure is shown in Fig. 4.1(a). It consists
of a grid of 50µm gold-plated tungsten wires with a 1.8mm pitch, sandwiched between two
cathode planes at a distance of 1.4mm from the wire plane. The cathode planes are made of a
graphite-epoxy mixture with a typical surface resistivity of 100 kΩ/� sprayed on a 100µm thick
G-10 plane, behind which there are on one side strips (that run perpendicular to the wires) and
on the other pads (covering large rectangular surfaces), on a 1.6mm thick PCB with the shielding
ground on the opposite side (see Fig. 4.1(b)). The strips have a 3.2mm pitch, much smaller than
the strip pitch of the ATLAS TGC, hence the name ’Small TGC’ for this technology.

A similar type of structure was used in the past for the OPAL Pole-Tip calorimeter, where 400
detectors were constructed and run for 12 years.

The TGC system, used in the present ATLAS muon end-cap trigger system, has passed a long
phase of R&D and testing. The basic detector design for the NSW has two quadruplets 35 cm
apart in z. Each quadruplet contains four TGC’s, each TGC with pad, wire and strip readout.

(a) a (b) b

Figure 4.1: The sTGC internal structure.
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The pads are used to produce a 3-out-of-4 coincidence to identify muon tracks roughly pointing
to the interaction point. They are also used to define which strips are to be readout to obtain
a precise measurement in the bending coordinate, for the online muon candidate selection. The
azimuthal coordinate, where only about 10mm precision is needed, is obtained from grouping
wires together. The charge of all strips, pads and wires are readout for offline track reconstruction.

4.2 Detector technology and characteristics

The high background of the HL-LHC environment necessitated modifying the TGC technology
in order to achieve a very good (approximately 100µm) position resolution at high count rates.
The main emphasis during the development stage was on achieving this performance with the
smallest possible number of electronic channels. It is known that space-charge effects are not a
limiting rate element for TGC. However the rate capability is limited by the use of the resistive
coating in the cathodes, which reduces, under high irradiation, the effective operating voltage of
the detector in areas far from the ground contacts. As a consequence a low surface resistivity
coating (approximately 100 kΩ/�) has been used, and the capacitance between the strips/pads
and the cathode has been increased to keep the same transparency for fast signals.
This optimization, combined with a reduction of the HV and ground decoupling resistors is

sufficient for maintaining high efficiency for minimum ionizing particles in large surface detectors
subject to detected rates of up to 20 kHz/cm2 over the full surface. The position resolution
required for the trigger function was optimized by building small detectors and studying the
position resolution as a function of the strip pitch, maintaining a minimal number of read-out
channels.

Figure 4.2: Average position resolution for two different incident angles (0-10◦, circles) and (20-30◦,
squares) using charge division between strips. The values shown have been averaged over
different HV settings.

The published results [15] are shown in Fig. 4.2 for two different incident angles. A 3.2mm pitch
has therefore been used for sTGC. Following this parameter optimization, the main emphasis
was put in constructing and testing large (120× 70 cm2) detectors where these concepts could be
tested in a realistic environment. The tooling needed for achieving the required alignment between
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planes has been developed at the same time. This activity has also provided experience in the
operation of large area detectors in a high rate environment. The main conclusions of this series
of tests (described below) is:

1. Large area sTGC’s can operate without problems under uniform γ irradiation of 20 kHz/cm2

with high efficiency for minimum ionizing particles.
2. Using a 3.2mm pitch and centroid finding for strips, obtained by measuring the strip charge,

using either a charge integrating or a peak sensitive ADC, a position resolution ranging from
60µm, at perpendicular incident angle, to 150µm at 30◦ incident angle has been achieved in
a reproducible way for all five large quadruplets constructed.

3. Detecting cosmic muons under uniform γ irradiation of 17 kHz/cm2 of detected photons
shows no deterioration of the single plane efficiency for minimum ionizing particles.

In order to use the sTGC as a Level-1 trigger device, a fast method to measure the strip charge
must be provided; a conventional ADC is too slow. Two alternative methods were evaluated:
one using a peak-sensitive Flash-ADC and an other based on Time-over-Threshold. With both
methods sTGC can achieve online 150µm position resolution per layer. The above have been
extensively tested in a long test-beam campaign initiated in 2008 (see Section 4.4).

4.3 Detector simulation

The timing performance of the sTGC is critical for triggering. The small gas gap and the strong
electric field in a large fraction of the gas volume ensure good timing properties for the sTGC, since
the total drift time for most electron is shorter than 25 ns and the high amplification ensures high
efficiency even for single clusters. The time spectrum for normally incident muons on an sTGC
operated at 2.85 kV was simulated using the Garfield program [16] with a parameterized model
which includes the effects of gas gain fluctuations and the electronics threshold. This result, along
with experimental measurements using a 0.78 ns least count readout chip, is shown in Fig. 4.3.
The experimental and simulated data agree well and demonstrate that 95% of the total events are
contained within a 25 ns time window after proper adjustment of window offset.

Since the detector will be exposed to stray magnetic fields from the barrel and end-cap toroids
with intensities up to 0.4T in the φ direction, it is necessary to understand the gas properties
under magnetic fields. The electron drift velocity and the Lorentz angle as a function of the
electric field for the working gas mixture, CO2:n-pentane (55:45), were simulated under different
magnetic fields using the Magboltz package [17] and the results are shown in Fig. 4.4(a) and 4.4(b)
respectively. The simulated electron drift velocity is in good agreement with the measured data up
to 10 kV/cm without magnetic field [18] and it is also predicted that the drift velocity is unaffected
by the presence of magnetic fields up to 1T orthogonal to the electric field. The small Lorentz
angle, less than 3◦ in a 0.4T magnetic field, indicates that the increase of the electron drift path
due to the presence of magnetic field is negligible. The simulated arrival time spectra of clusters
closest to the wires with a 1T magnetic field either parallel or orthogonal to the wires are very
similar to those obtained with no magnetic field as shown in Fig. 4.5. Such timing distributions
depend on the incidence angle of the particle in the plane normal to the wires and are narrower
for larger incidence angles due to the higher probability of producing clusters near the wire.
The sTGC will also provide precision coordinate measurements in the η direction for Level-1

triggering as well as complementing the tracking information from MM. The charge produced
inside the chamber induces signals on 3.2-mm-pitch readout strips which are capacitively coupled
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Figure 4.3: Comparison of a simulated time spectrum with experimental data taken using wire voltage of
2.85 kV. The horizontal axis has an arbitrary offset.

(a) Simulated electron drift velocity as a func-
tion of electric field. Lines for different mag-
netic fields are overlapped.

(b) Lorentz angle as a function of the electric
field for different magnetic fields.

Figure 4.4: CO2:n-pentane (55:45) gas mixture properties. The magnetic field is orthogonal to the electric
field.

40



Figure 4.5: Comparison of simulated earliest cluster arrival time distributions for normal incident muon
tracks with and without magnetic fields.

to the resistive cathode plane. A simple analytical model, based on the studies of charge dispersion
in resistive layer, has been built to derive the charge density distribution function on each strip
numerically. The charge ratios between different strips are simulated and compared with the
experimental data from muon beam test using ADCs. Good agreements are shown in Fig. 4.6.

4.4 sTGC performance under high background conditions

A major R&D activity was started in 2008 to adapt the TGC technology to the harsh environment
expected with the High Luminosity LHC (HL-LHC) upgrade. Outcomes of this activity are
described below.

The detectors show no deterioration up to a total irradiation dose of 6Coulomb/cm2. This was
a very important point for detectors that will have to run for over 15 years in a high radiation
environment, with a total dose of up to 1Coulomb/cm2 expected at the hottest regions of the
detector. The results are reported in [19]. Such irradiation tests are presently being continued at
the Pontifical Catholic University of Chile for various gas flow rates and will be further continued
at CERN, once the GIF++ facility becomes available, for large area detectors.
The local pulses produced by the passage of a muon through each of the 3600 TGC detectors

operating in ATLAS have been monitored throughout the years of ATLAS operation. Fig. 4.7
shows the pulse spectra averaged over all the detectors on one side of the ATLAS experiment
for various periods of time. It can be seen that such spectra are constant over the time, even at
luminosities of 7.7× 1033 cm−2 s−1.

The large area detectors performed well (i.e. with high single plane efficiencies) up to background
radiation levels of approximately 17 kHz/cm2 of detected photons (see Fig. 4.9) and 75Hz/cm2 of
detected neutrons (measurements with 5.5MeV neutron fluxes two and three times the expected
HL-LHC fluxes proved that sTGC single plane efficiency for cosmic rays reduces to 0.99 and 0.96
respectively).
Using a strip readout, one can obtain a position resolution of approximately 60–70µm per
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Figure 4.6: The distributions of the ratios of charges induced on various strips to the maximum charge,
e.g. Q2nd/Qmax, ratio of second largest charge to largest, etc.
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Figure 4.7: Average (for 1278 TGC planes) distribution of charge spectra (in arbitrary ADC units) for
minimum ionizing particles for various periods of ATLAS running.
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detector-plane in large area detectors at perpendicular incident angle, using the charge measure-
ments, for each single layer. The obtained resolution deteriorates to 150µm at large angles. This
resulted from a parameter optimization described in [15] and the obtained resolution for a large
area (120× 70 cm2) quadruplet (see Fig. 4.8) are described in [19].

Figure 4.8: Schematic drawing of one of the five large 4-layer detectors that have been constructed and
used to perform the tests described above.

Using pure digital output from strips, with signal length proportional to time-over-threshold, a
position resolution of 70-100µm in a large area detector has been achieved for each single layer,
which provides the possible alternative of using only pure digital signals for the trigger [20].

In May 2012 a series of tests were performed with two quadruplets of 60× 40 cm2. They were
mounted on a precise frame (see Fig. 4.10), used for a precise alignment and a common rotation of
the two quadruplets.
The resulting position resolution for the various configurations and readouts are given in

Table 4.1. The ‘TDC’ column refers to a resolution achieved by estimating the strip charge by
the time-over-threshold of the signal induced, whereas for ‘ADC’, a flash ADC provides a precise
charge measurement. It can be seen that the achieved results match the trigger requirements
(<150µm at all relevant angles).

Since a new front-end ASIC has been developed, which is common to the sTGC and MM
detectors (see Chapter 12), it was important to test the position resolution that can be achieved
with this electronics, in particular since the measurements are based on a peak sensing ADC.
Furthermore, the new front-end electronics can provide also the peak charge of the nearest neighbors
to the strips with signals above threshold. Using this feature, a charge distribution from the strip
clusters that contain at least three strips is always obtained, therefore obtaining a high quality
centroid, with good position resolution. Fig. 4.11(a) shows the achieved efficiency to obtain a good
position measurement point using this nearest neighbor method as compared to a standard charge
integrating ADC with a set threshold. The efficiency achieved exceeds 92% for all relevant angles,
while the lost 8% are mainly due to a minimum ionizing muon accompanied either by a δ-ray or
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Figure 4.9: Single layer efficiency for detecting minimum ionizing particles as function of the detected
photon rate of a 120× 70 cm2 chamber irradiated at the Soreq Nuclear Center.

Figure 4.10: Precise mechanical set-up to align the two quadruplets and measure their characteristics for
various positions and angles, with a wide beam
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Table 4.1: Position resolution for individual planes as a function of angle for three different horizontal
positions using TDC and ADC

Angle TDC res. (µm) ADC res. (µm)

0◦ 105 55
5◦ 120 70
10◦ 104 104
15◦ 135 120
20◦ 127 156
25◦ 150 157

a second particle. The position resolution achieved with the new electronics was measured by
comparing the position in two neighboring detectors exposed to a high energy muon beam. The
results are shown in Fig. 4.11(b) and compared to those obtained with a charge integrating ADC.
It can be seen that the same position resolutions are achieved, but with a much higher efficiency.
Furthermore, the use of the proposed electronics provides a fast charge output using a flash-ADC
or a Peak-to-Time signal, either of which can be used for triggering purposes.

(a) Detection efficiency (hits with at least
three strips).

(b) Position Resolution.

Figure 4.11: Performance of the new (VMM) front-end electronics as compared to a charge integrating
ADC.
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5 Micromegas detector technology and
performance

In Chapter 2 the requirements for the precision tracking system in the NSW has been defined.
The tracking detectors should provide very good position resolution independent of the particle
incident angle, high efficiency even at the highest background rates, and good two track separation
to reject delta rays accompayining muons. In this chapter the excellent tracking capabilities of
MM detector (better than 100µm for all particle impact angles in the New Small Wheel) will be
demonstrated.
The very fine segmentation of the MM read out strips, together with a reasonably good time

resolution, can also be exploited to complement the trigger scheme based on sTGC, adding in the
robustness and redundancy of the system.

5.1 Detector technology and characteristics

The micromegas (an abbreviation for ’micro mesh gaseous structure’ (MM)) technology was
developed in the middle of the 1990’s [21]. It permits the construction of thin wireless gaseous
particle detectors. MM detectors consist of a planar (drift) electrode, a gas gap of a few millimetres
thickness acting as conversion and drift region, and a thin metallic mesh at typically 100–150µm
distance from the readout electrode, creating the amplification region. A sketch of the MM
operating principle is shown in Fig. 5.1. In the original design the drift electrode and the
amplification mesh were at negative high voltage (HV) potentials, the readout electrode is at
ground potential (the HV scheme has been modified for the MM application in ATLAS, see
following sections). The HV potentials are chosen such that the electric field in the drift region is a
few hundred V/cm, and 40–50 kV/cm in the amplification region. Charged particles traversing the
drift space ionize the gas; the electrons liberated by the ionization process drift towards the mesh.
With an electric field in the amplification region 50–100 times stronger than the drift field, the
mesh is transparent to more than 95% of the electrons. The electron avalanche takes place in the
thin amplification region, immediately above the readout electrode. The drift of the electrons in
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Figure 5.1: Sketch of the layout and operating principle of a MM detector.
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the conversion gap is a relatively slow process; depending on the drift gas, the drift distance, and
the drift field it typically takes several tens of nanoseconds. On the other hand the amplification
process happens in a fraction of a nanosecond, resulting in a fast pulse of electrons on the readout
strip. The ions that are produced in the avalanche process move, in the opposite direction of the
electrons, back to the amplification mesh. Most of the ions are produced in the last avalanche
step and therefore close to the readout strip. Given the relatively low drift velocity of the ions, it
takes them about 100 ns to reach the mesh, still very fast compared to other detectors. It is the
fast evacuation of the positive ions which makes the MM particularly suited to operate at very
high particle fluxes.
MM detectors have been successfully used in high energy particle physics experiments in the

past years in application where good spatial resolution at high rates was required [22,23]. MM
were also successfully used as readout chambers of Time Projection Chambers [24,25].

5.1.1 Spark-protected micromegas

The weak point of the MM original design was their vulnerability to sparking. Sparks occur
when the total number of electrons in the avalanche reaches a few 107 (Raether limit [26]). High
detection efficiency for minimum ionizing muons calls for gas amplification factors of the order of
104. Therefore, ionization processes producing more than 1000 electrons over distances comparable
to the typical lateral extent of an avalanche (a few hundred microns) carry the risk of sparking,
see for example Ref. [27]. Such ionization levels are easily reached by low-energy alpha-particles or
slowly-moving charged debris from neutron (or other) interactions in the detector gas or detector
materials. Sparks may damage the detector and readout electronics and/or lead to large dead
times as a result of HV breakdown.
For the MM detectors to be installed on the New Small Wheel a spark protection system has

been developed. By adding a layer of resistive strips on top of a thin insulator directly above the
readout electrode the MM become spark-insensitive. The readout electrode is no longer directly
exposed to the charge created in the amplification region, instead the signals are capacitively
coupled to it. By adding this protection some fraction of the signal height is lost but the chamber
can be operated at higher gas gain and thus have spark intensities reduced by about three orders
of magnitude. The principle of the resistive spark protection is schematically shown in Fig. 5.2.
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Figure 5.2: Spark protection principle.

The detector concept with resistive strip spark protection has been extensively tested in hadron
and neutron test beams up to rates far exceeding the ones expected in ATLAS. Furthermore, a
large number of detectors has been exposed to 8 keV X-rays up to rates of several 10MHz/cm2.
Last but not least, since the beginning of 2011 four small MM detectors have operated faultlessly on
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the Small Wheel in the ATLAS cavern as well as two small prototypes in the high rate environment
in front of the electromagnetic end-cap calorimeter (EMEC) (see Section 5.5.1).
The largest detectors that have been constructed and operated successfully so far using the

resistive-strip protection layer have an active area of 0.92× 2.12m2.

5.1.2 The micromegas for the NSW

The MM detectors for the NSW differ in at least two points from the original MM scheme. i)
the resistive-strip protection scheme is used, as described above. ii) instead of applying negative
HV on the amplification mesh and keeping the resistive strips at ground potential, positive HV is
applied to the resistive strips and the amplification mesh is connected to ground. This scheme
resulted in a more stable operation of the detectors. Thus sparks cease to cause concern. The
spark-induced current can be evacuated very quickly to ground through the mesh and the mesh
potential does not change1. Further advantages of the modified HV scheme are the better focusing
of the field lines between the amplification mesh and the resistive strips, leading to a better charge
collection on the resistive strips, and a considerable simplification in the detector construction.
Contrary to most of the MM detectors now in operation, in the present implementation the

amplification mesh is not integrated in the readout structure. The advantages for large-area
detectors are the following: i) the mesh size is only limited to he mesh fabrication size and
stretching machines and not to the size of the individual PCBs; ii) it facilitates detector opening
and cleaning; iii) it separates PCB production from mechanical construction. Figure 5.3 shows
schematically the internal structure of a readout PCB. The readout strips are drawn on 0.5mm
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Figure 5.3: Internal structure of the MM readout boards, note that the mesh is not part of the readout
PCB.

thick PCBs and then covered by a 64µm thick layer of insulator, followed by the resistive strips.
On top of the resistive strips the mesh support pillars are deposited. The mesh sits on these
support pillars, however it is not a part of the readout PCB but a part of the drift panel.

The main detector and operating parameters of the MM detectors for ATLAS are summarized
in Table 5.1.

1When the mesh is polarized the mesh potential changes in the event of a spark, even if the potential drop is
small, and a signal is induced in all strips.
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Table 5.1: Main MM detector and operating parameters.

Item/Parameter Characteristics Value

Mesh Stainless steel 325 lines/inch
separate from readout board

Amplification gap 128µm
Drift/conversion gap 5 mm
Resistive strips Interconnected R = 10–20MΩhm/cm
Readout strip pitch 0.425–0.445mm
Stereo angle 4/8 layers ±1.5◦
Total number of strips 2.1 M

Gas Ar:CO2 93:7
HV on resistive strips positive polarity 550V
Amplification field 40 kV/cm
Drift field 600V/cm

5.2 Micromegas layout

5.2.1 Wedge layout

The integration of the MM detectors and their overall layout has been described in Chapter 3.
They are arranged in large and small sectors. The dimensions of the sectors are chosen such that
approximately the same azimuthal overlap of the active areas as in the current Small Wheel is
achieved. Each sector comprises of eight MM detection layers, grouped into two multiplets of
four layers each (hence quadruplets), separated by a 40 mm thick spacer. Figure 5.4 left shows
schematically the arrangement of the detectors in a sector.

sTGC – 70 mm 

Read-out – 10 mm 

Drift – 10 mm 

Spacer – 40 mm 

Double faced drift – 20 mm 

Figure 5.4: Left: arrangement of the detectors in a sector. Right: arrangement of the detectors in a
multiplet.

Each multiplet contains four active layers, grouped into two pairs, as illustrated in Fig. 5.4 right.
In each pair the detectors are mounted back-to-back. With such an arrangement i) background
(tracks not synchronous with trigger signal, i.e. out-of-time with respect to the bunch crossing)
will not be collinear in the two neighboring planes and thus can be rejected, ii) systematic shifts of
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the recontructed particle positions, due to the deviation of the electrons drift path in a magnetic
field (Lorentz angle) cancel out.
The segmentation of the MM sectors in the radial direction is still under discussion. Two

approaches are being studied, one based on detector planes covering the full sector, the other
splitting the sectors radially into two to four smaller modules. Mechanical prototypes of the two
concepts are under construction and will serve to decide which way to go. The timescale for the
decision is July 2013.
Independent of the radial segmentation of the detectors the active area of one detection plane

will be composed of eight PCBs per sector. In order to stay within the dimensions that most PCB
manufacturers can handle 2, the PCBs span the full widths of the sectors, and have a radial extent
of 400–500mm. In the scheme with complete detector planes, all eight PCBs will be glued to a
single stiffening panel. In the scheme with four single modules, two PCBs will be glued to each
stiffening panel.
The segmentation of the small and large sectors into PCBs is shown in Fig. 5.5 (for the full

sector plane implementation). For the case of the four modules, the size of the PCBs in the radial
direction would slightly change. In both cases the number of readout strips will be the same
leading to small differences in the readout strip pitches for the two options. In the following, to
avoid repetition, only the implementation of the full-sector approach is discussed, unless there are
major differences.
In order to measure the second coordinate, an arrangement of the readout strips in a stereo

configuration was chosen. The readout strips in each second detector layer are inclined by 1.5◦

with respect to the η-strips. This requires small adjustments to the arrangement of the PCB
boards and the routing of the readout strips. Keeping the same strip pitch requires two additional
readout chips per layer in the full-sector case, in order to read out the additional strips in the
upper left side corners. The few additional strips required in the lower right corners of the sector
will not be read out.

Each PCB carries 1024 readout strips with a typical strip pitch of 0.4–0.45 mm. Each PCB
board is read out by two readout boards, carrying eight front-end chips (VMM) of 64 channels
each. The upper half of the readout strips is read out on one side, the lower half on the other side.
The readout electronics boards are located along the detector sides. The space foreseen for

the front-end electronics is 50mm wide. Another 50mm are foreseen for the detector frame and
the dead space inside the frame, leading to a 100mm inactive area along the detector side. The
corresponding dead area in the radial direction is 30mm. The active detector area is indicated by
the inner lines in the figures. An active overlap is foreseen between the large and small sectors, as
described in section 3.

Within a multiplet of four MM layers, two layers (back-to-back) will be equipped with η strips,
the other two layers, again back-to-back, with stereo strips. In such a way the full single plane
spatial resolution in the bending plane is maintained. The second coordinate precision is about
1.5mm.

5.2.2 Detector support and alignment

The baseline solution for the MM chambers support is a central spacer on which the two MM
wedges are mounted (glued or screwed). This solution can be adopted for both the single- or
multi-module wedge, in the latter case the support frame will also act as the connection frame

2Usually the machines can handle printed boards dimensions of 600mm in one dimension, while the other dimension
can be up to 2500mm.

50



Figure 5.5: Segmentation of the small (top) and large (bottom) sectors into eight PCBs for the η (left)
and stereo layers (right).
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between the modules. A sketch of the central spacer is shown in Fig. 5.6. The central spacer will
be made of aluminum or G-10, the selection of the best material is under evaluation.
Three kinematic mounts on the external frame of the spacer will be used for mounting the

assembled sector on the NSW mechanical structure (Fig. 5.6 right). The optical alignment of

Figure 5.6: The MM central spacer for the full wedge solution. On the right a detailed view of one of the
three supports is shown.

the chambers follows the same scheme as used at present for the MDT in ATLAS. An in-plane
alignment system, if required, will be integrated into the chamber support frames. For the
positioning of the chambers with respect to the alignment bars the alignment equipment can be
mounted on the multilayer surfaces on precision pieces that are linked to the PCBs via precision
inserts. The NSW alignment system is described in section 10.

The chambers being installed (almost) vertically, deformations of the PCBs due to gravity is not
an issue. Calculations show that possible bending in the z direction due to temperature gradients
will be less than 100µm, for temperature gradients of 2 ◦C between the two sides (in z) of the
detector. Such deformations are monitored by the in-plane alignment system. These values clearly
depend on the selected material for the central spacer. Simulation studies of these deformation
due to gravity and a temperature gradient of 2 ◦ have been carried out for different materials used
for the central spacer and the results are summarized in Table 5.2. The maximum bending, for
two MM wedges made of three detector modules each screwed on a G-10 spacer, turns out to be
approximately 18µm.

5.2.3 Detector services

The MM are operated at a moderately high voltage of typically +550V on the resistive strips
and −300V on the drift cathode. Currents per PCB range from O(µA/m2) for 104Hz/cm2 at
small radii to a few tens of nA in the chambers at large radii. While the drift electrodes of each
multiplet can be supplied by the same HV channel, the resistive strips of each PCB should have
their individual HV such that the individual currents can be monitored and, if required, controlled.
In addition, the resistive strips will be split in the middle and separate HV will be supplied to
either side. This results in 16 HV sections per layer, served by four HV lines. The number of
sections fed by each one of the four HV lines is optimized considering the expected hit rate and
the surface of the sections: from the inner to the outher radius one HV line serves 2/4/6/4 HV
sections, respectively.
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Table 5.2: Deformation of MM wedge due to gravity and a temperature gradient of 2 ◦C between the two
sides (in z) of the detector. The study is based on a finite element analysis for the 1- and
3-module wedge solutions and spacer frame of aluminum or G-10. In all cases the modules are
screwed to the central spacers.

Full size Full size 3-module 3-module
wedge wedge wedge wedge

aluminum G-10 aluminum G-10

Maximum deformation
in z direction (µm) ∼30 >100 ∼35 ∼18
Maximum stress on the
spacer (MPa) ∼19 ∼7 ∼29 ∼8
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Figure 5.7: Arrangement on a sector plane of the front-end cards and the cards that carry the optical
links for the trigger and data streams, schematically.

The on-chamber HV cables will be routed to HV patch panels located on the outer rim of the
sectors in an accessible place. For the readout boards, four HV cables per layer or 16 cables per
multiplet will be routed to UX15. Two additional cables per multiplet will be used to supply the
drift electrode voltage. Including two spare cables, in total 20 HV cables will be routed from each
sector multiplet to UX15. A CERN standard cable that carries 23 channels, rated to 3000 V DC
(AWG26) has an outer diameter of 11.1 mm. In total 32 of these cables would be required per
wheel.

The readout electronics is located on the side of the chambers, as illustrated in Fig. 5.7. It
requires low voltage (1.2V and 1.5V) and optical fibre connections using the GBT link. The
conversion to 1.2 V or 1.5 V will be done on the corresponding front-end or GBT boards. The
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Table 5.3: Power consumption per sector.

Equipment No. of channels Power consumption Power consumption
per channel total

VMM chips 65536 8mW 525W
GBTx (optical links) 40 4W 160W

total power for the readout chips and the data transmission is about 22 kW for the two MM wheels,
see Table 5.3.
The front-end cards are connected to the readout boards via a solder-less connectors, widely

used in industrial solutions (e.g. LCD TVs, cars). They are commercially called Zebra elastomeric
connectors3 and guarantee a highly reliable and redundant connectivity. These are gold-plated
wires embedded in a silicon rubber carrier that is placed between the contacts to be interconnected.
Silicon rubber is qualified to be radiation hard up to about 107 rad or 105Gy [28].
In addition to the front-end boards, two other types of electronics boards are in charge of

transmitting the data via optical links to USA15. For the trigger, one trigger card handles the
data of four front-end cards or 32 VMM chips. For the read out, data are transmitted by a single
data GBT link per plane or 16 front-end cards. The connection between the front-end boards and
the trigger and data GBT boards is made by mini coaxial cables with a diameter of less than
1.5mm.

All detector services will be located at the sides of the chambers in order to maximize the
accessibility. Cables and pipes will be integrated into the stiffening panels of the detector as much
as possible. This is sketched in Fig. 5.8. HV, LV and signal cables as well as the optical fibres
will be located in the stiffening panels. Figure 5.8 also indicates how the cooling of the front-end
electronics is going to be implemented. An aluminum bar with channels for the cooling water
is integrated into the readout panel below the front-end card. Cooling plates are mechanically
attached to this bar to remove the heat through a contact pad, as used presently in the CSC
cooling system in ATLAS. Except for the water connections at the top and the bottom of the
modules, there are no other connections where potentially leaks may occur.

A parallel gas flow through all layers of a multiplet is foreseen in order to maintain an identical
gas pressure in the four gas gaps of a multiplet, possibly in series for all modules in a wedge. This
would lead to two gas lines (one in, one out) per multilplet and sector, or four gas lines per sector
in total. The gas flow can be as low as a few liters per hour.
Table 5.4 gives an estimate of the cables/sector between the NSW and US15.

5.3 Detector Simulation

Detailed simulations of the MM detectors, with the use of the ANSYS [29], Magboltz [30] and
Garfield [16] packages, have been developed to compare with test results and for layout studies. A
parametric description of the gas properties was developed in ROOT and an RC circuit model has
been used to model the front-end electronics response on a readout strip:

f(x) = qi

(
x− ti
RC

)a
e−(x−ti)/RC

3Fuji Polymer Industries Co., Ltd.
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Figure 5.8: Integration of services in a MM sector, schematically.

Table 5.4: Cables per sector between the outer rim of the wheel and the service cavern. The routing of
the HV and LV cables is still to be finalized, here only an example is given.

Cable Number of cables Outer cable Cross section
(granularity) diam. (mm) of leads (mm2)

HV 2 11.1 23× 0.14mm2

LV 2 19 5× 6mm2

Optical fibre bundles (trigger) 4 15 12 fibres/bundle
Optical fibre bundles (data) 2 10 8 fibres/bundle

where q =charge in number of electrons and t =time of electron arrival.
With the above equation different integration times can be applied at different charge threshold.
The output of such a simulation was compared to data acquired during test beam periods with
the MM detectors as shown in Fig. 5.9 left. The MM detectors will also provide a trigger signal
for the New Small Wheel. The trigger algorithm is based on the strip which gets the first hit from
an avalanche. This VMM feature was simulated and compared to real data. Such a comparison is
shown in Fig. 5.9 right.

5.4 Single point space resolution

The performance of MM detectors have been extensively studied during several test beam campaigns
with high energy particle beams at CERN. Results presented in Section 5.4.1 are mostly based on
tests performed at the H6 beam line at the Super Proton Synchrotron (SPS) at CERN in July
2012. The H6 line provides a 120GeV pion beam with an intensity ranging between 5 and 30 kHz
over an area of approximately 2 cm2. The test in magnetic field, described in Section 5.4.2 was
carried out, in June 2012, in the H2 SPS beam line which has similar beam characteristics.
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Figure 5.9: Left: comparison of data to Monte Carlo of the earliest arrival signal time of a hit with the
first generation of the VMM readout chip. Right: Difference between the first arrival strip as
obtained from offline from the read out of the VMM1 chip and the strip selected from the
VMM1 for the trigger. Red histogram refers to teast beam data, blue histogram to Monte
Carlo expectation.

Front-end readout electronics was based on the 128 channels APV25 ASIC in which detector
signals are zero-suppressed, shaped with a CR-RC circuit and sampled at 25 ns frequency. The
total acquisition time window was of 675 ns, corresponding to 27 samples.

5.4.1 Spatial resolution for straight and inclined tracks. The µTPC method

The spatial resolution of MM detectors was studied for eight resistive chambers (T1–T8), aligned
along the beam line and oriented, in pairs, in a back-to-back configuration. The total lever arm
of the system was 600 mm. The detectors were operated with an Ar:CO2 gas mixture (93:7).
The reference operating settings were 600V/cm electric drift field and an amplification voltage
HVmesh=500 V.

Data with beam perpendicular to the MM and at various angles have been recorded and analyzed.
The trigger was provided by the coincidence of three scintillators plus a veto. The APV25 chips
were operated at a frequency of 40 MHz, completely unsynchronized to the particle beam. A jitter
of ±12.5 ns, corresponding to the width of one clock cycle, is introduced by the synchronization of
the trigger signal.

The spatial resolution of MM with sub-mm strip pitch and analog readout can easily go below
100µm for perpendicular tracks by using the cluster charge centroid method [31]. A spatial
resolution of about 73µm has been obtained for all chambers under test, with an average cluster
size of approximately 2.4 strips.
With the same perpendicular tracks, global detector inefficiencies have been measured to be

in the range of 1–2%, consistent with the partially dead area expected from the presence of the
300µm diameter pillars separated by 2.5mm.

For impact angles greater than 10◦ the µTPC method [31] is used for a local track segment
reconstruction in the few-millimeter wide drift gap. It exploits the measurement of the hits time
and the highly segmented readout electrodes: the position of each strip gives an x coordinate,
while the z coordinate (perpendicular to the strip plane) can be reconstructed from the time
measurement of the hit after calibrating the z–t relation (z = t× vdrift), see Fig. 5.10, left.
The hit time is measured for each strip by applying a fit to samples obtained from the shaped
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Figure 5.10: Left: principle of the MM µTPC operating mode. Right: distributions of ∆xhalf
for particle

impact angle of 30◦. The distribution is fitted with a double Gaussian (red line) accounting
for a core distribution (green line) plus tails (blue line). The widths of the two Gaussians are
reported in the plot.

output of the charge integrating pre-amplifier. The time resolution obtained with this analysis
depends on the impact angle and is approximately 12 ns at 30◦. For each event, (xi, zi) coor-
dinates are assigned to each hit and fitted with a straight line, from which the best position
measurement,‘xhalf’ is obtained (as indicated in Fig. 5.10 left).

Tracklet angles are reconstructed with about 70mrad resolution. The µTPC spatial resolution
has been measured by the difference of xhalf in two chambers with the same orientation (∆xhalf ).
The time jitter is equal in the two chambers and cancels out in the difference. In Fig. 5.10 right the
distributions of ∆xhalf for a beam impact angle of 30◦, are reported. The single plane resolution
is about 90µm, assuming that it is obtained by the width of the fitted distribution by

√
2.

The results for the MM spatial resolution study are summarized in Fig. 5.11. As expected, the
cluster centroid behaves better at small angles (small cluster size) while the µTPC method reaches
best performance for larger angles. Moreover,it has been verified that the position determination
with the two methods is systematically anti-correlated; for that, a weighted average can improve
the resolution further. The result of a simple combination method using a weighted average of the
cluster centroid and the µTPC position measurement is also reported in the figure, demonstrating
that spatial resolutions below 100µm is achievable for all impact angles up to 40◦ (the impact
angle range for muons in the NSW is approximately between 8◦ and 30◦).
A cross-check of the previous results was done with a full track reconstruction method; the

results obtained are in excellent agreement with the simpler method described above.

5.4.2 Performance of the micromegas detectors in magnetic field.

The MM chambers of the NSW will operate in a magnetic field of a magnitude up to about 0.3T
with different orientations with respect to the chamber planes but a sizable component orthogonal
to the MM electric field.
The effect of the magnetic field on the detector operation has been studied with test beam

data and simulations. Figure 5.12 shows the drift velocity and the Lorentz angle as a function of
the drift field for several values of the magnetic field (perpendicular to electric field) and for an
Ar:CO2 93:7 gas mixture. Figure 5.13 illustrates the effect of the magnetic field on a MM chamber.
The drift direction of the ionization electrons is tilted with respect to the electric field direction by
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Figure 5.11: MM spatial resolution with charge centroid method (blue triangles), µTPC method (full
red circles) and the combination of the two (black open circles) as a function of the particle
impact angle.

Figure 5.12: Drift velocity along the electric field (left) and Lorentz angle (right) as a function of the drift
field for different values of the magnetic field.

the Lorentz angle θL; tanθL is proportional to the magnetic field intensity B. Expected values
of θL are shown in Fig. 5.12 right. The tilt of the drift direction gives a sizable shift (δx) of the
reconstructed hit position of the order of

δx = (d/2)tanθL = 2mm×B(T)

where d = 5mm is the drift gap. This shift affects both centroid and µTPC reconstruction and
reaches values up to 400µm. Singular configurations are expected when θ = θL, θ being the
inclination angle of the track. In these configurations the ionization cluster is confined to a very
small number of strips. On the other hand, when θ and θL have different sign, the ionization
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cluster is spread over a larger number of strips in such a way that for a fixed charge threshold the
number of strips of the cluster is reduced.

Figure 5.13: Pictorial view of the effect of the magnetic field on the drift in a MM chamber. The real
track is shown in red and the reconstructed track in blue; B=0 (left) and B 6=0 (right) upward
or downward are shown.

Four MM prototypes, of 10×10 cm2 active area, have been exposed to the H2 beam at CERN in
June 2012. The detectors were installed in a solenoid which can provide a magnetic field up to 1T
orthogonal to the beam line and to the MM electric field. The chambers were operated with the
standard gas mixture (Ar:CO2, 93:7), a drift field of 0.6 kV/cm and an amplification voltage of
HVmesh=460–480V, lower with respect to the usual operating voltage of 500 V. Four chambers
assembled in two back-to-back doublets 20 cm apart are studied, T1–T2 and T3–T4, respectively.
T1 and T2 had a drift gap of 5mm, T3 and T4 had a drift gap of 10mm4.

The values of θL are extracted from the data by measuring the shift of the cluster centroid
distributions at the different magnetic field intensities. In Fig. 5.14 the measured values of θL are
compared to Garfield values. Space resolutions are obtained for the charge centroid xcent and the

Figure 5.14: Comparison of data (red points) from test beam with Monte Carlo (black points) and Garfield
(lines) simulations of the Lorentz angle as a function of the drift field in the MM detector for
two different values of the magnetic field.

µTPC estimate xhalf according to the definitions given in Section 5.4.1. The widths of the core
4This configuration was chosen in order to amplify the effect of the Lorentz angle.
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Gaussians of the ∆xhalf distributions for the T1-T3 pair are obtained and divided by
√

3/2 to
take into account the different drift gaps of T1 and T3. Figure 5.15 shows the spatial resolutions
obtained using the centroid method and the µTPC method at five inclination angle configurations
for data at B = 0 (a) and B = 0.2T (b). The results can be easily understood considering that at B
= 0.2T the Lorentz angle θL is very close to 10◦, so that the resolution profiles are shifted by this
amount. At the singular configuration, the bad performance of the µTPC method is compensated
by the good performance of the cluster centroid method, due to the very small cluster size. A
combination algorithm can be applied to have a constant resolution through all configurations.
Notice that the absolute values of the resolutions shown here are systematically larger than those
in Section 5.4. This is not due to the presence of the magnetic field, but it is due simply to the
fact that in this case the amplification was lower and this affects directly the resolution. The
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Figure 5.15: Comparison of space resolutions obtained in the H2 test-beam using the centroid (red) and
the µTPC (blue) methods.

systematic shifts of the reconstructed position due to the magnetic field can be corrected in two
ways: i) by using the average point measured in a doublet in back-to-back configuration, which is
systematic-free as demonstrated with simulations; ii) by measuring accurately the magnetic field
on the NSW with an adequate number of magneic field sensors.

5.5 Aging studies on resistive micromegas detectors

The long-term radiation resistance of standard MM detectors have been shown elsewhere [32,33].
However the introduction of the resistive coating technique with the addition of new materials
required additional aging tests. In this section the first aging tests with this type of detectors
using different types of highly ionizing radiations are presented. The complete studies with details
can be found at [34–36].

Two identical prototypes built by the CERN workshop based on a resistive strips technology [37]
with a 2-dimensional readout have been used for this study. These prototypes were built with
materials and technology very similar to the ones to be used in the NSW detectors 5. The two

5Copper X and Y readout strips. The top Y-strips insulated with a 60µm thick coverlay film. The 35µm thick
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detectors were characterized in Ar:CO2 mixture prior to any irradiation and showed comparable
gains. One prototype (R17b) was kept unexposed as a reference while the other (R17a) was
exposed to different types of radiation, listed below.
X-rays exposure. Assuming the expected rate at the HL-LHC muon chambers will be 14 kHz/cm2,
the total charge generated in five years of operation will be 45.2mC/cm2. The prototype under
test was exposed to a high intensity X-ray flux for 21.3 days with a gain of 5000 and a gas flow of
one renewal per hour. The current remained stable, proving the detector gain was not affected
during the whole irradiation period for an integrated charge of 918mC. This corresponds to five
years of HL-LHC with a safety factor above five.
Neutron exposure. Neutron irradiation took place at the Orphée reactor [38] in CEA-Saclay
using a line with a thermal neutron beam of about 8× 108 cm−2s−1, (with energies in the range
of 5-10meV) within an area of a few cm2. The total exposure time was more than 40 hours,
accumulating a total amount of neutron flux equivalent to five years of operation at the HL-LHC
with a safety factor well above seven. The gain was monitored before and after the neutron
tests and is compatible. The performance of the detector showed no degradation with respect to
measurements before the neutron irradiation.
Gamma exposure. The R17a detector was exposed to a 60Co source, of about 500 mGy/h,
emitting gammas at 1.17MeV and 1.33MeVat the COCASE [39] gamma facility in IRFU at
CEA/Saclay. The highest activity for gammas in ATLAS muon spectrometer is recorded in the
forward CSC region [40], with a flux below ∼ 1.8 × 104 cm−2s−1. For five years of HL-LHC,
considering a factor five in luminosity increase, with a safety factor 3, the integrated gamma flux
results to be 2.3× 1013 cm−2. In our set-up conditions, the time required to reach five years of
HL-LHC gamma exposure would be 16 days. The detector was exposed for more than 20 days
and no change in gain behavior was observed. The mesh current was stable within 5%, a variation
which can be perfectly attributed to environmental effects6.
Alpha exposure. Additional tests were carried out by using an 241Am source emitting alphas
at 5.5MeV. The source was placed inside the detector chamber, just on top of the metallic mesh
defining the drift field. A first alpha measurement took place at low gain (around 100), determining
the alpha decay rate observed by the detector. Considering that the estimated number of primaries
produced by an 241Am alpha is between 30000 and 60000 for a 5mm conversion gap in Ar:CO2

90:10, gains above 3000 will exceed the Raether limit [26] producing a spark almost on every alpha.
Therefore, the gain was increased well above this value to about G = 7000. The alpha source
stayed inside for a period of 66 hours leading to a mesh current above 100 nA. After the alpha
irradiation (which was localized at the center of the detector) the gain behavior was remeasured
and no change was observed.
Beam test performance after irradiation. After the completion of the above described
exposures, the R17a and R17b prototypes were installed in the H6 CERN-SPS beam line (120GeV
pion beam) to measure and compare efficiencies and spatial resolutions. No visible degradation
effects were observed in these measurements.

5.5.1 Micromegas in ATLAS

In order to test the MM detectors under realistic LHC conditions six small MM chambers were
installed in the ATLAS detector in February 2012. Two MM detectors (named MBT03 and
MBT04) with an active area of 9×4.5 cm2 were installed in the high-rate environment in front of

resistive strips placed above this layer parallel to the X strips. 250µm pitch and 150µm width for both resistive
and copper strips. 35-50MΩ cm−1 resistivity along strips and 60-140MΩ boundary resistance.

6The COCASE facility is kept at constant temperature with pressure and humidity variations within 5%.
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Figure 5.16: The top left plot shows the MM current (red) and the luminosity as measured by ATLAS
(black) for three short fills. In the lower left plot the MM current is plotted versus luminosity
for the same data. The right plot shows the correlation of the MM current and the luminosity
as measured in the ATLAS for the full data set.

the electromagnetic end-cap calorimeter, 3.5m from the interaction point in the z direction, at a
radius r∼1m. The other four detectors were installed on the Small Wheel at 1.8 m distance from
the beam pipe.

The MBT chambers have a drift gap of 4.5 mm and two-dimensional readout with 500µm pitch
of the x strips (in φ-direction) and 1.5 mm pitch of the v strips which are inclined with respect
to the x strips by 30◦. The hit rate measured in the MBT chambers is about 70 kHz/cm2 for a
luminosity of 5× 1033 cm−2s−1, with about 90% of the hits being correlated in both chambers.
The hit rate in the chambers on the Small Wheel is more than two orders of magnitude lower,
with most of the hits being uncorrelated.

All chambers were operated with an Ar:CO2 93:7 gas mixture. They were continuously opera-
tional except for a few weeks after the September 2012 technical stop7. The HV was kept on the
same value independent of the LHC beam conditions. The detector currents were continuously
monitored.

The left plots of Fig. 5.16 show an example of the current of the MBT03 chamber recorded during
three short fills on 7 June 2012. The MM current follows nicely the ATLAS luminosity measurement.
In the right plot, the MBT03 current is plotted against the ATLAS luminosity for a large number
of fills. The data points are fitted with a linear slope of 0.560µA/1034cm−2s−1, indicating a stable
response of the detectors up to approximately 100 kHz/cm2 (at L = 7× 1033 cm−2 s−1).
Using this correlation, together with the integrated LHC luminosity of 23.3 fb−1 (minus 10%),

it is estimated that the total charge accumulated by the MBT03 chamber during the run adds
up to about 1.2 C or 0.03C/cm2. This figure should be compared to the accumulated charge
of 0.005C/cm2/year that is expected in the MM operating at a gas gain of 104 at a rate of
10 kHz/cm2, the highest counting rate expected on the Small Wheel. In other words, the one year
long exposure of the MBT chambers located on the front face of the electromagnetic calorimeter
is equivalent to six years of operating the MM on the New Small Wheel at L = 5× 1034 cm−2 s−1.
No degradation of the detector operation was observed after this exposure.

7It is estimated that less than 10% of the luminosity delivered by the LHC was not seen by the MM.
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6 New Small Wheel performance

In this chapter, the performance of the NSW as an integrated unit is presented, assuming the
nominal layout described in Section 3. The emphasis is on use of the precision bending-plane
measurements of the MM for offline tracking and the fast response and versatility of the sTGC
design for triggering.

6.1 Simulation of the NSW

The implementation of the NSW simulation infrastructure can be broken down into three steps:

1. Geometry: New detectors must be integrated seamlessly into the existing infrastructure
and co-exist with the current detector description chain keeping a certain level of flexibility
needed to accommodate new features and layouts

2. Hit deposition: Information about physics processes and energy deposition in the sensitive
layers must be gathered and stored in appropriate objects to be used later in the data
processing chain

3. Detector response/digitization: Hits and energy deposits must be processed in order
to simulate the detector response and the electronics chain must be accurately modeled to
reproduce the functions of an active detector.

Detector layers and multiplets are described in substantial detail in terms of material distribution
and components, but lacking are a few distinctive features such as frames or spacers, which affect
detector acceptance. These inefficiencies are instead currently taken into account at the digitization
level, where also readout elements (such as strips and pads) are introduced. Because of the
demanding precision design criteria, a detailed material description is needed in order to simulate
the performance of the NSW. It was therefore decided to implement from the beginning the NSW
support structures (these are not implemented for the small wheel in the current simulation).
For each event, the location where the generated particles, including all the muon-related

secondaries (e.g. e±), cross the active volume boundaries is saved. Particles that do not interact
with the detectors or that fall outside of the geometric acceptance are ignored. Low energy
secondary particles (kinetic energy below 50MeV) are also removed. The detailed detector
response to the passage of particles through the active detector material, i.e. ‘full digitization,’ is
not yet implemented. A simplified approach has been adopted which is sufficient to evaluate the
performance of NSW muon reconstruction.

• MM: The particle trajectory is extrapolated to the detector readout plane to determine
the hit position. The hit position is then smeared along the precision axis with a Gaussian
distribution centered on the hit position, to take into account detector resolution. The
angular dependence of the hit resolution is modeled by varying the standard deviation of the
Gaussian using the formula σ = (−0.333θ + 93.3)µm, where θ is the angle of the incoming
particle, in degrees. A linear dependence between the resolution and the incoming angle of
the particle is assumed, as observed in test beam studies, such that the spatial resolution of
a single MM detector will be 90µm for a track with θ = 10◦, and 80µm for θ = 40◦.
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• sTGC: Digitization is performed for hits on sTGC pads, strips and wires (wires only for
sTGC modules 2 and 3, following the hardware design). To produce strip hits, the energy
deposition must be least 0.52 keV, simulating the strip efficiency of 95% that was measured
in test beam studies. For pads, a detection efficiency of 95% is used, as measured in the test
beam, and includes energy threshold effects, readout timing effects and the effect of inactive
areas inside the detector due to the support structure. The hit positions for pads, wires
and strips is determined by extrapolating the track to the respective readout plane. The
strip position error is sampled from a Gaussian distribution with an angle dependent width,
σ = (4.5θ + 70)µm, which varies from 115µm to 205µm over angles of incidence from 10◦

to 30◦. The errors on the pad X and Y position and wire X position are set to the size of
the detector element in that dimension divided by

√
12. Hence, the wire error is given by

the pitch of the ganged wires divided by
√

12. The arrival time of the particle is smeared
with an angular-dependent time jitter derived from test beam measurements to account for
variations in arrival time of drift electrons. The bunch crossing (previous, current, or next)
is tagged using the smeared arrival time.

6.2 Single muon performance

The NSW performance is measured from a simulated sample of dimuon events, with one muon
per end-cap per event being generated. The sample comprises 5 × 105 generated events, with
the muons evenly distributed in the φ coordinate and in transverse momentum, in the range
4 < pT < 100 GeV. Additional samples are simulated at higher pT values, up to 1 TeV, primarily
for studies of the pT resolution. In the η coordinate they are flatly distributed as well, in the range
1.0 < |η| < 3.2, which exceeds the NSW acceptance. Therefore, additional selection criteria are
applied to study only those muons clearly passing through the NSW volume.
The NSW has been added into VP1, the ATLAS event display, for both geometry and hits. A

VP1 event display for a representative dimuon event, showing all detector hits, MM strips and
sTGC strips, pads and wires, is presented in Fig. 6.1.

6.2.1 Geometrical acceptance and reconstruction efficiency

The acceptance is measured at two stages of the simulation chain, once at the level of simulated
hits and once after the fast digitization of those hits. In this context, ‘simulated hit’ refers to the
space point recorded in a sensitive detector volume assigned to either of the two technologies, MM
or sTGC. In the digitization, described in Section 6.1, those hits are translated into the expected
signal response of the corresponding technology. These correspond to either a firing strip, in case
of the MM, or a firing strip, wire or pad, in the case of the sTGC.
In the acceptance studies, only muons with 1.2 < |η| < 2.8 at the entrance to the muon

spectrometer volume are considered. Muons outside this η range are rejected because they are
not expected to traverse the NSW. Thus, rare cases of muons experiencing large angle scattering
or very high energy losses in the calorimeters and in consequence being bent into the NSW are
excluded to avoid artificial features in the study. The entrance to the muon spectrometer volume
is assumed to be a cylinder that extends to |z| ≈ 6.8 m and has a radius of 4.3 m. As the shielding
in front of the NSW is considered part of the spectrometer, any scattering taking place in this
structure is included. Signals generated by secondary particles, such as photons originating from
bremsstrahlung, or delta electrons, are not taken into account.

The acceptance of the NSW for digitized hits (total number of hits per single muon) is presented
in Fig. 6.2 for both the MM and sTGC strips. As expected, muons are typically traversing 8
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(a)

(b)

Figure 6.1: An event display of a dimuon event, with both muons passing through the NSW: (a) both
muons, (b) zoomed in to display MM and sTGC hits for one of the muons (pT = 65 GeV,
η = −1.51, φ = 1.62). The MM strips are displayed in orange, while all sTGC elements are
displayed in green (narrow strips for η measurements, rectangular 2-d pads and gangs of five
wires for φ measurements). The displayed muon passes through the gap between the third
and fourth sTGC modules of the multiplet furthest from the IP and does not fire pads there.
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Figure 6.2: Number of digitized simulation hits of various types for a single muon traversing the NSW:
(a) MM strips, as a function of |η|; (b) MM strips, as a function of φ; (c) sTGC strips, as a
function of |η|; (d) sTGC strips, as a function of φ.
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Figure 6.4: (a) Fake NSW segments (not associated with a true muon) per event, as a function of radial
distance (mm) from the beam axis; and (b) distribution of segment pointing angle. The
background corresponds to the rate expected at a luminosity of 3× 1034 cm−2 s−1.
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Figure 6.5: Segment-finding efficiency as a function of radial position, derived from a sample of simulated
Z ′ → µ+µ− events, with a Z ′ mass of 2 TeV. Results are shown for the existing small wheel
and nominal 2012 luminosity, 0.3× 1034 cm−2 s−1, as well as for factors of ten and twenty
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respectively. Results for the NSW are shown for a luminosity of 3× 1034 cm−2 s−1.
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Figure 6.6: Reconstructed muon pT resolution as a function of pT, based on MC-simulated events.

active detector layers of a given technology, in a regular sector, while at the acceptance edges in η
the efficiency drops rapidly. In the regions of overlapping large and small sectors, the number of
volumes with recorded hits is as large as 16. Areas of reduced efficiency visible in the η distribution
are due to the radial gaps between the four η stations, around η = 1.43, 1.68 and 2.05. For the
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sTGC, the area of decreased efficiency due to the radial gaps is less sharp than for the MM because
the distance in z between the two multiplets of a station is larger. For the area around η = 2, the
staircase geometry of the sTGC results in a nearly complete recovery of the efficiency.

6.2.2 Segment and tracking performance

Candidate muon track reconstruction proceeds from simulation and digitization of the precision (η)
and second-coordinate (φ) hits described in the previous section according to an algorithm modeled
closely after the existing software that incorporates information from the inner (small wheel),
middle (big wheel) and outer end-cap muon stations. The algorithms have not yet been tuned
to optimize the balance between muon reconstruction efficiencies and fake rates, but are robust
enough to evaluate the performance of the NSW. The bunch-crossing identification capabilities of
the sTGC are exploited to reduce backgrounds, while the high granularity of the MM provides
excellent separation of segments in the NSW.
The algorithm uses Hough transforms for both the precision and second coordinates. In the

former case, hits from both the MM and sTGC are used, while in the latter case, only sTGC hits
are used, as the current simulation of the NSW does not include MM stereo strips. The roads
found by this procedure are then processed by an algorithm that defines segments in the NSW
that are required to have a minimum of five hits, out of a maximum possible of 16, within 2mm
of the segment. Finally, segments found in the NSW are combined with those found in the BW
and EO to form muon tracks.

For the simulation of background, particles are injected in the NSW using the fluxes measured
from 2012 data scaled to the expected luminosity. Both the in-time (correlated to the BC) and
out-of-time particles (uncorrelated to the BC) rates, including cavern background, are generated.
The systematic uncertainty on the total rate is estimated to be about 50%.

The efficiency to reconstruct NSW segments as a function of |η| is measured both with and
without background, at rates expected at a luminosity of 3×1034 cm−2 s−1, and is shown in Fig. 6.3.
The efficiency for the no background case is on average 99.5%. The inclusion of background
has a negligible effect on the efficiency. The segment position and angular resolutions in the
precision coordinate are found to be approximately 29µm and 0.27mrad, respectively, within the
specifications outlined in Chapter 2. These resolutions are without any detector mis-alignments
considered and correspond to the width of the narrower, core Gaussian of double Gaussian fits to
the distributions of position and angle residuals. Owing to the high granularity of the MM, no
degradation of position or angular resolution is observed when background is included. For the
trigger, the angular resolution after back extrapolation to the IP is important. It is estimated
to be 2.2mrad and is dominated by the multiple scattering of low pT muons in the calorimeter
material.

Another important parameter for the segment finding is the rate of reconstructed fake segments.
These are defined as segments that do not match to a true (generated) muon. The radial distribution
of number of segments per single muon event is shown in Fig. 6.4. The total rate in both end-caps
is about 8.5 segments per event. Also shown in Fig. 6.4 is the pointing angle of the segments
(difference between the direction of the reconstructed segment, extrapolated back to the IP, and
the direction of the actual muon) for events with and without background included. By applying
a loose requirement that the pointing angle be less than 50mrad the segment rate is reduced by
about a factor of two.
The segment-finding performance is also studied in a sample of simulated events of a typical

benchmark signal of physics beyond the Standard Model, Z ′ → µ+µ−, with a mass of 2 TeV.
Figure 6.5 shows the segment-finding efficiency as a function of the radius in the end-cap small
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wheel region for different levels of background. For the existing small wheel, a loss of 10% in
efficiency is observed in the inner-most region for a factor of ten times the nominal 2012 background
levels (corresponding to a luminosity of 3× 1034 cm−2 s−1). At twice that background level, an
effective luminosity of 5 × 1034 cm−2 s−1, the losses significantly increase: the efficiency in the
range 2000-3300 mm drops below 50%. Also included in the figure is the expected performance of
the NSW in background conditions corresponding to a luminosity of 3× 1034 cm−2 s−1. Unlike
the case of the current small wheel, the segment finding is not affected by the background.

Displayed in Fig. 6.6 are the measured pT resolutions for reconstructed muon tracks, after having
combined NSW segments with those found in the BW and EO. For muons with pT < 100 GeV
the pT resolution is less than 3%, dominated by multiple scattering effects,1 and for muons with
pT = 1 TeV it is about 9%. These figures are obtained assuming perfect alignment. For each
muon momentum the momentum resolution is fitted with two Gaussians. The width of the narrow
Gaussian is presented. The efficiency to reconstruct muon tracks with segments in all three end-cap
stations is approximately 97% over the full range of acceptance.

6.3 Level-1 sTGC trigger performance

The sTGC L1 is a two-step trigger system: an ultra-fast pad trigger to define regions-of-interest for
selected muon candidates, followed by a precision muon track measurement with 1 mrad angular
precision using sTGC strips. Trigger data is transmitted using the multi-GBit/s fast trigger data
serializer (TDS).

In this section, studies of the sTGC L1 trigger performance at a luminosity of 3× 1034 cm−2 s−1

are presented. They include simulation of the following backgrounds, where pileup events are
taken from the standard ATLAS simulation:

• An average of 81 pileup events from the current BC, taken from generated minimum bias
events and sampled from a Poisson distribution.
• Uncorrelated cavern background from BC in the range−4 to 3 (corresponding to [−100, 100] ns

in time), as described in Chapter 2, where the worst case is used.
• Correlated cavern background from BC in the range −4 to 3, as measured from straight

tracks in the CSC detectors of the existing small wheel.

Figure 6.7 shows the beam background rates in the NSW as a function of radius. There is a
significant contribution from pileup events. The sTGC hits are required to have a minimum energy
deposition of 520 eV to simulate a 95% efficiency due to inactive regions inside the gas gaps. A
75 ns dead time is applied to each active readout channel, and a 30ns time window is used to
collect strip and pad signals within each bunch crossing.

6.3.1 sTGC Level-1 pad trigger

The NSW pad-trigger logic is implemented in two steps:

1. Single wedge pad trigger: trigger decision based on coincident hits in three out of four layers
of a multiplet in each wedge, independently.

2. Pad trigger: trigger decision based on geometrical matching between the two wedge triggers,
one from the pivot multiplet and one from the confirm multiplet.

1Tracks reconstructed in the muon spectrometer are ultimately combined with inner detector tracks, thereby
improving significantly the resolution for muons with pT < 100 GeV.
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Figure 6.7: Beam background rates from different sources. The red, blue and pink points are rates from
pileup events, uncorrelated cavern background and correlated cavern background, respectively.

An exception is made for the transition regions in η between the detectors. In this case, hits are
required in all four layers of a single wedge.
The efficiencies presented in this section are estimated using the sample of simulated muons

described in Section 6.2. The pad trigger efficiency for a single muon event, in the absence of any
background, is shown as a function of η and φ in Fig. 6.8. The average pad trigger efficiency is
97%, with some loss of efficiency in the transition regions between the different modules. The
difference in the pseudorapidity between the actual muon and that of the trigger candidate is also
shown in Fig. 6.8, demonstrating that the trigger candidates correspond to the original muon.

(a) (b)

Figure 6.8: (a) The sTGC pad trigger efficiency as a function of |η| and φ. (b) The difference between the
η of the true muon and the η of the trigger candidate.

The pad trigger rate and the single muon trigger efficiency in the presence of pileup and cavern
background are estimated using single muon sample with cavern background and pileup overlaid.
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On the one hand, random background hits arriving within the bunch crossing gate can compensate
for lost signal hits and actually improve the trigger efficiency. On the other hand, a background hit
in previous bunch crossings can prevent the detection of a signal hit due to readout channel dead
time and degrades the efficiency. The pad-trigger efficiency for single muons, as a function of η,
for the described set of parameters is shown in Fig. 6.9. The pad trigger efficiency in the presence
of pileup events and cavern background is lower (average of 95%) compared to the efficiency in
absence of these backgrounds (average of 97%). As the background rate is higher at larger values
of η, the efficiency loss in this region is also larger.

Figure 6.9: The sTGC pad trigger efficiency as a function of |η|, both with and without pileup and cavern
backgrounds expected at a luminosity of 3× 1034 cm−2 s−1.

The expected number of trigger candidates per event, for the different background sources, and
the number of trigger candidates per sector are both shown in Fig. 6.10. Non-correlated cavern
background generates a negligible number of trigger candidates. However, the probability to
measure at least one trigger candidate due to the correlated cavern background or pileup is nearly
100%. The resulting pad trigger rate is therefore of order 40MHz. The fraction of events with
more than three trigger candidates per sector is negligible, however, consistent with the design of
the NSW trigger system.

6.3.2 sTGC Level-1 segments

Adjacent strip hits in the same layer are first grouped into a cluster, from which track segments
are formed by using the road defined by the sTGC pads, These segments are used in the sector
logic to confirm segments found in the Big Wheel and form muon candidates. Only clusters with
fewer than six active strips are considered. The hit position within a layer is given by the layer
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(a) (b)

Figure 6.10: (a) The number of sTGC pad trigger candidates per event expected from the different
background sources. (b) The number of sTGC pad trigger candidates per sector, per event,
expected from background, for both small (blue) and large (violet) sectors.

cluster centroid C, which is calculated from:

C = ∆ +

∑5
n=1 n× Sn∑5
n=1 Sn

, (6.1)

where ∆ is an offset corresponding to the strip number of the edge of the cluster; n is the strip
number within the cluster; and Sn is the ADC charge measurement of strip n. The cluster position
is converted to physical coordinates in the measurement plane using the 3.2 mm strip width. The
position resolution of the cluster is measured from the residual distribution, Ytruth− Ycluster, where
Ytruth and Ycluster are the Y positions of the simulated and reconstructed clusters, respectively.
As shown in Fig. 6.11, the position resolution is approximately 177µm, uniformly throughout
the NSW. The cluster efficiency, defined as the ratio of the number of clusters reconstructed
in all sTGC layers over the number of true hits over a 520 eV threshold, is nearly 100%. The
measured rate of sTGC clustering is found to be dominated by beam background, and hence has a
distribution similar to beam background as shown in Fig. 6.7.

The layer cluster centroids are combined to form a quadruplet centroid (QC) which is computed
when there are clusters found in a minimum of two out of the four layers of a confirm or pivot
multiplets:

QC =

∑N
n=1Cn
N

, (6.2)

where N is the number of valid centroids at least 2 and Cn is the position of centroid n. Quadruplet
centroids must be found in both the pivot and confirm multiplets within a trigger region-of-interest
to form a trigger segment. The segment efficiency, including the pad efficiency, is estimated at
93%, averaged over the full η and φ range of the NSW, and without any region of significant
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Figure 6.11: Residual distribution from sTGC clusters: Ytruth − Ycluster, where Ytruth and Ycluster are the
positions of the simulated and reconstructed clusters, respectively, in the measurement plane.
The quoted resolution is the weighted average of the widths of the two Gaussian distributions
in the fit.

efficiency loss. The segment-finding efficiency drops to 89% when three hits are required in each
multiplet. It is clear that a sTGC detector with 8 layers provides a robust L1 trigger with high
segment-finding efficiency even in the presence of large background rates.
The segment angular resolution measured by sTGC strips is estimated by measuring the

Gaussian width of the difference between the direction of the measured segment and that expected
from simulation hits. Figure 6.12 shows the mean of the angular difference and the segment θ
resolution over the entire NSW. The mean of the segment angular difference is close to zero,
demonstrating that their is no bias in the reconstruction, and the average angular resolution is
0.54 mrad, assuming perfect detector alignment, well below the 1 mrad requirement for the L1
system. Beam background is observed to have a negligible effect on the segment angular resolution.
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Figure 6.12: The (a) mean of the sTGC segment angular difference and (b) resolution, at different radii.

The effect of the B-field on the segment θ measurement is also found to be small: the angle is
shifted by −0.12mrad and 0.17mrad for positively and negatively charged muons, respectively,
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with pT > 20 GeV.
Finally, the rate of fake sTGC segments has been studied. Figure 6.13 shows the number of

segments in simulated Z→ µ+µ− events, where the average is 2.9, dominated by beam background.
The average number of segments is increased to 3.2 for events in which there is at least one muon
inside the NSW acceptance. In the same figure, the average number of segments in the trigger
region of interest at different radii shows a clearly reduced fake rate, where the average is a single
segment per event.
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Figure 6.13: (a) Number of segments in simulated Z→ µ+µ− events; (b) average number of segments in
the trigger region of interest at different radii.

6.3.3 NSW sTGC Level-1 trigger

The final decision of the L1 muon trigger is from the combination of the NSW trigger segment
with a muon Big Wheel TGC L1 trigger segment. Three different methods to study the L1 muon
trigger turn-on curve are used. The first method is to use 8 TeV collision data with 25 ns bunch
spacing. ATLAS data collected in December 2012 are used, from the enhanced-bias stream, where
the angular resolution of the MDT segments is smeared from 0.3 mrad to 1.0 mrad to simulate
the expected resolution of NSW segments matched to BW TGC L1 trigger segments. The second
method is to apply a similar technique to fully-simulated

√
s = 14 TeV Z→ µ+µ− events. The

third method entails matching NSW sTGC L1 trigger segments with BW TGC L1 trigger segments
in fully-simulated

√
s = 14 TeV Z→ µ+µ− events. Two requirements must be satisfied to generate

an L1 muon trigger: a) the NSW segment angle must be within 15 mrad of the vector pointing to
the IP; b) the NSW segment η measurement must match the BW TGC MU20 trigger segment
within 0.08 (|δη|). Figure 6.14 shows the L1_MU20 trigger efficiency curve for each of the three
methods, where good agreement is obtained from all three methods, and the trigger efficiency at
plateau is just above 87%, an approximately 5% trigger efficiency loss when requiring the NSW in
the L1 trigger.
The L1 muon trigger rates have been studied assuming a luminosity of 3 × 1034 cm−2 s−1

with fully-simulated
√
s = 14 TeV MC samples of cc, bb and Z→ µ+µ−. Figure 6.15 gives the
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L1_MU20 trigger rates as a function of muon pT and η. The rate from real muons is dominated
by heavy quark production, bb̄ (7.5 kHz) and cc̄ (4.1 kHz).
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Figure 6.14: The L1_MU20 trigger efficiency as a function of pT of the triggering muon. The three sets
of points correspond to different techniques, described in the text.
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Figure 6.15: The L1_MU20 trigger rate (Hz) as a function of (a) pT and (b) η of the triggering muon.

The proposed NSW layout and design of the trigger system provide full trigger coverage in
the region 1.3 < |η| < 2.4 with an 87% L1 muon (pT > 20 GeV) trigger efficiency, consistent
with the requirements. Approximately 95% pad trigger efficiency is demonstrated for muons with
pT ≥ 5 GeV, also consistent with the requirements. The effect of non-correlated cavern background
on the total trigger rate is insignificant. Trigger candidate from correlated cavern background and
pileup are expected at high event rate, but nevertheless well below the limitation of the designed
NSW trigger system.
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7 sTGC construction

7.1 Introduction

The construction procedure described, constitutes a complete version on how the sTGC can be
constructed at the various production sites. It is based on the experience gained in the construction
of the ATLAS-TGC [41–43] with the necessary expected modifications needed to achieve the 40µm
positioning in the four strip planes that constitute the basic quadruplet structure, as well as the
procedure to achieve the precise spacing of 70µm between the four planes. The various steps
related to the construction of the present ATLAS-TGC are not described in detail, and only the
relevant figures are shown, while the steps needed to achieve the new precision requirements are
described in detail, as well as the new quality control procedures to achieve the required uniformity.
Section 7.2 presents the pad arrangement with the pad surface area increasing as the fake rate

decreases. The pads (half overlapping in both η and φ in every second layer to define a logical pad,
used in the trigger definition of Region Of Interest, ROI) have, however, the same size in η while
increasing size in φ. This allows the same number of selected strips to be readout for the Level-1
trigger and furthermore allows a first selection on quasi-pointing muon tracks while rejecting low
momentum protons from neutron interactions and high energy non-pointing e from the back of
the calorimeter, both sources generally not pointing to the interaction point.
The basic philosophy in the construction procedure of the quadruplets, is to produce a high

precision strip board that can be referenced from the outside for each plane and for each quadruplet.
This is achieved by placing brass inserts in the strip boards that are machined together with
the strips. These inserts protrude outside the detector volume and can always be positioned
with respect to precision pins on a flat granite table. To ensure this precision, a stiff structure is
required, which is not available as a single FR4 board. Consequently the positioning is performed
only when a full single detector plane (including also wires and pads, which are positioned with a
maximum deviation within the detector plane of 100µm) is constructed. Such a structure has
the needed stiffness to be pressed against the precision pins. The requirement of 70µm maximal
deviation between planes is hard to achieve due to the non-uniformity of the FR4 boards. This is
alleviated by using paper-honeycomb fillers 40µm thinner than their corresponding frames, which
permits local deformations of up to 30µm to be filled by the glue, while the cathodes are always
attached to a flat surface through vacuum. The assembly of a quadruplet is made of two doublets;
where each doublet is constructed as a symmetric structure, with the pads, that carry the wire
planes, being always in the external side. This allows, not only for a symmetric structure from the
point of view of forces, but also, since the strip and pad electronics are mounted alternatively on
each side of the wedge, to have more space in the thickness of the quadruplet for their respective
electrical connections. Furthermore, such an arrangement allows a slightly asymmetric (3mm
shift) φ pattern on the pad board, which by reversing its position in the second doublet, allows for
a fuzziness in the limits of the logical pads. This fuzziness allows the logical pad logic to define
tracks close to the edges and to reduce the number of trigger logic combinations. The fuzziness
in η is achieved by the non-polar pointing of the pads. All positioning, from single detectors
to construct a quadruplet, to the final positioning of the quadruplets on the support frames is
performed by pressing the brass inserts placed in the strip boards against precision pins. The
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relative position along z of the various planes is checked using precision brass balls inserted in the
strip boards, whose positions are measured using an x-ray camera.

The main quality control operation is the exposure of single detectors planes and full quadruplets
to a γ source in a scanning mode, at the production sites, with the detectors operating at two
different HV settings (one above the plateau and one at half gain, while measuring the high voltage
current at each point as a function of position). This is complemented by a scan of the efficiency
and local position resolution using cosmic rays and a final irradiation test at CERN (GIF++)
with an intense γ source.

7.2 Layout and construction facilities

The preliminary design of the NSW detectors is described in Chapter 3. Each sector contains three
quadruplets of sTGC in the front and three behind the MicroMegas (MM) packages. The innermost
quadruplets of sTGC are divided into two sets of chambers with three chambers always overlapping
in their sensitive volume, to reduce the currents in the high rapidity region. Each chamber volume
contains wire readout (wires are radially oriented) and two cathodes, one containing pads, with
changing geometry according to the rapidity region, and one containing precision strips. The
inner-most set of chambers do not provide readout of their wires. The arrangement of the pads is
shown in Fig. 7.1.
The three quadruplets that constitute a sector wedge will be assembled at CERN into a glass

fiber support structure (see Fig. 7.2) which will be glued at the transition between two quadruplets
and along their external frame. This will make the wedge into a single stiff structure. The results of
a Final Element Analysis calculations of the deformation of such structure, kinematically hanging
in the NSW is shown in Fig. 7.3 for a large and a small wedge. The maximal deviation from
planarity is less than 50µm for both cases, consistent with NSW requirements.

To construct the basic quadruplets four to five clusters of institutions are being proposed (Israel,
Canada, China, Chile and possibly Russia), where two of the clusters already have a large portion
of the required equipment and two are in the process of a purchasing it. The basic equipment for

Figure 7.1: Pads arrangements in two alternating layer of a quadruplet for a small and a large sector. The
ROI’s are defined as the overlap between the two layers, obtained by a 3-out-of-4 coincidence.
The green lines represent the projection of infinite momentum tracks traversing the large
MUON Wheels, which give a 20mm overlapping in the NSW, while the red lines show the
available envelopes, where the sTGC frames, electronics and services are to be installed.
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Figure 7.2: Large sector arrangement, including glass fibre frames, electronic channels adapter boards,
front-end electronics and services.

Figure 7.3: Calculated deformation of a Large (left) and a Small (right) wedges at 0.75◦ inclination. All
deformations are bellow 50µm for the wedges.
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constructing and testing the detectors at each production site consists of:

• a resistive coating spraying system placed in a well-controlled environment facility with
temperature 25◦C and humidity < 30%
• a set of 4-5 flat (< 20µm deviation from flatness) granite tables, with at least one of them

in a clean room, class 1000 (ISO 6), equipped with an overhead crane
• a vacuum system to be used as part of the granite tables
• a gas mixing system to test the detectors during the various phases of construction
• a winding machine, computer controlled, that can apply pre-tension (400 gr) during the
winding of the gold-plated tungsten wire on two detectors
• a number of rotating carriages on which liquid glue can be applied to gas seal the single

planes
• a set of x-ray cameras with the corresponding x-ray tubes to measure the relative position of

each layer of a quadruplet
• a vertical x-y scanning device to perform an irradiation of single plane detectors to control

its gas amplification uniformity
• various jigging devices for precision placement
• a complete set-up to scan the fully constructed quadruplets with cosmic rays, with full

readout, to compute local efficiencies and position resolution

Once the individual quadruplets will be fully certified, by passing through an irradiation test in the
new GIF++ facility to be constructed at CERN, they will have to be assembled in a designated
area at CERN that contains the following infrastructure:

• a large (3× 4m2) precision granite table with a vacuum system, installed in a temperature
controlled clean room, class 10000 (ISO 7), equipped with an overhead crane
• an assembly area to install services and electronics on each wedge
• a testing area for testing individual fully equipped wedges with cosmic rays
• a testing facility, once the wedges are installed into the NSW structure

7.3 Material procurement and testing

Two types of cathode boards are used in the production of sTGC’s, the pad boards, which require
the standard production methods of multi-layer boards, and the strip boards. This requires the
combination of a firm that performs the usual multilayer board operations, combined with a firm
that performs accurate mechanical machining. Although the final supplier of the two (one for
pads and one for strips that includes external alignment elements) have not been finalized, various
firms have been contacted and have produced prototypes. The basic material for both boards is
Class 3 FR-4. For the strip boards, the place for the positioning brass inserts are machined (using
a jig and a special tool) and the brass pieces are inserted (see Fig. 7.4). The strip patterns are
machined together with the inserts in a single operation, using a computerized milling machine
(CNC) to achieve the necessary precision of the strips with respect to the external brass pieces.
The pad boards are produced using standard multi-layer procedures (4 layers) with feed-through
for the pad connections to the edges of the detector. The multi-layer press is always performed
using Tedler paper between boards, to keep necessary porosity for gluing.

The internal inner frame is made out of FR-4 boards 1.4mm thick boards. Two types of FR-4
boards are used, Type I with one-sided copper for etching the wire soldering pads and Type II for
internal wire support and to cover the soldering pads.
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Figure 7.4: Schematics of the brass inserts to be glued to the strip cathode board as well as the stainless
pin for x-ray positioning, to be machined together with the strips.

7.4 Single plane assembly

Some of the procedures to be used are partly described in [41]:
Masking for graphite spraying: as shown in Fig. 7.5.
Graphite Spraying: to be performed in all production sites (using Kontact Chemie-33) in an

environmental controlled room (25±1◦ and less than 30% humidity), with the steps being
shown in Figs. 7.6 and 7.7.

Polishing of the cathode boards: to achieve the required surface resistivity ranging between
90-110 kΩ/�.

Gluing of frames and wire supports on cathode boards: The operation is performed on granite
tables, using precision jigs under vacuum. Glue used is Ciba-Geigy, Araldite 2011.

Anode plane wiring of two detectors: Two pad cathode planes with their corresponding support
frames are wound by a rotating winding machine while applying a pre-tension. After soldering
and cleaning, the uniformity of the wire tension is checked optically by releasing the cathode
plane with the wires (see Fig. 7.8) and looking for non-uniformities in the wire plane.

Single detector closing: Unlike the TGC’s presently operating in the ATLAS experiment, the
high precision requirements on the spacing between detector planes and their respective
planarity, impose new procedures. This is achieved for the single detector plane by placing
the pad cathode, which includes the anode wires, on a flat granite table (20µm deviation
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Figure 7.5: Application of masking tape. Figure 7.6: Filters and hanging rails for cath-
ode boards

Figure 7.7: Graphite spraying. Right photograph shows graphite spray being completed for one board.

over the full surface) and applying vacuum from underneath. The cover cathode is attached
through vacuum to a double honeycomb with a spacer frame between the two honeycomb
plates (this allows to apply high vacuum to hold the cathode flat, while the final vacuum to
perform the full gluing will not produce local deformations of the cathode). The arrangement
is placed over the pad cathode using guiding pins (precision 100µm) as shown in Fig. 7.9.
The full assembly is covered by a silicon-rubber frame, which is then attached to the table.
Low vacuum (-0.1 atm.) is applied to the volume under the silicon-rubber. Then gas (CO2:n-
pentane, 55:45) is injected into the detector inflating the silicon-rubber. The operation is
repeated two to three times until 3.3 kV can be applied to the assembly (see Fig. 7.10).

The detector is left to operate half an hour at 3.3 kV and the HV current is recorded in
the data-base. Following this test, glue (Ciba-Geigy Araldite 2011) is applied to the strip
cathode frames and the procedure is repeated with the vacuum applied until the glue is
cured, following which the flatness and thickness (which should be 6.3 ± 0.05mm) of the
assembly is checked. The single detector plane is then mounted into a special carriage (see
Fig. 7.11) where it can be gas sealed.
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Figure 7.8: 1/2 chamber after being released from the winding machine with the wires already soldered.

Figure 7.9: Above, a double Aluminum honeycomb cover is being placed before covering with the silicon
rubber sheet. A drawing of the layering is shown below, left. Only the lower honeycomb and
the granite table have full vacuum applied to it, to keep the surfaces flat, while the vacuum
under the silicon rubber is -0.1 atm.
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Figure 7.10: Filling the full volume with the operating gas.

Figure 7.11: Rotating carriage to seal detectors and to perform work around the edges.

Gas sealing of the detectors: This is performed by applying heated epoxy on each edge for ten
detectors at once. After completing the procedure on the four edges, the single plane
detectors are tested for gas leaks.

Testing of a single detector plane: The detectors are operated at 500V over the usual operating
voltage for seven days. The carriage with ten detectors is then scanned with a γ source
mounted in a precise X-Y table and the current in each plane is registered at each point of
the scan, at two operating voltages (2.5 kV and 2.85 kV) to find possible defects and check
the detector gain uniformity. Detectors that do not satisfy this requirement are rejected.

7.5 Quadruplet assembly

This operation is performed in two stages, by first building two doublets and then gluing them
together. Each doublet is constructed with the pad planes towards the outside, in order to have a
symmetric structure and to be immune to possible creeping of the glue.

Gluing of honeycomb 1/2 panel on the tested single plane detector: the operation is performed
on a flat granite table (within 20µm) where the detector is held with vacuum from un-
derneath. The double honeycomb plate shown in Fig. 7.9 is also used here on top of the
honeycomb to be glued but without any vacuum applied. The assembly is covered with
silicon rubber and vacuum is applied from the edge of the granite table.
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Gluing of a doublet: The single plane detector with its 1/2 honeycomb panel is then glued to a
single plane detector using the same procedure. This is performed on a flat granite table (flat
to within 20µm). The table contains two thick precision machined pins attached to a jig (see
Fig. 7.12) to align the two planes using the brass inserts of each of the strip planes. While
the lower single plane detector is held flat by applying vacuum from underneath, the upper
detector with its glued 1/2 panel honeycomb is kept flat by using the double honeycomb
plate shown in Fig. 7.9 with vacuum applied. The silicon-rubber is brought in to cover the
assembly and a low vacuum (-0.1 atm.) is applied until the glue between the honeycomb
and the lower detector is cured. The assembly is then checked for planarity (it should be
better than 50µm) and thickness (it should be 18.0± 0.05).

Figure 7.12: Schematic view of the attachment to the jig containing the precision pins.

Gluing of a quadruplet: the procedure is identical to the one used to construct a doublet, using
the same alignment pins to define the relative position. After completing the gluing procedure,
while the vacuum underneath is still applied, the X-ray cameras are installed on the granite
table. The position of the precision brass balls in the strip boards is registered in 3-D (see
Fig. 7.13) and cross checked with their expected position (it should be within 40µm in
x-y and within 50µm in the vertical direction). The planarity of the upper surface is then
checked again, and then placed on a carriage similar to the one shown in Fig. 7.11.

Figure 7.13: Possible measurement of the vertical position of the alignment brass pins using an x-ray
camera set-up (taken from H. Wallenstein presentation).
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Installation of the adapter boards and CO2 channel: The adapter boards route the various sig-
nals (wire groups, pads and strips) to connectors where the readout electronics can be
plugged. These adapters also allow making a gas channel around the quadruplet, where CO2

will be flowed to dilute any possible leak of the flammable gas.
Testing of a quadruplet at the production sites: All quadruplets are tested using cosmic rays

at the various production sites. A similar procedure has been described in [42]. The cosmic
ray scan provides a full map of their efficiency and by reading the charge of each strip, a
rough measurement of the position resolution (∼400µm). The cosmic-ray set-up includes
two precision chambers (TGC’s) above and below the test volume. They track the cosmics
through the quadruplets under test and provide the expected hit point. The pads of every
detector plane are readout and if a hit is observed in the expected incident point, this is
used for the calculation of the local efficiency.

A mapping of the detector efficiency for every point is produced (see for example Fig. 7.14,
where such a scan is shown for one of the present ATLAS triplets). Furthermore, the charge
in the strips of every plane is also readout and their centroids are calculated. Comparison
of the position in two adjacent planes, gives the average resolution (within a given pad) to
better than 400µm. The efficiency maps and the average resolution for every pad on a given
planes are recordered in the data-base. A quadruplet is considered acceptable if each of its
planes has an efficiency exceeding 95% on 95% of its sensitive area.

Figure 7.14: Example of a cosmic ray scan of an ATLAS triplet (two planes with strip readout and three
planes with wire readout) where the wire support frames and buttons can be clearly seen as
inefficient regions.
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7.6 Construction achieved with present doublet

A first set of two 60× 40 cm2 doublets has been constructed using the procedure described above.
The two doublets have been measured to be flat to within 50µm and their overall thickness at
the edges uniform to within 30µm. The relative parallelism between the two strip layers has
been measured using cosmic rays at two positions spaced by 45 cm. The difference between the
two strip layers at the two positions was measured to be 20± 36µm, consistent with the needed
requirements.

7.7 Checks at CERN

Chambers will be mounted on palettes and be transported in air-conditioned containers. Upon
arrival to CERN, each palette will be recorded in the data-base; it will be checked for any damage
and the shock sensors will be checked. Any irregularity will be recorded in the data-base.
The palettes with their detectors will be transported to the GIF++ area, where they will be

flushed with gas for 48 hours before being moved into the radiation area. There, they will be
connected to readout electronics and HV. The general procedure is partly described in [15]. A
HV of 2.9 kV is applied to all the detectors and the ground current of each one is entered into the
data-base. The source is turned on to provide 20 kHzcm2 of detected photons in each plane and
the current for every plane will be recorded. Data will be read from pads, strips and wires at a
10Hz rate, to find any low efficiency or dead channel. The source is kept on for 1/2 hour, then it
is switched off (no detector should have tripped, otherwise they are rejected). The HV current of
each detector is entered into the data-base. It should not exceed the initial ground current by
more than 1µA The detectors will then be flushed for 12 hours with CO2.

7.8 Installation into sectors at CERN

This operation requires a flat (within 20µm) granite table of 5× 3m2 where optical elements will
be placed. The table also contains six machined pins that will match the inserts shown in Fig. 7.4
(see Fig. 7.15). The three fully-qualified quadruplets are brought into contact with the precision

Figure 7.15: Schematic view of the placing of the modules against the precision pins.

alignment pins with pneumatic pressure while vacuum is applied from underneath. The glass-fibre
external frame (manufactured with a precision of 150µm) is then glued to the quadruplet assembly.
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After curing for 12 hours, the assembly is lifted and turned around, to place it with the three
quadruplets facing precision aluminum honeycomb planes in the regions free of the fiberglass frame,
and then vacuum is applied from underneath. The second glass-fibre frame is then glued to the
assembly. The glue is left to cure for 12 hours. The x-ray cameras are placed to measure the 3-D
position of the brass balls. The crane attachment points are placed and the wedge is lifted.

Figure 7.16: Design of a large wedge with all the services installed.

7.9 Completion of the sector wedge

The sector wedge can now be equipped with all the services. A design of such a wedge, fully
equipped with its services is shown in Fig. 7.16. The equipped wedge can be tested with cosmic
rays for long periods until it can be attached to the MM frame and incorporated into the NSW.
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8 Micromegas construction

The construction of the MM detectors is planned to start in 2015 and will be completed by the
end of 2016. The flow chart shown in Fig. 8.1 lists the main tasks. The detector construction
will be a collaborative effort of the participating institutions and industry, the latter for the PCB
production. Only the detector construction is covered here. The production of the electronics and
services is described in chapter 12.
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Figure 8.1: Flow chart of the MM detector construction.

The detector construction can be split into a number of separate steps that are discussed in the
following sections.

8.1 PCBs and other raw material procurement

8.1.1 PCBs

The readout boards are the key element of the MM detectors. Their quality in terms of strip
precision and electrical properties determine whether the detector will work properly or not. A
reliable production of these boards is therefore of prime importance.
For a total of 256 detector planes, 2048 readout PCBs have to be produced with 32 different

shapes and dimensions, varying from 2220×511mm2 to 460×450mm2. The number of pieces
required per PCB type is 64.
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Figure 8.2 shows the layout of a typical PCB, here the innermost PCB of the large sector with
η strips. It comprises 1024 Cu readout strips, 17µm thick, 325µm wide, with a pitch of 0.425mm.
The readout strips are routed to both sides. The boards are made of 0.5mm thick Cu clad FR4
with a Tg1 of 170 ◦C or higher.
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Figure 8.2: Layout of the innermost readout PCB of the large sector, indicating along the sides the location
of the contacts for the connection to the front-end boards and the outline of the front-end
boards together with the ground contact connectors.

The MM development for the NSW was done in close collaboration with the CERN PCB
workshop. In consequence it is planned to charge the CERN PCB workshop to organize and follow
the PCB production in industry.

With the choice to separate the amplification mesh from the MM readout board, the production
of the latter is reduced only to processes that are commonly used in PCB industry. A number of
PCB companies may produce these boards without having to invest in new equipment, as the
width of the PCBs is limited to less than 600mm.

The board production procedure has been validated on a number of boards that were used for
the construction of the 2.2× 1m2 prototype detectors and is considered mature. Figure 8.3 shows
the measurement of the distance between the first and last strips of the four PCBs that were used
in the second 2.2 ×1 m2 prototype detector along the length of the boards. The boards were
produced at CERN.
The PCB production consists of the steps listed below:

PCB layout will be done by the MM Collaboration together with the CERN PCB workshop.
PCB material procurement either via CERN purchasing or directly by the production site.
Production of films three films per type of board are required, one for the PCB etching, one
for the resistive-strip pattern, and one for the pillar deposition.
Etching of the readout pattern and plating of the contacts with a layer of nickel-gold.
Lamination of coverlay to produce an insulation layer between the readout strips and the
resistive strips, curing.
Deposition of resistive strips: either by screen printing or sputtering that have both been
proven to give excellent results; an interesting option is the printing or sputtering of the resistive
strips on a polyimide film (Kapton) that is then press-glued to the PCB (in this way the previous
step, lamination of coverlay, is not required).

1Tg means Glass Transition Temperature and defines the temperature at which the PCB changes from a solid to a
rubbery consistency and becomes unstable.
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Figure 8.3: The distance (in mm) along the length of the boards between the first and last strips of the
four PCBs that were used in the second 2.2 ×1 m2 prototype detector.

Deposition of pillars: that define the distance between the amplification mesh and the resistive
strips; it consists of laminating two layers of 64µm thick photo-imageable coverlay to the PCB,
exposing, and developing the pattern of the pillars.
Curing at 160 ◦C: to stabilize the pillars.
Finishing Cutting the board to size and drilling, if required.

During and after each of these steps, quality control will be essential to ensure a homogeneously
good production quality. The films used for the patterning of the PCBs, resistive strips, and the
pillars must be qualified before they are used in their respective processes. The first boards of
each step and series must be controlled, as well as samples throughout the production.
The exact production process depends on the work flow in industry and needs to be agreed

with them. Most likely a full set of PCBs of each type will be produced in one go. This avoids
changing of tooling and setting up overheads. In total there are 32 different shapes of boards to
be produced. The number of boards per batch is 64 pieces. Taking into account the potential
need for additional boards during the full production and assembly chain, 10% of spare boards
will be produced2.

The mass production of the boards is estimated to take (probably much) less than one week
per batch, including quality control. With a 50% safety factor, all boards can be produced in one
year if they were produced in a single company. Two companies in Europe3 have already been
contacted. They have both already produced operational MM detectors and are familiar with the
processes involved although they have not yet produced detector boards of the size required.
The production sequence should take the needs for module construction into account, i.e., all

board types needed for a module shall be produced in series, then those for the next module type.
Taking this into account the first module construction could start about three months after the

2The production of additional boards at a later time, using the original films, is always possible but creates
overheads and additional costs that are probably higher than adding a few more boards to a series production.

3Cirea/Elvia, Coutance, France and Eltos, Arezzo, Italy.
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start of PCB production4. The boards for the last type of modules will be available after about
one year (single producer) or about six months (two producers).
To ensure good and homogeneous production quality, in particular if the boards are to be

produced in two companies, the CERN PCB workshop (in collaboration with the industries
involved) will draw up a production protocol that defines the production sequence, the conditions,
including the quality control measures. The latter will be established by the PCB workshop
together with the MM community. It will include test to ensure the mechanical precision of the
boards as well as the electrical board integrity.

8.2 Single plane assembly

The assembly of the single planes will happen in the collaborating institutes. Depending on the
final segmentation of the detector wedges into one or several modules three or more assembly
sites may be set up. An assembly method that has been realized at CERN when constructing the
2.2×1 m2 prototype chambers is described here. The final assembly scheme will be decided this
summer after the mechanical prototype construction efforts currently under way in six assembly
sites.

In order to assemble an operational detector two types of panels are needed, the readout panel,
carrying the readout boards, described in the previous section, and the drift panel which comprises
the drift electrode and the amplification mesh. This is schematically shown in figure 8.4.

!"#$%&%'()*%$+(

!"#$%&%'()*%$+(

,-&.($+$/0-12$(

3&++*-4(5678(9:;(

3<=(

                       

!"#$%&%'()*%$+(

!"#$%&%'()*%$+(

,-..(
/01(

Figure 8.4: Schematics of a single MM plane assembly showing the drift and readout panels in open (left)
and closed (right) position.

Readout and drift panels can be produced in the same or in different institutes. Both panels are
expected to be rigid and need to be produced with adequate mechanical precision which, however,
is not the same for the two panel types.
The tools used for the assembly of the two panels are very similar or identical. The assembly

of the panels is done on a granite table equipped with a vacuum sucking system. The vacuum
sucking system is made by a thin layer of a mesh fabric covered by a 175µm thick mylar foil. The
mylar foil is sealed against the granite table and carries a grid of small holes. The second tool is a
stiff-back with a flat lower surface and provisions for vacuum sucking. In the second assembly step,
see below, the positioning of the half-panel is controlled by the stiff-back, placed at fixed distance
above the PCB on the granite table. For the 2.2×1m2 prototypes, a simplified stiff-back structure

4This assumes a full-sector module with eight PCBs per plane and all boards are done in the same company;
should the module size be reduced or half of the board types used for a single module are produced by the
second provider the delay is shorter.

92



was used, an assembly of aluminum bars equipped with sucking heads approximately every 25 cm.
The bars span the width of the panel to be constructed and are spaced by about 25 cm in the
other direction. The bars were precisely machined and glued together with longitudinal bars,
stiff enough to keep their structural form after the curing of the glue. Thus forming a plane that
matches the surface of the granite table.
The panel assembly method is schematically shown in Fig. 8.5.
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Figure 8.5: Schematics of the panel assembly method.

8.2.1 Readout panel assembly

The readout panels carry on both faces readout boards which must be parallel to each other within
50µm. The readout boards constitute the skins of a honeycomb panel, reinforced by aluminum
profiles around the rim and at the junctions of the PCBs. In the final detectors, custom-made
extruded aluminum profiles will close the detector sides where the electronics is located. They will
integrate channels for the cooling water and serve as cable trays.

The PCBs to be glued to the honeycomb are placed face down on the mylar foils and positioned
to each other with the help of a jig and positioning holes in the PCBs. When the PCBs are in the
correct position the gaps between the boards are closed by tape. Then the boards are sucked to the
granite table and their relative position is controlled. Along the outer edges the readout boards are
about 10 mm wider than their final width and the panel frame. The boards are taped along the
edges to the granite table to prevent glue from creeping under the boards. The aluminum profiles
are glued to the boards using Araldite 2011. The next step is to deposit the expanding glue that
is used for the glueing of the honeycomb on the readout boards and to place the honeycomb. The
glue used is a two-component resin foam5 with an expansion coefficient of about four and a life
time of about 30 minutes. It completely cures within 24 hours.

One day later the panel consisting of one skin reinforced by the honeycomb is turned and picked
by the stiff-back. The second layer of readout boards is placed on the granite table and sucked

5PB250.DM03.0.66 and PB250.SD5604.0.95 in the proportion 100:90 in weight.
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to it in exactly the same way as the first layer. A thin layer of the expanding glue is deposited
on the readout boards and the stiff-back with the open panel side facing down is positioned at a
defined distance above the readout boards leaving a glue gap of a few hundred microns. In the
2.2×1 m2 prototype about 1.4 kg of glue for the complete panel has been used.

The relative alignment of the readout boards on the two faces of the panel has not been addressed
yet. A set of jigs, fixed to the granite table, against which the precisely cut PCBs are brought in
contact such that the x and y position of the boards is constrained should do the job.

Around two days are needed for the construction–glueing of each panel plus another day for the
drilling and finishing. The granite table is occupied for two days per panel. It seems reasonable to
assume that two panels per week can be glued on a single table.

The final steps are the mounting of the HV connectors and the soldering of the ground pins as
well as the mounting of the cooling plates for the electronics, as described below.

For the full-wedge solution, a total of 64 readout panels for the large sectors and the same
number for the small sectors need to be produced. This work could be achieved by two production
sites in a single year. In the case of several modules per wedge, the number of readout panels will
increase accordingly. Panel construction would have to proceed in more places or on more tables
in parallel. The time estimate of one year for the full production of readout panels is also valid in
this case.

8.2.2 Drift panel assembly

The assembly method of the drift panels follows the one of the readout panels. The same tools
and glues are used. A small difference lies in the fact that the skins of the drift panels have flat
surfaces, while the readout boards have the 128µm high pillars.

Other differences are related to the different function of the drift panel: it serves as support of
the amplification mesh and as gas distribution system.
As in the readout panels the skins of the drift panels are made of 0.5mm thick FR4, however,

not patterned. The outer frame structure differs from the one of the readout panels. Since the
mesh is stretched with a force of about 10N/cm it was decided to embed a solid profile into the
frame to which the mesh support frame is screwed. In addition an open channel that serves as
gas manifold is integrated into the drift panel frame. The solution adopted for the 2.2×1 m2

prototype is shown in Fig.8.6. The gas channel is only present along the two shorter sides of the
prototype panel where also the readout electronics is located. In the final panels the profiles will
be replaced by custom-made extruded profiles. The extruded profiles along the sides where the
readout electronics is located will incorporate the holders for the on-chamber electronics boards
(that are connected to the readout board). It will however, opposite to the prototype, not include
the gas channel which will be part of the profile along the other two sides.
Once the panel is glued, the drift electrode is added by either glueing a thin Cu film to the

appropriate skin of the panel6 or by applying a layer of conductive paint. Then the gas in- and
outlet holes are drilled through the drift electrode and sealed, as well as the bolt holes in the outer
panel frame. The next step is to add the drift panel spacers, see below, and the mesh support
frame.

The mesh is glued to the mesh support frame with a tension of about 10N/cm, either in-house,
if the tooling for the mesh stretching is available, or in a specialized company7. For the glueing a

6An alternative is to use Cu clad skin material with the drift electrodes already patterned, as in the 2.2×1 m2

prototype; the latter can be done by etching or machining.
7The same type of mesh is used for screen printing.
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Figure 8.6: Cross-section through the frames of the readout and drift panels of the 2.2×1 m2 prototype;
in the left drawing the profiles along the readout side is shown, with the gas channel, in the
right drawing the profiles along the long panel sides are shown. In both drawings the mesh
frame is also shown.

cyanolit-based glue is used, and the mesh is secured with a second line of Araldite 2011. The mesh
is also glued to the drift panel spacers, the latter have the same height as the mesh support frame.
The last step consists of cutting small openings into the mesh at the place of the drift panel

spacers and to create the passages for the panel interconnects.
Around two days are needed for the construction–glueing of each panel, an additional day is

needed for the drilling and making the drift electrode. Another day should be foreseen for the
mesh glueing if done in-house. If the mesh glueing is done out of house then it is more efficient to
do this in batches. Including some safety factor this leads to about one week per panel. Much of
this time is waiting for glue curing. The granite table is occupied for two days per panel. It seems
reasonable to assume that two panels per week can be glued on a single granite table.

Three drift panels are required per quadruplet. The two outer panels are identical, with a single
drift electrode. The middle panel has drift electrodes (and gas channels) as well as the mesh on
both sides. In total 192 drift panels need to be produced for the single-wedge option and 576 in
the three-module-per-wedge option. It seems reasonable to assume that 64 panels/year can be
produced in a single production site. Three sites would be able to do the full production in one
year for the 192 panels. In the other option, parallel production or more sites will be required
to complete the drift panel production in one year. Alternatively the panel production could be
stretched over two years.

8.3 Quadruplet assembly and testing

A quadruplet consists of two doublets each of which comprises a two-sided readout panel and two
drift panels. The gas tightness is achieved by O-rings between the flat surfaces of the drift- and
readout panels8.
The distance between the readout and the drift panels is maintained by 5 mm thick precisely

machined bars plus a number of internal spacers. The bars and spacers define not only the drift
space but, more importantly, they assure the co-planarity of the two readout doublets. The spacers
consist of small peek inserts with an inner bore of a few millimetres that are placed between the
mesh and the readout electrode. Holes in the readout panels with diameter of a few millimetres

8In the 2.2×1 m2 prototype detectors a 6mm diameter O-ring is used. Another option is a flat O-ring with
rectangular cross-section.
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permit the passage of an insulated threaded rod9. Three spacers between the panels have been
realized in the second 2.2×1 m2 prototype, the implementation is shown in Fig. 8.7.

Figure 8.7: Spacer that defines and maintains the distance between the readout and drift panels; left: the
solution implemented in the 2.2×1 m2 prototype; right: the three peek inserts that were glued
to the drift panel.

The quadruplet assembly is done on a flat surface with some positioning jigs. This is not
necessarily a granite table given the stiffness of the individual panels. Each readout panel has a
set of precision holes at defined positions with respect to the readout strips.The lateral positions
of the two readout doublets will be aligned to each other using a simple but precise jig with a
dowel pin, as shown in Fig. 8.8. The lateral positioning of the drift panels is not critical.

A critical element is the cleanliness during the assembly to avoid dust particles that can produce
current bridges over the 128µm distance between the mesh and the readout structure. The
assembly should therefore be done in a temperature and humidity controlled clean room of class
10000 (ISO 7) or better. All parts need to be throughly cleaned before entering the room.

For the cleaning of the readout panel and the amplification mesh, a rotating brush combined
with vacuum cleaning, followed by a passage with an adhesive roll works very efficiently.

The panels of a doublet are stacked first without O-rings and spacer bars. During this step the
mesh frames, being about 50–100µm thinner than the spacer bars, define the drift gap and the
mesh is sitting on the pillars. In such a way the electrical integrity of the assembly can be checked
by applying HV to the resistive strips in air. Experience shows that, if the current drawn between
the resistive strips and the mesh is in the range of a few nA10 the boards are functioning well and
are free of dust particles. This procedure must be repeated for each gas gap. When the two gas
gaps of a doublet are declared functional the O-rings are inserted from the sides and the boards
are positioned with respect to each other using the alignment pins. This done, the spacer bars are
inserted and the panels are bolted together.

The assembly itself is fast and takes less than two hours. The cleaning and HV testing is usually
more time consuming. Typically one to two days per quadruplet should be counted for. The total
number of quadruplets is 64 for the full-wedge option or 192 quadruplets otherwise. No experience
has yet been gained in the assembly of full-wedge quadruplets. Probably there is no big difference

9In the readout boards for the ATLAS detectors the readout lines will be routed around the holes such that only
the space taken by the inserts is inactive.

10The exact value depends on the humidity level and the detector area that is tested.
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Figure 8.8: Schematics of the MM panel alignment showing in the left sketch the positions of the precise
and elongated alignment holes and in the right drawing a sketch of the alignment jig.

time-wise between the two options, to be confirmed. In both cases the assembly of all quadruplets
could be achieved in about one year in one or two assembly sites.
More time consuming will be the testing of the assembled quadruplets.

8.4 Quality control, final test and expedition

The quality control proceeds in steps, as to avoid the assembly of parts that are not qualified.
During the PCB production quality assurance procedures will include the control of PCB

panel flatness, electrical integrity (no shorts), controlled resistivity in an acceptable range11,
strip precision, and the correct development of the pillars. The development of quality control
procedures and (automatized) tools to check the PCB production will be one of the main issues
over the next two years.
Only boards that fulfil the quality specifications are glued to the stiffening panels.
After the assembly of a doublet, the electrical integrity of the detector has to be qualified. The

drift electrodes must not draw any current when polarized with negative HV up to 1000 V (the
operating voltage is 300 V). The mesh must be properly connected to ground potential and the
resistive strips are tested by applying HV in air and monitoring the current. The currents should
not exceed a few nA at +900 V on the resistive strips.

After the assembly of quadruplets, the detectors must be tested for gas leaks and then with gas
and HV. A test with (some) readout electronics and cosmic ray particles or/and photons from an
X-ray source should follow.

Tests with a 30 kV X-ray tube demonstrate that all planes of a quadruplet can be qualified at
once. Figure 8.9 shows the current recorded in a small MM detector as a function of the material
traversed by the X-rays. The interaction rate is attenuated by a factor 30 between the amount of
material corresponding to the first and the fourth MM but still results in a sizeable current. With
a 40 or 50 kV X-ray tube there should be no problem to reach high penetration.

11The exact values of the resistivity are not very critical.
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Figure 8.9: Left: current drawn by the MM detector as a function of the number of MM panels traversed
by the X-rays; right: distribution of the X-rays as measured in the MM.

A relatively fast scan of a complete quadruplet without the need of readout electronics can take
place by measuring the current. An effort to set up such a system with position encoding and
current readout that scans a complete quadruplet has started.
For this measurement only a small fraction of the detector needs to be equipped with readout

electronics.
The last step of testing before the installation of the detectors on the Small Wheel will be done

once the quadruplets have been equipped with their final electronics. This will happen at CERN.
With an exposure to comic ray particles non-functioning electronics cards and/or cabling errors
may be identified. For this it is envisaged to refurbish the cosmic ray stand in BB5 that was
heavily used during the testing of the ATLAS MDT and RPC chambers.
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9 Integration and commissioning

9.1 Assembly of the New Small Wheels

The NSW will be assembled at the surface on the CERN site. During the first step of the detector
integration, the sTGC and the MM detector units have to be assembled into sector sized objects.
The subsequent step integrates these sector-sized objects onto the mechanical structure of the
NSW detector wheel. Whether the new detector wheels will be integrated with the JD shielding
at the assembly site depends on the installation scenario, see Chapter 11.

The assembly site, where the integration of the NSW takes place, must meet several requirements.

1. A bridge crane with a minimal load of 5 t and a minimum clearance of 15m from the ground.
Used during the assembly of any support structures, the mechanical wheel structure, and
the integration of the NSW detector sectors with the mechanical wheel structure.

2. Empty floor and wall space of length × width × height of twice 10m × 7m × 15m. Used
for the assembly of the NSW and support structures.

3. A bridge crane with a minimal load of 160 t (80 t if the JD shielding is not part of the
assembly) and a minimum clearance of 15m from the ground. Used to lift a finished NSW
in the transport frame onto the transport trailer.

4. A door of width times height of 8m × 9.5m. Provides access for the trucks and trailer
needed for the transport of the NSW from the assembly site to Point 1.

5. Empty floor space of length × width × height of 15m × 8m × 15m adjacent to the main
door. Reserved area for the trailer during loading. In addition used for temporary storage of
detectors during the assembly.

A likely location for the integration is building 191 at CERN where the original SWs were
assembled and which fulfills all the above requirements.

9.1.1 Mechanical integration of sTGC and MM detectors

Starting from the MM chamber, the two sTGC wedges of each sector will be fixed to the MM
spacer frame to form a sTGC–MM station. Subsequently, that integrated station will be mounted
on the NSW structure, greatly speeding up the assembly of the wheels by having to install only 16
completed detector sectors per wheel already containing almost all of the services.

The sTGC wedges will be mounted force free on the MM spacer frame in 3 points using kinematic
bearings. The two wedges will be connected by stiff bars to these three kinematic mounts, so that
the adjustment of their relative positions within a few mm can be realized. Thus, a fixed geometric
relationship will exist between the strips of all eight sTGC planes in each sector at all times—for
the four planes in each wedge by construction, between the wedges by a one-time adjustment—
simplifying any corrections for the geometry to be implemented in the trigger algorithms. The
same three mount points on the MM spacer frame are used later on to mount the completed
station to the NSW structure with a second set of kinematic bearings. The use of two separate
kinematic bearings in the mount points decouples the MM chamber from the sTGC wedges as
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(a) (b) (c)

Figure 9.1: (a): integrated sTGC–MM sector. The four possible mount points are indicated by the red
circles. The arrows give an example of the degrees of freedom of translations of the three used
kinematic bearings. (b): cut though the sTGC–MM station at a kinematic double bearing.
(c): detail of the sTGC mounted to the MM frame. Visible is the bar connecting the two
sTGC wedges to the MM frame and the double kinematic bearing. The arrows indicate the
possible adjustment of the sTGC wedges on the connecting bar.

the weight of the latter is transferred directly through the bearings to the NSW structure. The
optimal locations and the choice of the degrees of freedom of each kinematic bearings depend on
the orientation of the station in the NSW. To allow the use of only one type of MM spacer frame
for either all small or all large sectors, regardless of where a station is being mounted, the frames
will be equipped with four possible mount points. Of these four points the three most suitable
ones are selected for each sector. Figure 9.1 shows a drawing of the double kinematic mounts with
the sTGC wedges connected to the MM chamber.
The integration of the sTGC wedges with the MM chamber is foreseen to take place at a

dedicated location to relieve the detector assembly sites from additional work and avoid problems
due to the logistics in case of delays on the production schedule of either detector type. The sector
assembly should take place as close as possible to the NSW integration site, to minimize possible
damage due to transportation.
A possible integration procedure could be as given below.

1. The first sTGC is positioned upside down on a flat surface (e.g. a granite table). Precision
pins on the flat surface at the locations of the externally available precision surfaces of the
sTGC modules can be used for the placement;.

2. The double kinematic bearings and connection bars for the sTGC are mounted on the MM
chamber.

3. the MM chamber is lifted by a support frame which connects to the external part of the
double kinematic bearings. The frame allows the fine adjustment of the vertical position of
the MM chamber at all mount points.

4. The MM chamber is lowered on the sTGC wedge and connected to the wedge after adjustment
of its position.

5. Using the same precision pins as in (1) and the same support frame as in (3) the second
sTGC wedge is positioned and connected to the MM chamber.
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If necessary, the in-plane alignment systems of the sTGC wedges and the MM chamber (see
Chapter 10) can be used to monitor adjustments. Additional mount points on the sTGC wedges
and the MM spacer frame can be foreseen to simplify the handling. The estimated integration
rate of sTGC and MM is 1 sector per day with 4 FTE of manpower.
Any detector unit scheduled for integration will have to pass a quality assurance test after

its transport from the production site to CERN to ensure that only fully functional sectors are
assembled. After a sector is integrated, it will be tested again. The quality assurance tests will be
similar to those used during the assembly of the ATLAS muon spectrometer [44, 45]. If all quality
assurance tests are passed, the sector will be transferred to a storage and transport frame in which
it will be suspended, hanging vertically at two points with the long station axis horizontal.

9.1.2 Assembly of the New Small Wheel mechanical structure

The NSW mechanical structure consists of the hub and interconnected rectangular spokes between
the sectors. While the hub consists of brass, the rest of the structure is foreseen to be built
of aluminum. In case a greater tensile strength is needed in some parts of the structure to
reduce overall deformations, these parts could be manufactured of stainless steel. To reinforce
the structure, close to the hub the two spokes at the side of each large sector are closed by plates
in the xy-plane to a tubular geometry. Cross bars interconnect the spokes further away from
the hub. The spokes in sector 11 and 15 will deviate from the usual geometry to accommodate
the feet of the JD shielding after transferring the detector wheel onto the JD plug. Due to the
weaker structure in the feet region, the upper 225◦ will contribute most to the structural strength.

Figure 9.2: The NSW mechanical structure. View
from the HO side.

The spokes in the large sectors (i.e. on the IP
side of the detector wheel) and in the small
sectors (HO side) are interconnected by bars
arranged in circles coaxial with the z-axis. The
spokes will contain the necessary cut-outs or
holes for the optical alignment lines. Cable
trays will be integrated at the outer rim of the
NSW structure to distribute the services from
the patch panels in sector 1, 9, and 13 around
the wheel (see Chapter 13.4).
To assemble the NSW mechanical structure

a grid of girders mounted on a wall will be used
(Fig. 9.3 (a)), similar to the HO structure in
UX15 which supports the EO MDT chambers.
This grid can be part of the transport structure
later on, see section 9.1.5. Mounted in the
middle of the grid is a stub which will serve
as a fake JD plug to carry the NSW hub. The
stub will be longer than the hub so that it may
be matched to the JD plug during the later
integration of the detector wheel with the JD

shielding. The hub will have the same inclination from the vertical plane of ∼ 0.708◦ as the wheels
in the experiment, to ensure that the weight distributions during the position adjustments of the
detectors after assembly reflects the real case. The small sector spokes are mounted on the hub
and fixed with adjustable supports to the grid (Fig. 9.3 (b)) Once the small sector part of the
structure has been completed, the eight alignment bars located in the small sectors are added.
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(a) The hub and the spoke
mounts are attached to the
support grid.

(b) The small sector spokes
are added and fixed to the
hub and support grid.

(c) The detectors in the
large sectors and the align-
ment bars in the small sec-
tors (not shown) are added.

(d) The interconnecting arcs
of the central plane of the
support are mounted.

(e) The large sector spokes
are added and fixed to hub
and the arcs of the central
plane. The mechanical sup-
port structure is now com-
plete.

(f) The detectors in the
small sectors and the align-
ment bars (not shown) in
the large sectors are added.
The detector wheel has
been assembled.

Figure 9.3: A possible scenario for the assembly of the NSW mechanical structure and the integration of
the detectors.

The large sector stations are then inserted 1 (Fig. 9.3 (c)). The sector interconnections (Fig. 9.3
(d)) and the large sector spokes (Fig. 9.3 (e)) are then mounted and connected to the existing
half of the structure. The small sector stations are installed (Fig. 9.3 (f)), followed by the eight
remaining alignment system bars of the large sectors and the services at the rim.
In case the described assembly of the NSW mechanical structure proves to be not feasible for

any reason, an alternative scenario has been developed. A flat support table is used on which the
NSW structure is assembled in a horizontal position. The table with the attached mechanical
structure is then rotated with the help of a crane into an upright position. A cantilever arm,

1see Chapter 9.1.3 on the installation procedure
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Figure 9.4: The chamber installation tooling used for the assembly of the present SW, the EE, and the
EO MDT chambers. It allows the insertion of MDT chambers into vertical support structures.
The tooling for the assembly of the NSW will be similar.

supported on one side, is coupled to the table and the structure is moved onto the cantilever.
The detector integration can then take place from both sides of the mechanical structure. The
use of this backup scenario entails the manufacturing of the support table, while the tooling for
integrating the sectors on the mechanical structure remains unchanged.
The time for the assembly of the mechanical structure is estimated to be 5 weeks with a

manpower of 3 FTE. This time includes the survey and adjustment, but not the production of the
parts (estimated at 10 weeks with 3 FTE).

9.1.3 Integration of the detectors on the New Small Wheel mechanical structure

Once one half of the NSW structure is assembled on the support grid, the detectors of the adjacent
sectors are mounted. A tooling similar to the one used for the end-cap MDT chamber installation
will be employed, see Fig. 9.4. A sector may be picked up by this tool from the transport frame
and rotated to the required angle for the installation in the structure, both, perpendicular to
the sector plane and around the horizontal axis to match the ∼ 0.708◦ inclination of the support
structure on the hub (see Chapter 9.1.2). An adjustable counter weight balances the tooling with
the attached station. The forks of the tooling either grab the station at all four mount points—thus
releasing one bearing after the other and to fix it to the structure—or at dedicated points on the
MM spacer frame. The counterparts of the station mounts on the NSW structure are adjustable at
a range of 20mm to take into account (and compensate) their position due to the deformation of
the structure under load. The deformations of the structure can be measured by photogrammetry,
using targets on the mount points. After the second half of the structure has been assembled, the
rest of the detectors are installed.

The NSW structure is then detached from its support points on the grid while the hub remains
fixed. The structure is now supported as it would be in its final configuration in the experiment
on the JD plug. It can deform freely and assumes its final shape. The stations are re-adjusted to
match their theoretical positions within the achievable tolerance of 1–2mm. After the position
adjustment of the sectors, the structure is fixed again to the grid with the adjustable supports at
their new positions.
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A time of 4 weeks with 3 FTE manpower is estimated per wheel for the integration of the
detectors and alignment bars in the mechanical structure.

9.1.4 Integration of services on the New Small Wheel mechanical structure

The NSW mechanical structure also carries part of the services required for the operation of the
detectors and the alignment system. The other part will be routed on the rim of the JD shielding
disk. Services arrive at the detector wheel at five points:

• Two patch panels in sector 1 for the flexible chains containing the gas and cooling pipes;
• two patch panels in sector 9 for the flexible chains containing the optical fibers, the alignment

cables, and the HV cables and
• one patch panel in sector 13 to connect the LV cables.

Cable trays will be integrated into the mechanical structure at the outer rim at the middle plane
between the small and large sector structure and filled once the necessary structural elements are
available and the large sector detectors have been installed. The selected services will be routed
from the patch panels around the rim in these cable trays for a maximum distance of half the
circumference.

The service routing and access to the connection points of the wedges on the NSW rim is further
detailed in Chapter 13. The time estimated for the integration of the services is 2 week per wheel
with a manpower of 2 FTE (not including the preparation of the service).

9.1.5 Transport frame

The NSWs have to be transported from their assembly site to SX1 and subsequently lowered into
the experimental cavern.

The grid structure used for the assembly of the wheels can be adapted as a transport structure
by adding stabilizing parts on the side and the open face, thus resembling a cage. Alternatively,
the existing transport frame of the present SW might be modified to accommodate the needs of
the NSW. An additional lifting beam might be necessary in order to handle the frame by crane.
The transport and installation of the detector wheels in the experiments is described in Chap-

ter 11.

9.1.6 Integration of the detector wheel with the JD Shielding

The integration of the detector wheel with the JD shielding is similar to the procedure that was
used for the original SW. The part of the support structure or the transport frame carrying the
hub is linked to the JD plug and the wheel is transferred via a rail onto the plug, see Fig. 9.5.
The integration will take place only after the 1-year commissioning phase at the surface to provide
the maximum time for access to the detectors. A cantilever arm, supported at its end point, can
be used to move the detector wheel to open a gap to the grid structure if needed, similar to the
mechanism to transfer the wheel to the JD plug.

The location of the integration with the JD shielding depends on the installation scenario of the
NSW in the ATLAS experiment, see chapter 11.

9.1.7 Expected mechanical deformations of the mechanical structure

Definite calculations are not yet available as the FEM analysis will be made when the NSW
mechanical structure is close to its final shape and design. Analytical calculations of the current
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Figure 9.5: Integration of the detector wheel with the JD shielding in 2007. The wheel is transferred
from the support structure (right) to the plug of the JD shielding (left) via a temporary rail
(middle). The procedure used for the integration of the new detector wheels with the JD
shieldings will be similar but the support structure and rail will differ.

baseline structure show that the overall deformation of the structure ranges between 10mm and
15mm, which is compatible with the amount of x, y, and z adjustment range of the detector
mounts. The present SW shows comparable deformations which proved to be no problem in
neither the integration nor the installation.

9.2 Detector commissioning

To ensure that the NSW is operational immediately after the installation in the experiment, a full
1-year commissioning phase is foreseen at the surface, using cosmic rays to test its full functionality.
It is mandatory that all necessary tooling, used during the integration process, is available during
the commissioning. Therefore the best commissioning sites would be either the integration site at
CERN or SX1.

The necessary infrastructure for the commissioning would include gas systems, power systems,
and a DAQ system. Temporary cabling over distances of about 50m has to be foreseen and cooling
of the front-end electronics should be foreseen. This will be less demanding than in the experiment,
as power dissipation into the environment can be allowed.

To limit the infrastructure and cost during the commissioning phase, only a smaller part (e.g. a
quarter) of each wheel will be used for data taking at the same time. Nevertheless, other services
like HV (and gas) would be kept on for as large a part as possible to condition the detectors even
if the majority of those detectors are not used for data taking at that moment.

The NSW should be installed as soon as possible in the ATLAS experiment at the beginning of
LS2. Full commissioning in-situ may take place once the final services have been connected.
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10 Alignment system

10.1 Introduction

As in the present Small Wheel, an optical alignment system will be installed on the new Small
Wheel, and be integrated as a part of the end-cap optical alignment system [46].

The current end-cap optical system is an absolute alignment system, meaning that the sensors
provide the muon chamber positions at any given time without any external input like e.g. an
initial alignment that was obtained (at an earlier time) using tracks. In other words, the alignment
system is used as a real-time surveying system.1 The optical system of the NSW should follow the
same principle, i.e. it should again be an absolute system. Reverting to using such a system in
relative mode is always possible as a fall-back solution.
Both types of NSW chambers, sTGC and MM, are supposed to be usable for precision track

measurements. Therefore, both types will need to be integrated into the optical alignment system
– in contrast to the TGC chambers of the current ATLAS detector which are only very loosely
coupled to the MDT alignment system.

The optical absolute alignment system of the end-caps is designed such that the positions with
respect to each other in the precision coordinate of any three chambers that can be traversed by a
muon track can be determined with an accuracy of 40µm. The position of any single chamber with
respect to another one, on the other hand, can be determined only with a much lesser accuracy,
around a few hundreds of micrometers.
The key prerequisite for an absolute alignment system is a knowledge at a level of typically

20µm and 50µrad of the positions and rotations of the optical sensor elements (CCDs, lenses,
light sources) with respect to the active detector elements (wires, strips, etc.) of the chamber they
are mounted on, i.e. their positions and rotations in the local chamber coordinate system.
It is often useful to divide this problem into two parts: (1) to determine the positions of the

optical elements with respect to a mounting platform on the chamber which the sensor will be
mounted on; and (2) to determine the position of this platform with respect to the active detector
elements. The two steps are referred to as sensor calibration and mount calibration, respectively,
and separating them makes it possible to calibrate sensors at a different place and time from
chamber mounts, and to replace damaged or broken sensors during commissioning on surface or
during shutdowns in the detector.

10.2 System requirements

The following criteria have to be fulfilled by any design for the NSW chambers:

• The internal geometry of the chamber needs to be under control at a level of about 40µm
while the chamber is being constructed. Internal geometry means the positions of the detector

1The opposite would be a relative alignment system, where the sensors are only used to follow chamber movements
in time with respect to a set of initial chamber positions determined by a method other than optical sensors.
This alignment scheme is used in the muon spectrometer barrel.
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elements with respect to each other, both within one chamber layer and between different
chamber layers.2

• There need to be mechanical objects, e.g. spheres or holes or other marks, on the outside of
the assembled chamber that can later be used as a reference for determining the positions
of the by then inaccessible active detector elements, or sensor mounts need to be mounted
early enough in the chamber assembly process that other marks, e.g. on the assembly table,
can be used.
• A procedure needs to be foreseen to measure the positions of the sensor mounts with respect

to the reference points, either after the chamber is assembled or during the assembly process.
The required accuracy of these sensor mount measurements is around 20µm and 50µrad.

In addition to sensors that are sensitive to chamber positions, sensors measuring the mechanical
chamber deformations and their thermal and/or humidity expansion will also be required, unless
chambers are small enough to neither deform nor expand by any significant (below 20µm) amount.
The in-plane RASNIKs of the MDT chambers may serve as a model; mechanically different
chambers may however exhibit different deformation modes.

One important difference between wire chambers (MDT) and planar chambers (MM and sTGC)
is that for the former it is sufficient to determine the endpoints of the wires, while for the latter
deformations of the entire PCB plane affect the track measurement and thus have to be measured
by the alignment system. In MDTs the thermal expansion is measured indirectly by temperature
sensors; this is not the only possibility: thermal expansion may also be measured by a length
measurement with optical sensors, which actually has the advantage that humidity expansion is
measured at the same time too.
Whatever the final arrangement of deformation and expansion sensors is, it must be sufficient

to measure all degrees of freedom of a chamber, including, for example, out-of-plane deformations
due to gas overpressure in the gas gap.

For what concerns integrating NSW chambers with the existing alignment system, at least eight
NSW alignment bars per wheel will be the interface between old and new components. Polar
BCAMs, viewing existing other polar BCAMs on other wheels, will provide the positions of the
NSW bars with respect to the rest of the end-caps. Azimuthal BCAMs, or equivalent devices, will
provide the NSW bar positions with respect to each other within the wheel, and sensors on the
NSW chambers will be used to determine chamber positions with respect to alignment bars.

Most of the parameters of the alignment bar geometry may be slightly changed to accommodate
the NSW chamber geometry, like the positions of the bars and their diameter and length. One
could e.g. consider extending the NSW bars towards smaller radii, and in this way improving the
accuracy of the alignment system for chambers in the region currently occupied by CSC chambers,
where all sensors are located at the outer edge of the chambers, somewhat limiting the precision
near their inner edge.
A few parameters can, however, not be modified: the positions of the NSW polar BCAMs (in

global ATLAS coordinates) cannot change, or only by less than about 10mm in x and y, since the
existing polar BCAMs on other wheels are pointing to their current locations, and since there is a

2As it turns out, the accuracy of the chamber geometry affects the momentum (sagitta) measurement by different
amounts in different layers (EI-EM-EO); the historical 20µm requirement for MDT chambers was driven by
the EM layer which contributes most to the sagitta accuracy. For NSW chambers, being the EI station, this
requirement can be relaxed to 40µm with only a negligible deterioration of the final momentum resolution.
Strictly speaking, these 40µm correspond to the accuracy in the bending direction, i.e. a linear combination of
the radial direction and the beam direction in ATLAS. The radial direction being the dominant contribution to
the sagitta measurement, the chamber construction accuracy has to be higher in the radial than in the beam
direction.
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complicated and carefully tuned arrangement of BCAMs along the polar lines to ensure visibility
between many different pairs of BCAMs. Note that this does not imply that the alignment bar
positions cannot change: keeping a BCAM in place and displacing a bar is always possible by
designing a different mounting platform (or extension arm) under the BCAM; arms with lengths up
to about 200mm are currently in use in the end-caps and do not exhibit any particular problems.
The design of the NSW alignment system depends crucially on the chamber layout, more

precisely on the question what the ‘smallest alignable unit’ will be. An alignable unit means a
3-dimensional body whose location in space is defined by the usual six degrees of freedom for
position and rotation, plus a reasonably small number of additional parameters describing changes
in shape (deformation) and size (thermal or humidity expansion) with respect to the nominal
values. In the MDT case, the MDT chamber is the smallest alignable unit – not e.g. the multilayer,
since the two multilayers are rigidly connected by the spacer frame, ensuring that they move and
deform coherently.
From the alignment system point of view it would be preferable to link (glue or bolt) sTGC

and MM quadruplets and wedges in such a way that they move and deform together, in which
case an alignment system for aligning a single layer or quadruplet would again be sufficient. This
is, however, not the current NSW design. A tentative alignment system layout for independent
quadruplets or wedges is presented below. For generality, an alignment scheme for N independent
quadruplets in radial direction (so 4N quadruplets of MM and sTGC per sector in total) will be
discussed. This scheme can accommodate any reasonable value of N ; for N = 1 it turns into a
scheme for independent wedges.

10.3 Alignment system layout

10.3.1 Alignment bars

As shown in Fig. 10.1, in the current layout the eight alignment bars are located in-between the
large (EIL) chambers, overlapping in φ with the small (EIS) chambers. In such a layout, adding
new sensors on the bars that view targets on all the quadruplets at different global z is easy for
quadruplets in large sectors, but impossible in small sectors.
A solution is to make the alignment system layout symmetric by doubling the number of

alignment bars, adding eight new bars3 in-between small chambers and overlapping in φ with the
large chambers. Old/new bars will be refered to as S-bars/L-bars occasionally, where S and L
denote their location in small and large sectors, respectively.

These eight new alignment bars in large sectors have to be connected to the polar lines, which
are located in small sectors. It is impossible to link them directly, because this would require
extension arms of several meters length. Instead, they will be linked indirectly, by connecting with
high accuracy (30µm) the new bars with the old ones. Currently, bars in a wheel are linked by
azimuthal lines: each line consists of a pair of BCAMs on two neighboring bars, viewing each
other, and there are at least two azimuthal lines between two neighboring bars in a wheel. With
this layout, the position of one bar with respect to its neighbor is determined to not better than
a few hundreds of micrometers. To reach a higher accuracy, the pairs of azimuthal BCAMs will
have to be turned into triplets, with three BCAMs mounted on three neighboring bars (L-S-L
and/or S-L-S), and each BCAM in the triplet viewing the other two (Fig. 10.2). This resembles
the layout of polar lines, where triplets of BCAMs link e.g. the EI-EM-EO bars in one sector to

3‘New bars’ means: bars in new places, places where no bars are installed on the current Small Wheel. All bars
for the new Small Wheel will be ‘new’, of course, in the sense that they will be designed, built, and calibrated
from scratch.
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(a) (b)

Figure 10.1: (a): Old layout of alignment bars in a wheel (viewed from the outer rim to the center of the
wheel) with alignment bars placed between large chambers, overlapping with small chambers;
(b): proposed new layout with alignment bars added between small chambers, overlapping
with large chambers.

(a) (b)

Figure 10.2: (a): Old layout of the azimuthal system with pairs of BCAMs; (b): layout of the system
with eight new alignment bars added on top of the existing eight old ones, using triplets of
BCAMs.

each other. In such a layout the position of an L-bar with respect to its two S-bar neighbors (and
thus the polar lines) is determined to several tens of micrometers in the precision coordinate.
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10.3.2 Chamber deformations

The deformations of the individual quadruplets need to be measured by alignment sensors. The in-
plane deformations of planar detectors are expected to be small, but the out-of-plane deformations
may be relevant and moreover they have to be determined over the entire surface of the plane.

One possible way to measure quadruplet deformations follows the concept of the MDT in-plane
RASNIKs: CCDs, lenses, and RASNIK masks forming a grid of parallel and diagonal RASNIK
lines across the quadruplets (Fig. 10.3). The layout could be rotated in the plane by 90◦ if the
resulting locations of CCDs and masks were more desirable.
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Figure 10.3: Top left: the current layout of the end-cap MDT chamber in-plane RASNIK system. Two
CCDs view two RASNIK masks through four lenses, resulting in four measurements of the
chamber deformation. Top right: extension of the scheme to a full wedge, at the same time
being an option if a closer spacing between elements is required in the radial coordinate.
Bottom: a closer spacing between elements in the azimuthal coordinate can be obtained by
interleaved RASNIKs, like in the end-cap alignment bars.

The spacing of RASNIK elements needs to be matched to the expected ‘wavelength’ of the
deformations: shorter wavelengths require more elements at shorter distances, so that the interpo-
lation of the deformation in-between elements becomes more accurate. It would be desirable to
design detectors such that deformations can be interpolated accurately enough by simple functions
like second- or third-order polynomials. This can be achieved by making the detectors as rigid
as possible, or by making their mechanical structure sufficiently simple and symmetric, or by a
combination of the two.
In the radial direction, varying the spacing between RASNIK elements is trivial, by just

compressing the pattern of parallel and diagonal lines and duplicating it multiple times. Along
the second coordinate, varying the spacing is done by adding interleaved RASNIKs with different
(shorter) CCD-lens-mask distances, where some but not all of the added elements are placed close
to already existing ones.
In-plane RASNIK elements would be glued onto the surfaces of quadruplets at the end of the

construction process, when the quadruplets are still perfectly flat on a granite table. By reading out
all RASNIKs at this time one obtains the ‘zero’ measurement corresponding to a flat quadruplet.
An attractive feature of this scheme is that the RASNIK elements can be glued without high
accuracy, at the millimeter level, since the zero measurement serves as a full calibration.
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10.3.3 Chamber-to-bar alignment

For linking quadruplets to alignment bars, presumably the easiest solution are cameras on alignment
bars viewing targets (point-like light sources, e.g. laser diodes, or RASNIK masks) mounted for
instance, but not necessarily, near the four quadruplet corners, either on the quadruplet surface or
on the side faces. Cameras on L-bars view targets on small chambers, and cameras on S-bars view
targets on large chambers (Fig. 10.4a).

(a) (b)

Figure 10.4: (a): Conceptual layout of the chamber-to-bar alignment in the option of a dedicated in-
plane RASNIK system monitoring chamber deformations; (b): layout in the option with
additional light sources on the chambers, integrating chamber-to-bar alignment with chamber
deformation monitoring.

The quadruplet at the smallest radius has to overlap in radial direction with the alignment bars
over at least a third, better one half of its radial size in order to give sufficient lever arm to the
alignment sensors linking the quadruplet to the bars. A variation of this scheme is to distribute
additional light sources across the surface of each quadruplet, with each camera now viewing
several such sources on a line, as well as a partner camera on the next bar. In such a scheme
the added light sources can be used to measure quadruplet deformations in addition to positions,
making a dedicated in-plane RASNIK system unnecessary (Fig. 10.4b).

A potential challenge here is the calibration of the added light sources – the position of each light
source with respect to the active detector elements needs to be determined with high accuracy,
which may be difficult to achieve all across the quadruplet surface. Another complication is that
this variation of the scheme requires the alignment bars to cover the full length of the NSW
chambers in the radial direction. Extending alignment bars towards smaller radii (compared to the
existing ones) is difficult because of the space needed by the bars. A hybrid of in-plane RASNIKs
at small radii and on-quadruplet light sources at larger radii could solve this problem.
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10.4 Alignment sensors

From the layout studies performed so far it seems that the sensor size will be an important issue,
in particular in layouts with floating quadruplets or wedges: there is very little space foreseen
between chambers. While optical sensors can, a priori, be built to rather small size, the sensor
mount will at some point become a limiting factor: for e.g. a 3-ball mount to be reasonably robust,
the balls must have some minimal diameter and spacing, otherwise even a mild shock to the
sensor will cause the balls to make dents in the sensor mounting surfaces, thus destroying the
calibration. If this is perceived as an unacceptable limitation, the concept of mounting sensors on
sensor mounts, rather than gluing them directly on chambers, may have to be abandoned.
Another important issue is radiation hardness. For radiation (and other) reasons, the CSC

sensors in the current Small Wheel are located at the outermost radius of the CSCs, and the inner
endpoint of the alignment bars is at that same radius. Radiation levels on the NSW will be much
higher, making it challenging to put sensors in this region.

A cheap and versatile way to make light sources effectively radiation-hard is to position the actual
source of light, e.g. an LED or a laser diode, in a low-radiation region and to use radiation-hard
optical fibers to transmit the light from there to the high-radiation region where the alignment
sensor light source is located.

10.5 Data acquisition and analysis

The NSW alignment sensors will be read out by the existing long-wire data acquisition (LWDAQ)
system of the end-cap alignment sensors. Some components (on-sensor electronics and multiplexers)
will have to be radiation-hardened. Compatibility between the current and the new LWDAQ
components is a requirement since some sensors (polar BCAMs) will have to be read out in
combinations between current and new versions: e.g. a polar BCAM on an NSW alignment bar
taking an image of another polar BCAM on an EM or EO bar, and vice versa.

10.6 Alignment performance

Any alignment system design has to be validated by Monte Carlo simulations, using e.g. the
alignment reconstruction and simulation software used in the ATLAS muon end-caps, ARAMyS.
The simulation starts from an implementation of the foreseen network of sensors. Sensor readout
values are computed as the expected measurements for nominal positions of all chambers, and are
randomly smeared by an amount that reflects the intrinsic resolution and mounting accuracy of
the individual sensor. The alignment is then reconstructed by using these simulated measurements,
and a figure of merit is computed from the difference between true (nominal) and reconstructed
chamber positions. For the ATLAS muon spectrometer, the figure of merit is the width of the
false sagitta distribution (the false sagitta is the reconstructed deviation from straightness of a
straight truth track traversing a triplet of MDT chambers). The ARAMyS simulation of the
current end-cap geometry predicts a mildly position-dependent false sagitta width in the range
of 30–55µm over the full end-cap, in line with the original 40µm specification. A well-designed
alignment system layout for the NSW should have a similar performance. Another aspect to be
verified by simulations is redundancy, i.e. how the performance degrades when single alignment
sensors break. Graceful degradation is a required feature of a well-designed system.
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11 Installation sequence and procedures in
the ATLAS experiment

The installation of the NSWs will be based on the procedures [47] and the experience gained with
the original SWs.

11.1 Factors affecting the installation procedure

The installation procedure of the NSWs is subject to several constraints.

1. Safety: The JD shielding, especially the inner part of the plug shielding around the beam
pipe, and the detector material will be activated from the previous LHC run. Radiation-
protection measures have to be taken to minimize the exposure of personnel working on and
around the shielding and the old detectors.

2. Space: Temporary storage space for the NSW has to be available at the surface hall SX1.
Contrary to the situation at the time of the installation of the original SWs, the buffer zone
in the middle of the hall will not be free, but will be mostly blocked by elements of the
forward shielding of the ATLAS experiment. This not only affects the temporary storage of
the NSW in SX1, but also the installation of the NSW on side A, which has to pass from
the entrance area on side C through the buffer zone to the shaft on side A.

After the original SWs have been dismantled, the old detector wheels, trigger chambers, and
services have to be stored as a backup at least until the full functionality of the NSW has
been proven after their installation in the experiment.

3. Weight: The weight of the detector wheels will increase from about 17 t to 25–30 t. This
poses no problem if only the detector wheels have to be lowered into the experiment. However,
together with the JD shielding and the lifting frame the weight of a complete NSW will be
around 150 t, well above the load limit of 140 t of a single hook of the bridge crane in SX1.
While the possibility exists to link the two 140 t hooks of the crane for the lowering of a NSW
into the cavern, this severely limits the accessible area underground (see Fig. 11.1), making
the operation extremely difficult as several steps are necessary to navigate around obstacles
like shielding or other detector parts with clearances of only about 30 cm, compare [48,49].

4. Time: The shutdown period LS2—in which the NSW will be installed—is foreseen to last
only about 12 month. An optimized schedule has to be prepared to quickly de-install the
present SW at the beginning of the shutdown and install the NSW in the experiment as
soon as possible to maximize the time for their final commissioning.

Blocking resources in UX15 and SX1 for extended periods of time will affect other upgrade
projects.

In view of the limiting factors several installation scenarios have been developed.
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Figure 11.1: Accessible area of the surface cranes in SX1 in the underground cavern UX15.

Table 11.1: Expected dose rates at different positions in the vicinity of the SW at the beginning
of LS2 in 2017. A cool-down time of 56 days is assumed. Upright numbers: closed
configuration with the detector wheel adjacent to the JD disk. Boldface numbers:
open configuration with the detector wheel at 100 cmdistance to the JD disk. Negative
numbers denote distances from the IP side, positive from the HO side. All distances
are given in cm, all dose rates in µSv/h.

Radial distance Distance to detectors

from plug -100 -50 -0 +0 40 100

0 — 20 — 14 — 8 12 9 8 3 7 1
40 — 3 — 0.1 — 3 2 11 2 3 2 1
100 — 0.2 — 0.3 — 1 1 7 1 4 1 2
>100 — <1 — <1 — <1 <1 <2 <1 <2 <1 <2

Radial distance Distance to face of JD plug

from beam pipe -100 -40 -0 +0 40 100

0 65 116 706 378 62 11

11.2 De-installation and dis-assembly of the present Small Wheels

In order be able to re-use the JD shielding, the present SW detectors have to be removed first;
this includes not only the detector wheel but the TGC trigger detectors and all services mounted
directly on the shielding disk as well. The present SW should therefore be de-installed at the
beginning of the LS2, once the end-cap toroids have been moved from the beam line to their
parking positions and the beam pipe has been opened.
The expected radiation dose rates in the vicinity of the SWs at the beginning of LS2 have
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been simulated—with the beam pipe and end-cap toroid removed, and the end-cap calorimeter
at a distance of 120 cm from the IP side of the JD disk—for an assumed cool-down time of 56
days. The simulation has been validated with the currently available measurements. The results a
summarized in Table 11.1. The grid points are defined as follows: negative distances are measured
from the IP side of the detector wheel (located at -0 cm) to the JD disk (at -100 cm). Positive
distances are measured from the HO side of the detector wheel (at +0 cm). Radial distances
are always measured from the surface of the plug (at 0 cm). The last row in Table 11.1 lists the
expected dose rates on the IP and HO side of the JD plug faces, measured from the surface of the
plug at the height of the beam line.
The problematic areas are the two faces of the JD plug close to the beam line, which a highly

activated. The expected dose rates reach about 400–700µSv/h at contact and are still high up
to distance of about 1m. For work around the JD plug or for a transport of the SWs, the bores
should be shielded by additional plates, as it was done for the lifting of the SW of side C in
LS1. The rest of the surface of the shielding shows no high activation and can be declared as a
supervised or a simple controlled area, according to the CERN rules [50]. Of the detector wheel,
only the hub is activated, but the expected dose rates at contact are below 15µSv/h, allowing
again the declaration as only a supervised zone.

The de-installation and dis-assembly will follow the ALARA principle and radiation-protection
recommendations.
Three different de-installation scenarios can be envisaged:

1. The detector wheels of the SWs are decoupled from the JD shieldings in UX15. The JD
shielding remains in UX15.

2. The two SWs are lifted to the surface, the JD shieldings then remains at SX1.
3. The two SWs are transported to the NSW assembly site and di-assembled there.

For the scenarios 2 and 3, a procedure has been defined and partial experience has been gained
by the lifting of the SW of side C to the surface at the beginning of LS1 in 2013 [49].

All scenarios require the construction of new storage and transport frames for the SW detector
wheels. For the first scenario it might be necessary to build a new lifting tool if the present one
cannot be adapted to handle only the detector wheel.
Scenario 1 is the preferred scenario, but requires time-consuming operations in UX15 which

might be incompatible with the schedule of the LS2 shutdown. The decoupling of a detector wheel
from the JD shielding has never been attempted underground. In addition, the limited space
around the SW will require special access platforms to be manufactured for the removal of the
services.

Scenario 2 suffers from possible space constraints in SX1. Scenarios 3 has the disadvantage that
a large mass of activated material has to be transported through public space. The radiation of
the plug surfaces can be reduced with additional shielding during a transport. As the plug will
be at a height of at least 6m [47], the dose rates at ground level should then be negligible. The
risk of contamination of the environment in the case of an accident during the transport is almost
non-existent, as the activated material consists of solid pieces of metal and form a single object.
The MDT/CSC detector wheel has to be separated from the JD shielding and transferred to

the transport and storage frames. The procedure would be similar, but reverse, to the one used in
the assembly of the SW detectors with the JD shielding. A cantilever rail couples the JD plug to
the frame and the detector wheel is then transferred (see e.g. [51] for the principle of operation).
Once the detector wheels have been removed, the TGC detectors mounted on the JD disk, and
remaining services and cable trays on the rim of the shielding can then be dismantled.
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11.3 Modifications of the JD shielding

The conical shielding in the CSC region of the JD disk has to be replaced by a new disk-shaped
shielding to follow the planar detector geometry. No major difficulties are foreseen for this work
as the conical shielding consists of several petals which are fixed with screws to the JD disk and
the activation is low with an expected maximum dose rate of <15µSv at contact (after 56 days
of cool down). In addition, modifications of the two rails of the JD plug—on which the hub of
the NSW moves—might be necessary due to the increased weight of the new detector wheels.
An exchange of the rails against a reinforced type is possible without machining. The expected
dose rates on the surface of the JD plug are below <20µSv at contact (after 56 days cool-down)
and the cool-down time can be increased to at least 100 days before the work. The maintenance
scenario of the NSW involves the coupling of a pair of extension rails to the JD plug to be able to
open a gap between the detector wheel and the shielding disk (see Chapter 14). No modification
of the plug is necessary for this arrangement as existing holes on the plug face can be used to
guide and attach the required extensions.

11.4 Transport to Point 1

The transport of a single wheel from the assembly site at CERN to SX1 will be similar to the
transport of an original SW [47], using two trucks with a special heavy load trailer. The wheel will
be protected by a tent-like structure during the transport which can be heated by fans if necessary.
The NSW is unloaded from the trailer at the C side of the SX1 hall. To illustrate the procedure,
figures 11.2 shows the transport of one of the present Small Wheels in 2008 from its assembly site,
building 191 at CERN, to the ATLAS surface hall SX1.
The unloading procedure of the NSWs from the trailer will be similar to that of the original

SWs [47,52], using special hydraulics as the crane in SX1 does not have the necessary clearance in
height. The crane will only be able to pick up a NSW once it has been maneuvered into a special
trench in SX1.

After unloading, the NSW can be either stored temporarily between the entrance and the shaft
on side C or in the buffer zone in the middle of the hall (Fig. 11.2 (d)). The storage in the buffer
zone might not be possible in 2018, depending on its use for other material at that time.

Before being lowered into the underground cavern, the NSW has to be rotated around the vertical
axis to be aligned for its position in the experiment. A rotation in UX15 itself is impossible due to
the limited space. In case both 140 t hooks of the crane in SX1 are necessary for manipulating a
NSW due to its weight, a rotation around the vertical axis on the crane is not possible due to
the geometrical position of the hooks. This implies that the buffer zone has to be cleared before
the NSW of side A can traverse it, as the full width is then needed. Otherwise, with only one
140 t hook, a rotation of the NSW above the shaft of side A is possible and the NSW can pass the
buffer zone if a path along the middle has been cleared.

11.5 Installation scenarios

The installation scenario to be used depends on the location of the JD shieldings. As described in
Chapter 11.2 above, there are three possible locations, UX15, SX1, and the NSW assembly site.

The next sections describe a scenario for each of these cases1. After an NSW has been lowered

1The first scenario is strongly preferred considering the limitations imposed by having to use both 140 t crane
hooks for the other two scenarios due to the weight of the assembly of the JD shielding with the detector wheel.
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(a) Loading of a Small Wheel (b) Transport to Point 1.

(c) Arrival at the ATLAS surface
hall SX1.

(d) Temporary storage of one of the
Small Wheels in the buffer zone.

Figure 11.2: Transport of the present Small Wheel from the assembly site (building 191 at CERN) to the
ATLAS surface hall SX1 in 2008.

onto the HF truck and in case of the first scenario has been integrated with the JD shielding, it is
moved onto the barrel rails inside the ATLAS detector and is connected to the flexible chains and
other services. The commissioning of the NSW in the experiment can then start.
Scenario 1 – JD shielding in UX15: The NSW will be lowered into the experimental cavern

within its transport and support frame using one 140 t crane. The frame is positioned on the
HF truck and is secured to the rails. The front face of the frame facing towards the IP is then
removed. All mounts fixing the detector wheel on the support structure are released and the wheel
is only supported by the hub sitting on the stub of the support frame. The JD shielding is moved
towards the detector wheel, the JD plug is mated to the stub carrying the hub, and the detector
wheel is transferred to the JD plug.
Scenario 2 – JD shielding in SX1: The scenario to transfer the detector wheel from the

transport and support frame to the JD plug is similar to scenario 1. Contrary to that scenario the
transfer takes place at the surface in SX1. To align the JD shielding and the detector wheel in the
transport frame a rail system on part of the floor of SX1 and a smooth surface layer on top of the
concrete is necessary so that the airpad system to move the JD shielding can be used. After the
transfer, the transport frame is removed and is replaced by a lifting frame (whether the current
lifting tooling has enough safety margin to be used with the NSW has to be determined). The
completed NSW is then lowered onto the HF truck in UX15 using both 140 t cranes in SX1.
Scenario 3 – JD shielding at the assembly site: The complete NSW (detector wheel and

JD shielding) is assembled and then transported to SX1. The buffer zone in the middle of SX1
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(a) A SW being picked up by the
overhead crane at the surface in
SX1.

(b) Lowering of the SW in one
of the two the access shafts to
UX15.

(c) Arrival in the experimental
cavern. At the bottom, part of
the ATLAS detector is visible.

(d) Positioning of the SW on the
HF-truck. The truck connects to
the ATLAS barrel rail system.

Figure 11.3: Installation of the present Small Wheels in the ATLAS detector in 2008.

has to be cleared for the installation of the wheel of side A. The NSW is lowered in its transport
frame (whether the current lifting tooling has enough safety margin to be used with the NSW
has to be determined) onto the HF truck in UX15 using both 140 t cranes in SX1. The transport
frame is then removed.

The process of lowering the NSW into the experimental cavern will be very similar—albeit using
a different or modified transport frame for the new wheels—to the installation of the present SW
in 2008. Figure 11.3 shows the lowering of a SW from the surface at SX1 to the truck connecting
to the ATLAS barrel rail system in UX15. The wheel is subsequently moved on the rails to its
final position inside the ATLAS detector.
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12 Trigger, data acquisition and detector
control

12.1 System overview

The NSW trigger will enable to drastically reduce the trigger rate in the end-cap by reducing fake
triggers coming from non-pointing tracks, as shown in Fig. 12.1. The trigger is based on track
segments produced online by the sTGC and MM detector. The NSW trigger system provides
candidate muon track segments to the new TGC Sector Logic which uses them to corroborate
trigger candidates from the Big Wheel TGC chambers. The Sector Logic then sends Level-1 trigger
candidates to the ATLAS Muon Central Trigger logic.

New Small Wheel

IP Z

end-cap
toroid

∆θ

LL_SV_NSW

A

B

CEI

Big Wheel EM

Figure 12.1: Schematic of the Muon End-cap trigger. The existing Big Wheel trigger accepts all three
tracks shown. With the NSW enhancement of the Muon End-cap trigger only track ‘A’, the
desired track, which is confirmed by both the Big Wheel and the New Small Wheel, will be
accepted. Track ‘B’ will be rejected because the NSW does not find a track coming from the
interaction that matches the Big Wheel candidate. ‘C’ will be rejected because the NSW
track does not point to the interaction point. The NSW logic requires that ∆θ be less than
±7mrad.

Table 12.1 summarizes some sTGC and MM parameters. The NSW measures the radial
coordinate in two planes, the azimuthal, φ, coordinate and the angle ∆θ of track segments inside
the wheel. ∆θ is the angle of the segment with respect to an ‘infinite momentum track’, i.e. a line
from the interaction point to the segment’s radial position in the NSW. The radial coordinate is
measured by high precision strips. For sTGC, φ is determined by the triggering tower of sTGC
pads and for MM, by small angle stereo strips. The angle ∆θ inside the Small Wheel, i.e. before
the end-cap toroid, is measured to an accuracy of <1mrad by calculating the track position in
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two virtual planes within the NSW. Corroboration with the Big Wheel is done by projecting the
‘infinite momentum track’ through the R-φ point of the segment in the NSW onto the Big Wheel’s
R-φ array of Regions-of-Interest (RoI).The Sector Logic attempts to match this projected point
to an active RoI in the Big Wheel. Confirmed hits become Level-1 candidates sent to the Muon
Central Trigger Interface. The NSW trigger logic rejects track segments with ∆θ > ±7.5mrad.

Table 12.1: Some sTGC and MM parameters

sTGC MM

strip width 3.2mm 0.5mm
strips/layer ∼1050 8,192
strips/octant 17,260 131,072
triggering pads/octant 2,362 –

at |η| <2.4
All pads/octant 2,738 –
wires/octant 736 –
channels/octant 20,734 131,072
channels/two end-caps 331,744 2,097,152
VMM chips/octant 384 2,048
MM trigger elements – 32,768

For sTGC, each of the two radial coordinates
is calculated by averaging up to four centroids
of strip signals from four sTGC detectors in
each multi-layer. The centroids are calculated
by the sum of strip charges weighted by position.
The azimuthal coordinate, φ, is defined by the
pad tower that provided the sTGC trigger. For
MM, the 0.5mm strip pitch allows the use of
the strip address of the earliest arriving hit
within one front-end ASIC in a given bunch
crossing to obtain the radial coordinate with
sufficient resolution in each plane to calculate
a position and polar angle. The φ coordinate
is obtained by a lookup table addressed by the
strip addresses of two small angle stereo views.
A stereo angle of just 3◦ is sufficient to determine the φ coordinate with the required precision.

The angle ∆θ is passed to the Sector Logic, but is not used in Phase-I. In Phase-II, the Big
Wheel trigger will measure the angle of the track in the Big Wheel with better precision, which,
in combination with the precision angle measurement in the NSW, will improve the trigger pT
threshold sharpness.
The sTGC NSW trigger logic uses pad tower triggers to drastically reduce the amount of

sTGC data to be processed on each bunch crossing for the Level-1 trigger (a factor of 60 to 100).
Three-out-of-four coincidences are made in pad towers, separately in the pivot and confirmation
quadruplets; these are then combined to choose a band of strips in each of the eight sTGC layers
to be read out into the trigger processors in USA15. The details are described in Section 12.3.1.
There are no plans to use the wires in the sTGC trigger, but they are read out in response to

a Level-1 Accept and are therefore available to the Level-2 trigger. Only the outer two modules
have wire readout. For the inner, the pad segmentation provides a fine enough φ coordinate.

The NSW electronics has several difficult overall constraints: For Phase-I, the trigger processing
must be completed in 1025 ns from the interaction time (including 450 ns for fibre to USA15) to be
in time with the Big Wheel signals at the Sector Logic. Phase-II will allow a longer latency. The
front-end electronics must be actively cooled so power consumption must be minimized. Access to
the front-end electronics after installation is extremely limited. Electronics on the wheel rim is
more accessible, however space for cables to the rim is limited. The front-end electronics must
withstand moderate radiation and operate in a magnetic field. Use of FPGAs is possible only on
the rim and only if SEU mitigation techniques are employed. All NSW TDAQ systems must be
compatible with Phase-II.

12.1.1 Background radiation and radiation tolerance

The background radiation levels at the NSW, although not as high as those encountered in the
Inner Tracker, are sufficiently high that they affect the design of the on-detector electronics as
well as the choice and radiation certification of custom and off-the-shelf components (COTS).
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Figure 12.2: Total, per year, Ionizing Dose (TID) and neutron fluence (E> 20MeV) vs. radius at the
NSW for luminosity 1034 (from the 2005 Radiation Task Force Summary report)

Fig. 2.2(a) shows the incoherent background rate in the cavern at the NSW. Fig. 12.2 shows
the Total Ionizing Dose (TID) and the fluence of neutrons with energy greater than 20MeV for
luminosity 1034 and for one year of LHC operation. Extrapolating to the expected luminosity of
5× 1034 and for 10 years of operation, the TID at the highest pseudo-rapidity region of the NSW
will be of the order of 0.5Mrad (with some uncertainty factored in). Modern deep sub-micron
CMOS processes are generally sufficiently radiation tolerant at such levels. Nevertheless a radiation
certification program of the VMM and the companion ASICs is planned using the 60Co source at
Brookhaven National Laboratory. The single event effects (SEE) induced by energetic neutrons
are of greater concern, especially since they preclude placing most common FPGAs on-chamber.
The VMM front-end ASIC as well as the custom companion ASICs will include SEE mitigation
features. A certification program using suitable hadron sources is also planned for all custom and
COTS components.

12.2 Shared building blocks

Wherever possible the two technologies, sTGC and MM, use the same building blocks to construct
their systems. This section describes these building blocks. The details of their use are described
in the dedicated sTGC and MM trigger sections below. The readout system is the most unified
and Section 12.4 describes the system used for both.

12.2.1 Front-end readout ASIC

In the fall of 2009 an effort was launched to develop a custom front-end Application Specific
Integrated Circuit (ASIC) that could be used to read both the sTGC and the MM detectors of
the ATLAS new Small Wheels (NSW). The ASIC is named “VMM”. Both NSW detectors require
precision amplitude measurement for position determination by charge interpolation.
In addition, in order to mitigate the deterioration of the spatial resolution for inclined tracks

in the MM technology these detectors will be operated as a so-called µTPC where the track is
reconstructed by measuring the drift time of charges arriving on individual strips as is done in
large Time Projection Chambers (TPC). Therefore, time measurement with precision of 2 ns, in
addition to the amplitude measurement, is needed. The ASIC provides both.
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The ASIC provides the peak amplitude and time with respect to the bunch crossing clock, or
other trigger signal, in a data driven mode. Fig. 12.3 shows a block diagram of the 64 channel
VMM. Each channel is equipped with a fast comparator with an individually adjustable threshold.
When a signal crosses a set threshold a peak detection circuit is enabled. Neighbour-enable logic
allows setting the threshold relatively high and yet recording very small amplitudes. At the peak,
a time-to-amplitude converter is started and then stopped by the next bunch crossing. The two
amplitudes are digitized and stored in a de-randomizing buffer and read out serially with a smart
token passing scheme that only reads out the amplitude, timing, and addresses of the active
channels, thus dramatically reducing the data bandwidth required and resulting in a very simple
readout architecture. Sufficient memory is provided to store the expected number of hits in the
20µs Phase-II latency. See [53] and [54] for more information.
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Figure 12.3: Block diagram of the VMM ASIC

Much of the functionality of the VMM front-end needed for the two detector technologies is
identical. Thus the same firmware and software for the readout and control of the ASICs can be
used. The differences are primarily in the trigger-related primitives provided by the VMM. The
following features are required specifically for the MM technology:
• The trigger primitive is provided by the 6-bit address of the hit with the earliest arrival

time in the chip within a given bunch crossing. This address is output as a serial differential
LVDS stream clocked by both phases of a 160MHz clock. The stream consists of a flag bit
sent at the time of the amplitude peak followed by the 6-bit address.
• The time of the amplitude peak with respect to the event BC is recorded in order to use the

µTPC mode of operation of the MM detectors for the offline track reconstruction.
The features required specifically for the sTGC are:
• 6-bit flash ADC value of the channel peak value: for strips, one LVDS output per channel:
This value is output as a serial stream clocked by both phases of a 160MHz clock. The
stream consists of a flag bit followed by the 6-bit ADC value. The value is used by the trigger
processor to calculate the centroid of the strips for a precision coordinate of the track.
• Time-over-Threshold: for pads, one LVDS output per channel (the same line as used for
the flash ADC value): This pulse is latched externally by the next BC and the pad signal
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is assigned to that BC for use in the pad tower trigger. A timing edge at the peak is also
available, it has less time walk, but longer latency.

The ASIC is designed in the radiation tolerant IBM 130 nm process. In addition to the main
properties mentioned above it includes a plethora of features that significantly increase its versatility.
These include selectable polarity, gain (0.5, 1.0, 3.0, 9.0mV/fC), integration time (25, 50, 100,
200 ns), adjustable maximum drift time measurement (150, 250, 500, 1000 ns) and individually
adjustable thresholds. The first design was completed and submitted for fabrication in November
2011. Prototypes were received in mid-March 2012. This first version included all the analog
circuitry and sufficient configuration, readout, and control logic to be successfully used by both
sTGC and MM in beam and cosmic ray tests. All essential features work with relatively minor
issues to be addressed in the next version. In addition, extensive lab tests were done. Fig. 12.4
shows pileup and the double pulse resolution of VMM1.

Figure 12.4: Example of pileup and the resolution of the VMM Threshold-to-Peak logic output. Detector
wires were pulsed via a capacitor by two unsynchronized pulsers, 300 kHz and 1MHz, bottom
traces (2) and (3). The middle trace (1) is the VMM analog output; the top trace (4) is the
TtP output. The TtP pulses are about 30 ns wide.

Some subtle problems were identified (e.g. stability at large capacitance that affects peaking
time and gain) which are also being addressed by the second prototype. For more details of these
tests and all identified issues, see [55].

VMM Calibration

The CMOS VMM ASIC inherently has small channel-to-channel variations. Accurately calculating
centroids requires knowing the relative (neighbouring channels) gain to <2%. The VMM’s built-in
calibration capacitors and programmable pulser system enables such a calibration. For MM
the critical calibration is time, not amplitude. This can also be calibrated using the built-in
pulser. Channel thresholds should be calibrated accurately in order to be set just above the
noise. To ensure the discriminator fires at the same threshold for all channels, each individual
channel threshold can be trimmed by approximately 0–15mV. Procedures have been developed
and successfully performed in test beam to calibrate the VMM ASIC.
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12.2.2 GBT, SCA, TTC and optical-electrical converters

High speed serial data transmission has become the norm in data acquisition systems of HEP
experiments following the development of commercial high-speed serial protocols such as PCIexpress,
10G Ethernet, Infiniband, etc. Serializers and deserializers are the key components of such systems.
Off the shelf components (COTS) are typically not sufficiently radiation resistant and, in particular,
quite susceptible to single event upsets (SEU) caused by energetic (E> 20MeV) hadrons. For
this reason the CERN microelectronics group has been developing a radiation hard chipset, the
GigaBit Transceiver (GBT) [56]. The GBT chipset consists of a 4.8Gb/s serializer/deserializer
ASIC, a versatile optical transceiver along with a laser driver IC and a pin diode receiver IC and
a Slow Controls Adaptor (SCA). This separation of functions allows different combinations of
transceivers, optical drivers, laser sources, and photodiodes to be used according to the needs of a
particular application. Event data, Timing, Trigger and Control signals, front-end configuration,
and DCS data can be exchanged via a single fibre pair between the front-end and USA15 using the
GBT. It is assumed that the USA15 end is implemented in an FPGA rather than a GBT ASIC.
Gigabit transmission (GBT) ASIC The GBT can be viewed as multiplexing a number of

serial links, called e-links, with 80, 160, or 320Mb/s rates onto one fibre by transferring 2, 4,
or 8 bits per e-link via an 80-bit word (optionally 116 bits) every 25 ns, for an aggregate GBT
bandwidth of 3.2Gb/s. The e-links, consisting of serial in, serial out and clock lines, can directly
connect to other ASICs.
Slow Control Adapter (SCA) ASIC The Slow Control Adapter (SCA) ASIC [57], as shown

in Fig. 12.5, provides an interface to several protocols needed for front-end configuration and
monitoring. Both MM and sTGC place an SCA on each front-end board. Although this results
in a substantial number of SCAs, it is far more reliable, more compact and less expensive than
connectors and cables to a more central location.
TTC distribution Any e-link can be used to send TTC information since the GBT clock is

the BC clock. Either the raw TTC A and B channels in a 2-bit wide e-link, or decoded TTC
signals in a wider e-link can be sent. The destination chip must determine the alignment of the

Figure 12.5: Block diagram of the SCA ASIC (Slow Control Adapter)
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e-link bits to the 40MHz beam crossing clock. The GBTx does provide eight external user clocks
with programmable frequency and phase.
Electro-optical converter The Versatile Link Project [58] has produced a family of radiation

tolerant, 5Gb/s electro-optical components for the on-detector part of LHC experiments. Two
form factors are available: a transmit–receive pair used for the readout and a dual transmitter
used by the trigger.

12.2.3 Front-end companion ASIC

Both MM and sTGC require ‘companion’ ASICs near the VMM front-end chip for serializing data
off the detectors and other support functions. The support functions include:
• TTC signal decoding from a GBT e-link and its distribution to VMM.
• Generating the appropriate clocks for the VMM (e.g. 80 and 160MHz).
• Programmable delays for the bunch crossing clocks and TTC signals delivered to the VMM

to compensate for their distance from the GBT and interaction point.
• Interfacing the serial data flow of the VMM data read out on Level-1 Accept to conform to

e-link requirements. This may include 8b/10b encoding and header insertion.
In addition, specialized functions for the trigger are required to select and serialize: MM address
in real time (ART) data, sTGC strip trigger data, and sTGC pad trigger data. A fourth case, the
MM readout, requires only the shared support functions. The four cases may be implemented
as separate ASICs or different operating modes of a single ASIC. Design of the various function
modules will be shared across the MM and sTGC communities. The ASIC technology used by the
VMM will be adopted so that the VMM and companion chips can be produced on a single silicon
wafer. The three different trigger functions of the companion chips, the Trigger Data Serializers
(TDS), are described in the appropriate trigger sections, Sections 12.3.1 and 12.3.2.

12.2.4 On-chamber power converters and power distribution system

The on-chamber power for the MM detector components is shown in Table 12.2. The main
electronics power load is the front-end VMM chip, dissipating 8mW per channel at 1.2V. The
total VMM power per MM sector is 524W. The addition of trigger, readout, and control functions
(×1.3) and a realistic transmission efficiency (64% see below) roughly doubles the total power
required, shown in the rightmost column. The sTGC power demand is described in detail for a
wedge (large and small are almost identical) and scaled to the system in Table 12.3. The final
column contains the effect of the transmission efficiency. The total power for each sector is 1.1 kW
for MM and 0.5 kW for TGC.

To deliver locally high currents at low voltage within the severe service constraints of the NSW,
point-of-load (POL) power distribution will be employed using DC-DC converters. Similar schemes
are being investigated for the Phase-II Inner Tracker upgrades at ATLAS and CMS [59,60]. A
commercial power system in UX15 transmits power to the sectors at 24V. The 24V is distributed
separately to each front-end board where DC-DC converters step it down to 1.5V, and linear
regulators then convert it to 1.2V for the VMM.

Each step incurs an efficiency loss; an overall efficiency of 64% is assumed. Considering current
delivery, for the MM, transmission at 24V will require 44A per sector or 5.5A per layer, minimizing
cable cross-section in the crowded service spaces.

The DC-DC converters must have good efficiency (> 85%), low noise, and operate in magnetic
and radiation fields. A test programme described in [61] identified several potentially suitable 24V
devices, and we are beginning a broad survey of additional new products. The Linear Technologies
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Table 12.2: MM power

MM Unit Contains VMM Power Total Power

channel 8mW
VMM chip 64 channels 512mW
FE-card 8 chips 4.096W 8.3W
plane 16 FE-cards 66W 133W
doublet 2 planes 131W 266W
quadruplet 2 doublets 262W 532W
sector 2 quadruplets 524W 1.1 kW
wheel 16 sectors 8.39 kW 17.0 kW
NSW 2 wheels 16.8 kW 34.1 kW

Table 12.3: sTGC power

TGC Unit Contains Unit Power All Units Total Power

Wedge FE 24 FE cards
96 VMM 0.512W 49W
48 TDS 1W 48W
6 GBT 3W 18W
24 SCA 0.25W 6W
Wedge total 121W 189W

Sector 2 wedges 242 kW 378W
1 router 58 kW 91W
pad trigger 10 kW 16W
Sector total 310 kW 485W

Wheel 16 sectors 5.0 kW 7.8 kW
NSW 2 wheels 10.0 kW 15.6 kW

LTM4619 survived a 350 kRad exposure. The device performance specifications and a program to
test in magnetic and radiation fields will be established to qualify all of the front-end components,
including the linear regulators. Work will go on together with the Inner Detector power groups
at ATLAS and CMS to tap existing expertise and also understand possible custom fallbacks if a
commercial solution is not viable.

12.2.5 On-chamber electronics cooling

For the MM, a design for cooling each doublet of planes is considered. The electronics heat is
carried away by a cooling channel running down between the front-end cards of the doublet on
one side of the sector, across the narrow inner wall, and out between the cooling cards on the
other side. Working with a temperature change of the cooling liquid of 3◦C the required water
flow in one channel is 21.5 m`/s or 77.4 `/h. The heat will be transported from the chip surface
to the cooling channel by a thermally conductive ceramic foam pad (Raychem HeatPath). It is a
rather soft pad material with a thermal conductivity of about 1W/mK. A 1mm thick pad will
result in a temperature drop of 4K over a chip surface of 1.3 cm2. Starting with a cooling water
temperature of 17◦C which gets warmed up to 20◦C this design will keep the temperature of the
front-end chips safely below 30◦C, the maximum tolerable temperature.
As shown in Fig. 12.6 the cooling channel is planned to be made from a drawn copper profile

which contains a bore for the cooling liquid and also a channel for cables and optical fibres that
are to be connected to the front-end cards. Clips apply a small force on the gap pads to ensure
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Figure 12.6: Conceptual MM cooling channel design, looking down a sector edge. (1) Cooling profile (2)
Electronics PCB (3) VMM (4) Clip (5) Zebra connector (7) Pad (9) Fixation to MM chamber
(blue)

good thermal contact between the front-end chips and the cooling channel.
Fig. 12.7 shows a TGC cooling station consisting of two pad and two strip front-end cards at

the edge of each module. The component sides of one pad and one strip board face each other and
are joined by a layer of HeatPath padding, distributing the heat of the chips into the strip PC
board, which is thermally coupled to a water-cooled aluminum plate. The strip-pad pairing is
repeated on both sides of the plate to cool all four boards. The system is encased in a copper box
that provides compression for the board/pad/plate coupling and also serves as a Faraday cage.
The total power to be removed is 18W per station on the outer and middle, and 24W in the inner
modules; total cooling load on the side of each wedge is 60W. In each sector, the cooling pipes
also run through the router/pad trigger station where a similar scheme is employed.

ASD Board Box

Heat conductive foam

ASD Board

Al Plate

Water cooling
tube

Copper Faraday cage

BP_sTGC_ElxCooling_V01

Figure 12.7: Cooling system for one station on one sTGC module. Exploded view shows Front-end boards
sandwiched in thermally conductive foam, and two boards in full area contact with the cold
plate.
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12.2.6 Trigger processor modules and crates in USA15

It is intended that the two technologies will use the same trigger processor cards in the ATCA
standard as the platform for their trigger logic in USA15, but with different firmware and numbers
of input links. An example ATCA card, commercialized by the Scalable Readout System, SRS,
project is shown in Fig. 12.8. This card exists and can be used for prototyping the trigger logic.

Figure 12.8: An example FPGA board (from the SRS project) for prototyping the trigger logic in USA15
contains two FPGAs, each connected to a mezzanine card and one memory socket. The
total data bandwidth of each mezzanine-FPGA connection is about 90Gb/s, split between
8 high-speed serial and 48 low-latency LVDS connections.

An ATCA card is also being developed for the LAr calorimeter which could also be a suitable
prototyping platform. A full-size ATCA chassis contains 12 cards. Mezzanine cards and/or
rear transition modules (RTMs) can support a large number of serial optical links; one crate
per End-cap with four cards for MM and four for sTGC is possible. The MM and sTGC cards
can exchange data with each other using the high-speed, full-mesh ATCA crate backplane; see
Section 12.3.3.

12.3 Trigger systems and Front-end boards

12.3.1 sTGC trigger system

At each bunch crossing, the sTGC trigger electronics finds local tracks that point, with <1mrad
precision, to the Big Wheel to corroborate its coincidences. In order to place the track finding and
extrapolation logic off-detector, a 3-out-of-4 coincidence of pads in each of the 4-layer quadruplets
is used to choose the relevant bands of strips to be sent off-detector. This substantially reduces
both the required bandwidth and the amount of centroid and track finding logic. To reduce the
number of pad channels, the layers are staggered by half a pad in both directions to make logical
towers one quarter the area of a pad. An example pad division, that of Pivot Layer 1, is shown
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Figure 12.9: The pad division of a octant (small sector plus large sector) in Pivot Layer 1.

in Fig. 12.9. The width of the pads in φ decreases with lower radius to handle the increased
background rate.
The block diagram of the trigger logic for one layer of a 1/16th sector is shown in Fig. 12.10.

The figure shows the signal flow from chamber to the track finding and extrapolation logic in
USA15. On detecting a peak in the signal from a strip, the VMM digitizes the peak amplitude
to a 6-bit value which is immediately sent serially over one line per channel, to the strip Trigger
Data Serializer, TDS, in the companion ASIC. (See also Section 12.2.3.) There all active strips
are saved and tagged with the BCID, awaiting possible selection by the pad tower trigger for
transmission off-detector. The Time-over-Threshold pulse of each pad is latched in the pad TDS
by the next BC. The pad ‘hit’ bits from all channels are serialized and sent within one BC to
the pad trigger on the rim of the NSW. The pad coincidence logic, running in parallel with the
strip data collection, then selects the band of strips in each layer that passes through the tower
generating the pad coincidence. Up to three such towers per 1/16th sector per beam crossing, one
per Inner/Middle/Outer region, are envisioned. That this is sufficient will be verified by simulation.
It may be possible to provide three towers per beam crossing without regard to radial regions.
The IDs of the bands that are selected and the BCID are distributed to the TDS chips. The

TDS in each layer that holds the selected band for the selected BCID transmits its ‘strip charges’
on a fast serial copper twinax to a router on the periphery of the wheel. The data transmitted
include the Bunch Crossing ID, band-ID, φ -ID and the strip charges. 128 bits must be transmitted
in 25 nsec, necessitating a link with 5.1Gb/sec payload. 8b/10b encoding would require a 6.4Gb/s
link. The ASIC design for this rate may prove challenging and may require running at 3.2Gb/s
either over two lanes or taking two bunch crossings. The Router then sends the data from the
active TDS ASICs to the centroid finding and track extrapolation logic in USA15 via optical fibre.

In USA15 the active strips selected by the pad trigger are used to compute centroids and then
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Figure 12.10: Block diagram of the trigger logic for one layer (of eight layers per side) of a 1/16th sector

track segments that point to the Big Wheel. These candidates are then sent via fast serial links to
the Sector Logic to be combined with Big Wheel candidates. The whole process repeats every
bunch crossing with a fixed latency (See Table 12.6). Details of the sTGC trigger components are
elaborated in the following sections.

Pad tower trigger

The pad tower trigger tags a bunch crossing and the band of strips passing through the triggered
tower in each layer that must be selected for readout by the Trigger Data Serializer ASIC (TDS).
Its inputs are all the ∼ 1300 (∼ 1200) pads of all 8 layers in a large (small) 1/16th sector, up to
|η| < 2.4. It is located on the periphery of the Small Wheel and must be implemented in radiation
tolerant electronics. The 1/16th sector is divided into regions in radius (currently three, without
regard to physical gas volumes) of roughly balanced trigger rate. Pad tower triggers are produced
independently in each region so that one candidate from each region can be sent to the Big Wheel
Sector Logic. The BCID and φ of the triggering pad tower are also sent to the selected strip TDS
and flow downstream along with the selected digitized strip charges. It is the pad trigger that
defines to which bunch crossing the strip signals belong. The logic is as follows:

• Try to make a 3-out-of-4 coincidence for every tower in each quadruplet.
• Try to make a coincidence between the 3-out-of-4 coincidences in the two quadruplets.
• Choose up to one coincidence per Inner /Middle /Outer region.
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The pad trigger electronics are on the rim of the small wheel. To avoid using one cable for each
of the ∼ 1300 pads, the pad companion ASIC assigns pad hits to bunch crossings and sends, for
every 32 pads, a 32-bit hit map serially to the Pad Logic within one bunch crossing. This reduces
the number of cables to approximately 64 per sector and preserves the flexibility of doing the pad
tower coincidence logic in accessible programmable logic.

Random trigger rates and simple pad tower trigger simulation

In order to verify the sTGC trigger algorithm and to evaluate its efficiencies and fake rates, a fast
simulation program has been developed. Its main features are:

Detector and pad geometry: The exact geometry taken from the parameter book. In
particular the pads staggering and displacement is faithfully reproduced.
Magnetic field and multiple scattering: An angle distributed with a Gaussian distribution
with ση, σφ = 5, 20 mrad is conservatively assumed.
Incoherent Background: The η - dependent incoherent rate is from Fig. 2.2, scaled to L =
5× 1034.
Coherent Background: The ‘standard’ coherent background is not yet simulated.
Cathode charge distribution: The charge is spread in two dimensions over the neighbouring
pads with a Gaussian distribution, σ = 3 mm.
Efficiency: An efficiency of 1 for a charge deposit > 0.5 mip is assumed. For a deposit
< 0.2 mip the efficiency is 0, and increases linearly between these two values.

It should be noted that each of the above features with its parameters can be switched on or off
and parameterized. Once energy deposition and digitization have been performed, all 3-out-of-4
hit coincidences in pad towers in each wedge and the combined coincidence of the two 3-out-of-4
hit wedge coincidences are found. Table 12.4 summarizes the results. Note that the sector trigger
rate depends on the 6th power of the individual rate.

Table 12.4: Results of the simple pad trigger simulation

Small Sector Large Sector Total
Pivot Confirm Total Pivot Confirm Total octant side 2 sides

Hits per BC 7.0 7.4 14.5 9.4 9.8 19.3 33.7 269.7 539.3
Hits per BC for 6.0 5.9 11.9 7.9 8.5 16.4 28.3 226.4 452.7
|η| < 2.4

Pad occupancy 1.0% 1.0% 1.0% 1.1% 1.3% 1.2% 1.1% 1.1% 1.1%
per BC

3-out-of-4 wedge 2043 2213 4256 3008 3166 6175 MHz 10.4 83.4 166.9
rate, kHz

Sector trigger 364.0 645.4 kHz 1.0 8.1 16.1
rate, Hz
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sTGC Front-end board for trigger and readout

Table 12.5: The number of VMM ASICs on the differ-
ent types of Front-end boards of a layer.

FEB type Left edge Right edge

Outer, even 5 strip 1 pad, 1 wire
Outer, odd 1 pad, 1 wire 5 strip
Middle, even 5 strip 1 pad, 1 wire
Middle, odd 1 pad, 1 wire 5 strip
Inner, even 8 strip 2 pad
Inner, odd 2 pad 8 strip

Strips and pads signals cannot all be easily
extracted from the same edge of a chamber.
Front-end boards are therefore placed on both
edges of a chamber to avoid cables crossing
between edges and to balance heat. Wires are
brought out from the outer radius end of the
wires on a flex-PCB to the edge. (The wires of
the innermost module are not read out.) Strips
are brought to one edge, pads and wires to the
other; the side alternates with even and odd
layers. One Front-end board per layer serves a complete detector. The number of VMMs on the
different types of Front-end boards is shown in Table 12.5. There are 48 Front-end boards and a
total of 192 VMM ASICs in a large sector (190 for a small sector). There is a ‘TDS’ companion
ASIC for each two VMMs and a Slow Control Adapter (SCA) ASIC on each Front-end board for
configuration of the VMM and TDS ASICs, and environmental monitoring, which is described
in Section 12.5. Ideally there is one GBT on each edge of each of the three modules in a wedge,
resulting in six GBTs per wedge – in total, 384 GBTs for the whole sTGC. The number of channels
and their occupancy only require a fraction of the bandwidth provided by these two GBTs per
module. However, with this arrangement each module can be readout and tested at its construction
site, before it is sent to CERN for assembly with the other two. Fig. 12.19 shows the SCA-related
connections for configuration, calibration and environmental monitoring.

Router

The Router is a custom packet router located on the periphery of the Small Wheel. On every
beam crossing it routes one of its inputs, the one from the active TDS chosen by the pad trigger,
to the trigger processor in USA15. The Router does not alter the packets in any way. Packets
are fixed length, 160 bits (including 8b/10b encoding), taking one beam crossing to transmit at
6.4Gbits/sec. To reduce latency, packet transmission can begin immediately after the start-of
packet symbol is received. Radiation levels on the rim are low enough to allow implementation by
FPGAs.

The Trigger Processor: Calculating centroids and track segment parameters

Centroid finding, averaging and extrapolation to the Big Wheel will be done in a conventional
FPGA in USA15. Pipelined DSP (Digital Signal Processor) blocks are used. The centroid finder
demonstrator calculates the centroid from the charge on up to five strips. Centroids are included
in the average only if the number of strips above threshold is below a certain maximum value (e.g.
five) in order to exclude δ-rays and conversions. Fig. 12.11 shows a block diagram of an sTGC
trigger processing. Fig. 12.12 shows the details of the pipelined centroid finding and averaging
calculation.
The identification of the track in the NSW with a RoI at the Big Wheel is done using Look-

up-Tables (LUTs) for the radius, R, and azimuth, φ, coordinates. The LUT input for R is the
centroid average in the pivot plane; the LUT input for φ is the column of the triggering pad tower.
The algorithm also provides the Sector Logic with the angle, ∆θ, between the track segment in
the NSW and an infinite momentum track from the interaction point, calculated from the two
centroid averages in the two quadruplets.
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Figure 12.12: Details of the centroid finding and averaging algorithm

Currently up to three candidates per sTGC 1/16th sector are envisioned to be sent to the Sector
Logic for combining with the Big Wheel coincidences – one from each of the Outer, Middle, Inner
regions of the Small Wheel. The number of candidates, i.e. the number of regions, and the region
boundaries will be optimized by simulations. It is likely that the three output links could each
serve a complete 1/16th sector and so up to three candidates from anywhere in the sector may be
sent.
Finally the Trigger Processor synchronizes its output to the correct bunch crossing for the

Sector Logic. Although data has passed through elements that operate independently of the BC
clock, the TDS companion ASIC has tagged the strip data with the BCID determined by the Pad
Trigger. This BCID is used to correctly align the output.
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Figure 12.13: A cosmic ray passing at an angle
through a quadruplet. The �’s are
the calculated centroids (values on the
left). The vertical dashed line is the
calculated average.

Two sTGC demonstrators were built to study
(1) the centroid finding algorithm, particularly
to determine if a viable algorithm could be
performed within the very limited latency bud-
get, and (2) to measure realistic latencies of
a serial link of the type needed for the trigger
path to USA15. Fig. 12.13 shows the results
of the centroid finder and averager for a cos-
mic ray triggering a pad tower as it passes
through four sTGC layers. The first demon-
strator, Demo-0, is connected to the strips and
pads of an sTGC quadruplet via ASDs used in
the TGC Big Wheel; the second, Demo-1, via
the VMM1 prototype front-end ASIC. Both use
Time-over-Threshold (ToT) as the estimation
of strip charge. The peak value, as will be digi-
tized by the next VMM prototype’s Flash ADC,
is more linear with charge and will be used in
future. Since the VMM1 does not incorporate
the FADC, the demonstrators do not attempt
to demonstrate the accuracy of the centroids
found, only the latency. This will be done with
the next prototype.
The Demo-0 used a commercial FPGA evaluation board; it demonstrated only the centroid

calculation and track segment finding. It is able to handle four layers of 16 strips each, plus the
44 pads needed to form towers covering a single band of strips.

Demo-1 is a custom PCB built from two FPGAs connected by serial and parallel links. One
FPGA executes the pad trigger and centroid logic. The second FPGA is intended to emulate the
‘TDS’ front-end companion ASIC. It receives the pad trigger via LVDS lines and sends the ‘charge’
values of the strips selected by the pad trigger over a 6.25Gb/s copper twinax serial link to the
centroid/segment logic in the other FPGA. Additional links allow the trigger data to be sent to
a second identical board and for that board to return its strip data to the centroid logic on the
master board. Each Demo-1 board can handle four layers of 64 strips, 512 strips for two boards.
148 pads cover the strips with towers. Hardware and software capable of configuring the 44 VMM
ASICs was also built. The measured latencies for the centroid and segment calculation and the
link latency are included in Table 12.6.

sTGC latency

The total latency of the trigger system must comply with the existing Sector Logic timing which
allows a total of 41 bunch crossings, 1025 ns. Table 12.6 shows the latency budget of the system.
It is within the allowed time, but without much margin. Note that the pad path is longer than
the strip path, which is not shown.
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Table 12.6: Latency from the interaction point, through the sTGC trigger logic for the NSW to the Sector
Logic in USA-15. All times are estimates, except for the centroid finder, the VMM1 latency
and the FPGA ser/deserializer latency which have been measured.

min (ns) max (ns) Notes

TOF from interaction point 29 31 to periphery of NSW @R=5m
to NSW (z=7.8m)

pad signal jitter in chamber 25 25 worst case due to tracks
midway between wires

pad ASD (VMM) 30 40 VMM1 latency
serialize 32 pads @2GHz 16 20
TDS to pad trigger on rim, max 4m 15 20 3-4m @ 5ns/m
up- to down-stream package (50 cm) 3 3
pad trigger (incl de-skew) 15 25 strip charge values are pipelined
pad trigger to on-chamber TDS ASIC 15 20 3-4m @ 5nsec/m
TDS: Trigger Data Serializer 10 20 until pad trigger arrives
On chamber cabling to Router 15 20 5 nsec/m, 3 to 4m
TDS-to-Router ser/deserializer 15 25
Router 6 10 switch
Router to Centroid ser/deserializer 60 80 Xilinx GTX @6.4Gb/s, measured

optimizaton still in progress
Wait for last bit from deserializer 25 25 for a 160 bit frame
fibre to Centroid card in USA15 90m 450 450 5 nsec/m
find valid centroids and averages 32.5 52 8 layers done in parallel,

measured to be 13 clocks
difference of centroid averages 2.5 4
lookup sub-ROI pointed to at BW 5 5
resynch to BC clock driving the 6.25 6.25 90◦ phase chosen to best match
output serializer pipeline length

centroid to Sector Logic serializer 5 15 The deserializer is on the Sector
Logic latency budget

Total 780 896

12.3.2 MicroMegas trigger system

Both the sTGC and MM chamber technologies will contribute to the formation of the Level-1
muon end-cap trigger. The primary chamber technology that provides the trigger is the sTGC
but the MM technology will also be capable, thereby forming a very powerful, redundant trigger
system.
MM detectors with a pitch of 500µm provide excellent spatial and double track resolution.

Exploiting this capability, however, requires a large number of electronics channels, about two
million for an eight layer detector. The electronics of the NSW must provide both a high resolution
vector, in real time, to be used in the formation of the muon Level-1 trigger in addition to the
amplitude and time information provided on the reception of a Level-1 Accept.

In order to reduce the number of trigger channels the design takes advantage of the MM detector’s
fine readout pitch to reduce the number of channels by a factor of 64. This is accomplished by
considering only the first arriving hit in each 64-channel front-end IC for a given bunch crossing,
resulting in a system with granularity of 32mm (64× 0.5mm) but having spatial resolution better
than half a millimetre by simply recording the address of the strip with the earliest arrival.
This immensely simplifies the task by reducing the number of channels by almost two orders of
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magnitude while not requiring any processing of the raw signals to determine the hit coordinate
with the precision required for a 1mrad resolution. The address of the channel with the earliest
hit per bunch crossing is sufficient. At every bunch crossing (BC) each of the 64-channel front-end
ASICs outputs serially the 6-bit address of the channel with the first detected amplitude above a
set threshold. This, in effect, results in a total channel count for the trigger logic of about 30,000.

The efficiency loss due to a second hit in a given ASIC over the processing time (about 5BCs) is
about 1% even in the highest pseudo-rapidity region. Because of ionization fluctuations, the earliest
arriving hits have a distribution that spans approximately three bunch crossings; about 90% of
them are within two. Therefore a rolling window of the current, plus one (or two) subsequent,
BCs is used to find a track segment in a given BC. Fig. 12.14(a) shows the results of a Monte
Carlo simulation of the efficiency of such a trigger (right scale) and the pointing resolution as a
function of the size (in BC units) of the rolling window. At least 5 of the 8 planes are required to
define a track segment. Already with a 2BC window the required resolution is achieved with an
efficiency better than 95%. With a window of 3BC the system is fully efficient. The lever arm
was 20 cm. The actual available space may not be enough for such a lever arm because in the
baseline configuration the MM detectors are inside the sTGC planes. The pointing resolution
would be degraded accordingly. These results were compared with measurements in a test beam
in the Summer of 2012. A set of 8 small MM detectors were arranged parallel to each other and at
varying angles with respect to the 120GeV pion beam at the H6 line of the SPS. The address of
the first signal arrival from each detector was recorded and the track was reconstructed offline.
The VMM ASIC provided the Address in Real Time (ART) either at the threshold crossing or at
the peak detection. The results are shown in Fig. 12.14(b) as a function of incident angle. The
lever arm in the test beam setup was about 50 cm. The results are within a factor of less than
two from the simulation. The limitations of the first version of the ASIC, as discussed in Section
12.2.1 could account for this difference.

MicroMegas Front-end board for trigger and readout

The MM front-end boards (MMFE’s) utilize the VMM ASIC described above to provide the
zero-suppressed readout of the address, amplitude, and time of all MM hits that are read out in
response to a Level-1 trigger, and the Address in Real Time (ART ) data that is used to form the
Level-1 trigger. The MMFE’s must also provide a configuration path for the VMM ASIC’s and
distribute TTC (Timing, Trigger and Control) signals to each VMM. The MMFE has eight VMM
ASIC’s and a companion ASIC. The MMFE’s are equipped with external input protection against
sparks that safeguards the inputs to the eight VMM’s. Flexible high density Zebra connectors
are used to connect the MM signal traces to the MMFE. The Front-end boards also support the
calibration of the VMM and the monitoring of chip and board voltages and temperatures (see
Section 12.5). Fig. 12.15 is a block diagram of a MM Front-end board.

Level-1 data readout

The companion ASIC is used as an interface between the VMMs and the GBT e-links used for
Level-1 readout. Each MM detector plane will be read out by four MMFE’s and there are 4096
MMFEs for the entire MM system. The companion ASIC formats and sequences the Level-1
readout data from its eight VMMs and sends the data via an 80Mb/s e-link to a GBT on a
Level-1 Data Driver Card (L1DDC) that is near the MMFE. The opposite direction of the e-link
is used to bring the TTC signals to the companion ASIC. A second bi-directional e-link is used for
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Figure 12.14: (a) Simulation results; efficiency (right scale), and angular resolution as a function of the
size of the rolling BC window requiring five or more planes.
(b) Angular resolution measured in a test beam as a function of incident angle. The dots use
the Address in Real time at threshold crossing while the square use the ART at amplitude
peak. The lever arm was 50 cm.

configuration, calibration and monitoring. There are 256 Level-1 DDC’s in the MM system; each
serves 16 MMFE’s. Eight of the 40 available e-links remain unused and can be used for DCS.
For service modularity concerns, a Level-1 Data Driver Card serves four layers in the same

MM multiplet. The MM 1/16th sectors are divided into four radial stations, each with a separate
Level-1 Data Driver Card and fibre pair on each of two edges.
A detailed hit rate table was used to examine the actual data rates on the links for different

regions of the detector. Given the requirement that the NSW must operate through the Phase-II
era, the hit rate used for the bandwidth estimate is extrapolated from L = 1× 1034 cm−2 s−1 to
L = 5× 1034 cm−2 s−1 and another ×1.4 safety factor imposed. The MM readout system will be
designed with this conservative rate ‘headroom’.

ART data driver card (ADDC)

The scheme for readout of trigger data is shown in the block diagram in Fig. 12.15. The Address-
in-Real-Time words are sent to the trigger processor in USA15 via optical links in two steps. First,
the ART from each of 32 front-end VMMs (four MMFE’s) is serially transmitted, point-to-point,
to a companion digital ASIC on the trigger data driver card; from there it is sent to USA15. The
ASIC performs the following functions (See Fig. 12.16):

• Deserialize the ART stream and phase align the hits to the BC clock.
• Identify the strip addresses of up to six hits by means of cascaded priority encoders.
• Append the 5-bit geographical VMM ASIC address to the strip address of each hit.
• Send the 11-bit addresses and the 12-bit BCID to a GBT configured to operate in parallel

mode without Forward Error Correction (FEC).
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Figure 12.15: Block diagram of MM Front-end Level-1 data and trigger readout out boards. There are
three different boards: the Front-end card housing eight VMM ASICs, one trigger data
driver card receiving from four Front-end cards (top), one Level-1 readout data driver
card receiving from 16 Front-end cards (bottom). IC1 is the ART companion; IC2 is the
readout-only companion ASIC.

There are a total of 1024 ART data driver cards. Their latency is about 2BC.
Using the dual Versatile Transmitter (VTTx) significantly reduces the cost per link. The absence

of the downlink, however, requires that the ART ASIC receive its TTC and clock signals from the
Level-1 event readout downlink and that the ART GBT transmitter also be configured via that
downlink.

MicroMegas Trigger Processor

The MM trigger processors located in USA15 and are housed in the same ATCA crates as the
sTGC logic. They are implemented by conventional FPGAs. Mezzanine cards on each of several
ATCA blades receive and deserialize the ART data from the on-detector drivers. The stereo pair in
the down stream end of the detectors is designated as the pivot pair. Lookup memories addressed
directly by the ART data of the pivot planes determine the R, φ coordinates at the pivot location.
In addition the same addresses define the regions in the remaining planes where a hit should
be found for a track originating at the interaction point. This scheme serves as a ‘firmware pad
tower’. The appropriate lookup space is searched in parallel for all the remaining planes. The
tables provide R, φ pairs which are averaged in the two multilayers and subsequently determine
the R, φ, ∆θ of a track candidate which is sent to the Sector Logic.
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The total latency of the trigger system must comply with the existing Sector Logic timing which
allows a total of 41 bunch crossings. Table 12.7 shows the latency budget of the system. It is
within the allowed time, but without much margin. If, while implementing the trigger, it turns
out that more time is needed serializers with lower latency will be considered.

Table 12.7: Latency from the interaction point, through the MM trigger logic for the NSW to the Sector
Logic in USA-15. All times are estimates. The maximum allowed latency is 1025 ns.

min max
(ns) (ns) Notes

TOF from interaction point 29 31 to periphery of NSW @R=5m
to NSW (z=7.8m)

earliest arriving hit 50 75 depends onsite of rolling window (2 or 3 BC)
shaper response 60 80 VMM1 latency + time-to-peak
trigger driver latency 40 50
GBT serializer+deserializer latency 100 150
fibre to AMC card in USA15 90m 450 450 5 nsec/m
lookup R,φ of pivot layer 5 10
lookup R in rest of layers 30 40
average R in the 2 multilayers 2.5 4
difference of R averages 2.5 4
lookup sub-ROI pointed to at BW 5 5
resynch to BC clock driving the 6.25 6.25 90◦ phase chosen to best match
output serializer pipeline length

centroid to Sector Logic serializer 5 15 The deserializer is on the Sector
Logic latency budget

Total 785 920
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12.3.3 Combining sTGC and MM trigger data

As a baseline, the MM and sTGC will independently compute track vectors. Both sTGC and MM
trigger modules belonging to a 1/16th sector will be in the same ATCA trigger crate which has a
fully interconnected backplane, i.e. all modules are connected to every other module by several
high-speed, low latency differential pairs. In this way MM vectors will be sent to a final merging
stage of the sTGC trigger and vice versa. The output of the merging stage is sent to the Sector
Logic (see Section 12.3.4). Since both merging stages would output the same merged list of vectors,
only one must actually be connected to the Sector Logic. This provides redundancy in the case
of failure of one of the modules. Each vector sent to the merging stage is tagged with a ‘quality’
flag that is used by the merging logic to select the best vectors. For example, if the vector was
produced from only one of the two four-layer modules of the sTGC because the track passed
through a support in the second module, it would have a lower quality because its resolution is
much poorer. Because both sTGC and MM trigger modules are in the same ATCA crate with
high bandwidth connectivity, it may be possible to merge hits and then find vectors. Handling
the details of the detector differences at the hit level may require more processing time than is
available in the Phase-I latency budget. Any improvement of the vectors’ accuracy from such an
algorithm may not be needed, at least for Phase-I, and the added complexity may not be justified.

12.3.4 Sector Logic for the New Small Wheel

Track vector information from the New Small Wheel (NSW) is combined with results from the
current Level-1 muon trigger system based on the TGC Big Wheel (TGC-BW) by the new Sector
Logic board. A block diagram of the new Sector Logic board for the Phase-I upgrade is shown in
Fig. 12.17.
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Figure 12.17: Block diagram of the new Sector Logic board

The partitioning of the Trigger Sectors and granularities of Region-of-Interest (RoI) for the
new Sector Logic board remain the same as in the present scheme. Exactly the same hardware
(optical links) and data formats are used for signals from the TGC-BW. Additional input ports are
introduced to receive track information for the NSW and other muon inner detectors. The input
from the sTGC and MM trigger processors to the Sector Logic will be via optical fibres. Each
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connection will run at 6.4Gb/s, 128 bits, 8b/10b encoded, per BC clock. Up to four candidates,
24 bits each, a 16-bit header and a 16-bit trailer containing the BCID can be transferred every
beam crossing. The format of a track candidate (24-bits) is shown here (The valid bits indicate
the source and quality of the candidate.):

Field: sTGC valid MM valid θ (mrad) φ index R index spare
Num of bits: 2 2 5 6 8 1

Signals from TGC-BW and muon inner detectors are aligned with the LHC bunch crossing clock
and decoded at the first stage of the Sector Logic board. In the first Look-Up-Table (LUT),
coincidence is made between wire and strip signals from the TGC-BW, then RoI and pT information
of the track candidates are provided to the second LUT. The second LUT is used for requiring a
track-vector in the muon inner detectors. Position matching between RoI’s of the TGC-BW and
track-vectors in the Muon inner detectors, as well as, angle consistency between the two tracks are
required. The pT value of track candidates is re-calculated with about 10 sets of pT thresholds.
Up to the two highest pT muon tracks are selected; their pT value, RoI and a quality flag of
coincidences among muon detector stations are transmitted to the MuCTPI (Muon to Central
Trigger Processor Interface). Input signals from both TGC-BW and Inner muon detectors are
delivered to the Sector Logic board 44 BCclocks after every pp collision. The estimated latency
of the signal processing is 10 BCclocks excluding the de-serialization time of optical links. The
Sector Logic input deserializer is expected to take three BC clocks. If so, the NSW must deliver
its output to the Sector Logic front panel at 41 BC clocks, equal to 1025 nsec.

The Sector Logic provides its input and output data to be read out every Level-1 Accept via an
Ethernet connection per end-cap.

12.4 Readout system

12.4.1 Readout from GBT to ROS

The off-detector readout chain of the ATLAS detectors presently consists of sub-detector specific
custom ReadOut Drivers (RODs), usually FPGA-based, which output event fragments to the
ReadOut System (ROS) via the ReadOut Links (ROLs) [62]. The ROLs are point-to-point custom
optical links that cross the boundary between the sub-detector domains and the TDAQ domain.
The Readout Architecture Upgrade Working Group, with representatives from all detectors and
TDAQ, is considering a new architecture for Phase-II that better promises to take advantage of
future advances in electronics and information technology. The new architecture (see Fig. 12.18),
proposed by members of the NSW collaboration, reduces the amount of custom electronics and
links in favour of industry standard equipment. The ROD functionality becomes split in two:

• The front-end links connecting the detectors to the off-chamber readout electronics will be
interfaced to a general purpose COTS network with a stateless, non-detector-specific and
high-availability interface, called FELIX (Front End LInk eXchange) [63].

• The ROD data processing and other functions will operate on data delivered by an industry
standard network. The ROD’s output will also be via an industry standard network.
Eventually such a ROD could be implemented in an industry standard server PC.
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Figure 12.18: Front-end link, FELIX and ROD
connections

The Working Group is currently evaluating
the architecture based on FELIX and the ex-
isting architecture based on RODs connected
directly to the Front-end links. It is expected
that a recommendation will be made by early
summer. The NSW must be compatible with
Phase-II and will adopt the readout architec-
ture recommended by the Working Group.
The front-end links for the NSW and also,

for Phase-II, for many other detectors will
be CERN GBT links, which, in addition to
event data, will transfer TTC, DCS, and front-
end configuration information. According to
detector-defined routing tables, FELIX will
route these multiple logical data streams within
a single GBT link to different network end-
points. Since DCS must operate irrespective of
the TDAQ state, FELIX operation must not
depend on the TDAQ state. Also, altering or
depending on detector-specific data should be
avoided.

FELIX will be implemented with FPGAs for
interfacing to the GBT links and for extracting
the various data streams. Event data is routed
to RODs performing the classic ROD functions: fragment building and associated error detection,
data checking and transformation and monitoring. RODs may be server PCs, or, similar to
current RODs, FPGA-based hardware in an ATCA environment. The SLAC Generation 3
RCE/COB [64,65], planned to be the Muon CSC RODs for the next run, is a natural candidate
for the latter. The RCE/COB can also implement the current architecture with direct connections
to the front-end links.

The ROD output fragments may be forwarded to server PCs implementing the ROS functionality
or alternatively the ROS functionality may also be implemented in the same hardware as used for
the ROD functions. DCS and front-end configuration interact with the on-chamber systems via
the general purpose network and FELIX.
Two important advantages of the architecture based on FELIX are: 1) minimization of the

amount of special-purpose detector-specific hardware and associated firmware and therefore the
flexibility of general purpose, industry standard equipment, and 2) the ability to easily scale
in power and be upgraded with new technologies to meet future needs. On the time scale of
installation 40 or 100Gb/s network technology can be expected to be available at reasonable
cost, so that the data from 10 to 25 fully utilized GBT links can be concentrated on a single
network link. ROD data can then be distributed over as many RODs as required to provide the
traditional ROD functionality. The use of PC technology, perhaps augmented by coprocessors
such as GPUs and the Intel Xeon Phi, and a COTS network (including the output to the ROS)
will make it possible to purchase the hardware relatively late, benefiting from further evolution of
the technology. Test beam work and testing NSW detectors at construction sites will be possible
with less performant network and server nodes than needed for the final system.

By adopting the architecture recommended by the Readout Upgrade Working Group, the NSW
readout architecture will be Phase-II compatible with respect to functionality. More and/or faster
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hardware may need to be added to cope with Phase-II data. The interface to the TTC system
needs to be implemented using mezzanine cards, to be replaced for Phase-II running by other
mezzanine cards interfacing to the Phase-II TTC system. NSW collaborators are part of a wider
collaboration defining and developing the Phase-II off-detector front-end readout.
The FELIX approach is foreseen to be demonstrated without building hardware, using a PC

server outfitted with a commercial FPGA PCIe card and a high performance 10G network PCIe
card. Existing GBT interface firmware will be combined with firmware developed to extract the
logical streams and transfer them to PC memory. PC software then routes the data streams onto
the network.
In addition to the front-end ASIC data, the Readout system also reads out the inputs and

outputs of the Pad Tower trigger, the Trigger Processors and the Sector Logic.

12.4.2 Data acquisition software and event-based data monitoring

Configuration software at start-up of the off-detector readout system will, for example, configure
the type of frame format, width of e-links, etc. of the GBT. Counters for monitoring errors and
statistics will be initialized and periodically read out. Fragment building, data integrity checking,
error detection and handling of any errors, data transformation (e.g. compression or decompression,
channel mapping) and formatting in the ATLAS standard format will be implemented in software
if server PCs perform of these tasks. The ATLAS ROD Crate DAQ (RCD) [66] functionality will
control the handling of the event data, marshal states, enable/disable portions of the detector and
report errors.

Event-based data monitoring can take place in server PCs handling fragment building and the
tasks associated with it. Data samples will be routed to PCs dedicated to monitoring if not enough
computation resources are available for this task, or if fragment building is done in dedicated
hardware.

12.5 Configuration and monitoring

12.5.1 Configuration and monitoring of the front-end electronics

Configuration of on-chamber electronics will be done by one or more server PCs via the network
and the FELIX system, using the appropriate e-links connecting to GBT-SCA and companion
chips, see Fig. 12.5 and [57]. Also the on-detector GBT chips need to be configured, for each GBT
link a dedicated e-link is reserved. The server PCs doing configuration may be driven either by
the DCS or by the DAQ system or by both.

Environmental parameters can be read out via the GBT-SCA chips and passed by appropriate
e-links via the GBT links and FELIX to server PCs. The GBT-SCA chip can autonomously send
messages upon external interrupts (signalling, for example, that a temperature is too high).
On the front-end, the GBT connects to the GBT-SCAs via e-links. The GBT-SCA then

connects to several other chips in the system. This architecture assumes that the control is done
by sending data packets (messages) to the respective SCA channels, which interpret the messages
as commands, execute them on their external interfaces (for example just a read or write operation
to a memory bus) and return a status reply to the GBT via another message.
Each Front-end readout board connected to MM or sTGC chambers will carry from two up

to eight VMM ASIC chips. This comes from the radial segmentation of the wedge in sTGC
pads, sTGC strips and MM strips shown in Chapters 7 and 8. Each ASIC has to be configured
independently through its I2C bus port. Each Front-end board will include an SCA chip that has
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16 I2C buses for control and 32 multiplexed ADC inputs for monitoring. For every VMM ASIC,
a dedicated I2C connection will be used. The monitor output of each VMM will be connected
to one of the SCA’s ADC inputs. The VMM ASIC’s internal reference voltages, its temperature,
and the peak value of any channel can be selected for output to this monitor. The selection is
controlled via I2C. A connection diagram is shown in Fig. 12.19.
Furthermore, the SCA will provide I2C connections to the front-end companion chip, the MM

trigger companion chip, the control of the uni-directional GBT trigger links and ADC inputs for
board temperature and power supply voltages. The SCA will also read out ambient air (∼20 per
1/16th sector) and cooling water inlet and outlet temperature sensors (∼12–16 per 1/16th sector).
B-field sensors (five per 1/16th sector) will also be read out.

A major advantage of putting an SCA chip on every front-end board is that the SCA concentrates
many on-board connections onto a single e-link (3-pairs) and so reduces the number of cables and
connectors. 4096 SCA’s are needed by MM and 1536 by sTGC.
The SCA features dual redundant e-link ports which run at 80Mb/s. A primary e-link is

connected to the on-board GBT. A secondary link can be connected to a neighbouring GBT and
can be activated in case of failure of the primary e-link.

Figure 12.19: The SCA and its connections to VMM ASICs, companion ASICs and environmental sensors
on the Front-end readout board

12.5.2 Back-end detector control and configuration system

The back-end detector control system is assumed to be the current SIMATIC WinCC Open
Architecture system (previously known as PVSS) [67] [68]. Currently the system communicates
via the OPC middleware with dedicated controllers; this can also be done for the communication
with the GBT-SCA chips. An OPC UA [69] server will need to be available for this purpose and
could be running on a dedicated server PC.
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13 Services and infrastructure

This chapter describes the services and infrastructure needed to operate the NSW detectors. Only
the service distribution from outside of the detector up to the patch panels at the NSW rim is
discussed; for the distribution on the detector wedges see chapter 7 and 8.

13.1 Power systems

13.1.1 LV power system

The sTGC and MM detectors will share a common LV system and distribution, as the front-end
electronics of both detectors will use the same ASIC.

Table 13.1: LV system parameters.

Parameter Value

Output voltage (V) 24
Max. output current (A) 30
Voltage resolution (V) 0.05
Current resolution (A) 0.1
Total number of channels 128
Channel per module 2
Total number of modules 64
Single module width (U) 4

Total number of crates 13
Total number of rack space (U) 52
Total number of racks 1.6

Conductor area — sTGC (mm2) 4
Cable outer diameter — sTGC (mm) 13
Number of cables† — sTGC 32
Conductor area — MM (mm2) 8
Cable outer diameter — MM (mm) 13
Number of cables† — MM 64
†The cables have 4 leads of 4mm2 each

The LV system needs to supply 50 kW of
DC power to the detector front-end electronics
of both wheels, see Tables 12.2 and 12.3 on
page 126. This amount of power cannot be
supplied directly at the voltage of 1.2–1.5V
required on the front-end electronics as it would
entail a total current of about 35 kA, leading to
an unmanageable total cable cross-section or a
high power loss during transmission.
In order to reduce the total current, the LV

distribution is foreseen to use a DC voltage
of 24V for the transmission from the power
supplies to the NSW rim. Point of load DC-
DC voltage converters at the rim of the NSW
and/or on the front-end cards reduce the trans-
mission voltage to the required voltages. De-
pending on the exact scheme either a reduction
in one or two steps is foreseen.
To estimate the necessary amount of rack

space and cabling, a segmentation of the LV
distribution of one channel per wedge, i.e. 4
channels per sector will be assumed1. This
translates to a current of 10.1A at 24V for a
sTGC wedge and 22.2A at 24V for a MM wedge.

The preferred location of the 24V power supplies would be UX15 to minimize the cable lengths
to the NSW. This location requires the power supplies to be moderately radiation and magnetic
field tolerant. Alternative locations would be either USA15 or US15 for which the cable length
increases by a factor of 3.

1To improve the redundancy and minimize losses of acceptance in case of failures, the same amount of channels
could connect to only two layers in each wedge, but in two adjacent sectors.
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Table 13.1 summarizes the parameters of the LV system. The conductor area of the cables
assumes a routing length of 50m and a maximum of 10% power loss in the cables. The module
width and the rack space is given in units (U). A crate is 20 U wide, a rack is 41 U high (of which
34 U are available). The number of racks is given as a fractional number as the remaining space
inside them can be otherwise used.

13.1.2 HV power systems

The HV system for the sTGC will be based on the existing system used for the present TGC
detectors in ATLAS. The HV system of the MM detectors will be a new design, as they do not
resemble any detector system currently used in the experiment and have different requirements on
the supplied voltages and currents limits.

Table 13.2: sTGC HV system parameters.

Parameter Value

Max. output voltage (V) +3200
Max. output current (µA) 500
Voltage resolution (V) 0.5
Current resolution (µA) 0.1
Total number of channels 1024
Channel per module 32
Total number of modules 32
Single module width (U) 4

Total number of crates 8
Total number of rack space (U) 48
Total number of racks 1.4

Cable diameter (mm) 3.2
Number of cables 1024

The sTGC detectors are operated with a sin-
gle positive high voltage, applied to the anode
wires of a plane. The maximum current at the
highest LHC luminosities for a single plane is
expected to be 100µA. Including a safety fac-
tor of 5, the HV modules used should be able
to supply at least 500µA. The nominal oper-
ating voltage of the sTGC detectors is 2800V.
The modules should be able supply a maximum
voltage of 3200V for detector conditioning. For
monitoring purposes and to detect discharges in
the detectors a current resolution of 0.1µA and
voltage resolution of 0.5V of the HV modules
is desirable.
The sTGC HV system will be based on the

modular CAEN EASY3000 system [70], using
either currently available modules if they are
still in production or their replacements. The
2-channel CAEN AC/DC converters of type CAEN A3485 [71] will be located in US15 and drive
with a 48V DC voltage the radiation-hard and magnetic-field tolerant CAEN HV 32-channel
modules A3535 [72] located in the EASY3000 crates of the racks on the HS structure in UX15 on
the USA side. The system is controlled by CAEN branch controllers A1676A [70] housed in a
SY1527 [70] mainframe in the service area USA15.
Each sTGC plane is connected with a dedicated HV cable to a separate channel of the HV

system, so that an individual anode voltage and individual current limits can be set depending on
the size and position of the detector. At the same time the impact of failures of the power system
are minimized and localized to small parts of the detector. Per side of the experiment, a total of
512 channels will thus be necessary, corresponding to 16 CAEN A3525 HV modules. The modules
can be housed in four CAEN EASY3000 crates, in one rack per side.

Table 13.2 summarizes the requirements and parameters of the sTGC HV system and lists the
number of necessary modules, the required rack space, and the number and diameter of cables
from the racks to the NSW rim.
The HV system of the MM detectors needs to supply two different voltages to each detector

plane, a positive voltage for the signal amplification between the readout plane and the mesh and
a negative voltage to the drift electrode. The mesh itself is serving as the ground plane for both
potentials. Only the amplification channel needs to drive a sizable currents, the maximum current at
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the highest LHC luminosities for a single plane is expected to be ≤ 0.5 nA/cm2. Including a safety
factor of 5, the HV module used for the amplification gap should be able to supply at least 10µA.

Table 13.3: MM HV system parameters.

Parameter Value

(min./max.)

Max. output voltage (V) +1000
Max. output current (µA) 10
Voltage resolution (V) 0.5
Current resolution (µA) 0.02
Total number of channels 1024
Channel per module 32
Total number of modules 32
Single module width (U) 4

Max. output voltage (V) -1000
Max. output current (µA) 1
Voltage resolution (V) 0.5
Current resolution (µA) 0.002
Total number of channels 256 / 1024
Channel per module 32
Total number of modules 8 / 32
Single module width (U) 4

Total number of crates 8 / 13
Total number of rack space (U) 48 / 78
Total number of racks 1.6 / 2.6

Cable outer diameter (mm) 11.1
Number of cables 64

For the drift gap a maximum current of about
1µA is sufficient. Both the amplification and
the drift gap voltage are in the range of a few
hundreds of Volts. Thus, power supply modules
with a maximum output voltage of ±1000V
are sufficient. For monitoring purposes and
to detect discharges in the detectors a current
resolution of 2nA and voltage resolution of
0.5V of the HV modules is desirable.

Currently, there is no HV power supply unit
available which would suit the MM purposes.
With the rather low HV requirements and
the thus easier insulation between channels,
a highly integrated module with 32 channels
could be envisaged. The power supply channels
for the positive and negative voltages could
be housed in common unit with a selectable
channel polarity, simplifying the cabling to the
detector. If the requirement of the current mea-
surement proves too difficult to achieve in a
multi-channel commercial unit, the measure-
ment could use a dedicated system of ADC
modules, similar to the gap current monitoring
of the ATLAS RPC HV system [73]. This latter
approach would of course increase the required
rack space. The cabling of the MM HV foresees
the use of multi-channel cables with 23 separate
channels of which 18 are used2.
Table 13.3 summarizes the requirements and parameters of the MM HV system and lists the

number of necessary modules, rack space, and the number and diameter of cables from the racks
to the NSW rim.

13.1.3 Operation and control

The control, monitoring, and alert handling of the LV and HV power systems will be implemented
in the ATLAS DCS FSM as sub-nodes of the respective detector systems inside the muon tree.
Automatic actions are foreseen to trigger a state transition of the HV systems between a safe

standby state with reduced voltage to a ready state at the nominal voltages for data taking,
depending on the state of the LHC.

For detector safety reasons, hardware limits are set to limit the maximum output voltages and
the maximum output currents, in addition to the programmable software limits.
Automatic actions on the power system in case abnormal conditions in the experiment are

observed will be implemented via the DSS system.

2The remaining channels serve as spares.
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Table 13.4: sTGC and MM gas system parameters.

Item sTGC MM

Gas System Type open (n-pentane recovery) open
Gas Mixture n-pentane/CO2 = 45/55 Ar/CO2 = 93/7
Gas Pressure (mbar) atmospheric + ≤ 4 atmospheric + ≤ 2
Detector Volume (nl) 3400 6000
Nominal volume exchange rate (vol d-1) 5 24
Nominal Flow (nl h-1 m-2) 1.5 5
Nominal total flow (nl h-1) 1280 6000

13.2 Cooling

As for the LV system, the sTGC and MM detectors will share a common cooling system and
distribution to the NSW. In addition to ensure the FE chips are operated within their temperature
limits, the cooling has to remove any power dissipated at the NSW which would otherwise contribute
to heating up the upper sectors of the muon spectrometer, in particular the temperature-sensitive
RPC trigger detectors. As the total power dissipation on the NSW is high, a water cooling system
is foreseen.

Assuming a maximum allowed temperature increase of ∆T = 3K (see Chapter 12) between the
input and output of the cooling loops, a water flow of 120 l/min per wheel will be required.

With a spare capacity of currently about 200 l/min each, the two existing cooling stations of the
muon spectrometer can be used without the need for refurbishment.
Each NSW will be connected to one of the cooling stations by two cooling loops, serving the

eight top and the eight bottom sectors, sector 1–8 and 9–16, respectively. The routing of the
cooling pipes to the NSW will be in the flexible chains in sector 1 on either side.

13.3 Gas systems

The gas systems for the NSW detectors will use or re-use existing infrastructure, especially the
mixing facilities at the surface building SGX1 connected to the primary ATLAS gas supplies and
distribution racks in UX15 with local flow and pressure control. The sTGC detectors will be using
the same gas mixture and pressure as the already installed TGC detectors and will be connected
to the same gas system. The MM detectors will use an Ar/CO2 mixture at atmospheric pressure,
similar to the present CSC. Hence the CSC gas system may be re-used. For both detector systems
only minimal modifications will be necessary.
The activation of the gas flowing through the detector has to studied and to be taken into

account in the design of the gas systems. However, with the composition of the gas3 and the
foreseen high volume exchange rates it is expected to be negligible.

The requirements and parameters of the sTGC and MM gas systems are summarized in table 13.4.
Both systems will be designed to handle a maximum flow rate of 5–10 times the nominal flow rate
in case an increase of the gas flow proves necessary.
The sTGC gas system will be part of the TGC recirculating gas system [6, pp. 325–331]. It

will thus be connected to the existing mixer, purifier, pump, and liquifier modules in SGX1. The
gas distribution in UX15 to the detector re-uses the existing two TGC distribution racks on the

3Production of radio-active isotopes of H, C, O, Ar is unlikely and the half-lives, except for 3H and 14C, are in the
millisecond to minute range. Only spallation products might contribute to an activation.
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HS structure on level 4 on US side. The racks supply the drift gas as well as the CO2 of the
safety envelope around the detectors, as the n-pentane/CO2 mixture used in the TGC/sTGC
is flammable. Each NSW on either side is supplied from one distribution rack. The number of
currently 4 drift gas lines and 2 lines for the CO2 envelope per rack should be increased to 16 drift
gas lines and 4 lines for the envelope. The distribution racks have sufficient space and free control
and monitor channels for these modifications. For all channels the input and output flows will be
monitored, with a shared pressure regulation, in each distribution rack. An overpressure control
by a bubbler will vent the gas safely to avoid damage to the detectors in case of blocked gas flow.
Each gas channel can be individually switched off by a remote-controlled valve. At the rim of the
NSW each drift gas input pipe is connected to a manifold which distributes the gas flow in parallel
to a single plane in either the eight lower or the eight upper sectors. A similar manifold on the
output side collects the return gas of the same planes and connects to an output line. The CO2
envelope lines each serve in parallel a full wedge of the upper or lower eight sectors via 2 input
and 2 output manifolds for each half wheel.

The MM gas system will re-use the existing infrastructure of the former CSC detectors [6, pp. 210–
213]. The MM system will be open loop, i.e. the gas is vented into an exhaust after it has passed
the detectors as it contains neither flammable nor expensive gas components. The existing mixer
module in SGX1 can provide the required flow rate, the primary ATLAS Ar and CO2 gas supplies
will be used as inputs to the mixer. The gas distribution in UX15 to the detector re-uses the
existing two CSC distribution racks on the HS structure on level 4 US side. The detectors of each
NSW are supplied by one rack, using the 16 input and 16 output channels already in place. Each
line will be split at the rim of the NSW to connect to the multiplets of two wedges in adjacent
small and large sectors. If necessary for further redundancy, a scheme with 32 input and output
lines could be implemented, with a dedicated gas channel for the multiplets of a single wedge. For
all channels the input and output flows will be monitored, with a shared pressure regulation, in
each distribution rack. An overpressure control by a bubbler will vent the gas to avoid damage to
the detectors in case of blocked gas flow. Each gas channel can be individually switched off by a
remote controlled valve.
For both systems the splitters to distribute the gas flow will be placed on the NSW rim at

accessible locations in the large sector. In case of a catastrophic gas leak on either detector system,
a small part of the detector containing the leak can be disconnected from the distribution system
during an ultra-short access, thus minimizing the impact of the leak on the detector operation.

The gas system control and monitoring is to be integrated into the ATLAS GCS via a WinCC [68]
system provided by the CERN EN-ICE division. The system allows the remote control of the
complete gas systems down to a minimum granularity of a single gas channel in a distribution
rack. In addition an automatized handling of failures or abnormal conditions is implemented via
alarm levels on all monitored parameters.

Additional monitoring and alert handling for the shift crew in the ATLAS control room will be
implemented in the ATLAS DCS FSM, with the data transfer from the GCS application handled
via DIP, similar to the existing gas systems.

Automatic actions on the gas systems in case abnormal conditions in the experiment are observed
which affect the safety of either the personnel or the detectors will be implemented via the DSS
system.
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13.4 Service routing

13.4.1 Flexible Chains in Sector 1

The two flexible chains in sector 1 to either SW have a size of 350mm × 110mm (upper chain)
and 370mm × 140mm (lower chain). The gas and the cooling pipes for both detector systems
will be routed through these chains. All pipes will be flexible and made of stainless steel. The gas
pipes will have an inner diameter of 10mm (input) or 12mm (output) to avoid pressure drops in
the lines. A calculation of the total cross-section of all services was made, including an additional
packing factor of 2.6 to account for line bends and space for the pipes to move relative to each
other. All foreseen services fit into the flexible chains, with the upper chain filled to 60% and the
lower chain to 50%.

With the currently foreseen segmentation and number of pipes, all gas and cooling lines would
fit into the lower flexible chain of sector 1. This would free up the upper flexible chain for the
use of the LV cabling, which otherwise has to be routed through sector 13. The possibility of
combining the gas and cooling pipes into one flexible chain will be investigated.

13.4.2 Flexible Chains in Sector 9

The two flexible chains in sector 9 to either SW have a size of 300mm × 160mm (upper chain)
and 370mm × 160mm (lower chain). The HV cables, optical readout fibers, and the alignment
cables will be routed through these chains.

A careful calculation of the total cross-section of all services was made, including an additional
packing factor of 2.6 to account for line bends and space for the cables to move relative to each
other. All foreseen service fit into the flexible chains, with the upper chain filled to 90% and the
lower chain to 80%.

13.4.3 Sector 13

As in the present SW, the LV cables are foreseen to be routed through sector 13 to a patch panel
at the bottom of each wheel, as their volume is too large for the flexible chains. The LV cables
will have to be disconnected before the NSW can be moved during the detector opening as it is
currently the case as well.

A calculation of the total cross-section of the LV cables was made. Two scenarios were considered,
a routing to the racks on UX15 with a cable length of 50m and a routing to racks either located
in USA15 or US15 with a cable length of 150m. A maximum power loss of 10% was assumed for
the calculation of the required cable conductor diameters. All calculations included an additional
packing factor of 2.6 to account for line bends and a less than dense packing in the cable trays.
The cable trays from the racks to the ATLAS detector and inside the experiment offer enough
space for all cables in both scenarios.

13.4.4 Service routing on the NSW

Services arriving at the patch panels of the flexible chains in sector 1 and 9 and at the bottom of
the wheel in sector 13 have to be further distributed around the wheel to the connection points for
the detectors in each sector. The requirement of being able to move the detectors wheel on the
JD plug to gain access to the detectors on the IP side for maintenance complicates the service
distribution. As many services as possible should move together with the detector wheel, to avoid
time consuming and error prone reconnecting after maintenance. Cable trays on the outer edge of
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Figure 13.1: Service routing of the present SW in sector A07.

the mechanical support structure, located in the middle plane to stay inside the allowed outer
envelopes of the NSW, can carry the gas manifolds, the alignment cables, the sensitive fibers,
and part of the HV cabling, see Fig. 13.1 which shows the service routing of the present SW. A
second set of cable trays, carrying the LV cabling and the remaining part of the HV cabling, can
be mounted on the IP side of the JD disk where 31 steel ring segments serve as magnetic field
returns of the inner detector solenoid field to the tile calorimeter (see Fig. 3.6 on page 28). These
segments are located 280mm inward from the outer rim of the JD disk and have a minimum
free width in the z-direction of 215mm (nominal: 270mm). The available space is more than
sufficient to accommodate the LV cables and the remaining HV cables and can also be used for
trigger electronics. Fig. 13.1 shows the service routing on the JD disk for the TGC detectors of
the present SW.

13.5 Logistics

The infrastructure and the services required in UX15 for the NSW can be pre-installed and
commissioned up to the patch panels of the flexible chains or in sector 13 in the experiment
independent of the NSW itself. The service distribution on the NSW itself will have been thoroughly
tested during the integration of the NSW and the one-year commissioning phase at the surface.

Routing of new cables, fibers, and pipes from their endpoints in US15, USA15 and UX15 should
begin immediately after the present SWs have been removed from the detector in LS2. Power
supply units and electronic modules can be installed in the electronics racks at the start of LS2,
subject to their availability. All services must be in place before the NSW is lowered into the
cavern to allow a rapid connection and hence maximize the commissioning time in the cavern after
installation.

The time scale for the final service connections to the NSW is about two weeks per side with a
manpower of 4 FTE, followed by a commissioning period of the newly installed NSW.

Any components—power supply modules, cables, connectors, gas pipes, fittings—to be used will
have to undergo a certification process which entails a long-term test of a reasonable sample of
each production batch under operating conditions to show their suitability. A test of the radiation
hardness is mandatory, as is the fulfillment of all rules regarding the use of plastic and non-metallic
materials at CERN [74].
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14 Detector maintenance

The NSW is designed with built-in redundancy featuring two detector technologies and a large
number of measurement planes. Failures of the services, front-end electronics and detectors during
data taking will affect only a small portion of the NSW and will have only negligible impact on
the physics performance. Nevertheless, maintenance scenarios have been developed for repairing
or exchanging components.

14.1 Safety

To ensure the safety of the personnel and the experiment any service will be disconnected by an
automatic action if certain limits are exceeded or emergency conditions are met. Actions will be
either implemented via the DSS or via the DCS. During scheduled accesses the LV and HV of
all affected detector parts will be switched off and interlocked. The standard ATLAS rules for
grounding equipment [14, p. 409] will be followed for all detector parts and services.

The placement of the services and the access scenarios follow the ALARA (as low as reasonably
achievable) principle for work in a radiation environment, to ensure fastest and most easy access
while minimizing the exposure to radiation for the personnel:

• Readout and alignment system back-end electronics are located in the service cavern USA15
.
• Racks for the distribution of power and gas will be located on the HS structure in the

experimental cavern UX15.
• Any service distribution which is necessary for the recovery of larger detector parts in case
of failures will be located at the rim of the NSW, preferably in the large sectors which are
easily accessible.

All access scenarios will have to pass a risk analysis before approval.

14.2 Access during LHC operation

The access scenarios to maintain services in USA15, US15, or in UX15 on the HS structure follow
the standard ATLAS access rules and are similar to other detectors in case of failures. Maintenance
of the service distributions at the rim of the NSW requires access to the toroid area, with the
additional complication of a possible sizable magnetic field strength during the intervention. The
rim of the large sectors of the NSW is accessible from the standard muon spectrometer platforms
at the level of the innermost muon stations (BI level) inside the detector. The central parts of the
small sectors are inaccessible due to the barrel toroid coils, only the edges of these sectors may be
accessed from the nearby large sectors.
Figure 14.1 visualizes the access paths to the different large sectors of the SW.
The access path to the NSW for sectors 3, 5, and 7 start at the detector entrance on top of the

detector at z = 0 in sector 5, down the ladders along the radial direction to the BI level platforms,
then outwards along the platforms in z-direction to the end of the barrel and the NSW. Sectors 3
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Figure 14.1: Visualization of the access paths to the large SW sectors. The drawing shows a cut through
the detector in the xy-plane, with the muon access platforms inside the toroid area. All
entrances to the toroid area are located at z = 0, except for the entrances of sector 13 which
are located at the face of the barrel on either detector side. The blue lines mark movements
in the xy-plane, the filled blue circles movements in the z-direction to reach respective the
SW sectors. The top and bottom of the barrel region are not visible, and part of the BI
muon chambers are hidden behind the Small Wheel.

and 7 are accessed by inclined ladders at the end of the barrel region. The access to sectors 1 and
15 starts at the entrance to the detector on level 4 of the HS structure on the US side at z = 0 in
sector 1, inwards along the radial direction until the BI level is reached, then outwards along the
z-direction to the end of the barrel and the NSW. The BI platforms in sector 15 can be reached
by a ladder from sector 1 and the platform of sector 16. A similar path exists on the other side
of the detector for sector 9 and 11 (entrance on the level 4 of the HS structure on the USA side
at sector 9). The access to sector 13 uses the entrance at the face of the barrel in the trench on
either side of the experiment. Ladders at the elevator shafts in sector 13 lead to the platforms at
the BI level, next to the NSW.

While the rim of the NSW is directly accessible from the BI level platforms for most of the large
sectors, it is hidden below the platform for sector 5. A possible solution is the installation of a
trap door to avoid the need to remove floor boards for access.
Fig. 14.2 (a) shows a schematic of the access platforms and the muon chambers in sector A01,

Fig. 14.2 (b) a photograph taken from the access platform in sector A01 near the SW.
In the years of detector operation since the start-up of the LHC in 2008, the experience necessary

to minimize the time of interventions and the exposure to both, radiation and magnetic fields, has
already been gained and procedures have been defined. The maintenance of the NSW will not be
different from the maintenance of the rest of the muon spectrometer.
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(a) (b)

Figure 14.2: Access to the SW in sector 1 on side A. (a) Visualization of the access platforms in sector 1
in the vicinity of the SW. (b) Photograph of the SW taken from the access platform. The
end of one of the flexible chains in sector 1 is visible close to the lower right corner. BIL6A01
and EIL4A01 are the location identifiers of a barrel and an end-cap muon chamber.

14.3 Detector opening and movement of the NSW

The opening [75] of the ATLAS experiment during the annual and long shutdowns of the LHC
foresee the movement of the SW on the barrel detector rail system to provide access to the end-cap
calorimeters. For the present SW, a pair of airpads is mounted on either side of the JD shielding
feet and the SW is lifted pneumatically from the rails and moved by a hydraulic system attached
again the to JD feet. The movement of the NSW will use the same system, as the JD shielding
will be re-used. However, the increased weight of the detectors will move the center-of-gravity of
the NSW from above the middle between the airpads to (almost) the center of the outer airpad.
Due to its inertia and the drag of the flexible chains for the services, the NSW might thus become
unstable during its movement along the rails. Two possible approaches exist to stabilize the NSW
during its movement:

1. The NSW is coupled to and moved together with either the end-cap calorimeter or the
end-cap toroid.

2. An extensions with rollers is mounted on the HO side of the JD feet after the end-cap toroid
has been moved to support the NSW on the barrel detector rails. The center-of-gravity of
the NSW is then safely between the innermost airpad and the rollers of the extension.

Both solutions entail additional steps during the opening of the experiment, leading to a increase
of the time required for the opening and therefore to an increased exposure of personnel to radiation
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as well. The second approach is by far more flexible and less time consuming, but has the drawback
that a minimum distance between the NSW and the end-cap toroid of about 1m has to be kept
free for the extensions at all times of the opening. It thus reduces the space available for access
between the end-cap calorimeter and the JD shielding, leading to an increase of the radiation dose
rate in that region due to the closer distance of the JD plug. Before a decision for either scenario
can be made the implications have to be evaluated under the ALARA principles.

14.4 Access to detectors during LHC shutdown periods

The access to the NSW detectors is only possible after the ATLAS experiment has been partially
opened. For the annual shutdowns, due to the time needed and due to radiation-protection
concerns, maintenance on the detectors themselves is only foreseen in case of severe failures which
affect the performance of the NSW, e.g. the loss of the trigger or tracking capability over a full
sector, but not for individual FE-electronics cards. The situation is different for the long shutdowns
during which maintenance on the NSW detectors can be accommodated in the schedule.
For the detectors on the HO side of the NSW (i.e. the large sectors), the standard opening

scenario with the end-cap toroid on the small truck foresees access once a scaffolding has been
erected between the NSW and the end-cap toroid. Experience for this maintenance scenario has
already been gained in the four shutdown periods since the LHC start-up in 2008.
To reach the detectors on the IP side of the NSW, a gap has to opened between the detector

wheel and the JD shielding. To stabilize the NSW during this opening due to the shift of the
center-of-gravity and to provide sufficient space for access, two beams are coupled to the JD plug,
supported by an arch fixed to the barrel rails on the HO side of the NSW.
The movement of the detector wheel itself is similar to the reverse motion of the installation,

using threaded rods to slide the detector wheel on the rails of the plug and partially onto the
additional beams. With such an arrangement an opening of up to 1200mm between the JD disk
and the detector wheel is feasible. If the arch has a small enough thickness (300–350mm) it can
be lowered to the barrel rails between the gap of the outermost barrel MDT chamber (BOL6) in
sector 5 and the end-cap toroid on the small truck, thus allowing the use of this scenario in the
standard ATLAS opening scheme without requiring the removal of the end-cap toroid from the
beam line or the removal of the beam pipe itself. The two support beams (of a length of about
1500mm) would be mounted to the arch with a pivot point and are rotated into place by 90◦ once
the arch has been lowered to barrel rails. The arch itself is supported on rollers on the barrel
rails to permit the movement for coupling to the NSW. Figure 14.3 shows the concept of the
NSW opening scenario. While this opening scenario of the NSW is in principle possible in each
winter shutdown, time constraints and the maintenance of other detector systems of the ATLAS
experiment might dictate to use it only in long shutdowns.
The major concern of accessing the detectors on the NSW is the radiation dose any personnel

working in this vicinity will be exposed to. Especially the erection of the scaffolding required to
reach the detectors is a lengthy process of at least 1 day of work for several technicians.
The maximum allowed dose rate limits for personnel and the area classifications according to

the CERN radiation-protection rules [50] are listed in Table 14.1.
The expected radiation dose rates in the vicinity of the SW at the beginning of LS3 (2022) have

been simulated, using the present shielding and detector geometry. They will be updated once the
final layout and materials of the NSW are known. The simulation has been validated with the
currently available measurements.
Two different scenarios were studied:
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(a) Lowering of the arc by the UX15 bridge
crane inside the detector. The position of the
lowering along the barrel rails is shown at an
arbitrary location.

(b) Positioning and movement of the arc on the
barrel rails towards the NSW.

(c) Pivoting and connection of the extension
beams.

(d) View in the y-z plane in the final open
configuration. The detector wheel has
been moved onto the edge of the plug and
onto the extension rails.

Figure 14.3: Opening scenario of the NSW. The detector wheel is moved on the plug of the JD
shielding and, if necessary, further on the extension beams. During the whole process
of opening, accessing, and closing, the NSW is stabilized by the arch fixed to the
barrel rails. The NSW detectors are depicted in blue, the JD shielding in red. In
addition, the barrel rails and part of the calorimeter are shown.

1. SW in closed configuration during 3-month shutdown

The experiment has been opened to the standard maintenance configuration [76]: The beam
pipe remains in place, the end-cap toroid has been moved on the HF truck (Fig. 14.4 (b))

Access only to the SW detectors on the HO side

2. SW in open configuration during 3-month shutdown

The beam pipe remains in place, the end-cap toroid has been moved on the HF truck. The
end-cap calorimeter is at its nominal run position, as is the SW. The detector wheel of the
SW has been moved about 1m away from the disk shielding on the plug. (Fig. 14.4 (c))

Access to the SW detectors on both sides, HO and IP, sides
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Table 14.1: Radiation area classification and dose rate limits at CERN [50]. The third column
lists the allowed dose rates at regular daily work places, the fourth column for areas
which are only entered on a non-regular basis for interventions (like the NSW vicinity
for maintenance).

Area Dose limit per year Ambient dose equivalent rate

Work place Low-occupancy

Non-designated 1mSv <0.5µSv/h <2.5µSv/h
Supervised 6mSv <3µSv/h <15µSv/h
Simple 20mSv <10µSv/h <50µSv/h
Limited Stay 20mSv n.a. <2mSv/h
High Radiation 20mSv n.a. <100mSv/h
Prohibited 20mSv n.a. >100mSv/h

(a) Run positions. (b) Scenario 1. (c) Scenario 2.

Figure 14.4: The positions of the endcap calorimeter, the SW, and the endcap toroid of the ATLAS
experiment. Only side A is shown. (a) Data taking, (b) and (c) SW maintenance
during shutdowns.

A third scenario, with the detector wheel moved by about 1m away from the disk shielding on
the plug during a long shutdown, can be envisioned: In this case the beam pipe will be removed
and the end-cap toroid will be moved away from the beam line to its parking position on the USA
side of the cavern. The end-cap calorimeter and the SW will be moved to their positions in the
standard maintenance configuration [76], or even further. Compared to scenario 2, the dose rates
should be reduced on the HO side of the detector wheel due to the absence of the beam pipe
and the end-cap toroid and the plug faces can be more easily closed by additional shielding as
well. The dose rates between the JD disk shielding and the detectors will remain more or less
unchanged compared to scenario 2.
For both scenarios, a cool-down time of 56 days after the stop of the LHC has been assumed,

compatible the schedule of the standard opening scenario for the ATLAS detector (compare
e.g. [77]).

The expected dose rate are listed in Table 14.2; they can also serve as an estimate for the values
during the earlier annual shutdowns of 2015 and 2016. The grid points are defined as follows:
negative distances are measured from the IP side of the detector wheel (located at -0 cm) to the

157



JD disk (at -100 cm). Positive distances are measured from the HO side of the detector wheel (at
+0 cm). Radial distances are always measured from the surface of the plug (at 0 cm). The last row
in Table 14.2 gives the expected dose rates on the HO side of the JD plug, measured from the
surface of the plug at the height of the beam line.

The area in front of the bore of the JD plug close to the beam pipe has expected dose rates of
almost 1mSv/h up to about 1m from the face of the plug and has to be declared a limited stay
zone. To minimize the dose rates, additional shielding should be installed at the face of the plug
for at least the innermost 30 cm of radius.
At the NSW detectors the expected dose rates are moderate and are not prohibitive for short-

term work in the area. Most of the area can be declared as a supervised zone1, except for the
surface of the JD plug at which dose rates of 20–30µSv/h will be reached. However, the latter
area is of no interest for the maintenance as the NSW is only instrumented outside of the hub,
with a minimum distance of a least 30 cm to the JD plug.

To further minimize the exposure, any scaffolding required to access the NSW detectors should
leave a gap of at least 30 cm to the JD plug surface and should not extend in front of the plug.

Any maintenance work of the NSW will be scrutinized under the ALARA principles. Personnel
foreseen to work on the NSW will receive special training to be aware of the risks and the procedures
will be trained and tested before any intervention to minimize the time needed to complete them.

Table 14.2: Expected dose rates at different positions in the vicinity of the SW at the beginning
of LS3 in 2021. A cool-down time of 56 days is assumed. Scenario 1: upright numbers.
Scenario 2: boldface numbers. Negative numbers denote distances from the IP side,
positive from the HO side. All distances are given in cm, all dose rates in µSv/h.

Radial distance Distance to detectors

from plug -100 -50 -0 +0 40 100

0 — 39 — 31 — 20 22 16 17 23 16 17
40 — 5 — 2 — 8 4 2 6 9 4 11
100 — 2 — 2 — 1 2 1 2 4 2 6
>100 — <2 — <2 — <2 <2 <6 <2 <6 <2 <6

Radial distance Distance to face of JD plug

from beam pipe -100 -40 -0 +0 40 100

0 — — — — — — 765 808 126 286 22 74

1This is anyway the case for the ATLAS cavern.
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15 Requirements for compatibility with
ATLAS Phase-II upgrade

15.1 The ATLAS Level-1 trigger in Phase-II

The ATLAS trigger system in Phase-II has to maintain a high level of selectivity for the relevant
physics signatures in the presence of instantaneous peak luminosities of up to 7× 1034 cm−2 s−1.
Simulation work has shown that Level-1 trigger rates can not be kept inside the present maximum
of 100 kHz but have to be raised to at least 500 kHz, if the physics goals at the HL-LHC are to be
maintained. Table 15.1 summarizes the minimum rate requirements for the main trigger channels1.

Table 15.1: Requirements for Level-1 trigger rates in Phase-II, based on simulation studies, see [4].

Trigger Estimated Level-1 Rate (kHz)

EM_20GeV 200
MU_20GeV >40
TAU_50GeV 50
di-lepton 100
JET + MET ∼100

Total ∼500

Level-1 trigger rates cannot be raised significantly beyond 100 kHz due to technical limitations
of the readout systems in most ATLAS subdetectors. A widespread upgrade program has therefore
been initiated to improve the performance of the ATLAS readout electronics. Even with these
improvements the trigger rates in Table 15.1 can only be kept below the quoted limits, if the
selectivity for the different signatures will be substantially improved.

This requires performance improvements at the level of detector parameters like spatial resolution
and calorimeter granularity as well as technical parameters like buffer storage capacity and readout
bandwidth. The main fields of hardware upgrade in the ATLAS subdetectors are as follows:

• The Level-1 Track trigger (ITK), generated by the Inner Detector (ID), will identify high-pT
track candidates, found in the RoIs defined by the Calorimeter and Muon trigger (RoI-seeded
method). The availability of ID trigger information will be a new feature in Phase-II and
will help, e.g., to discriminate electron against γ-showers in the LAr calorimeter.

• The L1Calo trigger will have access to the full calorimeter granularity. The fine-grained
calorimeter information will improve the quality of the electro-magnetic triggers, which
will be essential in order to maintain reasonably low thresholds for photons. The positions

1A detailed presentation of the Level-1 rate requirements of the different physics channels is given in the Letter of
Intent for Phase II [4].
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Table 15.2: Anticipated constraints on Level-1 rate and total latency from the proposed Phase-II readout of
MDT, Liquid-Argon calorimeter (LAr), Hadron Tile calorimeter (TileCal) and Inner Tracking
system (ITK).

Detector Max. Rate (kHz) Max. Latency (µs)

MDT ∼200 ∼20
LAr any any
TileCal >300 any
ITK >200 <500

of electrons, for example, could be determined more precisely, which would improve the
matching with track segments from the ITK.

• A L1Muon trigger will introduce the monitored-drift-tubes (MDT) of the muon spectrometer
in the muon trigger. This enables a precise momentum reconstruction, providing better
rejection against low momentum muons.

• The new Central Trigger Processor (CTP) will form the final Level-1 accept based on the
Regions of Interest (RoI) supplied by the L1Calo, L1Muon and L1Track triggers.

Table 15.2 shows the maximum acceptable Level-1 rates which can be sustained by the main
trigger systems after installation of new readout electronics. The maximum acceptable Level-1
latency, also being due to limitations of the readout electronics, are also shown in the same table.
As can be seen from Table 15.2, the tightest limits for both, rate and latency, are imposed by

the MDT. This is due to the fact that a substantial fraction of MDT front-end readout cards
(‘mezzanine cards’) in the barrel can not be reached for replacement or repair, and the existing
readout electronics must therefore be used without change in Phase-II. In the readout electronics
of these chambers the depth of the front-end data buffers limits the latency, while the available
bandwidth for data readout limits the trigger rate, both values being a function of the expected
occupancy of the MDT tubes at Phase-II luminosity.2

To assure sufficient latency for the selection of interesting physics events, it has been decided
to partition the Level-1 trigger in two stages, the first, called Level-0, running at a rate of about
500 kHz with a latency of 6–7µs, and the second, the final Level-1 trigger, running at 200 kHz with
an additional latency in the range 15–25µs. Due to the extra latency available after Level-0, the
CTP may collect detailed information from the subdetectors and apply more refined algorithms
for the event selection (‘topological trigger’). This results in a reduction of the Level-1 rate down
to the target value of 200 kHz. The increase of the first trigger latency from 2.6 to 6.4µs gives
more time to the sub-detectors to transfer detailed information to the CTP. The early occurrence
of Level-0, compared to Level-1, strongly reduces the data storage needs at the detector front-ends.
Data not flagged by a Level-0 can immediately be discarded from the buffer memories. Only events
with a Level-0 trigger have to be kept up to Level-1.

2The derivation of the maximum acceptable Level-1 latency of approximately 20µs was originally based on a set
of quite conservative assumptions. A more realistic evaluation revealed that latencies of up to 30µs could be
accepted without significant loss of information. One could, for example, ignore the trailing edge of the amplifier
output without loss of efficiency or spatial resolution, all while reducing the date rate by nearly a factor 2. A
detailed derivation of the acceptable latency is given in [4], section 5.1.
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Figure 15.1: A block diagram of the architecture of the split Level-0/Level-1 hardware trigger proposed
for the Phase-II upgrade (DPS=Digital Processing system, TBB=Tower Builder Board,
FEX=Feature Extraction).

Figure 15.1 illustrates the data flow for the generation of Level-0 and Level-1 as foreseen for
Phase-II. The trigger structure up to Level-0 closely corresponds to the trigger architecture in
Phase-0 and Phase-1, where the Level-1 rate is limited to 100 kHz and the latency to 2.6µs. Instead
of one CTP in the present system, there are now two separate CTPs at Level-0 and Level-1, each
performing topological processing.
In the new scheme, following a Level-0 trigger, additional information from sub-detectors like

MDT, ITK and calorimeters is requested and processed for a refinement of the Level-1 trigger
decision. The red arrows, marked L0A, are requests issued to specific sub-detectors before Level-0,
asking for more information about the Level-1 candidate, as e.g. full granularity information from
specific regions of the calorimeters, information on straight radial tracks from the ITK or precise
coordinate information about a triggering muon from the MDT. In the case of the MDT, it has
not yet been decided, whether the MDT information will be merged into the trigger decision at
Level-0 or only at Level-1, the latter possibility being assumed in the diagram.

15.2 NSW readout compatibility with Phase-II

15.2.1 Requirements to cope with the Phase-II trigger scheme

An extensive upgrade of the ATLAS trigger and detector performance, capable to match the
luminosity increase of up to 7× 1034 cm−2 s−1 is foreseen for Phase-II, when many of the stringent
hardware limitations for the detector upgrade will be gone. The trigger and readout architecture
developed for the high luminosity operation mode has been described above.

The readout of the NSW must be prepared to smoothly interface to the new trigger and readout
scheme, as described above, and must keep options open for those features of the Phase-II readout,
which have not yet arrived at a final decision.

The NSW readout has to deliver information about trigger and event data at different stages
of the trigger and data acquisition cycle. The main requirements for the NSW readout to be
prepared for Phase-II are:
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Table 15.3: Summary of the signal traffic in the end-cap of the muon spectrometer in Phase-II (SL=Sector
Logic).

Time Source Destination Comment

BX⇒L0 TGC/NSW SL Hit information R,φ, dθ
40MHz MM/NSW SL Hit information R,φ, dθ

TGC/BW SL L0 generation
SL CTP for L0 High-pT candidates

BX⇒L0 SL Tower module RoI of high-pT candidate
MDT based TM SL MDT hits in the RoI

trigger MDT in BW SL All MDT hits in the BW

BX⇒L0 Event data Primary Event related data to be stored
40MHz buffers at 40MHz rate during L0-latency

L0⇒L1 Primary Secondary Store data during L1-latency
500 kHz buffers buffers (On average ∼ 60 events)

L1-accept Secondary ROD ‘Slow’ readout of all data
200 kHz buffers

• Being an important element of the muon trigger in the end-cap, the NSW has to confirm
high-pT candidates as detected by the primary trigger logic of the TGC in the Big Wheel
(BW). As already required in Phase-I, the NSW trigger logic has to certify, among others,
that the candidate track is pointing to the primary vertex. In Phase-II, however, more
information about the coordinates R, φ and the slope θ in NSW and BW must be supplied
to the L0-CTP (cf. Fig. 15.1). This is important input for the Level-0 trigger decision, which
at Phase-II will take topological criteria, like the isolation between a muon track and a jet,
into account. The extra transfer time due to the additional data is no problem due to the
increased Level-0 latency.

• In Phase-II an interface is needed between the end-cap trigger logic and the MDT readout in
order to support the trigger option of the MDT. In the case of the RoI-seeded method, the
coordinate in the bending direction r must be supplied from the SL to the Tower Module
(TM) to define a RoI. The RoI predicts the track position in the tubes of the MDT chambers
to within 1–2 tube diameters, limiting the data to be read out to a narrow road along the
RoI and ignoring the large majority of data not related to the triggering track. In the case
of the self-seeded method, the information from the TGC trigger and the MDT track finding
logic will be combined at the level of the SL. A detailed discussion of the two methods is
given in section 15.2.2.

• All data in NSW and BW, including the large majority of data not related to a triggering
track, must be stored in a primary buffer during the Level-0 latency (256 BX). After a
Level-0 accept, data must be transferred from the primary to a secondary buffer, waiting
for an accept or reject at Level-1. With a Level-1 latency of 30 µs and a Level-0 rate of
500 kHz the average occupancy of the secondary buffer is 15 events, so an actual depth of 32
seems to leave a safe margin for rate fluctuations. Alternatively to the double-buffer scheme,
the use of a single buffer could also be envisaged. In this case, data from all BX during the
Level-1 latency, will have to be stored, requiring a buffer depth of 40× 30 = 1200 events.
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Table 15.4: Spatial and angular resolution of the TGC and MDT in the Big Wheel. The second column
gives the width of the ganged wire groups in the TGC at the inner and outer boundary of the
BW. In the case of the MDT it is the average drift distance during one clock cycle of 25 ns.

Chamb. Type LSB error RMS error Lever arm RMS slope
(mm) (mm) (mm) (mrad)

TGC, R∼2m 11 3.1 1713 1.8
TGC, R∼9m 56 16.1 1713 9.5

MDT R∼2–9m 0.5 0.15 252 0.6

• At the time of writing of this report, the exact protocol for the Level-0/Level-1 trigger
broadcasts has not yet been decided. During Phase-I the present scheme, where the Level-1
trigger is distributed via the TTC network, will remain in operation. This means that the
readout of the NSW must be designed to support the TTC as well as the future trigger
distribution scheme.

Table 15.3 presents a summary of the data traffic expected for the end-cap of the muon
spectrometer in Phase-II. The main data transfer activities in the periods between BX and Level-0
trigger (BX⇒L0) and between Level-0 and Level-1 (L0⇒L1) are shown.

15.2.2 The NSW readout and the MDT high-pT trigger in Phase-II

The use of MDT precision coordinates for the refinement of the high-pT threshold is an efficient
tool to keep the muon contribution to the Level-1 trigger rate inside the 40 kHz budget foreseen
for Phase-II (cf. Table 15.1). In the case of the end-cap the spatial resolution along r in the BW is
decisive for the pT-measurement of the triggering track. The pT-resolution depends mainly on the
difference of the track’s slope in front and behind the EC toroidal magnet. While the NSW trigger
will determine the θ angle with an accuracy < 1mrad, the TGC in the BW will only achieve an
angular resolution in the range 2–9mrad, due to the pattern of wire ganging along R used in
the TGC (see [2], section 8.2.2.2). The two MDT multilayers in the BW, being located between
TGC1 and TGC2, have a lever arm of 252mm between multilayers for measuring θ, compared
to 1700mm between TGC1 and TGC3. Due to their superior spatial resolution, however, they
achieve an angular resolution of about 0,6mrad3. With an angular resolution below 1mrad, the
MDT in the BW matches the angular resolution of the NSW and thus provides important input
for sharpening the high-pT threshold. Table 15.4 gives a summary of the numbers relevant for the
slope resolution in the BW.

Two methods have been proposed to use MDT tracking capabilities for an improvement of the
pT determination, leading to the rejection of a large fraction of below-threshold track candidates.
In the RoI-seeded method, see Fig. 15.2, only those regions of the MDT are considered, where the
trigger chambers have already identified a high-pT candidate. In the self-seeded method all hits
from all MDT in each sector are transferred via high speed links to the Sector Logic (SL), where
they are processed for track candidates pointing to the IP. Track candidates without a match in
the trigger chambers are subsequently discarded, removing fake triggers.

3This value is based on the BX clock frequency of 40MHz. While there is no technical obstacle, to also consider
higher clock frequencies, the gain for the angular resolution resulting from a frequency increase would have to
be justified by a more detailed evaluation.
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Figure 15.2: Flow diagram of the MDT Based L0-trigger for the RoI-seeded (top) and the self-seeded
approach (bottom). The numbers of fibers before the Sector Logic (SL) are given per trigger
tower. There are about 400 trigger towers in the muon spectrometer. The RoI-seeded method
needs a back channel from the SL to the Tower Module (TM), identifying the RoI of the
triggering track.

The rate of fake tracks found with the self-seeded method strongly depends on the background
hit rate. Random hit patterns may generate fake trigger candidates, while background hits may
mask valid hits. This comes in addition to other sources of inefficiencies of the MDT, like δ-rays
or particles passing through dead material, which makes the recognition of tracks less reliable. It
must also be kept in mind that the MDT in the end-cap are only equipped with 2× 3 tube layers,
providing little redundancy for track recognition in the case of inefficiencies or random hits.
The necessity of transferring all MDT hits to the processors in USA15 in the case of the

self-seeded method leads to bandwidth requirements of about 5–10Gbit/s for each group of 24
tubes. Consequently, each mezzanine card has to be equipped with an optical link, resulting in
approximately 5000 links for the Big and Outer Wheels. In the self-seeded method, the MDT does
not require feedback about the RoIs from the trigger logic and less latency is needed compared
to the RoI–seeded method. Timing estimates lead to a latency of < 2.55µs, compatible with the
Level-1 latency of 2.6µs in Phase-I. In Phase-II, however, a short latency is no longer an important
parameter.

15.3 Decisions to be taken for compatibility with Phase-II

The architecture of the NSW readout needs to take the specific features of the Phase-II trigger
and readout concept into account, in order to guarantee a smooth transition from Phase-I to
Phase-II. Main issues are compatibility with the Level-0/Level-1 trigger concept, the new trigger
distribution scheme (replacing the present TTC system) and, finally, the design of an interface to
the MDT for the inclusion of precision coordinates into the trigger decision.
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16 Project organization and management

The NSW will be built by a group of ATLAS institutions, which commit to develop, design,
construct and commission the NSW system. The group includes both institutes which were already
involved in building of the current muon spectrometer as well as new institutions. While the
NSW is an upgrade project of a part of the muon spectrometer, the NSW project will have a
dedicated organization and management structure. The resources will also be handled separately
from the muon spectrometer. After the completion, the NSW will become a part of the muon
spectrometer. The point in time for this step is with the completion of the NSW assembly and
surface commissioning.
Close collaboration between the NSW management and the muon spectrometer management

will be crucial throughout the NSW project, from its earliest phase on: it will be ensured in
particular by frequent exchanges between task conveners, a common institute board and by many
collaborators and participating institutes being involved both in NSW and the current muon
system.

16.1 Institute board

All institutions and institutes participating in the NSW project are members of the muon institute
board (IB) which is the body for both the NSW project and the ATLAS muon spectrometer.
Participation of a new institute to the NSW project therefore requires the institute to become a
member of the muon IB. The process by which new institutes are admitted to becoming members
of the muon IB is the one set out by ATLAS as standard procedure, in particular, if an institute is
already involved in ATLAS in a subsystem other than muons, it should be ensured by discussions
on EB and CB level that no holes are created in the activities of the system the institute so far
contributed to and that responsibilities remain covered.

16.2 Management structure

The management structure of the NSW project is shown schematically in figure 16.1.

16.2.1 NSW project leader

The NSW project is led by a project leader (PL), elected by the muon IB. The PL is responsible
for overseeing the design, construction and surface commissioning of the NSW. His or her mandate
starts with the completion and approval of the TDR and ends with the completion of the surface
commissioning phase of the NSW, at which point the NSW will be part of the muon system overall
and its organization.
The NSW PL first term of office is two years, with periodic reelections as prescribed by the

ATLAS collaboration.
The NSW PL forms a management board which is responsible for executing the project,

including overseeing resources and ensuring the timely completion of milestones. The PL regularly
communicates the status of the project to ATLAS management and to the muon IB.

165



Figure 16.1: Organization of the NSW project.

16.2.2 Management board

The NSW management board will be the core body to coordinate and oversee the various aspects
of the NSW project. The PL shall appoint two deputies, one from the MM, one from the sTGC
community who will be responsible for following the progress, planning and technical details within
detector design and construction, for the respective technology. The PL deputies will be endorsed
by the muon IB. In addition to the PL deputies, the following responsibilities are foreseen within
the management board:
Resource manager.
Layout and Mechanics: The responsible shall lead the NSW layout group, closely working with
technical coordination and chamber construction experts. Core tasks are all aspects associated
with the mechanical structure of the NSW, as well as installation and handling procedures.
Services: The responsible will follow and take responsible for developing the detailed services
architecture for the NSW, including powering, cooling, gas and routing of services. The services
responsible shall work closely with the layout and mechanics coordinator, and with technical
coordination. A core task shall be to ensure from the early state on the smooth integration of the
NSW into the existing muon spectrometer infrastructure.
Alignment: The alignment task responsible will take care an efficient alignment strategy for the
NSW chambers is implemented, including overseeing appropriate alignment devices are part of the
design. He/she will closely collaborate with both MM and sTGC communities as well as with the
Layout and Mechanics responsible.
Production and quality assurance: The responsible will be in charge of implementing and
overseeing systematic quality control procedures, as well as play a leading role in organizing
production site reviews. In the second stage of the project, his/her tasks will extend to organizing
and coordinating the testing of assembled sectors and surface commissioning at CERN.
Logistics.
Software: The responsible shall oversee, lead and coordinate the activities related to integrating
the NSW within the software, in particular within reconstruction and detector description. Another
core task within the field of software will be the Simulation, which shall be coordinated by a
dedicated responsible.
Electronics: The responsible will coordinate the design, development and production in particular
of the common front end electronics components. He/she will work closely with both the MM and
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sTGC communities.
DAQ: The responsible will ensure the NSW can be smoothly integrated with the rest of the
ATLAS TDAQ system.
Control system: The responsible will coordinate and oversee activities related to controls and
DCS aspects of the NSW, including ensuring compatibility with the existing muon system
Trigger: The responsible will coordinate and overview all aspects related to the trigger functionality
of the NSW, including the close liaison to the ATLAS trigger community. He/she will work closely
with both MM and sTGC teams.

16.2.3 The NSW institutes

The NSW institutes have shown their intention of commitment to the NSW project, and many of
them have already been working on the developments in the various areas of the project. Table 16.1
and 16.2 summarizes the present status of the NSW institutes and their corresponding area of
interests. Detail of responsibility and sharing will be defined in the MoU for NSW construction.

16.3 Cost estimate

Earlier cost estimate of the NSW was shown in the phase-1 letter of intent (LoI) [3], calculated for
one of the three technology options discussed there. As the final layout presented here is different
and that is made of a combination of the detector technologies considered, the cost is updated and
the CORE cost is shown here in table 16.3 with the highest level cost breakdown, based on the
layout presented in this document and reflecting the progress of detector developments by now.
In general the cost of individual items are calculated based on a unit price and an estimate of

the quantity required. The quantity is the number of items actually installed on the detector. In
addition, cost of some items such as tooling essential for constructing the detector and quality
control procedures are included in the cost. The cost for spares are not included in general.

In the case of ASIC production, the quoted CORE cost does not include the cost for prototyping.
Only the cost for the final version (including NRE) are counted.
The accuracy of the cost estimate varies from item to item: some are based on close to the

final design and cost information from the venders, whereas some are based on less mature design
or the material cost based on limited experiences within prototype production. In all cases, the
estimated cost of items are, where there are uncertainties, considered to be conservative. However
it should be understood that there can be possible changes of the cost in future arising from effects
such as cost increase of some materials and influence of currency rate changes. The cost of the
optical alignment system depends on the detail of the final mechanical design of the detector, its
mechanical properties, and the way how they are supported, requiring further design work and
testing. The number of required precision alignment device (the alignment bars) may be either
8 or 16. The cost quoted in table 16.3 is for the configuration of 8 alginment bars (the same as
the present system), while additional cost for possible increase to 16 is shown separately in the
’possible additions’ column.

The total estimated cost is 11.4 MCHF of CORE value. A part of the mechanics are shown sep-
arately as common items, which include the cost of detector support structure, radiation shielding
and installation tooling. The costs for the NSW trigger processors in USA15 (Sections 12.3.1 and
12.3.2), amounting to 315 kCHF for sTGC, 357 kCHF for MM and 21 kCHF for shared items
(crates), as well as the sector logic (Section 12.3.4 ) are not included here, but it will be counted a
part of the ATLAS TDAQ upgrade project (TDR in preparation). Note that the DAQ cost may
also be treated as a TDAQ project depending on the detail of the DAQ scheme.
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Table 16.1: List of participating institutes and area of interest (I)
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Carleton	  cluster Canada x x x
McGill	  cluster x
TRIUMF	  cluster x x
Chile	  cluster Chile x 	   x 	   x
Chinese	  cluster China x x 	   x x
Saclay	  CEA France x x 	   	   	   x x x x
Freiburg Germany x x x x 	  
Mainz x x x
Munich	  LMU x x x
Wurzburg x x
U.	  Atehns Greece x x x
NTUA x x x x x x x
Tessaloniki x x x x x x
Technion Israel x 	   x x x x x x x
Tel-‐Aviv 	   x x x x 	   	   x x
Weizmann x x x x x 	   x x x
Bologna Italy x x 	  
Cosenza x 	   x
Frascati x x x x x
Lecce x 	   x
Napoli x x 	   	   x
Pavia x x x x x
Roma	  I x x 	   x x
Roma	  2 	   x
Roma	  Tre x x x
Kobe Japan x
Kyoto x
Tokyo	  ICEPP x x x x
Amsterdam Netherland x x x
Mijmegen x x x
NIKHEF x x x
Bucharest	  cluster Romania x x x x x x x
Dubna Russia x x x x x
Moscow	  cluster x x x x
Petersburg	  NPI x 	   x x
CERN Switzerland x x x x x
Taipei	  AS Taiwan x x
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Table 16.2: List of participating institutes and area of interest (II)
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Arizona USA x x x x
Boston x x x x
Brandeis x x x
BNL x x x x
Harvard x x x
Illinois x x x
UC	  Irvine x x x x
Massachusetts x x x
Michigan x x x x x x x
MIT x x
Oklahoma	  State x x x
SLAC x x x
SMU x x x
Tufts x x
UT	  Austin x x

1 sTGC	  production,	  QC,	  engineering,	  assembly,	  testing	  at	  various	  stages
2 MM	  production,	  QC,	  engineering,	  assembly,	  testing	  at	  various	  stages
3 Alignment	  system
4 wheel	  structure,	  hub,	  disk	  shielding,	  installation	  tooling,	  
5 VMM,	  VMM	  companion,	  TDS,	  
6 FE	  cards,	  on-‐detector	  electronics	  (pad	  logic,	  router,	  …)
7 USA15	  trigger	  logic
8 Readout	  system,	  FE	  configuration,	  data	  monitoring,	  ..
9 DCS	  system,	  including	  associated	  sonsors,	  etc.
10 HV,	  LV,	  powring
11 Cooling,	  gas	  distribution,	  ….
12 Simulation,	  reconstruction,	  performance	  studies

Carleton	  cluster Carleton,	  Alberta,	  Toronto
McGill	  cluster McGill,	  Montreal
TRIUMF	  cluster TRIUMF,	  Victoria,	  SFU

Chinese	  cluster Shanghai,	  Shandong,	  NTSC
Chilean	  cluster UTFSM/CCTVAL,	  PUC

Bucharest	  cluster IFIN-‐HH,	  ITIM

Moscow	  cluster MEPhi,	  Lebedev,	  Lomonosov
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Table 16.3: NSW cost table.

Item CORE Possible Common CORE
(kCHF) addition item 2013 2014 2015 2016 2017 2018

sTGC detector 2,419 385 962 874 173 25
MM detector 2,804 15 430 2,070 289
Alignment system 610 132 59 474 77
Mechanics, integration 150 1,558 60 60 30
FE ASIC 1,049 682 367
FE electronics 2,206 149 829 1,227
DAQ(*), configuration 267 19 248
DCS system 87 32 55
HV, LV 1,600 500 500 600
On-detector services 181 60 100 21

Total 11,373 132 1,558 400 1,573 5,134 3,265 1,001

16.4 Resources

The cost of the project is planned to be covered by all institutions participating the NSW project.
Discussion among the institutions and the funding agencies are on-going in order to define the
detailed list of deliverables, responsibility and the sharing of the project cost. The commitments
of each funding agencies will be formulated in the MoU of NSW construction. Common items will
be handled separately (CERN-RRB-2012-078, CERN-RRB-2012-07), and will not be included in
the MoU.

16.5 Planning and milestones

The NSW project consists of R&D of detector technology and electronics, evaluation of required
and expected performance using ATLAS data and simulation, prototyping and construction of the
final system including various steps of quality control. The project schedule is shown in figure 16.2.

The important timing which determines the schedule is the installation in ATLAS in 2018. This
process is a major operation including the removal of the existing small wheels from ATLAS and
disassembling the detector from the JD shielding to prepare for mounting of the NSW. Modification
of radiation shielding is also included in this process.

Before the installation, it is planned that the completed wheels are fully tested on surface during
2017 for about one year. In that way sufficient time for the commissioning of the detector is
available, including possible repair or replacement, and for tests of the electronics system as well
as for the preparation and testing of readout, control and monitoring software, with the complete
detector system serving as a test bed. Based on the experience gained for the current Small
Wheel commissioning and installation, commissioning on surface should be fast. For contingency
this time is expanded to one year. In order to match the above schedule, the production of the
chamber multiplets, which is expected to take at maximum two years, should start from 2015.
Year 2014 will be devoted to the production of module-0 and its qualification. Finalization of the
chamber construction procedure, preparation of the tooling and infrastructure for qualification
should proceed in parallel during this period.
Delivery of the final front-end boards should ideally start in time for the production of sTGC

and MM multiplets at the construction sites and the tests of the detectors with the final front-end

170



Figure 16.2: Time-line of the NSW project.

Table 16.4: List of major milestones.

Milestone Due

Submission of VMM ASIC prototype 1 Beginning 2012 (done)
Submission of VMM ASIC prototype 2 August 2013
Submission of final FE ASIC 2015
Construction of module-0 First half of 2014
Start chambers production January 2015
Start assembly of sectors Mid 2015
NSW Assembly Mid 2016
Installation 2018

boards integrated. However the currently estimated time of the ASIC production will be middle of
2015. In this case, a sufficient number of the front-end boards will be produced using the second
prototype, VMM2, and can be made available for the testing.
Development of trigger, readout and powering system will also be done in parallel and to be

completed for commissioning by 2017.
A crucial element of the detector is the common front-end ASIC. The first prototype (VMM1)

has successfully been produced and evaluated during 2012. The second prototype, VMM2, that
will have almost all of the functions as the final version, is expected to be submitted during the
second half of 2013. Delivery of the production version should start in 2015 in order to be in time
for the sector assembly and testing.
A list of major milestones is presented in Table 16.4.
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A Naming conventions

A naming scheme has been developed to so that a single detector elements within the experiment
and in the online and offline software may be identified. Naming actually refers to three different
schemes:

Object type : Predefined name such ’plane’, ’module’, etc... Objects of the same type are further
differentiated by their subtype, depending on their final location.

Location : Place to be filled by an object of the corresponding type. Identifiers used by the online
and offline programs actually refer to locations.

Physical object : Type or subtype with its serial number; this identifier is used for construction,
certification and installation. The object name should not reflect a particular location since
a given object can be mounted in several locations while several physical (spare) objects can
be mounted at a given location.

A.1 Object types

Several object types have been defined. Depending on the final layout of the New Small Wheel
some of these types may never be used; however they are listed here for completeness. An effort has
been made to use the same names across technologies; this is why the ambiguous terms ’detector’
and ’unit’ are not defined on purpose. Figure A.1 shows a typical breakdown of the objects in
types.

Plane : Single detector gas gap. The smallest working detector element of a given technology.
Multiplet : Assembly of n planes of a single technology (sTGC or MM) in z−direction (n = 4 in

the current design).
Module : The assembly of m multiplets (m ≥ 1) in r−direction which constitute a single

independent object produced as a unit. In the current design, only the sTGC modules at
small r are made of more than one multiplets.

Chamber : The assembly of two modules of a single technology (sTGC or MM) in the z direction
and one or more modules in the r direction which constitute a single independent object. A
chamber might include an internal or external spacer frame between the modules in the z
direction. Note that this object type might not exist, depending on the final choice for MM
and sTGC assembly

Station : The assembly of two sTGC modules and two MM modules in the z direction and one
or more modules of each type in the r direction which is aligned as a single object.

Wedge : The assembly of modules of a single technology type (sTGC or MM) covering a sector
in the r − φ plane. Note that a wedge is equivalent to the ‘supermodule’ described below.

Sector : 1/16th of the NSW on side A or C (corresponding to a large or small geometric sector),
comprised of two sTGC wedges and two MM wedges.
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1 sTGC Wedge =
3 sTGC Modules
(in r−direction 

(in r−direction)

1 MM Wedge =
4 MM Modules

1 Sector =
1 Station (in z−direction)

1 Station =
2 sTGC Wedges + 1 MM Chamber

Module

(in r−direction)
1 MM Multiplet
1 MM Module =
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1 MM Chamber =
2 MM Wedges
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1 sTGC Multiplet =
4 sTGC Planes
(in z−direction)

1 or 2 sTGC Multiplets
1 sTGC Module =

(in r−direction)

PlaneMultiplet

1 MM Multiplet =
4 MM Planes

(in z−direction)

Figure A.1: Breakdown of object types. The number of objects of each type is only representative, see
text for object deinitions.

‘Super Object’ —In order to refer to a virtual or real object consisting of similar components at
various r, the prefix ‘super’ can the used. Uses of this modifier include

Super Plane : Virtual assembly of planes at the same Z; in the sTGC context, it is the
basic object used by the trigger finders.

Super Module : Homonym for ‘Wedge’.

A.2 Locations

The location identifier specifies in a unique fashion the position of a detector element in the ATLAS
experiment. For the NSW a scheme similar to the current MDT location identifier scheme is
used: like that elements in different detector regions, sectors, and different locations in the radial
coordinate can be distinguished. The generic name for a location is:

{EI}[LS]{x}{w{p}}[AC]yz

Only one character of a set enclosed in brackets can be used in a given identifier, and characters
enclosed in curly braces are only specified when needed: for example, indices x,w, and o is omitted
in the location of a complete sector.

EI : Denotes the End-cap Inner region, the location of the NSW.

LS : Distinguishes between locations in a large and small sector, respectively. Note that denoting
large and small sectors is redundant, as the odd sectors are always large and the even sectors
always small. This is kept for compatibility with the MDT location scheme.

x : Index (≥ 1) identifying the position in increasing radial distance from the beam line. If a
range of four identifiers is needed, x is in the range (0 ≤ x ≤ 3) to avoid clashes with the
existing EIL4 MDT station location identifier.
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AC : Distinguishes between locations on side A and C of the ATLAS experiment, respectively.

yz : Denotes the sector, ranging from 01,02,..,16, i.e. including a leading 0 if necessary.

w : Denotes the wedge index, in |z|.

p : Denotes the plane number. Currently 1 ≤ p ≤ 4.

Note that an effort was made to follow the enumeration rule for layer, whenever possible, r division,
channel numbers:

• Enumerations for the human eye should start at 1. However an exception to this rule had to
be made for sTGC multilayers and planes, for which the r division index runs from 0 to 3.
• Internal arrays in computer codes should start at 0.

A.3 Physical objects and subtypes

Physical objects are identified by their technology, their type (preferably their subtype), and a
serial number. Subtypes are named according the generic location they can fit in. For example:

(NSWSECTOR) EIS : small NSW sector.
(MMMODULE) EIS3A : a MM module for the outermost (in radius) location in small sector of

side A
(STGCPLANE) EIS324A : a sTGC plane, the last one in the outermost (in radius) module of

second wedge in sector 4 of side A

It is proposed to keep the same system and rules as presented in the ATLAS Muon Technical
Design Report [6].
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B Glossary

ALARA As Low As Reasonably Achievable. A radiation safety principle for minimizing the
radiation dose by employing all reasonable methods. A requirement to be analysed and
fulfilled for all interventions on the detector or its services.

APV25 The front-end chip historically used for evaluation studies of the MM technology.

ARAMyS Alignment Reconstruction for the ATLAS Muon Spectrometer, the software that
computes chamber displacements and rotations from alignment sensor measurements.

ATLAS A Toroidal LHC ApparatuS. A multipurpose detector at the LHC.

BCAM Brandeis CCD Angular Monitor, an alignment sensor consisting of a CCD camera and a
pair of laser diodes; in ATLAS, polar BCAMs link alignment bars between wheels, azimuthal
BCAMs link alignment bars in the same wheel.

CSC Cathode Strip Chamber. A multiwire wire proportional chamber with readout of the induced
charge on the cathode strips. Used in the ATLAS experiment in the innermost region of the
end-caps of the original SW.

EI End-cap inner. Used to specify the location of a muon chamber.

EM End-cap middle. Used to specify the location of a muon chamber.

EO End-cap outer. Used to specify the location of a muon chamber.

FELIX Front-end LInk eXchange, is a Front-end Interface that aggregates and integrates several
GBT links onto a higher bandwidth, industry standard network technology, e.g. Ethernet or
Infiniband, from where standard network switches and protocols can be used to route data
to and from the appropriate off-detector end-points.

FEM Finite ElementMethod. A numerical technique to find an approximate solution to boundary
values problems.

HF truck A movable support which can be coupled to the barrel rails in the ATLAS experiment
at the face of the barrel region, extending the rails and allowing to move parts of the ATLAS
detector to the outside.

HO side The side of a detector facing towards the HO structure, i.e. facing away from the
interaction point.

IP The proton-proton interaction point within the ATLAS spectrometer.

IP side The side of a detector facing towards the interaction point.
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L1Calo The ATLAS Level-1 trigger based on the calorimeter information.

L1Muon The ATLAS Level-1 trigger based on the detectors of the muon spectrometer.

L1Track The ATLAS Level-1 trigger based on the tracking detectors.

Level-1 The ATLAS Level-1 trigger system.

LHC The Larg Hadron Collider. The high energy pp collider at CERN.

LWDAQ Long-Wire Data acquisition system for reading out the alignment sensors of the MDT
end-cap alignment system.

MDT Monitored Drift Tube chamber. A precision tracking detector consisting of densely packed
layers of drift tubes on a spacer frame. Deformations of the chamber geometry are monitored
by optical sensors. MDT chambers are the primary tracking detectors of the ATLAS muon
spectrometer.

MM Detector used for the New Small Wheel project based on the MicroMegas technology.

Module Assembly of ≥ 1 multiplets in r−direction which constitute a single independent object
produced as a unit.

Multiplet Assembly of n detector planes of a single technology (sTGC or MM) in z−direction.

NSW New Small Wheel Detector as part of the ATLAS Muon spectrometer (upgrade of the
current end-cap Small Wheel detector).

PCB Printed Circuit Board..

Plane Single detector gas gap. The smallest working detector element of a given technology.

RASNIK Red Alignment System of NIKHEF, an alignment sensor using an illuminated mask
with a modified chessboard pattern; used in ATLAS for instance as the inplane system
monitoring MDT chamber deformations.

RPC Rresistive Plate Chamber. Narrow gap gaseous detector formed by two parallel resistive
bakelite plates. RPC chambers are used in the barrel part of the ATLAS muon spectrometer
for trigger purposes due to their very fine time resolution (a few ns).

Sector 1/16th of the NSW on side A or C, corresponding to a large or small geometric sector.

sTGC Detector used for the New Small Wheel project based on the small Thin Gap Chamber
technology.

Super Plane Virtual assembly of detector planes at the same z.

TGC Thin Gap Chamber. A multiwire wire chamber with 2-dimensional readout of the wire and
of the induced charge on the cathode strips perpendicular to the anode wires. Used in the
ATLAS experiment as trigger chamber in end-caps of the muon spectrometer.

US side The side of the experimental cavern UX15 which is closest to the service cavern US15.
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USA side The side of the experimental cavern UX15 which is closest to the service cavern USA15.

VMM The VMM is a configurable, radiation hard front-end ASIC, developed for both the MM
and sTGC detectors, that incorporates the analog circuitry for reading out particle detectors,
time and amplitude digitizers and digital logic for buffering the data and transmitting it out
on-demand..

Wedge Assembly of modules of a single technology type (sTGC or MM) covering a sector in the
r − φ plane.
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