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The special features of CP violation in the Standard Model are presented. The significance
of measuring CP violation in B, K and D decays is explained. The predictions of the Stan-
dard Model for CP asymmetries in B decays are analyzed in detail. Then, four frameworks
of new physics are reviewed: (i) Supersymmetry provides an excellent demonstration of
the power of CP violation as a probe of new physics. (ii) Left-right symmetric models
are discussed as an example of an extension of the gauge sector. CP violation suggests
that the scale of LRS breaking is low. (iii) The variety of extensions of the scalar sector
are presented and their unique CP violating signatures are emphasized. (iv) Vector-like
down quarks are presented as an example of an extension of the fermion sector. Their

implications for CP asymmetries in B decays are highly interesting.
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1. Introduction

CP violation arises naturally in the three generation Standard Model. The CP viola-
tion that has been measured in neutral K-meson decays (¢x and €y ) is accommodated in
the Standard Model in a simple way [1]. Yet, CP violation is one of the least tested aspects
of the Standard Model. The value of the ex parameter [2] as well as bounds on other CP
violating parameters (most noticeably, the electric dipole moments of the neutron, dy, and
of the electron, d.) can be accounted for in models where CP violation has features that
are very different from the Standard Model ones.

It is unlikely that the Standard Model provides the complete description of CP viola-
tion in nature. First, it is quite clear that there exists New Physics beyond the Standard
Model. Almost any extension of the Standard Model has additional sources of CP violat-
ing effects (or effects that change the relationship of the measurable quantitites to the CP
violating parameters of the Standard Model). In addition there is a great puzzle in cos-
mology that relates to CP violation, and that is the baryon asymmetry of the universe [3].
Theories that explain the observed asymmetry must include new sources of CP violation
[4]: the Standard Model cannot generate a large enough matter-antimatter imbalance to
produce the baryon number to entropy ratio observed in the universe today [5-7].

In the near future, significant new information on CP violation will be provided by
various experiments. The main source of information will be measurements of CP violation
in various B decays, particularly neutral B decays into final CP eigenstates [8-10]. First
attempts have already been reported [11-13] and interpreted in the framework of various
models of new physics [14-15]. Another piece of valuable information might come from
a measurement of the K — w%vi decay [16-19]. For the first time, the pattern of CP
violation that is predicted by the Standard Model will be tested. Basic questions such as
whether CP is an approximate symmetry in nature will be answered.

It could be that the scale where new CP violating sources appear is too high above
the Standard Model scale (e.g. the GUT scale) to give any observable deviations from
the Standard Model predictions. In such a case, the outcome of the experiments will be a
(frustratingly) successful test of the Standard Model and a significant improvement in our

knowledge of the CKM matrix.



A much more interesting situation will arise if the new sources of CP violation appear
at a scale that is not too high above the electroweak scale. Then they might be discovered
in the forthcoming experiments. Once enough independent observations of CP violating
effects are made, we will find that there is no single choice of CKM parameters that is
consistent with all measurements. There may even be enough information in the pattern of
the inconsistencies to tell us something about the nature of the new physics contributions
[20-22].

The aim of these lectures is to explain the theoretical tools with which we will analyze
new information about CP violation. The first part, chapters 2-6, deals with the Standard
Model while the second, chapters 7-11, discusses physics beyond the Standard Model. In
chapter 2, we present the Standard Model picture of CP violation. We emphasize the
features that are unique to the Standard Model. In chapter 3, we give a brief, model-
independent discussion of CP violating observables in B meson decays. In chapter 4,
we discuss CP violation in the K system (particularly, the ex and €, parameters) in a
model independent way and in the framework of the Standard Model. We also describe
CP violation in K — wvv. In chapter 5, we discuss CP violation in D — K decays. In
chapter 6, we present in detail the Standard Model predictions for CP asymmetries in B
decays. In chapter 7, the power of CP violation as a probe of new physics is explained.
Then, we discuss specific frameworks of new physics: Supersymmetry (chapter 8), Left-
Right symmetry as an example of extensions of the gauge sector (chapter 9), extensions of
the scalar sector (chapter 10), and extra down singlet-quarks as an example of extensions

of the fermion sector (chapter 11). Finally, we summarize our main points in chapter 12.

2. Theory of CP Violation in the Standard Model
2.1. Yukawa Interactions Are the Source of CP Violation

A model of the basic interactions between elementary particles is defined by the fol-
lowing three ingredients:
(i) The symmetries of the Lagrangian;

(ii) The representations of fermions and scalars;
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(iii) The pattern of spontaneous symmetry breaking.
The Standard Model (SM) is defined as follows:

(i) The gauge symmetry is
Gsm = SU3)e x SU(2), x U(1)y- (2.1)
(ii) There are three fermion generations, each consisting of five representations:

Qii(3ﬂ2)+1/67 uéi(3’1)+2/35 d{{i(371)—1/37 Lii(172)—1/27 K{{i(lvl)—l' (2'2)

Our notations mean that, for example, the left-handed quarks, Q1 are in a triplet (3) of the
SU(3)c¢ group, a doublet (2) of SU(2)r, and carry hypercharge Y = Qrym—T35 = +1/6. The
index I denotes interaction eigenstates. The index 7 = 1,2, 3 is the flavor (or generation)

index. There is a single scalar multiplet:

B(1,2) 11/ (2.3)

(iii) The ¢ scalar assumes a VEV,

@w=(2). (2.4)

so that the gauge group is spontaneously broken:
GSM — SU(3)C X U(l)EM. (2.5)

The Standard Model Lagrangian, Lgu, is the most general renormalizable Lagrangian
that is consistent with the gauge symmetry Ggym of eq. (2.1). It can be divided to three

parts:

»CSM = »Ckinetic + »CHiggs + »CYukawa- (26)

As concerns the kinetic terms, to maintain gauge invariance, one has to replace the

derivative with a covariant derivative:

D* = 0* +ig;GH L, + igW}'T, + ig’' B"Y. (2.7)
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Here G¥ are the eight gluon fields, W}’ the three weak interaction bosons and B* the single
hypercharge boson. The L,’s are SU(3)c generators (the 3 x 3 Gell-Mann matrices 3,
for triplets, 0 for singlets), the T},’s are SU(2)y, generators (the 2 x 2 Pauli matrices 37, for
doublets, 0 for singlets), and Y are the U(1)y charges. For example, for the left-handed

quarks Q| we have

Liinetic(QL) = iQ—f;ﬂ”Dqu:ia

: i I A . (2.8)
This part of the interaction Lagrangian is always CP conserving.
The Higgs potential, which describes the scalar self interactions, is given by:
Lriiggs = 1*¢1d — M¢19)”. (2.9)

For the Standard Model scalar sector, where there is a single doublet, this part of the
Lagrangian is also CP conserving. For extended scalar sector, such as that of a two Higgs
doublet model, Luiggs can be CP violating. Even in case that it is CP symmetric, it may
lead to spontaneous CP violation.

The Yukawa interactions are given by
~Lvukawa = Y2QL pdh; + YQL dub; + YELL 0% + hec.. (2.10)

This part of the Lagrangian is, in general, CP violating. More precisely, CP is violated if
and only if [23]
Im {det[Y Y4, Y Y1)} £ 0. (2.11)

An intuitive explanation of why CP violation is related to complex Yukawa couplings
goes as follows. The hermiticity of the Lagrangian implies that Lyykawa has its terms in

pairs of the form
YijYriprj + Yiirid ¥Li. (2.12)
A CP transformation exchanges the operators
PrLidvr; < YR YL, (2.13)
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but leaves their coefficients, Y;; and Y;7, unchanged. This means that CP is a symmetry
of Lyukawa if Yij = Y.

How many independent CP violating parameters are there in Lyykawa? Each of the
three Yukawa matrices Y7 is 3 x 3 and complex. Consequently, there are 27 real and 27

imaginary parameters in these matrices. Not all of them are, however, physical. If we

switch off the Yukawa matrices, there is a global symmetry added to the Standard Model,

Gaopat (YT =0)=UB)q xU®R)gx U(3)a x UB), x UB3)y (2.14)

A unitary rotation of the three generations for each of the five representations in (2.2) would
leave the Standard Model Lagrangian invariant. This means that the physics described by
a given set of Yukawa matrices (Y4, Y, Y*), and the physics described by another set,

vi=vIviy, ve=Viv'vi, Y'=V][YY, (2.15)

where V are all unitary matrices, is the same. One can use this freedom to remove, at
most, 15 real and 30 imaginary parameters (the number of parameters in five 3 x 3 unitary
matrices). However, the fact that the Standard Model with the Yukawa matrices switched

on has still a global symmetry of
Gatoval = U(1)B X U(1)e x U(1), X U(1), (2.16)

means that only 26 imaginary parameters can be removed. We conclude that there are 13
flavor parameters: 12 real ones and a single phase. This single phase is the source of CP

violation.

2.2. Quark Mixing is the (Only!) Source of CP Violation

Upon the replacement Re(¢°) — (v+H?)/v/2 (see eq. (2.4)), the Yukawa interactions

(2.10) give rise to mass terms:

—Lar = (Ma)ijdl,di; + (My)ijubup; + (Me)ijlh L, +hc., (2.17)
where
v
M;=—Y/, 2.18
f \/5 ( )



and we decomposed the SU(2)1, doublets into their components:

I Uiz I Vii
QL = dl , Lp;= L] (2.19)
Li Li
Since the Standard Model neutrinos have no Yukawa interactions, they are predicted to
be massless.

The mass basis corresponds, by definition, to diagonal mass matrices. We can always

find unitary matrices Vyr, and Vg such that
di
Vin MgV, = M8, (2.20)
with M}jiag diagonal and real. The mass eigenstates are then identified as

dri = (Vaw)ijdi;,  dri = (Var)ijdgy,
uri = (Vur)ijur;,  wri = (Vur)ijupj, )1
i = (Vew)ijlly  Cri = (Vir)ijlh;, (220
vei = (ViL)ijvi-
Since the Standard Model neutrinos are massless, V,p, is arbitrary.
The charged current interactions (that is the interactions of the charged SU (2)1, gauge
bosons WMi = %(W/} F lef)) for quarks, which in the interaction basis are described by

(2.8), have a complicated form in the mass basis:

—Lyw+ = iu—m’Y”(VuLVJL)Z’jdLjW; + h.c.. (2.22)

V2

The unitary 3 x 3 matrix,

Vekum = VuLVJ[ﬂ (VCKMVJKM =1), (2.23)

is the Cabibbo-Kobayashi-Maskawa (CKM) mizing matriz for quarks [24,1]. A unitary
3 x 3 matrix depends on nine parameters: three real angles and six phases.

The form of the matrix is not unique. Usually, the following two conventions are
employed:

(i) There is freedom in defining Vokm in that we can permute between the various

generations. This freedom is fixed by ordering the up quarks and the down quarks by their
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masses, i.e. My, < My, < My, and mg, < mg, < mg,. Usually, we call (uq,uq,u3) —

(u,c,t) and (dq,ds,d3) — (d, s,b), and the elements of Voknm are written as follows:

Vud Vus Vub
Vekm = | Vea Ves Ve |- (2.24)
Via Vis Vi

(73) There is further freedom in the phase structure of Voxm. Let us define Py (f =
u,d, ?) to be diagonal unitary (phase) matrices. Then, if instead of using V;z, and Vyg for
the rotation (2.21) to the mass basis we use f/fL and f/fR, defined by f/f L = P;Vyp and
Vir = P;Vig, we still maintain a legitimate mass basis since M;ﬁag remains unchanged

by such transformations. However, Voxnm does change:
Vokm — PuVexkm Py . (2.25)

This freedom is fixed by demanding that Voxnm will have the minimal number of phases.
In the three generation case Vokm has a single phase. (There are five phase differences
between the elements of P, and P; and, therefore, five of the six phases in the CKM matrix
can be removed.) This is the Kobayashi-Maskawa phase dxy which is the single source of
CP wviolation in the Standard Model [1]. For example, the elements of the CKM matrix
can be written as follows (this is the standard parametrization [25,26)):

C12C13 512C13 13 OKM

_ ;6 ;6
Vokm = | —S12C23 — €12523513€" %M c12C23 — $12823513€" KM $23C13 ,  (2.26)
o
812823 — C12C23513€" KM —(C19893 — $12C23513€ C23C13

10K M

where ¢;; = cos0;; and s;; = sin6;;. The three sin f;; are the three real mixing parameters.

As a result of the fact that Voxw is not diagonal, the W+ gauge bosons couple to
quark (mass eigenstates) of different generations. Within the Standard Model, this is the
only source of flavor changing interactions. In principle, there could be additional sources
of flavor mixing (and of CP violation) in the lepton sector and in Z° interactions. We now
explain why, within the Standard Model, this does not happen.

Mizing in the lepton sector: An analysis similar to the above applies also to the left-
handed leptons. The mixing matrix is [27] Vuns = VI,LVJL. However, we can use the

arbitrariness of V,, (related to the masslessness of neutrinos) to choose V,;, = Vyr,, and
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the mixing matrix becomes a unit matrix. We conclude that the masslessness of neutrinos
(if true) implies that there is no mixing in the lepton sector. If neutrinos have masses then
the leptonic charged current interactions will exhibit mixing and CP violation.

Mizing in neutral current interactions: We study the interactions of the neutral Z-
boson, Z* = cos Oy W' — sin Oy B* (tanfy = g'/g) with, for example, left-handed down

quarks. The Ws-interactions are given in (2.8), while the B interactions are given by

9=
~£5(Q1) = ~ 4 QL QLB (2:27)
In the mass basis, we have then
1 1. —
—»CZ :cosgew (—5 —+ g Sln2 ew) sz"YM(VdTLVdL)z’jdLqu

(2.28)

:congW (_% * % sin” GW) d—Li’yudLiZ“'
We learn that the neutral current interactions remain universal in the mass basis and there
are no additional flavor parameters in their description. This situation goes beyond the
Standard Model to all models where all left-handed quarks are in SU(2)1, doublets and all
right-handed ones in singlets. The Z-boson does have flavor changing couplings in models
where this is not the case.

Examining the mass basis one can easily identify the flavor parameters. In the quark
sector, we have six quark masses, three mixing angles (the number of real parameters in
VekMm) and the single phase dxy mentioned above. In the lepton sector, we have the three
charged lepton masses.

We have also learnt now some of the special features of CP violation in the Standard
Model:

(i) CP is explicitly broken.
(ii) There is a single source of CP violation, that is dkwm-.
(iii) CP violation appears only in the charged current interactions of quarks.

(iv) CP violation is closely related to flavor changing interactions.

2.3. The CKM Matrix and the Unitarity Triangles

In the mass basis, CP violation is related to the CKM matrix. The fact that there are

only three real and one imaginary physical parameters in Voxy can be made manifest by
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choosing an explicit parametrization. One example was given above, in eq. (2.26), with
the four parameters (s12, S23, S13,0kM)- Another, very useful, example is the Wolfenstein
parametrization of Veoky, where the four mixing parameters are (A, A, p,n) with A =
|Vus| = 0.22 playing the role of an expansion parameter and 7 representing the CP violating

phase [28]:

1-% A AN (p—in)
V= —A S A2 +O(\Y). (2.29)
AN (1 —p—1in) —AN 1

Various parametrizations differ in the way that the freedom of phase rotation, eq.
(2.25), is used to leave a single phase in Vogy. One can define, however, a CP violating
quantity in Vokm that is independent of the parametrization [23]. This quantity is called
J and defined through

3
Im[‘/z]vkl JV]:J] =J Z €ikm€jin, (i7j7 k7l = 17 27 3) (230)

m,n=1
CP is violated in the Standard Model only if J # 0.
The usefulness of J may not be clear from its formal definition in (2.30), but does
give useful insights once the unitarity triangles are introduced. The unitarity of the CKM

matrix leads to various relations among the matrix elements, e.g.

VudVis + VeaVes + ViaVis = 0, (2.31)
Vs Vap + Ves Vg + VisVig = 0, (2.32)
VaudVay + VeV + ViaViy, = 0. (2.33)

Each of the three relations (2.31)-(2.33) requires the sum of three complex quantities to
vanish and so can be geometrically represented in the complex plane as a triangle. These
are “the unitarity triangles”, though the term “unitarity triangle” is usually reserved for
the relation (2.33) only. It is a surprising feature of the CKM matrix that all unitarity
triangles are equal in area: the area of each unitarity triangle equals |J|/2 while the sign
of J gives the direction of the complex vectors around the triangles. The relation between

Jarlskog’s measure of CP violation J and the Wolfenstein parameters is given by
J ~ N8 A%y, (2.34)

9



The rescaled unitarity triangle is derived from (2.33) by (a) choosing a phase conven-
tion such that (VoqV}) is real, and (b) dividing the lengths of all sides by |V.4V;|. Step (a)
aligns one side of the triangle with the real axis, and step (b) makes the length of this side
1. The form of the triangle is unchanged. Two vertices of the rescaled unitarity triangle
are thus fixed at (0,0) and (1,0). The coordinates of the remaining vertex correspond to
the Wolfenstein parameters (p, 7). The area of the rescaled unitarity triangle is |n|/2.

Depicting the rescaled unitarity triangle in the (p,n) plane, the lengths of the two

complex sides are

1|V, 1|V,
Ro=vVpee+n2==|22|, R=y/0-p2+n2==|1|. (2.35)
A Ve A Ve
The three angles of the unitarity triangle are denoted by «, 8 and ~y [29]:
ViaViy, } [ Vch’Z] [ VudV*b:|
a=arg | ———=|, = arg |— =l =arg |—— o | - 2.36
g [ VadVh B = arg 77 R (2.36)

They are physical quantities and, we will soon see, can be independently measured by CP
asymmetries in B decays. It is also useful to define the two small angles of the unitarity
triangles (2.32) and (2.31):

VisVip

2.37
VesVay, (2:37)

Bs = arg [—

}, i = arg [_w]

VusVia
To make predictions for future measurements of CP violating observables, we need to

find the allowed ranges for the CKM phases. There are three ways to determine the CKM

parameters (see e.g. [30]):

(i) Direct measurements are related to SM tree level processes. At present, we have
direct measurements of |Vual, [Vusl, |Vubls |Vedls [Vesls [Ves| and [Vip|.

(il) CKM Unitarity (V(;KMVCKM = 1) relates the various matrix elements. At present,
these relations are useful to constrain |Vi4l, |Vis|, |Vis| and |[Ves|.

(iii) Indirect measurements are related to SM loop processes. At present, we constrain
in this way |VipVia| (from Amp and Amp,) and dxnm or, equivalently, n (from ek ).

When all available data is taken into account, we find [31-36]:

A =0.2205+0.0018, A = 0.826 % 0.041, (2.38)
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—0.15< p < +0.35, +0.20 < 7 < +0.45, (2.39)
0.4 <sin23<0.8, —0.9<sin2a<1.0, 0.23<sin?y < 1.0. (2.40)

Of course, there are correlations between the various parameters. The full information can
be described by allowed regions in the (p,n) or the (sin2a,sin2f3) planes (see e.g. [35]).
(Recently, it has been shown that B — mK decays can provide bounds on the angle 7 of
the unitarity triangle [37-41]. A bound of cosy < 0.32 was derived in [40]. We did not
incorporate these bounds into our analysis.)

Egs. (2.39) and (2.40) show yet another important feature of CP violation in the
Standard Model. The fact that n/p = O(1) or, equivalently, siny = O(1), implies that CP
1s not an approximate symmetry within the Standard Model. This is not an obvious fact:
after all, the two measured CP violating quantities, ex and ¢, are very small (orders
1073 and 107°, respectively). The Standard Model accounts for their smallness by the
smallness of the flavor violation, that is the mixing angles, and not by the smallness of CP
violation, that is a small phase. Indeed, the Standard Model predicts that in some (yet

unmeasured) processes, the CP asymmetry is of order one.

2.4. The Uniqueness of the Standard Model Picture of CP Violation

In the previous subsections, we have learnt several features of CP violation as explained

by the Standard Model:

(i) CP is explicitly broken.

(ii) dxwm is the only source of CP violation.
(iii) CP violation appears only in the charged current interactions of quarks.
(iv) CP violation would vanish in the absence of flavor changing interactions.
(v) CP is not an approximate symmetry (dxm = O(1)).

(Non-perturbative corrections to the Standard Model tree-level Lagrangian are ex-
pected to induce fqcp, a CP violating parameter. This second possible source of CP
violation is related to strong interactions and is flavor diagonal. The bounds on the elec-
tric dipole moment of the neutron imply that fgcp < 1072, The Standard Model offers no

natural explanation to the smallness of fqcp. This puzzle is called ‘the strong CP prob-
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lem’. We assume that it is solved by some type of new physics, such as a Peccei-Quinn
symmetry [42], which sets fqcp to zero.)

It is important to realize that (a) none of features (i)-(v) is experimentally established
and that (b) various reasonable extensions of the Standard Model provide examples where
these features do not hold. In particular, it could be that CP violation in Nature has some
or all of the following features:

(i) CP is spontaneously broken.
(ii) There are many independent sources of CP violation.
(iii) CP violation appears in lepton interactions and/or in neutral current interactions
and/or in new sectors beyond the SM.
(iv) CP violation appears also in flavor diagonal interactions.
(v) CP is an approximate symmetry.

This situation, where the Standard Model has a very unique description of CP viola-
tion and experiments have not yet confirmed this description, is the basis for the strong
interest, experimental and theoretical, in CP violation. There are two types of unambigu-
ous tests concerning CP violation in the Standard Model: First, since there is a single
source of CP violation, all observables are correlated with each other. For example, the
CP asymmetries in B — ¥ Kg and in K — 7wvv are strongly correlated. Second, since
CP violation is restricted to flavor changing quark processes, it is predicted to practically
vanish in the lepton sector and in flavor diagonal processes. For example, the transverse
lepton polarization in semileptonic meson decays, CP violation in ¢¢ production, and (as-
suming fgcp = 0) the electric dipole moment of the neutron are all predicted to be orders
of magnitude below the (present and near future) experimental sensitivity.

The experimental investigation of CP violation in B decays will shed light on some
but not all of these questions. In particular, it will easily test the question of whether
CP is an approximate symmetry: if any O(1) asymmetry is observed, for example in the
B — ¥ Kg mode, then we immediately learn that CP is not an approximate symmetry.
It will also test (though probably in a less definitive way) the question of whether the
Kobayashi-Maskawa phase is the only source of CP violation. On the other hand, we will

learn little on flavor diagonal CP violation and on CP violation outside the quark sector.
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It is therefore important to search for CP violation in many different systems.

3. CP Violation in Meson Decays

In the previous section, we understood how CP violation arises in the Standard Model.
In the next three sections, we would like to understand the implications of this theory for
the phenomenology of CP violation in meson decays. Our main focus will be on B-meson
decays. To do so, we first present a model independent analysis of CP violation in meson
decays.
There are three different types of CP violation in meson decays:
(i) CP violation in mixing, which occurs when the two neutral mass eigenstate admixtures
cannot be chosen to be CP-eigenstates;
(ii) CP violation in decay, which occurs in both charged and neutral decays, when the
amplitude for a decay and its CP-conjugate process have different magnitudes;
(iii) CP violation in the interference of decays with and without mixing, which occurs in

decays into final states that are common to B® and BP°.

3.1. Notations and Formalism

To define the three types of CP violation in meson decays and to discuss their theo-
retical calculation and experimental measurement, we first introduce some notations and
formalism. We refer specifically to B meson mixing and decays, but most of our discussion
applies equally well to K, B; and D mesons.

Our phase convention for the CP transformation law of the neutral B mesons is defined
by

CP|B%) = wp|B%, CP|B% =uwg|BY), (lws|=1). (3.1)

Physical observables do not depend on the phase factor wg. The time evolution of any

linear combination of the neutral B-meson flavor eigenstates,

a|B%) + b|BY), (3.2)
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is governed by the Schrodinger equation,

L0-0)=pe0E) e

for which M and I" are 2 x 2 Hermitian matrices.

The off-diagonal terms in these matrices, M75 and I'15, are particularly important in
the discussion of mixing and CP violation. M5 is the dispersive part of the transition
amplitude from B° to B°, while I'y, is the absorptive part of that amplitude.

The light By and heavy By mass eigenstates are given by

|Br,u) = p|B°) £ ¢|B°). (3.4)

The complex coefficients ¢ and p obey the normalization condition |g|> + |p|> = 1. Note
that arg(q/p*) is just an overall common phase for |By) and |By) and has no physical
significance. The mass difference and the width difference between the physical states are
given by

Am=My— My, AT =Ty —Ty. (3.5)

Solving the eigenvalue equation gives

(Am)? (AT)? = (4|M12]? — |T12|?),  AmAT = 4Re(M;5I'%,), (3.6)

1
4

q _ 2Mf,—il},  Am-— LAT

= _ = - . 3.7
P Am — 5 AT 2Myy — 1’y (3.7

In the B system, |I'1a] < |Mi2| (see discussion below), and then, to leading order in
|T'12/Mjis|, egs. (3.6) and (3.7) can be written as

AmB = 2‘M12|, AFB = 2R6(M12I“{2)/‘M12‘, (38)
¢ _ M (3.9)
p | My2|
To discuss CP violation in mixing, it is useful to write eq. (3.7) to first order in
T'12/Mi2|:
- G2)
- =— 1—=Im|—}]|- 3.10
P | My2| 2 M (3.10)

14



To discuss CP violation in decay, we need to consider decay amplitudes. The CP

transformation law for a final state f is

CPIf) = wyslf), CPIf) =wilf), (lwsl=1). (3.11)
For a final CP eigenstate f = f = fcp, the phase factor w ¢ is replaced by ns,, = £1, the
CP eigenvalue of the final state. We define the decay amplitudes Af and A; according to

Ay = (f|HalB%), Aj = (fHalB°), (3.12)

where H,4 is the decay Hamiltonian.
CP relates Ay and A 7- There are two types of phases that may appear in Ay and
A 7- Complex parameters in any Lagrangian term that contributes to the amplitude will
appear in complex conjugate form in the CP-conjugate amplitude. Thus their phases
appear in Ay and A 7 with opposite signs. In the Standard Model these phases occur only
in the CKM matrix which is part of the electroweak sector of the theory, hence these are
often called “weak phases”. The weak phase of any single term is convention dependent.
However the difference between the weak phases in two different terms in A; is convention
independent because the phase rotations of the initial and final states are the same for every
term. A second type of phase can appear in scattering or decay amplitudes even when the
Lagrangian is real. Such phases do not violate CP and they appear in Ay and A 7 with
the same sign. Their origin is the possible contribution from intermediate on-shell states
in the decay process, that is an absorptive part of an amplitude that has contributions
from coupled channels. Usually the dominant rescattering is due to strong interactions
and hence the designation “strong phases” for the phase shifts so induced. Again only the
relative strong phases of different terms in a scattering amplitude have physical content,
an overall phase rotation of the entire amplitude has no physical consequences. Thus it
is useful to write each contribution to A in three parts: its magnitude A;; its weak phase
term e*?:; and its strong phase term e*%. Then, if several amplitudes contribute to B — f,
we have ~
Ag

Ay

- ‘Z,- A;ei0itéi)

. (3.13)
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To discuss CP violation in the interference of decays with and without mixing, we

introduce a complex quantity A; defined by

Ap = (3.14)

IR
ih‘tm
=l

We further define the CP transformation law for the quark fields in the Hamiltonian

(a careful treatment of CP conventions can be found in [43]):
¢ = wel, q = wgq, (lwgl=1). (3.15)
The effective Hamiltonian that is relevant to M4 is of the form
HEP=2 o 7297 [y (1 — 75)1)]2 + %98 Byt (1 — ’Ys)df, (3.16)

where 2¢p is a CP violating (weak) phase. (We use the Standard Model V' — A amplitude,
but the results can be generalized to any Dirac structure.) For the B system, where
IT'y2| < |Mji2], this leads to

q/p = wpwiwge 7. (3.17)

(We implicitly assumed that the vacuum insertion approximation gives the correct sign for
Mjy. In general, there is a sign(Bp) factor on the right hand side of eq. (3.17) [44].) To
understand the phase structure of decay amplitudes, we take as an example the b — gqd

decay (¢ = u or ¢). The decay Hamiltonian is of the form

Hy oc et [gy* (1= ys)d] [by(1 = y5)a] +e7*% [gy* (1 = v5)b) [dyu(1 —v5)a] ,  (318)

where ¢¢ is the appropriate weak phase. (Again, for simplicity we use a V' — A structure,

but the results hold for any Dirac structure.) Then
Ag/As = wwhwpwhe 2P, (3.19)
Egs. (3.17) and (3.19) together imply that for a final CP eigenstate,

Mop = Njepe” 208461, (3.20)
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3.2. The Three Types of CP Violation in Meson Decays
(i) CP violation in mixing:
lq/pl # 1. (3.21)
This results from the mass eigenstates being different from the CP eigenstates, and requires

a relative phase between My and I'ys. For the neutral B system, this effect could be

observed through the asymmetries in semileptonic decays:

(BY (t) = ¢tvX)—T(B% (1) = ¢ vX
ast, = (_}())hys( ) - ) ( ghys( ) — ) (322)
I‘(Bphys(t) — X))+ I‘(Bphys(t) — {~vX)
In terms of ¢ and p,
1—|g/pl*
= 3.23
WL T Ja/pl (3.23)

CP violation in mixing has been observed in the neutral K system (Re ex # 0).

In the neutral B system, the effect is expected to be small, < O(1072). The reason
is that, model independently, one expects that ag, S AI'p/Amp. (We assume here that
arg(T'12/Mj3) is not particularly close to 7/2.) The difference in width is produced by
decay channels common to B° and B°. The branching ratios for such channels are at or
below the level of 1073, Since various channels contribute with differing signs, one expects
that their sum does not exceed the individual level. Hence, we can safely assume that
ATp/T'p = O(10~2). On the other hand, it is experimentaly known that Amp/T'g =~ 0.7.

To calculate agy,, we use (3.23) and (3.10), and get:

'
as, = Im——. 3.24
L My (3.24)

To predict it in a given model, one needs to calculate M5 and I'15. This involves large
hadronic uncertainties, in particular in the hadronization models for I'¢5.

(ii) CP violation in decay:
|Ap/Af| # 1. (3.25)

This appears as a result of interference among various terms in the decay amplitude, and
will not occur unless at least two terms have different weak phases and different strong

phases. CP asymmetries in charged B decays,
IBY = fH)-T(B" =)
I'(B* - fHY+T(B- — )’

G,f:I: = (326)
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are purely an effect of CP violation in decay. In terms of the decay amplitudes,

L— [Ap/Ap |
(lfi = = R

(3.27)

CP violation in decay has been observed in the neutral K system (Re &% # 0).
To calculate az+, we use (3.27) and (3.13). For simplicity, we consider decays with

contributions from two weak phases and with A; < A;. We get:
afi = —2(A2/A1) SiIl((SQ — 51) sin(q§2 — ¢1) (328)

The magnitude and strong phase of any amplitude involve long distance strong interaction
physics, and our ability to calculate these from first principles is limited. Thus quantities
that depend only on the weak phases are much cleaner than those that require knowledge
of the relative magnitudes or strong phases of various amplitude contributions, such as CP
violation in decay.

(iii) CP violation in the interference between decays with and without
mixing:

|AfCP‘ = 1, Im )\fCP 7é 0. (3.29)

Any Asop # %1 is a manifestation of CP violation. The special case (3.29) isolates the
effects of interest since both CP violation in decay, eq. (3.25), and in mixing, eq. (3.21),
lead to |Af..| # 1. For the neutral B system, this effect can be observed by comparing
decays into final CP eigenstates of a time-evolving neutral B state that begins at time zero

as B to those of the state that begins as B°:

— [(Bys(t) = fop) — T(BJy(t) = fop) (3.30)
for = D (BYya(t) = fop) + T(Blya(t) = fop)” '

This time dependent asymmetry is given (for |As..| = 1) by
Afop = —ImAj, sin(Ampt). (3.31)

CP violation in the interference of decays with and without mixing has been observed
for the neutral K system (Zm ex # 0). It is expected to be an effect of O(1) in various B

decays. For such cases, the contribution from CP violation in mixing is clearly negligible.
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For decays that are dominated by a single CP violating phase (for example, B — ¢ Kg
and Kj — n9v7), so that the contribution from CP violation in decay is also negligible,
af.p is cleanly interpreted in terms of purely electroweak parameters. Explicitly, ZmAy,,
gives the difference between the phase of the B — B mixing amplitude (2¢p) and twice the
phase of the relevant decay amplitude (2¢f) (see eq. (3.20)):

ImAjep = —Njce sin[2(¢5 + ¢5)]- (3.32)

A summary of the main properties of the different types of CP violation in meson

decays is given in the table I.

Type Exp. Theory Calculation Uncertainties  Observed in

mixing asi, Higgii Imz\l%2 I'i2 = Large Re €k

decay aps % —2% sin(dy — 01) sin(de — ¢1) 0;, A; = Large  Re el
interference aj., —ImAf., Nfep Sin[2(¢pp + ¢5)] Small Im ek

Table I. The three types of CP violation in meson decays.

4. CP Violation in K Decays

The two CP violating observables that have been measured are related to K meson

decays. In this chapter we present these observables and their significance.

4.1. Direct and Indirect CP Violation

The terms indirect CP violation and direct CP violation are commonly used in the
literature. While various authors use these terms with different meanings, the most useful
definition is the following:

Indirect CP violation refers to CP violation in meson decays where the CP violating
phases can all be chosen to appear in AF = 2 (mixing) amplitudes.

Direct CP violation refers to CP violation in meson decays where some CP violating

phases necessarily appear in AF =1 (decay) amplitudes.
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Examining eqgs. (3.21) and (3.7), we learn that CP violation in mixing is a mani-
festation of indirect CP violation. Examining egs. (3.25) and (3.12), we learn that CP
violation in decay is a manifestation of direct CP violation. Examining eqs. (3.29) and
(3.14), we learn that the situation concerning CP violation in the interference of decays
with and without mixing is more subtle. For any single measurement of ZmA; # 0, the
relevant CP violating phase can be chosen by convention to reside in the AF = 2 ampli-
tude (¢5 =0, ¢p # 0 in the notation of eq. (3.20)), and then we would call it indirect CP
violation. Consider, however, the CP asymmetries for two different final CP eigenstates
(for the same decaying meson), f, and f;. Then, a non-zero difference between Zmy,
and ZmAy, requires that there exists CP violation in AF =1 processes (¢7, — ¢y, # 0),
namely direct CP violation.

Experimentally, both direct and indirect CP violation have been established. Below
we will see that e signifies indirect CP violation while €% signifies direct CP violation.

Theoretically, most models of CP violation (including the Standard Model) have pre-
dicted that both types of CP violation exist. There is, however, one class of models, that
is superweak models, that predict only indirect CP violation. The measurement of e’ # 0

has excluded this class of models.

4.2. The e and €' Parameters

Historically, a different language from the one used by us has been employed to describe
CP violation in K — nm and K — wlv decays. In this section we ‘translate’ the language
of ex and €% to our notations. Doing so will make it easy to understand which type of
CP violation is related to each quantity.

The two CP violating quantities measured in neutral K decays are

B (mO7°|H|K L) _ (mtmT|H|KL)

= = T/ _ = ; 4.1
Define, for (ij) = (00) or (+-—),
Aij = <7Ti7l'j‘H|K0>, Aij = <7Ti7Tj|H|RO), (42)
q\ A
Nii = | = . 4.3
’ <p) x Aij (43)



Then

1— oo 1—XA4
ST

14 Ago 14+ A

Moo = (4-4)

The 1o and 74— parameters get contributions from CP violation in mixing (|(¢/p)|x # 1)
and from the interference of decays with and without mixing (ZmM;; # 0) at O(10~3) and
from CP violation in decay (|A;;/Aj| # 1) at O(107°).

There are two isospin channels in K — 7w leading to final (27)7—o and (27)7—2 states:

(rn®| = \/g ((mm)1=0| = \/g((mr)zzzl,
(rfa| = \/g<(7r7f)z=o| + \/%((M)hzl-

The fact that there are two strong phases allows for CP violation in decay. The possible

(4.5)

effects are, however, small (on top of the smallness of the relevant CP violating phases)

because the final I = 0 state is dominant (this is the AI = 1/2 rule). Defining
Ap = ((rm)1[H|K®), A= ((rm)r|H|K?), (4.6)

we have, experimentally, |A2/Ag| =~ 1/20. Instead of 79y and ny_ we may define two
combinations, ex and €%, in such a way that the possible effects of CP violation in decay
(mixing) are isolated into e (exk).

The experimental definition of the ex parameter is

ek = 5 (Moo + 2n4-). (4.7)

wl

To zeroth order in Ay/Ap, we have g9 = 74— = ex. However, the specific combination

(4.7) is chosen in such a way that the following relation holds to first order in Ay/Ag:

11— X
14X

(), ()

Since, by definition, only one strong channel contributes to Ag, there is indeed no CP

EK , (4.8)

where

violation in decay in (4.8). It is simple to show that Re ex # 0 is a manifestation of CP
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violation in mixing while Zm e # 0 is a manifestation of CP violation in the interference
between decays with and without mixing. Since experimentally argex ~ 7/4, the two
contributions are comparable. It is also clear that ex # 0 is a manifestation of indirect
CP violation: it could be described entirely in terms of a CP violating phase in the M,
amplitude.

The experimental value of ek is given by [26]
lex| = (2.280 £ 0.013) x 1073 (4.10)

The experimental definition of the ¢, parameter is

1
€k = 3 (14— = 1o0o)- (4.11)
The theoretical expression is
1
6’1{ ~ 6()\00 — )\+_). (412)

Obviously, any type of CP violation which is independent of the final state does not
contribute to €. Consequently, there is no contribution from CP violation in mixing to
(4.12). It is simple to show that Re ¢, # 0 is a manifestation of CP violation in decay
while Zm € # 0 is a manifestation of CP violation in the interference between decays
with and without mixing. Following our explanations in the previous section, we learn
that e’ # 0 is a manifestation of direct CP violation: it requires ¢o — ¢o # 0 (where ¢y is
the CP violating phase in the Ay amplitude defined in (4.6)).

The quantity that is actually measured in experiment is

2

00 | — 6Re(! Je). (4.13)

T~

1—

The average over the experimental measurements of ¢’ /e [45-49] is given by:
Re(e'/e) = (2.11 £ 0.46) x 1073. (4.14)

4.3. The e Parameter in the Standard Model

An approximate expression for ex, that is convenient for calculating it, is given by

e /4 Tm Mo
— , 4.15
K =75 Amr (4.15)
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A few points concerning this expression are worth emphasizing:

(i) Eq. (4.15) is given in a specific phase convention, where A, is real. Within the
Standard Model, this is a phase convention where V,4V,", is real, a condition fulfilled in
both the standard parametrization of eq. (2.26) and the Wolfenstein parametrization of
eq. (2.29).

(ii) The phase of w/4 is approximate. It is determined by hadronic parameters and

therefore is independent of the electroweak model. Specifically,

ATk ~ —2Amig — arg(eg) = arctan(—2Amg /Al'k) = 7 /4. (4.16)

(iii) A term of order 2%’2’ ﬁg % < 0.02 is neglected when (4.15) is derived.

(iv) There is a large hadronic uncertainty in the calculation of My coming from
long distance contributions. There are, however, good reasons to believe that the long
distance contributions are important in Re Mjo (where they could be even comparable
to the short distance contributions), but negligible in Zm M. To avoid this uncer-
tainty, one uses ZmMi5/Amp, with the experimentally measured value of Amg, instead
of ImMi5/2Re Mo with the theoretically calculated value of Re M.

(v) The matrix element (K°|(5d)y_4(5d)y_4|K°) is yet another source of hadronic
uncertainty. If both Zm M2 and Re M;5 were dominated by short distance contributions,
the matrix element would have cancelled in the ratio between them. However, as explained

above, this is not the case.

Within the Standard Model, Zm M2 is accounted for by box diagrams. One gets:
ex = e/ *C. BRImM{ReA[nSo(ze) — n3S0(2e, )] — ReAenaSo(z4)}, (4.17)

where the CKM parameters are A\; = V3 Viq4, the constant C, is a well known parameter,

2 r2 2
c. = CRIRmME™Y _ g 08 (4.18)
6212 Am g

the n; are QCD correction factors [50],

m =1.384£0.20, ny=0.57+£0.01, 753 =0.47%0.04, (4.19)
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Sp is a kinematic factor, given approximately by [36]

my
170 GeV
Ty 3z, 3zZInz,

So(t, Te) = o [111 ze A1 —mz) 41 —zy)?

1.52 _a
Sola:) = 2.4 ( ) . So(ze) = 25 = 2.6 x 1074,

(4.20)

=2.3x1073,

and B is the ratio between the matrix element of the four quark operator and its value

in the vacuum insertion approximation (see [36] for a precise definition),
Bk = 0.85+0.15. (4.21)

Note that ex is proportional to ZmA; and, consequently, to . The i constraint on the

Wolfenstein parameters can be written as follows:
n [(1 = p)|[Ves*n2S0(z+) + n3S0(we, 21) — m1So(2c)] |Ves|*Brx = 1.24 x 107°. (4.22)

Eq. (4.22) gives hyperbolae in the p — n plane. The main sources of uncertainty are in the
By parameter and in the |V,|* dependence. When the theoretically reasonable range for
the first and the experimentally allowed range for the second are taken into account, one
finds that n = 0.2 is required to explain ek (see (2.39)). Hence our statement that CP is

not an approximate symmetry of the Standard Model.

4.4. The €’ Parameter in the Standard Model

A convenient approximate expression for e’ is given by:

21 €i(927%) gin (g — ¢bg). (4.23)

We would like to emphasize a few points:

(i) The approximations used in (4.23) are A\g = 1 and |A3/Ag| < 1.

(ii) The phase of €% is determined by hadronic parameters and, therefore, model
independent:

arg(ex) = /2 + 69 — §p ~ /4. (4.24)
The fact that, accidentally, arg(ex) = arg(e’x), means that
Re(e' [e) = €' /e. (4.25)
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(ili) Re €% # 0 requires d2 — 6y # 0, consistent with our statement that it is a
manifestation of CP violation in decay. €% # 0 requires ¢ — ¢ # 0, consistent with our

statement that it is a manifestation of direct CP violation.

The calculation of &’/e within the Standard Model is complicated and suffers from
large hadronic uncertainties. Let us first try a very naive order of magnitude estimate.
The relevant quark decay process is s — duu. All tree diagrams contribute with the same
weak phase, ¢r = arg(V,*;Vis). Spectator diagrams contribute to both I = 0 and I = 2
final states. Penguin diagrams with an intermediate ¢ = u, ¢, t quarks, contribute with a
weak phase ¢% = arg(V;;Vys). Strong penguin contribute to the final I = 0 states only.
Electroweak penguins contribute also to final I = 2 states, but we will ignore them for
the moment. (The fact that the top quark is heavy means that the electroweak penguins
are important.) A difference in the weak phase between Ay and As is then a result of the

fact that Ay has contributions from penguin diagrams with intermediate ¢ and ¢ quarks.

Consequently, € is suppressed by the following factors:
a. |A2/A0| ~ 0045,
b. |APen8UIn / gtree| 0 05
c. sin g ~ 1073,

The last factor appears, however, also in ex. Therefore, it cancels in the ratio &'/e.
A very rough order of magnitude estimate is then &’ /e ~ 1073. Note that &’/e is not small
because of small CP violating parameters but because of hadronic parameters. Actually,
it is independent of sin dxy. (In most calculations one uses the experimental value of e

and the theoretical expression for €% . Then the expression for £’ /e depends on sin dkwm.)

The actual calculation of &'/e is very complicated. There are several comparable
contributions with differing signs. The final result can be written in the form (for recent

work, see [51-54,36] and references therein):

e [e = Im(VigVt) |PO/D) — pB/2)| (4.26)
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where we omitted a phase factor using the approximation arg(ex) = arg(es ), and where

GrReA
p/2) _ _ GrReds z
2\6K|(’R6A0 )2 2 ul@

Q)
4.27
pe/D Sy 20
Q‘EK‘REAO

Q; are four quark operators, and y; are the Wilson coefficient functions. The most impor-

tant operators are

Qs = (Sadg)v-a Y (@pta)via,
q=u,d,s

(4.28)

3
Qs =

(Sadp)v-a Z eq(4aga)v +4-

q=u,d,s
P®/?) is dominated by electroweak penguin contributions while P(1/2) is dominated by
QCD penguin contributions. The latter are suppressed by isospin breaking effects (m, #
mgq), parametrized by

_ Rer (ImA2)1.B.
T T ReAs  ImAy

Q ~ 0.25 £ 0.08. (4.29)

A crude approximation to (4.26) which emphasizes the sources of hadronic uncertainty is

given by

, o 110 Mev \* [ AZL
ele 13 Im(VigVis) | ————=

ms(2 GeV) 340 MeV (430)
(1/2) 1 N (3/2) L 2.5
x [BG (1= Qi) — 0.4B (165 GeV) } _
Bél/ 2) and BE(;?’/ 2) parametrize the hadronic matrix elements:
(Qs)o = BSP(Qe)5™, B{P ~1.0+0.3,
(4.31)

(Qs)2 = BE/P(Qs)5™, B ~08+0.2.

The main sources of uncertainties lie then in the parameters mg, Bél/ 2) , BE(;?’/ 2), Qo
and A%. The importance of these uncertainties is increased because of the cancellation
between the two contributions in (4.30). Taking the above reasonable ranges for the
hadronic parameters (from lattice calculations and 1/N, expansion), one can estimate
[53]:

Re(e /e)™ = (1.7752) x 1074, (4.32)
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The fact that the range in (4.32) is lower than the experimentally allowed range in (4.14)
cannot be taken as evidence for new physics. With a more conservative treatment of the
theoretical uncertainties, one can stretch the theoretical upper bound to values consistent

with the experimental lower bound [55-58,52-53)].

4.5. CP violation in K — v

CP violation in the rare K — mv decays is very interesting. It is very different from
the CP violation that has been observed in K — 7m decays which is small and involves
theoretical uncertainties. Similar to the CP asymmetry in B — 9 Kg, it is predicted to be
large and can be cleanly interpreted. Furthermore, observation of the K7, — 7% decay at
the rate predicted by the Standard Model will provide further evidence that CP violation
cannot be attributed to mixing (AS = 2) processes only, as in superweak models.

Define the decay amplitudes
Aroyy = (10| H|K®),  Ago,p = (n°vi[H|K®), (4.33)

and the related A\;,; quantity:

)‘7rw7 = (g> A7r0u17 . (434)
P/ kg A7r0u17

The decay amplitudes of K, s into a final 7°v state are then
(r°vo|”|K1 5) = pArors F qAzous, (4.35)

and the ratio between the corresponding decay rates is

F(KL — 71'01/77) N 1+ ‘)\7”/,7|2 — 2R€Aﬂ-y,7

= . 4.36
F(KS — 7'('OV17) 1+ ‘)\7”/,7‘2 + 2R€A7rw7 ( )

We learn that the K7, — 7%vi decay rate vanishes in the CP limit (A, = 1), as expected
on general grounds [16]. (The CP conserving contributions were explicitly calculated within
the Standard Model [59] and within its extension with massive neutrinos [60], and found
to be negligible.)

Since the effects of CP violation in decay and in mixing are expected to be negligibly

small, A, is, to an excellent approximation, a pure phase. Defining i to be the relative
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phase between the K — K mixing amplitude and the s — dv# decay amplitude, namely
Arvp = €295 we get from (4.36):

D(Kp — m%vw) 1 —cos20k

= = tan’ fk. 4.37
T(Ks — n0vp)  1+cos20g 0K (4.37)

Using the isospin relation A(K® — 7%vp)/A(Kt — ntvi) = 1/V/2, we get

'Ky — mvp) 1-—cos20x . ,
Tvp = N = Ok. 4.38
¢ MK+ — ntup) 2 S UK (4.38)

Note that a5 < 1, and consequently a measurement of I'(K*™ — 7tv) can be used to
set a model independent upper limit on T'(Kz, — ©%vi) [19].

Within the Standard Model, the K — wvv decays are dominated by short distance
Z-penguins and box diagrams. The branching ratio for K™ — nTvv can be expressed in

terms of p and 7 [36]:

BR(KT — ntvw) = 4.11 x 107" A X (z4)] [n* + (po — p)?] , (4.39)
where
Py(X)
=14 4.4

and X (z¢) and Py(X) represent the electroweak loop contributions in NLO for the top
quark and for the charm quark, respectively. The main theoretical uncertainty is related
to the strong dependence of the charm contribution on the renormalization scale and the
QCD scale, Py(X) = 0.42 + 0.06. First evidence for K™ — 7w was presented recently
[61]. The large experimental error does not yet give a useful CKM constraint and is
consistent with the Standard Model prediction.

The branching ratio for the K; — w°v7 decay can be expressed in terms of 5 [36]:
BR(Kp — n%vp) = 1.80 x 107°[X (z;)]2 A*n>. (4.41)

The present experimental bound, BR(K — %) < 1.6 x 107° [62] lies about five orders
of magnitude above the Standard Model prediction [36] and about two orders of magnitude
above the bound that can be deduced using model independent isospin relations [19] from

the experimental upper bound on the charged mode.
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Note that if the charm contribution to K™ — 77w were negligible, so that both the
charged and the neutral decays were dominated by the intermediate top contributions, then
arvy would simply measure sin? 3. While the charm contribution makes the evaluation of

axp more complicated, a reasonable order of magnitude estimate is still given by sin? 3.

5. CP Violation in D — K7 Decays

Within the Standard Model, D — D mixing is expected to be well below the experi-
mental bound. Furthermore, effects related to CP violation in D — D mixing are expected
to be negligibly small since this mixing is described to a good approximation by physics
of the first two generations. An experimental observation of D — D mixing close to the
present bound (and, even more convincingly, of related CP violation) will then be evidence
for New Physics. The most sensitive experimental searches for D — D mixing use D — K7

decays [63-67]). We now give the formalism of neutral D decays into final K*7¥ states.

5.1. Formalism

We define the neutral D mass eigenstates:
[D1,2) = p|D°) + ¢|D°). (5.1)

We define the following four decay amplitudes:

AK+7r_ = <K+7T_|H|DO>’ AK"’W— = <K+7T_|H|DO>,

~ ~ (5.2)
AK—7r+ = <K_W+|H|DO>7 AK—7|'+ = <K_W+|H|DO>'
We introduce the following two quantities:
q AK+7|-— q AK_TF+
Akt = | = y AK-xt = | — . 5.3
K (p)D AK+7r* Ko (p>D 14[{*7r+ ( )
The following approximations are all experimentally confirmed:
Am AT

=" <1 y===22 <1 DR Prea < L (5.4)

I'p 2T'p m
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Using these approximations, the decay rates for the doubly Cabibbo suppressed (DCS)

decays are given by
- i 2
F[DO()—>K"'7r | = et |Ag+n-| la/p

1
\,\K+ ,\ + Re(Agh, )yt + Im(Agh )xt+4(x2+y2)t2],

F[DO()—>K_7T+] = et Ak o+ Ip/al’

1
Aic—mt |2+ Re(Ag—pt )yt + Im(Ag—nt )t + Z($2 + y2)t2} .

The time ¢ is given here in units of the D-lifetime, 7p = 1/T'p. Egs. (5.5) are valid for
times < 7p.

The decay rates for the Cabibbo favored (CF) modes are given to a good approxima-

tion by
TD°(t) = K~ nt] = e " |Ag—n+[*,
~ ~ ) (5.6)
[[D°(t) - Ktn~] = et |AK+7,7‘ .
2. CP Violation
We will assume that the CF decays are unaffected by CP violation, that is,
|Ag—p+| = ‘AK‘J"W_‘ = Acr. (5.7)

In general, |¢/p| is a positive real number and )\K+ _ and Ag-,+ are two independent
complex numbers. We now parametrize these quantities in a way that is convenient to

separate the three types of CP violation:

la/p| = Rm,
_ rR
)\K+7r = rdRme Oxrt+oxn) (5.8)

A-n+ = RRqRye” 0xn=01x),

CP violation in mixing, that is violation of |¢/p| = 1, is related to R,, # 1. CP violation in

decay, that is violation of ‘ K +"+
K ™

K*” ‘ = 1, isrelated to Ry # 1. CP violation in in-

I'm'()‘;{.}_ _) — Im()\K ﬂ_+)
|)\_+ | A=t

terference of decays with and without mixing, that is violation of ,

is related to ¢xr # 0.
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We also define

2 = zcosdir + ysindxn,

(5.9)

" = ycosbgr — xsindgx.

In the language of eqgs. (5.7), (5.8) and (5.9), we can rewrite eq. (5.5) as follows:

2 2
L[D°(t) - Ktn~] = e tA%p R—2 + —RRm( ‘cp — a'sg)t + R—m(x2 +yA)t? |,

e ) (5.10)
T[D(t) = K~ nt] = e AL, [R2R3 + R—d( ‘cp+ x's4)t + 1 (z% + yz)t2] ,

where s4 = sin¢x, and cy = cos k. Note that the three different mechanisms of CP
violation can be distinguished if the time dependent rates (5.10) are measured:
(i) A different t2e~* term in the DCS decays of D° and D° is an unambiguous signal of
CP violation in mixing.
(ii) A different e~* term in the DCS decays of D° and D° is an unambiguous signal of CP
violation in decay.
(iii) A measurement of all three terms for each of the two decay rates can provide an
unambiguous signal of CP violation in interference.
In the presence of new physics, the most likely situation is that we have observable
CP violation in interference between decays with and without mixing, while CP violation
in mixing and in decays [68] remain unobservably small. In this case, R,, = 1, R4 = 1, but
dxr # 0. Furthermore, while Amp can be enhanced to the level of present experimental
sensitivity, Al'p is likely to remain close to the SM prediction. Neglecting y, we have in

this case

2
[D°(t) - K*n~] = e tA%p [R2 — Rx(sscy + css54)t + %ﬁ] ,

\ (5.11)
L[D°t) - K~nt] = e tA2p [R2 — Rx(sscy — c584)t + %tz] .
The te~* terms in (5.11) are potentially CP violating. There are four possibilities concern-
ing these terms [69,70]:
(i) They vanish: both strong and weak phases play no role.
(ii) They are equal in magnitude and in sign: weak phases play no role.

(iii) They are equal in magnitude but have opposite signs: strong phases play no role.

(iv) They have different magnitudes: both strong and weak phases play a role.
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6. CP Violation in B Decays in the Standard Model

6.1. lq/p| #1

As explained in the previous section, in the By system we expect model independently
that I'19 < M75. Within any given model we can actually calculate the two quantities from
quark diagrams. Within the Standard Model, M;, is given by box diagrams. For both the
B4 and B, systems, the long distance contributions are expected to be negligible and the
calculation of these diagrams with a high loop momentum is a very good approximation.
I'15 is calculated from a cut of box diagrams [71]. Since the cut of a diagram always involves
on-shell particles and thus long distance physics, the cut of the quark box diagram is a
poor approximation to I';3. However, it does correctly give the suppression from small
electroweak parameters such as the weak coupling. In other words, though the hadronic
uncertainties are large and could change the result by order 50%, the cut in the box diagram
is expected to give a reasonable order of magnitude estimate of I';. (For I'15(Bs) it has
been shown that local quark-hadron duality holds exactly in the simultaneous limit of small
velocity and large number of colors. We thus expect an uncertainty of O(1/N¢g) ~ 30%
[72,73]. For I'i3(Bg) the small velocity limit is not as good an approximation but an
uncertainty of order 50% still seems a reasonable estimate [74].)

Within the Standard Model, M, is dominated by top-mediated box diagrams [75]:

2

EmpminpBefs(ViVi)2So(z:), (6.1)

Mo =
127 Jor2

where Sy (z) is given in eq. (4.20), np = 0.55 is a QCD correction, and Bp f3 parametrizes

the hadronic matrix element. For I'19, we have [76-78]

2

= CE i Ba V¥
5 mp Bs

3 (mb + md)2 Bp

'y =

mg Ve Vg
mg Va Vi |’
(6.2)

where K; = —0.39 and K, = 1.25 [78] are combinations of Wilson coefficients and Bg

4
(K2 — K1) + §(2K1 + Kj) + 8(K1 + K>)

parametrizes the (S — P)? matrix element. Note that new physics is not expected to affect

I'y5 significantly because it usually takes place at a high energy scale and is relevant to
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the short distance part only. Therefore, the Standard Model estimate in eq. (6.2) remains
valid model independently. Combining (6.1) and (6.2), one gets

F12 3( B m ‘/cb )

—— =-5.0x107"|1.4-=+0.24+2.5— 6.3

My, Bp mb thth ( )
We learn that |T'12/Mis| = O(m2/m?), which confirms our model independent order of

magnitude estimate, [T'12/Mi2| S 1072, As concerns the imaginary part of this ratio, we
have
NP

asp =Im——=—-11x10"3sinf = —(2—5) x 10~ (6.4)
My,

The strong suppression of agy, compared to |I'12/Mj5| comes from the fact that the leading
contribution to I'13 has the same phase as Mi5. Consequently, asy, = O(m?2/m?). The

CKM factor, Zm VC” VC,?’ = sin 3, is of order one. In contrast, for the B, system, where (6.3)

holds except that Vig (Vq) is replaced by Vs (Ves), there is an additional suppression from

Im% = sin 8, ~ 1072 (see the corresponding unitarity triangle).

6.2. |[Af/Af| #1

In the previous subsection we estimated the effect of CP violation in mixing to be of
O(1073) within the Standard Model, and < O(|I'12/Mji3|) ~ 1072 model independently
(for recent discussions, see [79-80,14]). In semileptonic decays, CP violation in mixing is the
leading effect and therefore it can be measured through asy,. In purely hadronic B decays,
however, CP violation in decay and in the interference of decays with and without mixing
is > O(1072). We can therefore safely neglect CP violation in mixing in the following

discussion and use
a_ M, thV;fdw
P (Miz| Vi Vi

(6.5)

(From here on we omit the convention-dependent quark phases w, defined in eq. (3.15).
Our final expressions for physical quantities are of course unaffected by such omission.)
A crucial question is then whether CP violation in decay is comparable to the CP
violation in the interference of decays with and without mixing or negligible. In the first
case, we can use the corresponding charged B decays to observe effects of CP violation

in decay. In the latter case, CP asymmetries in neutral B decays are subject to clean
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theoretical interpretation: we will either have precise measurements of CKM parameters
or be provided with unambiguous evidence for new physics. The question of the relative
size of CP violation in decay can only be answered on a channel by channel basis, which
is what we do in this section.

Channels that have contributions from tree diagrams only depend each on a single

CKM combination:

A(cud) = TegaVarVyy,
A(cus) = TeasVea Vs,

(6.6)
A(uéd) = uaqubV;i,

A(ucs) = TyesVupVos-
The subdivision of tree processes into spectator, exchange and annihilation diagrams is
unimportant in this respect since they all carry the same weak phase. For such modes,
|A/A| = 1. Tt is possible that ZmA\ # 0, but since the final states are not CP eigenstates,
a clean theoretical interpretation is difficult. We do not discuss these modes here any
further.

Most channels have contributions from both tree- and three types of penguin-diagrams,
the latter classified according to the identity of the quark in the loop, as diagrams with
different intermediate quarks may have both different strong phases and different weak
phases [81]. Consider first b — gg¢s decays, with ¢ = ¢ or u. Using (2.32), we can write the
CKM dependence of these amplitudes as follows:

A(cés) = (Tcés + Psc - Pst)Vcchfe + (Psu - Pi)vubV;sa
(6.7)
A(uus) = (PS¢ — PHYV4VE + (Tuas + P* — POV, Vi

us?
where T stands for the tree amplitude and P4 for a penguin diagram with an intermediate
g-quark. Next, consider b — ¢gd decays, with ¢ = ¢ or u. Using (2.33), we can write the

CKM dependence of these amplitudes as follows:
A(ced) = (Pj— Py)VaVig + (Teea + P§ — Py ) VeV, s
Alutid) = (P — P§)VigVy + (Tuga + P — P)Vas Vit o
Note that in both (6.7) and (6.8) only differences of penguin contributions occur, which

makes the cancellation of the ultraviolet divergences of these diagrams explicit.
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To estimate the size of CP violation in decay for these channels, we need to know the
ratio of the contribution from the difference between a top and light quark strong penguin

diagram to the contribution from a tree diagram (with the CKM combination factored

out):
Pt — Plight a m2
= ~ ° | —t = . . .
rprT quq/ 197 n mg 0(0 03) (6 9)

However, this estimate does not include the effect of hadronic matrix elements, which are
the probability factor to produce a particular final state particle content from a partic-
ular quark content. Since this probability differs for different kinematics, color flow and
spin structures, it can be different for tree and penguin contributions and may partially
compensate the coupling constant suppression of the penguin term. Recent CLEO results
on BR(B — Kr) and BR(B — =) [82] suggest that the matrix element of penguin
operators is indeed enhanced compared to that of tree operators. The enhancement could

be by a factor of a few, leading to
rpr ~ A2 — . (6.10)

(Note that r pr does not depend on the CKM parameters. We use powers of the Wolfenstein
parameter A to quantify our estimate for rpp in order to simplify the comparison between
the size of CP violation in decay and CP violation in the interference between decays with
and without mixing.) Take, for example, the b — c¢s decays. Using eqs. (3.28) and (6.7),
the size of CP violation in decay is then estimated as follows:

Auss

cCs

| A 4 3
——15 = O(N\* — \?). 6.11
Ve Vi ( ) (6.11)

1—‘ STPTITTL

Note that, in the language of eq. (3.28), this estimate includes (A2/A3)sin(¢2 — ¢1) but
not sin(dy — d1). We only used sin(d2 — d1) < 1 but if, for some reason, the difference in
strong phases is small, the effect of CP violation in decay will be accordingly suppressed
compared to (6.11).

Finally, processes involving only down-type quarks have no contributions from tree
diagrams:

A(s5s) = (PS — PV Vi + (P — PY ViV

us?

(6.12)
A(ssd) = (Pj— P§)Va Vi + (P — P{)Va Vi
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For the estimate of CP violation in decay for these modes, we need to consider two types

of ratios between penguin diagrams:

_Pu_PtNl
rpepu = PC—PtN y 6.1
pe — pu (6.13)
T pipt = — =~ 0.1.
Pt — Plight

In the m. = m, limit, we would have rpcpx. = 1 and rpip: = 0. The deviations from
these limiting values should then be GIM suppressed [83]. The estimate of the somewhat
surprisingly large rpip: is based on refs. [84,85]. We get:

Asgs u y

1-— ‘ o 5 T'pipt Im‘;'c:&}: = O()\z), (614)
Asg ‘/c y

1— ‘ 4| < rpupe Im=22cd — 0(0.1). (6.15)
s5d V;fb td

As concerns the b — dds and b — ddd processes, they mix strongly through rescattering
effects with the tree mediated b — uus and b — wuud decays, respectively. It is difficult
to estimate these soft rescattering effects and we do not consider these modes here any
further.

We thus classify the B decays described in eqgs. (6.7), (6.8) and (6.12) into four
classes. Classes (i) and (ii) are expected to have relatively small CP violation in decay
and hence are particularly interesting for extracting CKM parameters from interference of
decays with and without mixing. In classes (iii) and (iv), CP violation in decay could be
significant and might be observable in charged B decays.

(i) Decays dominated by a single term: b — cés and b — s3s. The Standard Model
predicts very small CP violation in decay: O(A* — A3) for b — cs and O(\?) for b — s3s.
Any observation of large CP asymmetries in charged B decays for these channels would
be a clue to physics beyond the Standard Model. The corresponding neutral modes have
cleanly predicted relationships between CKM parameters and the measured asymmetry
from interference between decays with and without mixing. The modes B — ¥ K and
B — ¢K are examples of this class.

(ii) Decays with a small second term: b — céd and b — wud. The expectation

that penguin-only contributions are suppressed compared to tree contributions suggests
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that these modes will have small effects of CP violation in decay, of O(A? — )\), and
an approximate prediction for the relationship between measured asymmetries in neutral
decays and CKM phases can be made. Examples here are B — DD and B — 7.

(iii) Decays with a suppressed tree contribution: b — wuis. The tree amplitude is
suppressed by small mixing angles, V,,;,V,s. The no-tree term may be comparable or even
dominate and give large interference effects. An example is B — pK.

(iv) Decays with no tree contribution and a small second term: b — ssd. Here the
interference comes from penguin contributions with different charge 2/3 quarks in the loop
and gives CP violation in decay that could be as large as 10%. An example is B - KK.

Note that if the penguin enhancement is significant, then some of the decay modes
listed in class (ii) might actually fit better in class (iii). For example, it is possible that
b — wud decays have comparable contributions from tree and penguin amplitudes. On the
other hand, this would also mean that some modes listed in class (iii) could be dominated
by a single penguin term. For such cases an approximate relationship between measured
asymmetries in neutral decays and CKM phases can be made.

A summary of our discussion in this section is given in the table II.

Quark process Sample B mode O(1 —|A/A|)
b — cés YK+ rprsinfBs ~ At — \3
b — s5s PK* sin By ~ A2
b — uud O+ rprsina ~ A2 — )
b — ced DD* rprsiny ~ A2 — X
b — uus nOK* r;r}w sinffs ~ A —1
b — ssd prE rppsin 3 ~ 0.1

Table II. CP violation in B decays.

6.3. Im)\fcp 75 0

Let us first discuss an example of class (i), B — ¥ Kg. A new ingredient in the

analysis is the effect of K — K mixing. For decays with a single K in the final state,

37



K — K mixing is essential because B® — K% and B® — K°, and interference is possible

only due to K — K mixing. This adds a factor of

D Ves Vi o
— = w 6.16
(Q>K Ve Ved K ( )

into (A/A). The quark subprocess in B — K9 is b — c¢s which is dominated by the

W -mediated tree diagram:

Ayxc, VoV (VesVe
= £ < B- 6.17
s (V;;,Vcs) (V;;%d o (047

The CP-eigenvalue of the state is 7y xy = —1. Combining egs. (6.5) and (6.17), we find

ViV, Vo V* *V.
B Kg) = — [ tbtd cbes cd cs T = sin(20). 1
AB = 9¥Kg) (thvtz Vi, VodVe = Imlyk, = sin(20) (6.18)

We have seen in the previous section that, for b — ccs decays, we have a very small
CP violation in decay, 1 — |A/A| ~ A?rpr. Consequently, eq. (6.18) is clean of hadronic
uncertainties to better than O(1072). This means that the measuremnet of a,x, can
give the theoretically cleanest determination of a CKM parameter, even cleaner than the
determination of |V,,| from K — 7wfv. (If BR(KL — 7wvw) is measured, it will give a
comparably clean determination of 7.)

A second example of a theoretically clean mode in class (i) is B — ¢Kg. We showed
in the previous section that, for b — s5s decays, we have small CP violation in decay,
1—|A/A| = O(\%) = 0(0.05). We can neglect this effect. The analysis is similar to the
1 Kg case, and the asymmetry is proportional to sin(20).

The same quark subprocesses give theoretically clean CP asymmetries also in By
decays. These asymmetries are, however, very small since the relative phase between the
mixing amplitude and the decay amplitudes (s defined in (2.37)) is very small.

The best known example of class (ii) is B — nw. The quark subprocess is b — uud
which is dominated by the W-mediated tree diagram. Neglecting for the moment the

second, pure penguin, term we find

Apn VsV
-0 x. 6.19
Apr  TVEY g B (6.19)
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The CP eigenvalue for two pions is +1. Combining egs. (6.5) and (6.19), we get

AB - rtr) = (V;’;th) <VJqub) — ImAes = sin(2a). (6.20)
VasVia ) \VuaVip
The pure penguin term in A(uad) in eq. (6.8) has a weak phase, arg(V;;Vip), different
from the term with the tree contribution, so it modifies both ZmA;, and (if there are non-
trivial strong phases) |Arz|. The recent CLEO results mentioned above suggest that the
penguin contribution to B — w7 channel is significant, probably 10% or more. This then
introduces CP violation in decay, unless the strong phases cancel (or are zero, as suggested
by factorization arguments). The resulting hadronic uncertainty can be eliminated using
isospin analysis [86]. This requires a measurement of the rates for the isospin-related
channels Bt — 7170 and B® — 7%7° as well as the corresponding CP-conjugate processes.
0,0

The rate for « is expected to be small and the measurement is difficult, but even an

upper bound on this rate can be used to limit the magnitude of hadronic uncertainties
[87].

Related but slightly more complicated channels with the same underlying quark struc-
ture are B — p%7° and B — a97%. Again an analysis involving the isospin-related chan-
nels can be used to help eliminate hadronic uncertainties from CP violations in the decays

[88,89]. Channels such as pp and a1p could in principle also be studied, using angular

analysis to determine the mixture of CP-even and CP-odd contributions.

The analysis of B — DT D™ proceeds along very similar lines. The quark subprocess

here is b — ccéd, and so the tree contribution gives

AB — DtD™) = np+p- (%Z“ZZ) (KZKZ) — Imlpp = —sin(28),  (6.21)
where we used np+p- = +1. Again, there are hadronic uncertainties due to the pure
penguin term in (6.8), but they are estimated to be small.

A summary of our results for CP violation in the interference of decays with and
without mixing in B; — fcp is given in table III. For each mode, we give the asymmetry

that would arise if the dominant contribution were the only contribution.
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Quark process Sample By mode ImAp,—f., Sample By mode ImAp, ¢,
b — ccs YKg sin 23 D,D, sin 23,
b — sSs oK sin 23 o' 0
b — uid T sin 2c¢ m9Kg sin 2+
b — ccd DtD- sin 2 YKg sin 20,
b — uls ™ Kg sin 23 ol 0
b — ssd o 0 K sin 28

Table III. ZmA(B, — fcp).

In all cases the above discussions have neglected the distinction between strong pen-
guins and electroweak penguins. The CKM phase structure of both types of penguins is
the same. The only place where this distinction becomes important is when an isospin
argument is used to remove hadronic uncertainties due to penguin contributions. These
arguments are based on the fact that gluons have isospin zero, and hence strong penguin
processes have definite AI. Photons and Z-bosons on the other hand contribute to more
than one AT transition and hence cannot be separated from tree terms by isospin analysis.
In most cases electroweak penguins are small, typically no more than ten percent of the
corresponding strong penguins and so their effects can safely be neglected. However in
cases (iii) and (iv), where tree contributions are small or absent, their effects may need
to be considered. (A full review of the role of electroweak penguins in B decays has been

given in ref. [90].)

7. CP Violation Can Probe New Physics

We have argued that the Standard Model picture of CP violation is rather unique and
highly predictive. We have also stated that reasonable extensions of the Standard Model
have a very different picture of CP violation. Experimental results are too few to decide be-
tween the various possibilities. But in the near future, we expect many new measurements
of CP violating observables. Our discussion of CP violation in the presence of new physics

is aimed to demonstrate that, indeed, models of new physics can significantly modify the
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Standard Model predictions and that the near future measurements will therefore have a
strong impact on the theoretical understanding of CP violation.

To understand how the Standard Model predictions could be modified by New Physics,
we focus on CP violation in the interference between decays with and without mixing. As
explained above, this type of CP violation may give, due to its theoretical cleanliness,
unambiguous evidence for New Physics most easily.

Let us consider five specific CP violating observables.

(i) ImAykg, the CP asymmetry in B — 1 Kg. This measurement will cleanly de-
termine the relative phase between the B — B mixing amplitude and the b — c¢s decay
amplitude (sin 2 in the Standard Model). The b — cés decay has Standard Model tree
contributions and therefore is very unlikely to be significantly affected by new physics.
On the other hand, the mixing amplitude can be easily modified by new physics. We

parametrize such a modification by a phase 6;:
204 = arg(Mi/MY) = ImAyr, = sin[2(8 + 04)]- (7.1)

(ii) ZmAgk s, the CP asymmetry in B — ¢Kg. This measurement will cleanly de-
termine the relative phase between the B — B mixing amplitude and the b — s3s decay
amplitude. The b — sss decay has only Standard Model penguin contributions and there-
fore is sensitive to new physics. We parametrize the modification of the decay amplitude

by a phase 64 [91]:
04 = arg(Apks /AGr.) = Imdpxs =sin[2(B+ 04+ 04)]. (7.2)

(iii) @xpz, the CP violating ratio of K — mvi decays, defined in (4.38). This measure-
ment will cleanly determine the relative phase between the K — K mixing amplitude and
the s — dvv decay amplitude. The experimentally measured small value of ex requires
that the phase of the K — K mixing amplitude is not modified from the Standard Model
prediction. (More precisely, it requires that the phase in the mixing amplitude is very close
to the phase in the s — duu decay amplitude.) On the other hand, the decay, which in
the Standard Model is a loop process with small mixing angles, can be easily modified by

new physics.
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(iv) ap_ &, the CP violating quantity in D — K*7¥ decays (see (5.5) and (5.11)):

ImAg-nt) — ImAgh _)

Ktn—

D Kr = = ap_Krx = 2C0S0K, SN Qg . (7.3)

|)\K—7r+‘

It depends on the relative phase between the D — D mixing amplitude and the ¢ — d5u and
¢ — sdu decay amplitudes. The two decay channels are tree level and therefore unlikely
to be affected by new physics [68]. On the other hand, the mixing amplitude can be easily
modified by new physics [69].

(v) dn, the electric dipole moment of the neutron. We did not discuss this quantity
so far because, unlike CP violation in meson decays, flavor changing couplings are not
necessary for dy. In other words, the CP violation that induces dy is flavor diagonal.
It does in general get contributions from flavor changing physics, but it could be induced
by sectors that are flavor blind. Within the Standard Model (and ignoring the strong CP
angle fqcp), the contribution from dxy arises at the three loop level and is at least six
orders of magnitude below the experimental bound. We denote the present 90% C.L upper
bound on dy by dy*. It is given by [92]

dy®? = 6.3 x 1072° ¢ cm. (7.4)

The main features of the observables that we chose are summarized in Table IV.

Process Observable Mixing Decay SM NP
B — 9Ks ImMygs; B—B b-—sces sin 23 sin 2(8 + 603)
B = ¢Ks Imlsgx; B—B b— s3s sin 23 sin2(8+ 64+ 04)
K — v Anpi K—-K s—dvi ~ sin? J6] sin? O
D— K apskxs D—D ¢— dsu 0 ~ sin ¢
dn < 1078dyP FD phases

Table IV. Features of various CP violating observables.
The various CP violating observables discussed above are sensitive then to new physics
in the mixing amplitudes for the B — B and D — D systems, in the decay amplitudes for

b — sss and s — dvv channels and to flavor diagonal CP violation. If information about
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all these processes becomes available and deviations from the Standard Model predictions
are found, we can ask rather detailed questions about the nature of the new physics that
is responsible to these deviations:
(i) Is the new physics related to the down sector? the up sector? both?
(ii) Is the new physics related to AB = 1 processes? AB = 27 both?
(iii) Is the new physics related to the third generation? to all generations?
(iv) Are the new sources of CP violation flavor changing? flavor diagonal? both?
It is no wonder then that with such rich information, flavor and CP violation provide

an excellent probe of new physics.

8. Supersymmetry

A generic supersymmetric extension of the Standard Model contains a host of new
flavor and CP violating parameters. (For recent reviews on supersymmetry see refs. [93-
97]. The following chapter is based on [98].) It is an amusing exercise to count the number
of parameters. The supersymmetric part of the Lagrangian depends, in addition to the
three gauge couplings of Ggy, on the parameters of the superpotential W, which can be

written as a function of the scalar matter fields:
W = Z (Y;;huq],iﬁRj + }/i?hdgLidNRj + }/ig‘hdiLiZRj) + phyhg. (8.1)

In addition, we have to add soft supersymmetry breaking terms:

Lsott = — (a?jhuﬁmﬂm + alhadridr; + af;haLrilg; + bhyha + h-C-)

1 3
- D> m —52 (712a) AN (@) + hoc.) .

all scalars

(8.2)

The three Yukawa matrices Y/ depend on 27 real and 27 imaginary parameters. Similarly,
the three af-matrices depend on 27 real and 27 imaginary parameters. The five mS?2
hermitian 3 x 3 mass-squared matrices for sfermions (S = Q, d R, UR, i,g r) have 30 real

parameters and 15 phases. The gauge and Higgs sectors depend on

9QCD7 'fh(l); ’ﬁl,(z), Th(g), 91,92, 93; K, b, m%h“ ml2zd7 (83)
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that is 11 real and 5 imaginary parameters. Summing over all sectors, we get 95 real and 74
imaginary parameters. If we switch off all the above parameters but the gauge couplings,

we gain global symmetries:

Goonm (YT, g0l b,m? i = 0) = U(3)° x U(1)pq x U(1)R, (8.4)

where the U(1)pq x U(1)gr charge assignments are:

he hae Qu Qd LI
Ul)pg 1 1 -1 -1 -1. (8.5)
Ulg 1 1 1 1 1

Consequently, we can remove at most 15 real and 32 imaginary parameters. But even

when all the couplings are switched on, there is a global symmtery, that is
Goonm =U() B x U(1)g, (8.6)
so that 2 of the 32 imaginary parameters cannot be removed. We are left then with

80 real .
124 = { 44 imaginary physical parameters. (8.7)

In particular, there are 43 new CP violating phases! In addition to the single Kobayashi-
Maskawa of the SM, we can put 3 phases in My, My, i1 (we used the U(1)pq and U(1)r to
remove the phases from pB* and M3, respectively) and the other 40 phases appear in the
mixing matrices of the fermion-sfermion-gaugino couplings. (Of the 80 real parameters,
there are 11 absolute values of the parameters in (8.3), 9 fermion masses, 21 sfermion
masses, 3 CKM angles and 36 SCKM angles.) Supersymmetry provides a nice example to
our statement that reasonable extensions of the Standard Model may have more than one
source of CP violation.

The requirement of consistency with experimental data provides strong constraints
on many of these parameters. For this reason, the physics of flavor and CP violation has
had a profound impact on supersymmetric model building. A discussion of CP violation
in this context can hardly avoid addressing the flavor problem itself. Indeed, many of
the supersymmetric models that we analyze below were originally aimed at solving flavor

problems.

44



As concerns CP violation, one can distinguish two classes of experimental constraints.
First, bounds on nuclear and atomic electric dipole moments determine what is usually
called the supersymmetric CP problem. Second, the physics of neutral mesons and, most
importantly, the small experimental value of ex pose the supersymmetric ex problem.
In the next two subsections we describe the two problems. Then we describe various
supersymmetric flavor models and the ways in which they address the supersymmetric CP
problem.

Before turning to a detailed discussion, we define two scales that play an important
role in supersymmetry: Ag, where the soft supersymmetry breaking terms are generated,
and Ap, where flavor dynamics takes place. When Ap > Ag, it is possible that there
are no genuinely new sources of flavor and CP violation. This leads to models with exact
universality, which we discuss in section 8.3. When Ar < Ag, we do not expect, in general,
that flavor and CP violation are limited to the Yukawa matrices. One way to suppress CP
violation would be to assume that, similarly to the Standard Model, CP violating phases
are large, but their effects are screened, possibly by the same physics that explains the
various flavor puzzles. Such models, with Abelian or non-Abelian horizontal symmetries,
are described in section 8.4. It is also possible that CP violating effects are suppressed
because squarks are heavy. This scenario is also discussed in section 8.4. Another option
is to assume that CP is an approximate symmetry of the full theory (namely, CP violating
phases are all small). We discuss this scenario in section 8.5. A brief discussion of the
implications of &’/e is included in this subsection. Some concluding comments regarding

CP violation as a probe of supersymmetric flavor models are given in section 8.6.

8.1. The Supersymmetric CP Problem

One aspect of supersymmetric CP violation involves effects that are flavor preserving.
Then, for simplicity, we describe this aspect in a supersymmetric model without additional
flavor mixings, i.e. the minimal supersymmetric standard model (MSSM) with universal
sfermion masses and with the trilinear SUSY-breaking scalar couplings proportional to
the corresponding Yukawa couplings. (The generalization to the case of non-universal soft

terms is straightforward.) In such a constrained framework, there are four new phases
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beyond the two phases of the Standard Model (0xwm and 6qcop). One arises in the bilinear
p-term of the superpotential (8.1), while the other three arise in the soft supersymmetry
breaking parameters of (8.2): m (the gaugino mass), a (the trilinear scalar coupling) and
b (the bilinear scalar coupling). Only two combinations of the four phases are physical
[99,100]. To see this, note that one could treat the various dimensionful parameters in
(8.1) and (8.2) as spurions which break the U(1)pq x U(1l)r symmetry, thus deriving
selection rules:
m A b p
Ulpq 0 0 -2 =2 (8.8)
Ulr -2 -2 -2 0

(where we defined A through af = AY ). Physical observables can only depend on com-
binations of the dimensionful parameters that are neutral under both U(1)’s. There are
three such independent combinations: mub*, Aub* and A*m. However, only two of their

phases are independent, say
pa = arg(A*m), ¢p = arg(mudb®). (8.9)

In the more general case of non-universal soft terms there is one independent phase ¢4,
for each quark and lepton flavor. Moreover, complex off-diagonal entries in the sfermion
mass-squared matrices may represent additional sources of CP violation.

The most significant effect of ¢4 and ¢p is their contribution to electric dipole mo-
ments (EDMs). The electric dipole moment of a fermion ¢ is defined as the coefficient dy,

of the operator

i -
Lay = —5dyihoum 5P F*. (8.10)

For example, the contribution from one-loop gluino diagrams to the down quark EDM is

given by [101,102]:

ed3 . .
dg :Mdm (|A|singa + tan f|p| sin ¢p), (8.11)

where we have taken mg, ~m# ~ mZ2 ~ m?, for left- and right-handed squark and gluino
masses. We define, as usual, tan 8 = (H,)/(Hg). Similar one-loop diagrams give rise to

chromoelectric dipole moments. The electric and chromoelectric dipole moments of the
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light quarks (u, d, s) are the main source of dy (the EDM of the neutron), giving [103]

100 GeV'\?
dy ~ 2 (%) singa,p x 1072% ecm, (8.12)
m

where, as above, m represents the overall SUSY scale. In a generic supersymmetric frame-
work, we expect m = O(myz) and sin ¢4 g = O(1). Then the constraint (7.4) is generically
violated by about two orders of magnitude. This is the Supersymmetric CP Problem [101-
105].
Eq. (8.12) shows what are the possible ways to solve the supersymmetric CP problem:
(i) Heavy squarks: m 2> 1 TeV;
(ii) Approximate CP: sin¢g4 p < 1.

Recently, a third way has been investigated, that is cancellations between various
contributions to the electric dipole moments [106-112]. However, there seems to be no
symmetry that can guarantee such a cancellation. This is in contrast to the other two
mechanisms mentioned above that were shown to arise naturally in specific models. We
therefore do not discuss any further this third mechanism.

Finally, we mention that the electric dipole moment of the electron is also a sensitive

probe of flavor diagonal CP phases. The present experimental bound, [113-114],
ld,| <4 x107%" e cm, (8.13)

is also violated by about two orders of magnitue for ‘natural’ values of supersymmetric

parameters.

8.2. The Supersymmetric ex Problem

The contribution to the CP violating € x parameter in the neutral K system is domi-
nated by diagrams involving @ and d squarks in the same loop [115-119]. The correspond-
ing effective four-fermi operator involves fermions of both chiralities, so that its matrix
elements are enhanced by O(mg/ms)? compared to the chirality conserving operators.
For mz ~ mg ~ mp = m (our results depend only weakly on this assumption) and
focusing on the contribution from the first two squark families, one gets [119]:

5 CV% ff(mK l( mg >2 N 3 m { (5mé)12 ((Sm%)lg } : (8.14)

T 162v2 m2Amk | \ms +my 25 m3, m%

€K
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where (dm$) p)12 are the off diagonal entries in the squark mass matrices in a basis where
the down quark mass matrix and the gluino couplings are diagonal. These flavor violating
quantities are often written as (dmg, p)i2 = Vl?’Démé,DVZ?’D*, where dmg, 1, is the mass
splitting among the squarks and V@? are the gluino coupling mixing matrices in the mass
eigenbasis of quarks and squarks. Note that CP would be violated even if there were two
families only [120]. Using the experimental value of ek, we get

Amce g )SUSY 300 GeV \* [ my, —mgy, \ (m}, —m3 -

( KEK) ~ 107 h Q2 Q1 Do D, \K{%K{iﬂ sin ¢,

(Am e )EXP m m2,

(8.15)
where ¢ is the CP violating phase. In a generic supersymmetric framework, we expect
m = O(mz), omg, p/my p = O(1), KS.’D = O(1) and sin ¢ = O(1). Then the constraint
(8.15) is generically violated by about seven orders of magnitude.

Eq. (8.15) also shows what are the possible ways to solve the supersymmetric g
problem:
(i) Heavy squarks: m > 300 GeV;;
(ii) Universality: omg) p < mg p;
(iii) Alignment: |K&| < 1;
(iv) Approximate CP: sin¢ < 1.

8.3. Exact Universality

Both supersymmetric CP problems are solved if, at the scale Ag, the soft supersym-
metry breaking terms are universal and the genuine SUSY CP phases ¢4 p vanish. Then
the Yukawa matrices represent the only source of flavor and CP violation which is relevant
in low energy physics. This situation can naturally arise when supersymmetry breaking
is mediated by gauge interactions at a scale Ag < Ap [121]. In the simplest scenarios,
the A-terms and the gaugino masses are generated by the same SUSY and U(1)g break-
ing source (see eq. (8.8)). Thus, up to very small effects due to the standard Yukawa
matrices, arg(A) = arg(mgy) so that ¢4 vanishes. In specific models also ¢p vanishes in
a similar way [122,123]. It is also possible that similar boundary conditions occur when

supersymmetry breaking is communicated to the observable sector up at the Planck scale.
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The situation in this case seems to be less under control from the theoretical point of
view. Dilaton dominance in SUSY breaking, though, seems a very interesting direction to
explore [124,125].

The most important implication of this type of boundary conditions for soft terms,
which we refer to as exact universality, is the existence of the SUSY analogue of the GIM
mechanism which operates in the SM. The CP violating phase of the CKM matrix can
feed into the soft terms via Renormalization Group (RG) evolution only with a strong
suppression from light quark masses [99].

With regard to the supersymmetric CP problem, gluino diagrams contribute to quark

EDMs as in eq. (8.11), but with a highly suppressed effective phase, e.g.
ba, ~ (ts/16T>)* Y Y2Y 2. (8.16)

Here tg = log(Ag/Myw ) arises from the RG evolution from Ag to the electroweak scale,
the Y;’s are quark Yukawa couplings (in the mass basis), and J ~ 2 x 1075 is defined in
eq. (2.30). A similar contribution comes from chargino diagrams. The resulting EDM is
dy $1073! e cm. This maximum can be reached only for very large tan 8 ~ 60 while,
for small tan 3 ~ 1, dn is about 5 orders of magnitude smaller. This range of values for
dy is much below the present (~ 1072% ¢ c¢m) and foreseen (~ 1072% ¢ ¢cm) experimental
sensitivities [126-129].

With regard to the supersymmetric ex problem, the contribution to ex is propor-
tional to Zm(V;qV;%)2Y (ts/16m2)2, giving the same GIM suppression as in the SM. This
contribution turns out to be negligibly small [99]. The supersymmetric contribution to
D — D mixing is similarly small and we expect no observable effects. For the By and
B, systems, the largest SUSY contribution to the mixing comes from box diagrams with
intermediate charged Higgs and the up quarks. It can be up to O0(0.2) of the SM ampli-
tude for Ag = Mp; and tan = O(1) [130-133], and much smaller for large tan /. The
contribution is smaller in models of gauge mediated SUSY breaking where the mass of the
charged Higgs boson is typically 2> 300 GeV [121] and tg ~ 5. The SUSY contributions to
Bs; — B, and By — By mixing are, to a good approximation, proportional to (V;V;%)? and

(VinV,)?, respectively, like in the SM. Then, regardless of the size of these contributions,
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the relation Amp,/Amp, ~ |Viq/Vis|> and the CP asymmetries in neutral B decays into

final CP eigenstates are the same as in the SM.

8.4. Approximate Horizontal Symmetries

In the class of supersymmetric models with Ap < Ag, the soft masses are generically
not universal, and we do not expect flavor and CP violation to be limited to the Yukawa
matrices. Most models where soft terms arise at the Planck scale (Ag ~ Mp;) belong to
this class. It is possible that, similarly to the Standard Model, CP violating phases are
large, but their effects are screened, possibly by the same physics that explains the var-
ious flavor puzzles. This usually requires Abelian or non-Abelian horizontal symmetries.
Two ingredients play a major role here: selection rules that come from the symmetry and
holomorphy of Yukawa and A-terms that comes from the supersymmetry. With Abelian
symmetries, the screening mechanism is provided by alignment [134-137], whereby the mix-
ing matrices for gaugino couplings have very small mixing angles, particularly for the first
two down squark generations. With non-Abelian symmetries, the screening mechanism is
approximate universality, where squarks of the two families fit into an irreducible doublet
and are, therefore, approximately degenerate [138-145]. In all of these models, it is difficult
to avoid dy = 10728 e cm.

As far as the third generation is concerned, the signatures of Abelian and non-Abelian
models are similar. In particular, they allow observable deviations from the SM predictions
for CP asymmetries in B decays. The recent measurement of a,x, gives first constraints
on these contributions [14]. In some cases, non-Abelian models give relations between
CKM parameters and consequently predict strong constraints on these CP asymmetries.

For the two light generations, only alignment allows interesting effects. In particular,
it predicts large CP violating effects in D — D mixing [134,135]. Thus, it allows ap_xr =
O(1).

Finally, it is possible that CP violating effects are suppressed because squarks are
heavy. If the masses of the first and second generations squarks m; are larger than the
other soft masses, m? ~ 10072 then the Supersymmetric CP problem is solved and the

ek problem is relaxed (but not eliminated) [141,146]. This does not necessarily lead to
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naturalness problems, since these two generations are almost decoupled from the Higgs
sector.

Notice though that, with the possible exception of m%R, third family squark masses
cannot naturally be much above m%. If the relevant phases are of O(1), the main contri-
bution to dy comes from the third family via the two-loop induced three-gluon operator
[147], and it is roughly at the present experimental bound when mg, . ~ 100 GeV.

Models with the first two squark generations heavy have their own signatures of CP
violation in neutral meson mixing [148]. The mixing angles relevant to D — D mixing are
similar, in general, to those of models of alignment (if alignment is invoked to explain Amg
with mé, p 520 TeV). However, since the @ and ¢ squarks are heavy, the contribution
to D — D mixing is one to two orders of magnitude below the experimental bound. This
may lead to the interesting situation that D — D mixing will first be observed through
its CP violating part [70]. In the neutral B system, O(1) shifts from the Standard Model
predictions of CP asymmetries in the decays to final CP eigenstates are possible. This can
occur even when squark masses of the third family are ~ 1 TeV [149], since now mixing
angles can naturally be larger than in the case of horizontal symmetries (alignment or

approximate universality).

8.5. Approximate CP Symmetry

Both supersymmetric CP problems are solved if CP is an approximate symmetry, bro-
ken by a small parameter of order 10~3. This is another possible solution to CP problems
in the class of supersymmetric models with Ap < Ag. (Of course, some mechanism has
also to suppress the real part of the AS = 2 amplitude by a sufficient amount.)

If CP is an approximate symmetry, we expect also the SM phase dkn to be < 1. Then
the standard box diagrams cannot account for e x which should arise from another source.
In supersymmetry with non-universal soft terms, the source could be diagrams involving
virtual superpartners, mainly squark-gluino box diagrams. Let us call (M#)SUSY the
supersymmetric contribution to the K — K mixing amplitude. Then the requirements
Re(ME)SUSY < Amg and Im(ME)SUSY ~ ex Amg imply that the generic CP phases

are > O(eg) ~ 1073,
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Of course, dy constrains the relevant CP violating phases to be < 1072, If all phases
are of the same order, then dy must be just below or barely compatible with the present
experimental bound. A signal should definitely be found if the accuracy is increased by
two orders of magnitude.

The main phenomenological implication of these scenarios is that CP asymmetries in
B meson decays are small, perhaps O(ex), rather than O(1) as expected in the SM. Also
the ratio a,,5 of eq. (4.38) is very small, in contrast to the Standard Model where it is
expected to be of (Q(Sin2 (). Explicit models of approximate CP were presented in refs.
[150-153].

The experimntal value of ¢’ /e has particularly interesting implications on models of
approximate CP [154]. In this framework, the standard model cannot account for ’/e. A
model of approximate CP would then be excluded if it does not provide sufficiently large
contributions from new physics to this parameter. A generic supersymmetric model where
the a? terms in (8.2) are not proportional to the Y? terms in (8.1) can provide a large

contribution [155] related to imaginary part of
aly ~ mgy|Vys| /1. (8.17)

In models of non-Abelian flavor symmetries, the contribution is typically not large enough
because of cancellation between the a?, and a2, terms [156,157]. In models of heavy d and
§ squarks, the contribution is highly suppressed by the heavy mass scale [154]. Models of
alignment can give a contribution that is not much smaller than the estimate in (8.17). If,
however, the related CP violating phase is small, then the model can account for &’ /e only
if both the model parameters and the hadronic parameters assume rather extreme values
[154]. We conclude that most existing models of supersymmetry with approximate CP are
excluded (or, at least, strongly disfavored) by the experimental measurement of ¢’ /e. (For
other recent works on €’/e in the supersymmetric framework, see [118-119,54,158-160]
The fact that the Standard Model and the models of approximate CP are both viable
at present shows that the mechanism of CP violation has not really been tested experi-
mentally. The only measured CP violating observales, that is ex and €, are small. Their

smallness could be related to the ‘accidental’ smallness of CP violation for the first two
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quark generations, as is the case in the Standard Model, or to CP being an approximate
symmetry, as is the case in the models discussed here. Future measurements, particularly
of processes where the third generation plays a dominant role (such as ay kg Or Gryp), will
easily distinguish between the two scenarios. While the Standard Model predicts large CP

violating effects for these processes, approximate CP would suppress them too.

8.6. Some Concluding Remarks

We can get an intuitive understanding of how the various supersymmetric flavor mod-
els discussed in this chapter solve the supersymmetric flavor and CP problems by presenting
the general form of the squark mass-squared matrices for each framework. This is sum-
marized in Table V. The implications of each flavor model for the various CP violating

observables presented in the previous chapter are given in Table VI.

Flavor Model Theory #Mg ;, ~ Physical Parameters
Exact Universality GMSB diag(a,a,a)  Am2y ~m?2/m2,
Approx. Universality =~ Non-Abelian H diag(a, a,b) Am?2, ~ sin? 0
Alignment Abelian H diag(a,b,c)  (K%)12 < sinfe
Heavy Squarks Comp.; Anom. U(1) diag(A4, B,c) m3 5 ~ 100>
Approximate CP SCPV 1073 S dop < 1

Table V. Supersymmetric flavor models.

Model oe— 04 04 apskr AK—mup
Standard Model S1076 0 0 0 O(1)
Exact Universality <1076 0 0 0 =SM
Approx. Universality > 1072 0(0.2) O(1) 0 ~SM
Alignment >1073 00.2) O(1) 0(Q1) ~SM
Heavy Squarks ~1071  O(1) O(1) 0(1072) =~SM

Approximate CP ~ 1071 -5 0 O(1073) O(107%)

Table VI. Phenomenological implicatons of supersymmetric flavor models.

We would like to emphasize the following points:
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(i) For supersymmetry to be established, a direct observation of supersymmetric par-
ticles is necessary. Once it is discovered, then measurements of CP violating observables
will be a very sensitive probe of its flavor structure and, consequently, of the mechanism
of dynamical supersymmetry breaking.

(ii) It is easy to distinguish between models of exact universality and models with
genuine supersymmetric flavor and CP violation. This can be done through searches of
dn and of CP asymmetries in B decays.

(iii) The neutral D system provides a stringent test of alignment.

(iv) The fact that K — mvv decays are not affected by most supersymmetric flavor
models [161,162] is actually an advantage. The Standard Model correlation between a5
and ay kg is a much cleaner test than a comparison of a,x, to the CKM constraints.

(v) Approximate CP has dramatic effects on all observables. My guess is that in

lectures given a year from now, it will not appear in the Table as a viable option.

9. Left Right Symmetric Models of Spontaneous CP Violation
9.1. The Model
We consider models with a symmetry Grrs X Dirs, where Girs is the gauge group,
Grrs = SU3)e x SU(2)L x SU2)r x U(1)p—1, (9.1)
and Digs is a discrete group,
Dirs = P x C. (9.2)

Various versions of left-right symmetric models differ in Dy,rs. We are interested here in
models where CP is only spontaneously broken, hence our choice of (9.2) [163-168].

The fermion representations consist of three generations of

QLi(3a271)1/37 QRi(3a172)1/37 LLi(1a271)—1a LRi(171a2)—1- (93)

Under Dy s, the fermion fields transform as follows:

P: Qr < Qr Ly < Lg
C: Qp<+iogy(Qr)* L < ios(Lg)*
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The scalar representations consist of three multiplets [169],
Ar(1,1,3)s, AL(1,3,1)s, @(1,2,2)0. (9.5)

Under Digs, the scalar fields transform as follows:

P: ALHAR (I)H(I)T

C: Ao (Ar)* & T (9-6)

It is often convenient to write ® in a 2 X 2 matrix form:

0 +
@:(% %). 9.7)

The spontaneous symmetry breaking occurs in two stages,
Grrs X Drrs — Gsm — SU(3)c x U(1)rm, (9.8)

due to the VEVs of the neutral members of the scalar fields:

0 0
(Ap)=1{ 0 |, (A)={0 ,<<1>>=(’“1 0-)- (9.9)

- 0 koe@
vpeP vr, 2

(In general, all four VEVs are complex. There is, however, freedom of rotations by U(1)p_1,

for Ay and Ag and by U(1)p,, x U(1) for ¢1 and ¢s, so that only two phases are

Tsr

physical.) These VEVs are assumed to satisfy the hierarchy
vR > kq, ko > vp. (910)

The first stage of symmetry breaking in (9.8) takes place at the scale vg and the second

at k= /kZ + k2.

9.2. Flavor Parameters

The quark Yukawa couplings have the following form:

Ly = fQLPQr + hQrPQr + h.c., (9.11)
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where ® = 7,®*75. As a consequence of Drrgs, the Yukawa matrices f and h are symmetric
and real: P requires that they are hermitian, C' requires that they are symmetric, and CP
requires that they are real. The resulting mass matrices,
M, = fki + hkge ™,
, (9.12)
My = hki + fkoe'®,
are complex symmetric matrices.

How many independent physical flavor parameters (and, in particular, phases) does
this model have? We have two symmetric and complex mass matrices, that is twelve real
and twelve imaginary Yukawa parameters. If we set h = f = 0, we gain a global U(3)
symmetry (Dprs does not allow independent U(3)r and U(3)g rotations). This means
that we can remove three real and six imaginary parameters. When h and f are different
from zero, there is no global symmetry (U(1)p_r is part of the gauge symmetry). We
conclude that there are nine real and six imaginary flavor parameters. Six of the real
parameters are the six quark masses. To identify the other flavor parameters, note that

the symmetric mass matrices can be diagonalized by a unitary transformation of the form
VoM, VI = Mdee vuMuvE = Moee, (9.13)

Consequently, the mixing matrices V;, and Vg describing, respectively, the Wi and Wg

interactions,

Loc = (WEMWVL'Y”CZL + WEHWVRV”dR) + h.c., (9.14)

Sl

2
are related:

v, = PV PY, (9.15)

where P* and P? are diagonal phase matrices. The three real parameters are then the
three mixing angles, which are equal in V;, and Vg. The six phases can be arranged in
various ways. A convenient choice is to have a single phase in V,, which is then just dxy of
Vokwu of the Standard Model, and five phases in Vg. (It is also possible to have Vi, = V3

with six phases in each.)
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9.3. What is the Low Energy Effective Theory of the LRS Model?

It is interesting to ask what is the low enrgy effective theory below the scale vg.
It is straightforward to show that the light fields are precisely those of the Standard
Model: the fermions are chiral under SU(2); except for the right-handed neutrinos in
Lpg; which acquire Majorana masses at the scale vg due to their coupling to Agr. (The
left-handed neutrinos acquire very light masses from both the see-saw mechanism and
their direct coupling to Ay.) Only the one Higgs doublet related to Gy breaking, that
is k11 + koe " ¢o, remains light. The question is then whether the left-right symmetry
constrains Standard Model parameters.

To answer this question, we first argue that phenomenological constraints forbid r =
ka/k1 = O(1). (More precisely, it is r sin @ which is constrained to be very small.) Consider
egs. (9.12). They lead to the following equations:

Myre'™ — My = kih(r® — 1),
. (9.16)
M, — Mgre™™™ =k f(1—1?).
The right hand side of these equations is real. Then, the imaginary part of the left-hand
side should vanish. Let us put all quark masses to zero, except for m; and m;. We take
then (M,)33 = mse®® and (My)ss = mpe’®. We get:
rmy sin(fy + ) — my sin 6, =0,

(9.17)
my sin 6 — my sin(f, — ) =0.

The second equation implies that 6; < mp/m;. Then, the first equation gives [170]
rsina < my/my. (9.18)

(Note that the model is symmetric under » — 1/r and @« — —a. Therefore, rsina >
my /My is acceptable and physically equivalent.)

The only source of CP violation in the quark mass matrices is the phase a. (The
phase 3 in (Ag) does not affect quark masses, though it may affect neutrino masses.)
Moreover, if one of the (¢Y) vanished, then again there would be no CP violation in the

quark mass matrices. As a consequence of these two facts, all CP violating phases in the
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mixing matrices Vz, and Vg are proportional to rsin . Hence the importance of (9.18).

In particular, for the Kobayashi-Maskawa phase, one finds [170]
dxm ~ rsina(m./ms) < O(0.1). (9.19)

We learn that the low energy effective theory of the left-right symmetric model is the
Standard Model with a small value for dxnr.
Phenomenologically, it is difficult, though not impossible, to account for ex with just
the Standard Model contribution and a small KM phase. There are then two possibilities:
(i) The left-right symmetry is broken at a very high scale. The low energy theory is
to a good approximation just the Standard Model. CP is, however, an approximate
symmetry in the kaon sector. The hadronic parameters playing a role in the calculation
of ex have to assume rather extreme values.
(ii) The left-right symmetry is broken at low enough scale so that there are significant new
contributions to various rare processes. In particular, box diagrams with intermediate
Wgr-boson and tree diagrams with a heavy neutral Higgs dominate ex. This sets up

an upper bound on the scale vg, of order tens of TeV.

9.4. Phenomenology of CP Violation

The smallness of rsin & does not necessarily mean that CP is an approximate symme-
try in the quark sector; the phases in the mixing matrices depend, in addition to rsin
on quark mass ratios, some of which are large. An explicit calculation shows that the six
phases actually divide to two groups: the KM phase and the three phases that appear in
Vg in a two generation model (usually denoted by d1, 62 and ) are all small [170], while
the two extra phases that appear in the three generation Vi (denoted by oy, 03) are not

[171]:
9,01, 02,7 x rsina(m./ms) < 0(0.1),
(9.20)
01,09 o rsina(mg/mp) < O(1).

In ek, it is mainly §; and d2 which play a role. (We here assume that the hadronic
parameters are close to their present theoretical estimate and therefore ex cannot be

explained in this framework by the Standard Model contribution alone.) Assuming that

o8



the Wi, — Wg box diagram gives the dominant contribution, one is led to conclude that
[170]
M(Wg) < 20 TeV (9.21)

is favored. Note that CP conserving processes provide a lower bound [172,173],
M(Wg) = 1.6 TeV. (9.22)

The favored range for M (Wpg) is then very constrained in this framework.

Taking into account this upper bound and the fact that the o; phases are enhanced
by a factor of about 10 compared to the §; phases, one finds that the left-right symmetric
contributions compete with or even dominate over the Standard Model contributions to
B — B mixing and to By — B, mixing [171,174-176]. This means that CP asymmetries in B
or B, decays into final CP eigenstates could be substantially different from the Standard
Model prediction. Moreover, the phases in the left-right symmetric contributions to B — B
and B, — B, mixing are closely related, predicting correlations between the deviations.
The CP asymmetry in semileptonic B decays could also be significantly enhanced [177].
The recent measurement of a, kg gives first constraints on o; leading to new bounds on
agr, [14].

Finally, LRS models could enhance the electric dipole moments of the neutron and of

the electron [178-181].

10. Multi-Scalar Models

The Standard Model has a single scalar field, ¢(1,2);/2, that is responsible for the
spontaneous symmetry breaking, SU(2)r x U(1l)y — U(1)gm. Within the framework of
the Standard Model, the complex Yukawa couplings of the scalar doublet to fermions are
the only source of flavor physics and of CP violation. However, in the mass basis, the
interactions of the Higgs particle are flavor diagonal and CP conserving.

There are several good reasons for the interest in multi-scalar models in the context

of flavor and CP violation:
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a. If there exist additional scalars and, in particular, SU(2)r-doublets, then not only
there are new sources of CP violation, but also the Yukawa interactions in the mass
basis as well as the scalar self-interactions may violate CP.

b. CP violation in scalar interactions has very different features from the W-mediated
CP violation of the Standard Model. For example, it could lead to observable flavor
diagonal CP violation in top physics or in electric dipole moments, or it could induce
transverse lepton polarization in semileptonic meson decays.

c. With more than a single scalar doublet, CP violation could be spontaneous.

Indeed, there is no good reason to assume that the Standard Model doublet is the
only scalar in Nature. Most extensions of the Standard Model predict that there exist
additional scalars. For example, models with an extended gauge symmetry (such as GUTs
and left-right symmetric models) need extra scalars to break the symmetry down to Gsu;
Supersymmetry requires that there exists a scalar partner to each Standard Model fermion.
However, scalar masses are generically not protected by a symmetry. Consequently, in
models where the low energy effective theory is the Standard Model, we expect in general
that the only light scalar is the Standard Model doublet.

The study of multi-scalar models is then best motivated in the following cases:

(i) The scale of new physics is not very high above the electroweak scale. One has to
remember, however, that in such cases there is more to the new physics than just
extending the scalar sector.

(ii) The scalar is related to the spontaneous breaking of a global symmetry. In some cases,

a discrete symmetry is enough to make a scalar light.

We will discuss scalar SU(2)r-doublets and -singlets only. There are two reasons for
that. First, the VEVs of higher multiplets need to be very small in order to avoid large
deviations from the experimentally successful relation p = 1. Second, higher multiplets
do not couple to the known fermions. (The only exception is an SU(2)-triplet that can

couple to the left-handed leptons.)

10.1. Multi Higgs Doublet Models
The most popular extension of the Higgs sector is the multi Higgs doublet model

60



(MHDM) and, in particular, the two Higgs doublet model (2HDM). These models have, in
addition to the Kobayashi-Maskawa phase of the quark mixing matrix, several new sources
of CP violation [182]:

(i) A complex mixing matrix for charged scalars [183].

(ii) Mixing of CP-even and CP-odd neutral scalars [184].
(iii) CP-odd Yukawa couplings (in the quark mass basis).
(iv) Complex quartic scalar couplings.

The CP violation that is relevant to near future experiments always involves fermions.
Therefore, we will only discuss the new sources (i), (ii) and (iii).

A generic MHDM, with all dimensionful parameters at the electroweak scale and all
dimensionless parameters of order one, leads to severe phenomenological problems. In
particular, some of the physical scalars have flavor changing (and CP violating) couplings
at tree level, violating bounds on rare processes such as Amg and ex by several orders of
magnitude. There are three possible solutions to these problems:

(I) Natural flavor conservation (NFC) [185]: only a single scalar doublet couples to
each fermion sector. 2HDM where the same (a different) scalar doublet couples to the
up and the down quarks are called type I (II). The absence of flavor changing and/or CP
violating Yukawa interactions in this case is based on the same mechanism as within the
Standard Model.

(IT) Approzimate flavor symmetries (AFS) [186]: it is quite likely that the smallness
and hierarchy in the fermion masses and mixing angles are related to an approximate
flavor symmetry, broken by a small parameter. If so, then it is unavoidable that the
Yukawa couplings of all scalar doublets are affected by the selection rules related to the
flavor symmetry. In such a case, couplings to the light generations and, in particular,
off-diagonal couplings, are suppressed.

(III) Heavy scalars [187]: all dimensionful parameters that are not constrained by the
requirement that the spontaneous breaking of Gsy occurs at the electroweak scale are
actually higher than this scale, Axp > Agw. Then all the new sources of flavor and CP
violation in the scalar sector are suppressed by O(AZyw/A%p)-

In table VII we summarize the implications of the various multi-scalar models for
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CP violation. Note that, if we impose NFC, spontaneous CP violation (SCPV) [184] is
impossible in 2HDM [183] and (since the combination of SCPV and NFC leads to dxm = 0
[188]) is phenomenologically excluded in MHDM [189,190]. Explicit models of spontaneous
CP violation have been constructed within the frameworks of approximate NFC [191],
approximate flavor symmetries [137,152] and heavy scalars [181]. In the supersymmetric
framework, one has to add at least two scalar singlets to allow for spontaneous CP violation
[192]. Entries marked with ‘«’ mean that the number of scalar doublets should be larger

than 2 (that is, the answer is ‘No’ in 2HDM).

Framework Model (Example) SCPV (1) (ii) (iii)
NFC MSSM Excluded  Yes* Yes* No
AFS Horizontal Sym. Yes Yes* Yes  O(my/myz)

Heavy LRS Yes O(IX%": )* (’)(’/‘\%V:) (’)(’}\%V:)

Table VII. Multi Higgs Doublet Models

10.2. (i) Charged Scalar Exchange

We investigate a multi Higgs doublet model (with n > 3 doublets) with NFC and

assume that a different doublet couples to each of the the down, up and lepton sectors:

+ _ + +
—Ly = —i—lﬁVCKMM;mgPR D + %UMSIagVCKMPL D — gi—ngePRf +h.c., (10.1)
1 2 3

where P, p = (1F75)/2. We denote the physical charged scalars by H; (i = 1,2,...,n-1),
and the would-be Goldstone boson (eaten by the W) by H,;. We define K to be the
matrix that rotates the charged scalars from the interaction- to the mass-eigenbasis. Then

the Yukawa Lagrangian in the mass basis (for both fermions and scalars) is

Gl/2 nl

Ly = 254 Z{Hjﬁ[YiMSiagVCKMPL + X, VoxmM§ 8 PR|D + H; [ Z; M, Pp)¢} + h.c.,
i—1
(10.2)
where
X;=—21L v =-22 7 =-_9 10.3
i <A Al (10:3)
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CP violation in the charged scalar sector comes from phases in K. CP violating effects are
largest when the lightest charged scalar is much lighter than the heavier ones [193,194].
Here we assume that all but the lightest charged scalar (H;") effectively decouple from the

fermions. Then, CP violating observables depend on three parameters:

Im(XY*) _ Im(X:Yy) _ R= Im(X,Yy)

2 2

2

my mHl =1 mHi
Im(XZ*) _ Im(X.25) _ N~ Im(XiZ)) (10.4)
my mi, =

Im(YZ*)  ImMZi) = Im(YiZ})
miy mir, '

If
Q

Im(XY™) induces CP violation in the quarks sector, while Zm(X Z*) and Zm(Y Z*) give
CP violation that is observable in semi-leptonic processes.

There is an interesting question of whether charged scalar exchange could be the only
source of CP violation. In other words, we would like to know whether a model of extended
scalar sector with spontaneous CP violation and NFC is viable. In these models, dxy = 0
and e has to be accounted for by charged Higgs exchange. This requires very large long

distance contributions. The CP violating coupling should fulfill [195-196]

Im(XY*) > O(40). (10.5)
However, the upper bounds on dy [189] and on BR(b — sv) [190] require

Im(XY*) < O(1). (10.6)

We conclude that models of SCPV and NFC are excluded. It is, of course, still a viable
possibility that CP is explicitly broken, in which case both quark and Higgs mixings provide
CP violation.

The bound (10.6) implies that the charged Higgs contribution to B — B mixing is
numerically small and would modify the Standard Model predictions for CP asymmetries
in B decays by no more than (0(0.02) [190]. On the other hand, the contribution to dy

can still be close to the experimental upper bound.

63



The lepton transverse polarization cannot be generated by vector or axial-vector in-
teractions only [197,198], so it is particularly suited for searching for CP violating scalar
contributions. As triple-vector correlation is odd under time-reversal, the experimental
observation of such correlation would signal T and — assuming CPT symmetry — CP vio-
lation. (It is possible to get non-vanishing T—odd observables even without CP violation
(see e.g. [199]). Such “fake” asymmetries can arise from final state interactions (FSI).
They can be removed by comparing the measurements in two CP conjugate channels.)
The muon transverse polarization in K — 7 v decays and the tau transverse polarization
in B — X7v are examples of such observables. The lepton transverse polarization, P, ,
in semileptonic decays is defined as the lepton polarization component along the normal

vector of the decay plane,
50 - (Do X Px)

P, = — —
|pe><px\

(10.7)

where §p is the lepton spin three-vector and py (px) is the three-momentum of the lepton
(hadron). Experimentally, it is useful to define the integrated CP violating asymmetry

r+—-r-

- 10.8

acp = (PL) =

where '™ (') is the rate of finding the lepton spin parallel (anti-parallel) to the normal
vector of the decay plane. A non-zero acp can arise in our model from the interference
between the W-mediated and the H*-mediated tree diagrams. For example, in the semi-
taonic bottom quark decay, the asymmetry is given by acp = Cps%)%z*) and could be

as large as 0.3 (see e.g. [200-202]).
10.3. (ii) Effects of CP-even and CP-odd Scalar Mizing in Top Physics
It is possible that the neutral scalars are mixtures of CP-even and CP-odd scalar fields
[184,203-206,193-194]. Such a scalar couples to both scalar and pseudoscalar currents:
Ly = Hif(azf + ib{%)fa (10.9)

where H; is the physical Higgs boson and azf , bzf are functions of mixing angles in the matrix

that diagonalizes the neutral scalar mass matrix. (Specifically, they are proportional to the
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components of, respectively, Re¢, and Zmep, in H;.) CP violation in processes involving
fbf*

fermions is proportional to a; b; *. The natural place to look for manifestations of this type
of CP violation is top physics, where the large Yukawa couplings allow large asymmetries
(see e.g. [207]). Note that unlike our discussion above, the asymmetries here have nothing
to do with FCNC processes. Actually, in models with NFC (even if softly broken [204]),
the effects discussed here contribute negligibly to ex and to CP asymmetries in B decays.
On the other hand, two loop diagrams with intermediate neutral scalar and top quark
can induce a CP violating three gluon operator [208,209] that would give dx close to the

experimental bound [209-212].

10.4. (iii) Flavor Changing Neutral Scalar Exchange

Natural flavor conservation needs not be exact in models of extended scalar sector
[191,204,213,214]. In particular, it is quite likely that the existence of the additional
scalars is related to flavor symmetries that explain the smallness and hierarchy in the
Yukawa couplings. In this case, the new flavor changing couplings of these scalars are
suppressed by the same selection rules as those that are responsible to the smallness of
fermion masses and mixing, and there is no need to impose NFC [186,215-219,182]. An
explicit framework, with Abelian horizontal symmetries, was presented in [220,135,98].
(For another related study, see [221].) We explain the general idea using these models.
We emphasize that in this example the scalar with flavor changing couplings is a Standard
Model singlet, and not an extra doublet, but the idea that these couplings are suppressed
by approximate horizontal symmetries works in the same way.

The simplest model of ref. [220] extends the SM by supersymmetry and by an Abelian
horizontal symmetry H = U(1) (or Zn). The symmetry H is broken by a VEV of a single
scalar S that is a singlet of the SM gauge group. Consequently, Yukawa couplings that
violate H arise only from nonrenormalizable terms and are therefore suppressed. Explicitly,

the quark Yukawa terms have the form

d u
S i _ u S Ly B
Ly = X} (M) Qidjdq + X5 (ﬁ) Qiljduy, (10.10)

where M is some high energy scale and ngj is the horizontal charge of the combination

Qiq;j¢q (in units of the charge of S). The terms (10.10) lead to quark masses and mixing
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as well as to flavor changing couplings, Z., for the scalar S. The magnitude of the latter

137
is then related to that of the effective Yukawa couplings Y;(JI-:
q

¢ M
28 ~ s (10.11)

Since the order of magnitude of each entry in the quark mass matrices is fixed in these
models in terms of quark masses and mixing, the ij couplings can be estimated in terms
of these physical parameters and the scale (S). For example, these couplings contribute to

K — K mixing proportionally to

* mdms

With arbitrary phase factors in the various ij couplings, the contributions to neutral
meson mixing are, in general, CP violating. In particular, there will be a contribution
to ex from Im(Z¢%,Z$f). Requiring that the S-mediated tree level contribution does not

exceed the experimental value of ex gives, for O(1) phases,
Mg(S) > 1.8 TeV?. (10.13)

We learn that (for Mg ~ (S)) the mass of the S-scalar could be as low as 1.5 TeV, some
4 orders of magnitude below the bound corresponding to O(1) flavor changing couplings.
The flavor changing couplings of the S-scalar lead also to a tree level contribution to
B — B mixing proportional to
mqmy

This means that, for phases of order 1, the neutral scalar exchange accounts for at most a
few percent of B — B mixing. This cannot be signaled in Amp (because of the hadronic
uncertainties in the calculation) but could be signalled (if (S) is at the lower bound) in
CP asymmetries in B° decays.

Finally, the contribution to D — D mixing, proportional to

My Mc

ZiaZay ~ W,

(10.15)
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is below a percent of the current experimental bound. This is unlikely to be discovered in
near-future experiments, even if the new phases maximize the interference effects in the
D% — K—nt decay.

To summarize, models with horizontal symmetries naturally suppress flavor changing
couplings of extra scalars. There is no need to invoke NFC even for new scalars at the
TeV scale. Furthermore, the magnitude of the flavor changing couplings is related to the
observed fermion parameters. Typically, contributions from neutral scalars with flavor
changing couplings could dominate cx. If they do, then a signal at the few percent level

in CP asymmetries in neutral B decays is quite likely

10.5. The Superweak Scenario

The original superweak scenario [222] stated that CP violation appears in a new AS =
2 interaction while there is no CP violation in the SM AS = 1 transitions. Consequently,
the only large observable CP violating effect is i, while ¢'/e ~ 1078 and EDMs are
negligibly small. At present, the term “superweak CP violation” has been used for many
different types of models. There are several reasons for this situation:

(i) The work of ref. [222] was concerned only with CP violation in K decays. In
extending the idea to other mesons, one may interpret the idea in various ways. On one
side, it is possible that the superweak interaction is significant only in K — K mixing and
(apart from the relaxation of the x-bounds on the CKM parameters) has no effect on
mixing of heavier mesons. On the other extreme, one may take the superweak scenario
to imply that CP violation comes from AF = 2 processes only for all mesons. The most
common use of the term ‘superweak’ refers to the latter option, namely that there is no
direct CP violation.

(ii) The scenario proposed in [222] did not employ any specific model. It was actually
proposed even before the formulation of the Standard Model. To extend the idea to, for
example, the neutral B system, a model is required. Various models give very different
predictions for CP asymmetries in B decays.

If one extends the superweak scenario to the B system by assuming that there is CP

violation in AB = 2 but not in AB = 1 transitions, the prediction for CP asymmetries
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in B decays into final CP eigenstates is that they are equal for all final states [223-225].
Whether these asymmetries are all small or could be large is model dependent. In addition,
the asymmetries in charged B decays vanish.

CP violation via neutral scalar exchange is the most commonly studied realization of
the superweak idea. In particular, if the complex ij couplings presented in the previous
section were the only source of CP violation, then this model would be superweak. The
smallness of the ij couplings would make the contribution from neutral Higgs mediated
diagrams negligible compared to the Standard Model diagrams in AS = 1 processes, but
the fact that they contribute to mixing at tree level would allow them to dominate the
AS = 2 processes. Various models (or scenarios) that realize the main features of the
superweak idea can be found in refs. [226-227,191,213]. As mentioned above, there is a
considerable variation in their predictions for ¢'/e, dy and other quantities. If we take
the term ‘superweak CP violation’ to imply that there is only indirect CP violation, or at
least that there is no direct CP violation in K decays, then &’/e # 0 is inconsistent with

this scenario which is therefore excluded.

11. Extensions of the Fermion Sector: Down Singlet Quarks

The fermion sector of the Standard Model is described in eq. (2.2). It can be extended
by either a fourth, sequential generation or by non-sequential fermions, namely ‘exotic’
representations, different from those of (2.2). (The four generation model can only be
viable if it is further extended to evade bounds related to the neutrino sector [228] and to
electroweak precision data [26].) Our discussion in this chapter is focused on non-sequential

fermions and their implications on CP asymmetries in neutral B decays and on K — wvi.

11.1. The Theoretical Framework

We consider a model with extra quarks in vector-like representations of the Standard

Model gauge group,
d4(3, 1)_1/3 + &4(3, ].)_|_1/3. (].].].)

Such (three pairs of) quark representations appear, for example, in Fg GUTs. The mass
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matrix in the down sector, M?, is now 4 x 4. (Note that the M{ entries do not violate
Gswm and are, therefore, bare mass terms.)

How many independent CP violating parameters are there in M? and M“? Since
M? (M") is 4 x 4 (3 x 3) and complex, there are 25 real and 25 imaginary parameters in
these matrices. If we switch off the mass matrices, there is a global symmetry added to
the model,

Gaoba (M =0) =U(3)q x U(4)g x U(3)a x U(1)a,- (11.2)

One can remove, at most, 12 real and 23 imaginary parameters. However, the model
with the quark mass matrices switched on has still a global symmetry of U(1)p, so one
of the imaginary parameters cannot be removed. We conclude that there are 16 flavor
parameters: 13 real ones, that is seven masses and six mixing angles, and 3 phases. These

three phases are independent sources of CP violation.

11.2. Z-Mediated FCNC

The most important feature of this model for our purposes is that it allows CP violating
Z-mediated Flavor Changing Neutral Currents (FCNC). To understand how these FCNC
arise, it is convenient to work in a basis where the up sector interaction eigenstates are
identified with the mass eigenstates. The down sector interaction eigenstates are then
related to the mass eigenstates by a 4 x 4 unitary matrix K. Charged current interactions
are described by

L, = %(W,f%ﬂim“dn + h.c.). (11.3)

The charged current mixing matrix V' is a 3 X 4 sub-matrix of K:
Vij=Ki; for i=1,2,3; j=1,2,3,4. (11.4)

The V matrix is parameterized, as anticipated above, by six real angles and three phases,
instead of three angles and one phase in the original CKM matrix. All three phases may

affect CP asymmetries in B? decays. Neutral current interactions are described by

L, = cosgﬁw Z,(J" —sin® Ow Jhy ),
" o L (11.5)
J = = iqudpL'Y dqr + E(SijuiL’Y UjL-
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The neutral current mixing matrix for the down sector is U = VIV. As V is not unitary,

U # 1. In particular, its non-diagonal elements do not vanish:
Upg = —Kj,K4q for p#q. (11.6)

The three elements which are most relevant to our study are

Uds = VJqus + ‘/c*d‘/cs + V:j‘/ts;
U = VigVus + VegVer + VigVis, (11.7)
Use = Vi sVup + V2iVer + Vis V.

The fact that, in contrast to the Standard Model, the various U,, do not necessarily
vanish, allows FCNC at tree level. This may substantially modify the predictions for CP
asymmetries.

The flavor changing couplings of the Z contribute to various FCNC processes. Rele-
vant constraints arise from semileptonic FCNC B decays:

I'(B =+~ X),
I'(B — ttvX)

Uas|? + |Uss|?
V| + Fps|Ven|?’

= [(1/2 — sin® O )? + sin* Oy | (11.8)

where F,5 ~ 0.5 is a phase space factor. The experimental upper bound on I'(B — £/~ X))

gives
U, Us
‘ d: < 0.04, ‘ V: < 0.04. (11.9)
Additional constraints come from neutral B mixing:
2GrBp[?
(D), = V29T BIBMENE 1,2 (11.10)
Using vBpfp 2 0.16 GeV, we get
Ugp| S 9x107% (11.11)

As concerns Amp,, only lower bounds exist and consequently there is no analog bound on

|Usp|-
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Bounds on Uy, can be derived from the measurements of BR(Kr, — p*p~), BR(KT —
nTuw), ek and €’/e yielding, respectively (for recent derivations, see [158,54]),

|Re(Ugs)| S 1075,

~J

|Ugs| < 3 x 1072,
(11.12)

Re(Ugs) Im(Ugs)| S 1.3 x 1072,

Im(Ugs)| S 107°.
(Note that the combination of bounds from BR(K; — p*p~) and from the recently
improved ¢’/e is stronger than the bounds from BR(K+ — nTvr) and ek [54]. The latter

bounds are, however, subject to smaller hadronic uncertainties.)

11.3. CP Asymmetries in B Decays

The most interesting effects in this model concern CP asymmetries in neutral B decays
into final CP eigenstates [229-236,15]. We describe these effects in detail as they illustrate
the type of new ingredients that are likely to affect CP asymmetries in neutral B decays
and the way in which the SM predictions might be modified. (If there exist light up
quarks in exotic representations, they may introduce similar, interesting effects in neutral
D decays [69].)

If the Uy elements are not much smaller than the bounds (11.9) and (11.11), they
will affect several aspects of physics related to CP asymmetries in B decays.

(i) Neutral B mizing: The experimentally measured value of Amp, (and the lower
bound on Amp,) can be explained by Standard Model processes, namely box diagrams
with intermediate top quarks. Still, the uncertainties in the theoretical calculations, such
as the values of fp and V;4 (and the absence of an upper bound on Amp, ) allow a situation
where SM processes do not give the dominant contributions to either or both of Amp,
and Amp, [14]. The ratio between the Z-mediated tree diagram and the Standard Model
box diagram is given by (¢ = d, s)

(AmBq )tree N 2\/5772
(Amp,)box  Grmiy So(zs)

Up | Ug

VidVip VidVi,
(The last inequality is derived under the assumption that the violation of CKM unitarity
is not strong. The bound on (Amp,)tree/(AmBp, )box is higher if [V;4V,3| < 0.005 holds.)

2
) q=4d
<
< {0_25 i (1113)

zlSO‘

71



From (11.9) and (11.13) we learn that the Z-mediated tree diagram could give the dominant
contribution to Amp, but at most 25% of Amp,.
(ii) Unitarity of the 3 x 3 CKM matriz: Within the SM, unitarity of the three gener-
ation CKM matrix gives:
Uis = VigVus + VegVes + VigVes = 0,
Uiy = V)i Vup + Vi Ve + Vi Vi = 0, (11.14)
Usp = Vi Vi + Vi Ve + Vi Vip = 0.

Eq. (11.7), however, implies that now (11.14) is replaced by
Uas = Ugs, Ugp = Ugp, Usp = Usp. (11.15)

A measure of the violation of (11.14) is given by

Uap
ViaVi,

Usb
VisVi,

< 0.04. (11.16)

~J ~Y

Uds
VUdV;s

< 5x 1074, ‘

< 0.18, ‘

The bound on |Ug/(ViaV,;)| is even weaker if |Vi4| is lower than the three generation
unitarity bound. We learn that the first of the SM relations in (11.14) is practically
maintained, while the third can be violated by at most 4%. However, the Uz = 0 constraint
may be violated by O(0.2) effects. The Standard Model unitarity triangle should be
replaced by a unitarity quadrangle. After the recent measurement of ayx, [13], not only
the magnitude of Uy, but also the phases & and S,

arg (%) ., pB=arg (%) , (11.17)
db cavch

«Q

are constrained [15], but the constraints are not very strong.

(iii) Z-mediated B decays: Our main interest in this chapter is in hadronic B® decays
to CP eigenstates, where the quark sub-process is b — ﬂiuiJj, with u; = u,c and d; = d, s.
These decays get new contributions from Z-mediated tree diagrams, in addition to the
standard W-mediated ones. The ratio between the amplitudes is

A 1 2,
—Z = |:§ — §SID2HW]

*

7b

. . * '
ViiVip

(11.18)
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We find that the Z contributions can be safely neglected in b — éc5 ( < 0.013) and b — écd
( $0.03). On the other hand, it may be significant in b — @ud ( < 0.12), and in processes
with no SM tree contributions, e.g. b — 553, that may have comparable contributions
from penguin and Z-mediated tree diagrams.

(iv) New contributions to I'1a(Bg): The difference in width comes from modes that
are common to B, and B,. As discussed above, there are new contributions to such
modes from Z-mediated FCNC. However, while the new contributions to M, are from
tree level diagrams, i.e. O(g?), those to I'15 are still coming from a box-diagram, i.e.
O(g*). Consequently, no significant enhancement of the SM value of I';5 is expected, and
the relation I';9 < M2 is maintained. (The new contribution could significantly modify
the leptonic asymmetry in neutral B decays [237,15] though the asymmetry remains small.)

The fact that Mi5(B°) could be dominated by the Z-mediated FCNC together with
the fact that this new amplitude depends on new CP violating phases means that large
deviations from the Standard Model predictions for CP asymmetries are possible. As
I'ys < M4 is maintained, future measurements of certain modes will still be subject to a
clean theoretical interpretation in terms of the extended electroweak sector parameters.

Let us assume that, indeed, M2 is dominated by the new physics. (Generalization to
the case that the new contribution is comparable to (but not necessarily dominant over)

the Standard Model one is straightforward [231,235].) Then

U*
(2—9> ~ b (11.19)
)5 Un

We argued above that b — ccs is still dominated by the W mediated diagram. Furthermore,
the first unitarity constraint in (11.14) is practically maintained. Then it is straightforward
to evaluate the CP asymmetry in B — ¥ Kg. We find that it simply measures an angle of
the unitarity quadrangle:

acp(B — ¥wKg) = —sin 23. (11.20)

The new contribution to b — ced is O(3%), which is somewhat smaller than the SM

penguins. So we still have, to a good approximation, (taking into account CP-parities)

CLCP(B — ¢KS) ~ —acp(B — DD) (11.21)
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Care has to be taken regarding b — wuud decays. Here, direct CP violation may be large
[234] and prevent a clean theoretical interpretation of the asymmetry. Only if the asym-
metry is large, so that the shift from the Z-mediated contribution to the decay is small,
we get

acp(B — ©w) = — sin 2a. (11.22)

The important point about the modification of the SM predictions is then not that the
angles a, # and v may have very different values from those predicted by the SM, but rather
that the CP asymmetries do not measure these angles anymore. As the experimental
constraints on @& and 3 are still rather weak [15], a large range is possible for each of
the asymmetries. This model demonstrates that there exist extensions of the SM where
dramatic deviations from its predictions for CP asymmetries in B decays are not unlikely.

Another interesting point concerns B, decays. If B, — B, mixing as well as the b — c¢s

decay are dominated by the SM diagrams, we have, similar to the SM,
acp(Bs — ¥¢) = 0. (11.23)

As shown in ref. [20], this is a sufficient condition for the angles extracted from B —
¥Kg, B — mr and the relative phase between the B, — B, mixing amplitude and the
b — uud decay amplitude (if it can be deduced from experiment) to sum up to 7w (up to
possible effects of direct CP violation). This happens in spite of the fact that the first two

asymmetries do not correspond to # and « of the unitarity triangle.

11.4. The K1 — mvv Decay

In chapter 7 we argued that the only potentially significant new contribution to a,,.,
can come from the decay amplitude. Z-mediated FCNC provide an explicit example of
New Physics that may modify the SM prediction for a,,, of eq. (4.38). Assuming that

the Z-mediated tree diagram dominates K — wvv, we get [229]
sin@K :ImUds/|Ud3\. (11.24)

Bounds on the relevant couplings were given in eq. (11.12) above. We learn that

large effects are possible. When |Re(Uys)| and [Zm(Uys)| are close to their upper bounds,
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the branching ratios BR(KT — ntvv) and BR(K; — w°vp) are both O(1071%) and
arpy = O(1). Furthermore, as in this case the SM contribution is small, the measurement
of BR(K+ — nTvr) approximately determines |Uys |, and with the additional measurement

of BR(K, — n%vw), arg(Uy,) is approximately determined as well.

12. Conclusions

Experiments have not yet probed in a significant way the mechanism of CP viola-
tion. There is a large number of open questions concerning CP violation. Here are some
examples:

e Why are the measured parameters, ¢x and &%, small?

The answer in the Standard Model is that CP violation is screened in processes that
are dominated by the first two quark generations by small mixing angles. We have seen
examples of new physics, that is supersymmetry with approximate CP, where the reason
is the smallness of all CP violating phases.

Observing CP asymmetries of order one, as expected in processes that involve the
first and third generations such as B — ¥ Kg, K — 7wvv or even in charged B decays,
B* — K*70, will exclude the approximate CP scenario.

e What is the number of independent CP violating phases?

The answer in the Standard Model is one, the Kobayashi-Maskawa phase. We have
encountered models with a larger number, e.g. forty four in the supersymmetric standard
model.

If the pattern predicted by the Standard Model, e.g. small CP asymmetries in B, —
Yo and in D — K, a strong correlation between CP violation in B — ¥ Kg and in
K; — mvv, equal asymmetries in B — ¥ Kg and in B — ¢Kg, etc., is inconsistent with
measurements, then probably there are several independent phases.

e Why is CP violated?

The answer in the Standard Model is explicit breaking by complex Yukawa couplings.
In left-right-symmetric models, the Lagrangian can be CP symmetric and the breaking is

spontaneous.
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It will be difficult to answer this question by experimental measurements, unless the
correlations predicted by a specific model of spontaneous CP violation will be experimen-
tally confirmed.

e Is CP violation restricted to flavor changing interactions?

This is indeed the case in the Standard Model. But in many of its extensions, such as
supersymmetry, there is flavor diagonal CP violation.

Observation of an electric dipole moment or of CP violation in ¢t production will
provide strong hints for flavor diagonal CP violation.

e Is CP violation restricted to quark interactions?

This is the case in the Standard Model but not if neutrinos have masses.

Observation of CP asymmetries in neutrino oscillation experiments will be a direct
evidence of CP violation in the lepton sector.

e Is CP violation restricted to the weak interactions?

In the Standard Model, CP violation appears in charged current (that is, W-mediated)
weak interactions only. In multi-scalar models, it appears in scalar interactions. In super-
symmetry, it appears in strong interactions.

Observation of transverse lepton polarization in meson decays will provide evidence
for CP violation in interactions that are not mediated by vector bosons.

There are more questions that we can ask and answers that we will learn in the near
future. But the list above is enough to demonstrate how unique the Standard Model picture
of CP violation is, how sensitive is CP violation to new physics, and how important are

present and future experiments that will search for CP violation.
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SOME BITS OF THE HISTORY OF CP VIOLATION

Val L. Fitch*

Physics Department
Princeton University, Princeton, NJ 08544

It is especially appropriate, here in the Panofsky Auditorium, to begin with the story of
my first involvment with neutral K mesons. It was the summer of 1956. Bob Motley
and | had just finished taking data at the Brookhaven Cosmotron on the lifetimes of
charged K mesons as a function of their decay mode, our own small contribution to the
7 — 0 puzzle becoming a major conumdrum. Panofsky, with his family, was spending
the summer at Brookhaven. He came into our lab one day and said, “Let’s do an
experiment.” Motley and | still had data to analyze but Pief was persuasive and we
decided we could sandwich some new activity into our schedule. But what experiment
to do? Lederman and his groupad just discovered the long-lived neutral K, then
known as the&),. This clearly needed some confirmatory experiments. We decided to
try to measure the total cross section of theo confirm that it was, indeed a 50-50
mixture of K andKO. Their charged counterparts, the ind K-, have vastly different
cross-sections at low energy and, if the general picture was correct, one could expect
thef, to exhibit a cross-section halfway between, after coulomb effects had been taken
into account. Thatis what we proceeded to do, aided by Walter Chesnut, a new post-doc
at BNL. Thanks to Pief, it was my first exposure to neutral K mesons.

Our strategy was to detect, using counter techniques, the neutral Ks through their
decay either toruv or mer. On both sides of the neutral beam we placed scintillators
with the requirement that, on one side or the other we stop the pion and seg ¢he
decay sequence while on the opposite side, a single charged particle in time coinci-
dence. It is easy to say now but then, it must be realized, plastic scintillators were not
off-the-shelf items- if you wanted some, you made your own. George Clark at MIT
was one of the pioneers in the business. He had recently perfected the process and was
making wagon wheel-size pieces (36 inches in diameter) for an air-shower experiment

*Supported by TIAA/CREF.



at Volcano ranch in New Mexico. He graciously gave us a wheel of his material and
from that we made the pieces for our experiment. Pief and | spent many quality hours
that summer polishing the plastic after it had been cut to size. In the end we found
Colgate toothpaste to be the best final polishing agent.

We got the counters and the neutral beam constructed that summer and were given
some running time in the fall. This was still before scheduling committees had been
formalized. At the Cosmotron, George Collins was the director and, to a large degree,
controlled the experimental program from his pocket. Of course, he did have advice
from an ad hoc kitchen cabinet. Still, the whole approval process was highly informal.

I don‘t remember ever putting together a proposal for this experiment. We just talked
to George. The results of the experiment were published in Physical Review.

Aside from giving you a flavor of what doing accelerator experiments was like in
those early days, what does this have to do with the discovery of CP violation? The first
few paragraphs of the paper show an early awareness, at least among the cognescenti,
that CP was not necesssarily to be taken as a conserved quantity. In the paper we say
the following:

“The analysis of this experiment is not affected by the lack of conservation of Parity
and of charge conjugation invariance, and is only slightly influenced by a possible lack
of time-reversal invariance in the decay of the neutral-K complex. Even though a small
admixture of 2 pi decays to the long-lived component is possible in principle, both
experiment and theory indicate that this admixture is small.”

The principle point | want to make is that, from the very beginning, thed&cay
of the long lived neutral kaon was held as a signature of CP and time reversal nonin-
variance.

In the fall of 1962 there was considerable discussion at Brookhaven about some
results of the Adair groupwhich seem to show an excess ofsn a hydrogen bubble
chamber exposed to a beam of the long-lived.Kl was working, at the time, at the
AGS with David Cassel involved in an experiment to measure the form factor of the
pion. Jim Cronin was at the Cosmotron doing an experimentmmduction. Early in
1963 we learned that, in the near future, a neutral beam was going to become vacant
at the AGS. We realized that by using spark chamber techniques (we were both using
spark chambers in our respective experiments) one could improve, substantially, the
bubble chamber results. Bubble chambers were great for observing the production of
short-lived particles in liquid hydrogen but the multiple scattering in the hydrogen and
the relatively short lever arm involved in momentum measurements greatly restricted
their intrinsic precision. In addition, for certain kinds of experiments, the bubble cham-
ber technique suffered by not being able to acquire target-empty-datessary to

*Shortly afterward, review committees for experiments were established and the approval process be-
came formalized.



ascertain the background effects of the material in the chamber walls. Furthermore,
much higher beam intensies could be tolerated by spark chambers and, because of their
intrinsic memory, they could be selectively triggered on interesting events.

We put together a modest proposal on short ndtibethis two page document we
stated four objectives for the experiment: 1) to check the results of Adair, 2) to study
the regeneration phenomena under a variety of conditions in different materials, 3) to
set new limits on the decay of the long-lived neutral K to two pions, and 4) to check
for the presence of neutral currents in strangeness changing decays. We finished the
experiments in which we were previously engaged, moved the apparatus into the beam
by late May, 1963, and took data that summer. The rest is history.

It is difficult to visualize the conditions of those early experiments at the AGS from
the perspective of recent times. Most of the electronics was designed by us and home-
made. At this time it was a hybrid of vacuum tube and discrete transistor circuits. The
triggering and recording apparatus was on the main floor of the AGS beside the beam in
which the chambers were placed. It was a hot and noisy environment with no regard for
the comfort of the experimenters who sat at a table beside the beam with their log book.
Targetting the beam in the AGS was internal in those early yedh® circulating pro-
ton beam intensity was about a thousand times less than that today. Correspondingly,
we were largely responsible for our own actions with regard to radiation hazards. To
quote the beginning of a famous novel: “It was the best of times. It was the worst of
times.”

The details of the experiment have been described many thaesl | will not
repeat them here. Suffice it to say that, previous to our work, the best limit on the
decay of K long to 2r was from a Soviet groifpivho analyzed 597 decays and found
no candidates fitting the 2 decay. We found 48 events in 24,000 decays, about 1 in
500. What about the original Adair results? If they had been correct we would have
seen about 15 times as many @vents in our hydrogen target data than we did, in fact,
observe. The Adair experiment was repeated using a bubble chamber with a .07 cm
wall instead of the original 1.6 cm. It was shothat the original effect came, to a
large extent, from the walls (no empty target data ??).

The original CP paper was published in July of 1964 Aimost immediately,
within a couple of weeks, theoretical papers began to appear. They were in two cate-
gories: those that accepted the results as demonstrating CP (and T) violation and those
that attempted to explain the phenomena in terms of a new long-range interaction, as
Adair et alhad done earlier.

The paper of Wu and Yanghas endured as a benchmark. It laid the grounds for
a phenomenological analysis of the experiment on the basis of CP violation. It has
provided a foundation for the interpretation of every succeeding experiment. Aside
from factors of 2 the notation and definitions introduced in this paper have remained



the same.

Truong? had reasons to suggest that the effect might be completely in the3/2
decay amplitude.

Wolfensteirt® proposed a newh S = 2 superweak interaction which has existed as
a possibility until the recent results which shewo be different from zeré!

Other papers at the timie'® proposed a new patrticle, a hyperphoton, the existence
of which would avoid the necessity of CP and T violation. However, Weinberg'gave
strong arguments that excluded this possibility. To my knowledge, Weinberg was the
first to use the term, “fifth force”. It is interesting to note that when the issue was raised
more than 20 years later by Fischbach and collaboréttine earlier work had been
forgotten and was never referred to.

In any event, the first follow-on experiments demonstrating the interference be-
tween the CP violating amplitude and the amplitude for coherent regenéfatmm-
pletely ruled out the possibility of any alternate explanation for the CP violation based
on a new particle, such as a hyperphoton. Progress in experimentally quantifying the
parameters involved in CP violation was initially slow and painful. Eventually, how-
ever, a number of remarkable experiments on the neutral K system using increasingly
sophisticated and elaborate instruments have pinned down the parameters, originated
by Wu and Yang, with remarkable precision. They are tabulated in the PDB. These
experiments have culminated in the recent reSufts ¢'/e. Tran Truong was a little
bit right in 1964.

A.D. Sakharov?? very early, showed that CP violation combined with baryon non-
conservation and nonequilibrium dynamics (easily provided in the early times of the
big bang) could account for the matter-antimatter asymmetry in the universe. Indeed,
one might turn the question around and say that the first evidence, ever, for CP violation
was the fact that we exist.

CP violation now has a natural home in the standard model. And exciting times lie
ahead. BABAR at SLAC and GEM at KEK promise to explore CP violation in a totally
new regime.
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CP VIOLATION AND THREE GENERATIONS
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ABSTRACT

The development of the notion of flavor before the discovery of the
third generation is briefly reviewed. Then the basic mechanism of CP vi-
olation in the six-quark model is explained. In particular, phase factors in
the CP transformation and the phase redefinition of field operators and their
role in CP violation are discussed. Representations of the flavor mixing ma-
trix are also discussed in some detail and an exactly unitary Wolfenstein-
type parameterization is given. Finally, a few remarks are made on the
present status of the study of CP violation.



1 Introduction

CP violation is a very fundamental problem that may be represented by a simple ques-
tion: “What is the essential difference between particles and antiparticles?” The begin-
ning of the problem goes back to around 1930, when Dirac derived the Dirac equation,
from which the existence of the antiparticles for spin-one-half particles was concluded.
Obviously, on a macroscopic scale, apparent asymmetry exists between particles and
antiparticles, or matter and anti-matter. This must have been a big mystery for the peo-
ple of that time. In fact, Pauli provided a skeptical view about the interpretation of the
Dirac equation in Handbuch der Physikyhich was probably written in 1932.

It seems, however, that this mystery was forgotten in the subsequent development of
particle physics. Particles and antiparticles had been believed to be symmetrical in the
microscopic world until 1964, when CP violation was first discovered in— 7 + =
decay? Parity violation was discovered almost a decade before the discovery of CP vi-
olation, and it was also found that charge conjugation invariance is violated. However,
at that time it was considered that the nature is invariant under the combined transfor-
mation CP. Violation of C implies asymmetry between particles and antiparticles, but
if CP is conserved, the difference between particles and antiparticles can be resolved
by looking at them through a mirror. So C violation in this case is not an essential
difference which creates the asymmetry between matter and antimatter in the universe.

After the discovery of CP violation, Sakharov discussed the necessary conditions
for the generation of the matter-dominant univergetually, C and CP violations are
one of the three necessary conditions, together with the baryon number nonconservation
and the nonequiribrium universe. This issue was revived by Yoshinaund Ignatiev,
Krasnikov, Kuzmin and Tavkhelidzeén connection with grand unified theories some
years later.

As for the theoretical understanding of CP violation in the neutral kaon system,
it remained at a phenomenological level until the beginning of the 1970’s. Although
the attractive idea of the super weak mdédemerged from these phenomenological
analyses, it was not easy to develop theoretical ideas given the limited amount of ex-
perimental information that was available. In early 1970’s, however, the development
of a renormalizable gauge theory of the weak interactions changed the situation. The
requirements of gauge invariance and renormalizability reduced the degrees of arbi-
trariness in the theoretical understanding of CP violation. Furthermore, subsequent
experimental discoveries of new flavors gave a special position to the six-quark model



of CP violation?

In the six-quark model, CP violation arises from flavor-mixing. Since flavor-mixing
is an important subject of particle physics in its own right, we review the development
of the notion of the flavor mixing in the next section. The basic mechanism of CP
violation in the six-quark model is discussed in Section 3.

2 History of Flavor Mixing

Following the suggestion of Lee and Yahgnd the subsequent discovery by What
parity was violated, our understanding of the weak interactions developed rapidly. After
some initial confusion about the type of interaction at play idecay, the structure of

the weak interactions was established as a V-A type interaction.

In this course, the universality of the strength of the weak interactions had already
been recognized, in particular in the similarity of the strength of the p-n transitions and
muon decay. This fact lead Feynman and Gell-Mé&nm propose the conserved vector
current hypothesis: If the vector part of the weak current is the charged component
of an isomultiplet electro-magnetic current, then its conservation guarantees the non-
renormalization of the vector coupling of the p-n transitions.

It turned out, however, that there is slight discrepancy between the vector coupling
of p-n transition and the muon-decay. Namely, the strength of the p-n transition is a
few percent weaker than that for muon-decay. In addition, it was also observed that
the coupling constants of the strangeness-changing weak interactions are considerably
smaller than their strangeness non-changing counterparts.

In these circumstances, Gell-Mann and Levyoted that the weak current could
take the structure of the following form;

G
K TPYa(n +€eA) +---.

GVo+ GVIAS=D = —
" (1+¢2)2

This observation was made in a note-added-in-proof of their famous 1960 paper on the
o-model.

In 1963, Cabibbo gave a new notion of the universality of the weak interaction by
generalizing the isospin current to the SU(3) currént:

J, = cosﬁ(jﬁ(bo) + gfj’)) + sinﬁ(j,gl) + gﬁ(}));

where the superscripts denak. The mixing angle is now known as the Cabibbo



angle. Then the algebraic structure of the weak current began to attract attention, and it
eventually lead to the gauge theory of weak interaction.

The current structure of the weak interaction and the success of current algebra are
most easily understood in the quark model. However, there was difficulty in under-
standing the weak interaction field theoretically as the interaction between quarks and
intermediate bosons. The difficulty was related to the strangeness changing neutral
current, which had to be suppressed at the tree level as well as at an induced current.

In 1970, Glashow, llliopoulos and Maidhipointed out that this difficulty could be
avoided by the introduction of a fourth quark and an extended weak current that is now
known as the GIM current. This observation paved the way to the gauge theory of the
weak interactions.

What we have seen so far is the main stream history as experienced in the western
world. It is interesting to note that there was another stream in the story of the flavor
mixing, one from which the present author personally received strong influence.

In 1956, Sakat4 proposed a model, which we now call the Sakata model, to explain
the existence of the many types of strange particles. His claim was that the triplet of
the proton, the neutron and thieparticle are the fundamental objects and that all the
hadrons are composite states of them.

In addition to reproducing the strange particle spectrum, the Sakata model explained
the weak interaction as well. In particular, the&S = AQ rule is quite nicely explained
by considering that strangeness-changing processes take placg&-ypidransition. In
1959, Gamba, Marshak and Okubgointed out the following correspondence be-
tween p, nA triplet and the leptons;

p n A

I

v oe U
This observation prompted Sakata and his group to propose so-called Nagoya model, in
which the triplet baryons are considered to be made of the leptons and an object called

B-matter®
p = (¥B), n = (eB), A = (uB).

In 1962, Lederman’s group revealed that the neutrinos associated with the muon
are different from the electron neutrihbWhen this news reached Japan, two Japanese
groups immediately proposed that the proton corresponds to a mixed statenofy,,



and therefore the couplings of p-n and\pare suppressed by a mixing andfie-ur-
thermore, they pointed out the possible existence of the fourth baryon p’ corresponding
to the orthogonal two neutrino combination:

p = (»nB), vi=cosfrv.+sinby,,
n = (eB),

A= (:U’B)v

p = (»B), wvs=-sinfv.+cosbv,.

This scheme is called the extended Nagoya model.

It should be noted that these papers were published in 1962, even before Cabibbo’s
paper. This work was developed from a very different view points from that which
prevailed in the western world. The Sakata model considered the actual\pyar;
ticles as the fundamental triplet and the SU(3) or U(3) symmetry was regarded as an
approximate symmetry of the dynamics of those fundamental particles. In contrast, in
the western world, the baryons are considered to belong to an octet representation, with
p, n, A being parts of the octet, instead of a triplet, and, at least in the early stages,
SU(3) symmetry was considered as something with a more abstract character.

Eventually the octet scheme of the baryons was confirmed experimentally, and two
approaches were merged, in some sense. In 1964, the quark model was proposed, al-
though it took several years before most people accepted the actual existence of quarks.
On the other hand, in order to reconcile it with the octet nature of the baryons, the
Nagoya model was reinterpreted in terms of a new layer of fundamental particles that
were distinct from the actual p, n andbaryons.

The idea of Nagoya model was discussed by the people of Sakata’s group from time
to time. However, these prescient works of the Japanese groups were not developed in
the direction of the gauge theory of the weak interactions.

Meanwhile, in 1971, there was unexpected development. In this year, Niu and his
group found a few new kind of events in the emulsion chambers exposed to cosmic
rays!?

One of those events had two distinct kinks, which suggested the pair production of
short-lived unstable particles, and a pair of gamma ray shower which is consistent with
7% production. The direction of’ is pointing one of the kinks and energy of can
be estimated from the shower development. Assuming a two body decay process, they
estimated the life time of the unstable particle as ardund* sec. If the charged decay
product is the pion or the kaon, then the mass of the parent particle is around 2 GeV.



Hearing this news, Shuzo Ogawa of Hiroshima University (at that time) immedi-
ately pointed out that those events could be the productions of new particles which
contain the fourth fundamental particle, i.e. the p’. When Ogawa proposed this, he
clearly had the extended Nagoya model in his n¥hd.

Following Ogawa'’s suggestion, several groups in Japan began to study Niu’s events
and also various general aspects of the quartet models. At the time, | was a graduate
student of Nagoya University. | was one of those who are working on the study of Niu’s
events and became familiar with the quartet model. The rest of this section are my own
personal recollections.

In the same year, the Weinberg-Salam-Glashow model of the electroweak interac-
tions began to attract wide attentions, especially because the nonabelian gauge theories
were proved to be renormalizable by 'tHooft. In order to extend this type of theory to
the quark sector, it was necessary to consider GIM-type quartet models. This might
have been thought of as a drawback of the model, but, at least to me, everything looked
to be neatly placed.

Actually, I thought that it might be possible to describe everything field theoretically
along this line. Of course, this was before the discovery of the asymptotic freedom and,
therefore, prior to the notion of quark confinement. Therefore, | could not pin down a
specific interaction for the strong interactions, but | thought that the strong interactions
were not incompatible with the field theoretical description. In that case, what was left
was CP violating interactions.

After | received my Ph.D. from Nagoya University in 1972, | moved to Kyoto Uni-
versity where | started to investigate this problem with Maskawa, who was a research
associate of Kyoto University at the time.

The problem was how to accommodate CP violation in the model in a gauge in-
variant and renormalizable manner. Once the problem was set, however, it was rather
straightforward to solve. Rather than to propose a particular model, we tried to seek
the logical consequences as much as possible. We quickly realized that the minimal
quartet model scheme could not accommodate CP violation and we needed to add new
particles. The six-quark model was pointed out as one of such possibilities.

3 Six-Quark Model

In this section, we discuss the mechanism of CP violation in the six-quark model. We
will start with some very basic observations; one on the phase factor of the CP trans-



formation and the other on the phase redefinition of field operators. Then, the way the
six-quark model accommodates CP violations will be explained, and, finally, various
representations of the quark mixing matrix will be discussed.

3.1 The Phase Factor of the CP Transformation

Let us consider the CP transformation of a certain complex fielihe CP conjugate
of ¢ is given by hermitian conjugat&‘, which, in general, could be multiplied by an
arbitrary phase factor:

Ucp QS UC;)I — eia ¢*
Taking the hermitian conjugate of this relation, we have

Ucp QZS* U(;)l — efia ¢,

from which we can confirm that, when we aply, twice, it yields the identity trans-
formation, even if the phase factor has an arbitrary value:

Usp =1

The existence of an arbitrary phase factor implies that there are infinitely many candi-
dates of CP transformation. The question is how to fix the phase factor.

To illustrate how we can do it in the CP conserving case, we consider, as an example,
the following interaction Hamiltonian,

HO = [ (g6 0+ 460"}, (1)

whereg is a coupling constant and is a certain operator. For example, in the case
of Higgs type interaction, it looks lik& = 7). Here we assume that only®
changes the number of particles described by the fielthis means that the rest of the
Hamiltonian consists ob*¢ combinations.

Now we applyU,, to this interaction Hamiltonian;

U HO UG! = [ dafg 60" + g'e™6 O},

where we have assumed that the CP transformation of the opérasofixed some-
where else, and, for the purpose of simplicity, is given by the following form, without
an extra phase factor;

Up O UL = O".



We note that, in general) contains some other fields tharand the CP transformation
applied to them may have arbitrary phase factors dikdf they exist, in order to fix
them we have to repeat similar arguments. How it ends up is an interesting question
that is left as an exercise.

Now we find that if we choose the phase factor as

a = —2arg.(g),

then the Hamiltonian is invariant under such/i@. This means that the phase factor is
fixed by the coupling constant. In other words, the Hamiltonian selects the CP trans-
formation among infinitely many candidates. Only the selected CP transformation is
the symmetry of the system, and the other candidates are not symmetries of the system.
Note that for the system to be CP symmetric, we need only one CP transformation un-
der which the system is invariant. Note also that a complex coupling constant does not
necessarily imply CP violation. The phasegfis made harmless by absorbing it into
the phase factat of the CP transformation.

So far we have been considering the CP conserving case. Now we turn to CP
violating cases. A simple example of CP violating systems is the following:

HO = [ @016 01 + 4i6°0; + 06 O + 536" 03). @)

The difference from the previous example is that the interaction consists of two terms,
or two coupling constants.
Now we consider the CP transformation/éf?;

U HO Uzt = [de{g1e6°0; + gie 6 0,)
+ [ dPx{gs6"¢* O3 + gse "¢ Os},

where we have assumed again that the CP transformatiaiis ahd O, are given by
their hermitian conjugates without any extra phase factors.

In this case, however, if the two coupling constants have different phases, we can not
make the Hamiltonian invariant by choosing the phase factmoperly. If we choose
« SO that the first interaction is invariant, then the second interaction is not invariant,
and vice versa. Whateverwe choose(/., is not a symmetry of the system. This is a
typical mechanism for CP violation.

The following can be said in general. In CP violating cases, Hamiltonians do not
single outa. None of the candidate CP transformations can be a symmetry of the
system. Therefore, we have no unique CP transformation in CP-violating cases. This



means that, when looking at a single interaction, we can not say whether that particular
interaction violates CP symmetry or not, because the CP transformation itself is not
defined uniquely.

Actually we need not fixx. The usual experimental measures of CP violation are
defined without reference to the CP transformation. The origin of CP violation is a
mismatch of phases of two or more coupling constants, which prevents the singling
out of the value ofv. Experimentally measurable quantities are related to the relative
phases of the coupling constants.

3.2 Phase Redefinition

Next we discuss the phase convention of complex fields. Although thisis closely related
to the CP transformation phase factor, it is still an independent notion.
Let us consider the following phase redefinition of a complex field

¢ =",

We consider agaiif (") as an example. If we rewrite the total Hamiltonian in terms of
¢, the Hamiltonian takes the same form as the original one except for a slight change
of the coupling constanigin H(");

HY = [dz{g ¢ O+ g"¢* 0"}
= [dP2{g O+ 5 ¢ 0},
where
g = ewg.

Since we are assuming that the rest of the Hamiltonian consigtsspthere is no
change in them. Only the coupling constantg)afumber changing interactions obey
the phase change. Under this phase redefinition, CP transformations with a phase factor
changes as

Ucp QNS Uc—pl — €ia€_2igq~5*.

The new fieldp has the same ability asto describe the particle, and, if we uge

instead ofg, the physics is the same as the original Hamiltonian. Therefore, this phase

redefinition is a matter of convention.
Here let us choosg¢ as

0 = —arg.(g),



so thatg is real;

g=¢"g : real.

Then under the CP-conserving transformation in which= —2arg.(g), the phase
factor disappears fap;
Up ¢ Uyt = 9.

What we learn from this simple example is that when CP is conserved, the coupling
constants and phase factors of the CP transformation can be made real using the phase
redefinition of the field operators.

In the CP-violating case, however, we can not do this. In the Hamiltonian (2),
we can not make both coupling constants real at the same time by choosing phase
convention ofp, as long as the two coupling constants have different phases. What we
can do is to make one or the other of the coupling constants real.

Wheng; is made real, it is sometimes said that the imaginary part ofiolates
CP invariance. But this is not a correct statement, because we did not fix the phase
factor of the CP transformation in CP violating case, so that CP transformation itself
Is not defined uniquely. Since the CP violation arises from relation among various
interactions, it is not adequate to say that a particular interaction is CP conserving or
not.

For practical purposes, however, it may be convenient to make the coupling constant
of the stronger interaction real. For examplegifis much larger tham,, then, by
making ¢g; real, we may treat the imaginary part @f as the origin of CP violation
for some purpose. We must be careful in applying this argument, however, because,
in general, the strength of the interaction can not be compared simply by the coupling
constants.

In conclusion, we note again that observable CP violating quantities are defined so
that they are independent of a particular choice of the phase faend also indepen-
dent of the phase convention of the field operators.

3.3 Quark Mixing

On the basis of the observations made in the previous subsections, we consider the
mechanism of CP violation in the standard model. Since all the coupling constants of
the gauge interactions are real numbers, there exists a chance of complex coupling con-
stants only in the quark mixing which appears in the charged current weak interactions.



We note that there is another possibility for CP violation arising from a non-zero
value of thed parameter of the QCD vacuum. This is a very different mechanism for
CP violation and it is usually thought théts very small, even if it is not zero. So we
do not consider this type of CP violation in the following.

The problem we are going to consider is whether the complex parameters appearing
in the quark mixing violate CP or not. Let us consider the case where the quark sector
consists ofn-generations of left-handed doublets and all the right-handed quarks are

singlets:
U c t
( dl ) 7 ( S, > , ( b, > ,- -
L L L

— n —

Hereu, c andt¢ denote the mass eigenstates of the u-type quarks, whiteand?',
which are the doublet partners of the u-type quarks, are not necessarily mass eigen-
states. Instead, they can be linear combinations of the d-type mass eigenstates:

d' d
s' s
y | TV :

whereV is ann x n mixing matrix. In this case the charged current weak interactions
look like

Hcc:—

Note that the coupling constants f@r}V interactions are given by times the matrix
elements of/.

In order that the kinetic parts of the quarks are flavor diagonal and properly nor-
malized, the mixing matri¥” must be unitary. Since, in general, the elements of a
unitary matrix are complex numbers, the charged current weak interactions are a possi-
ble source of CP violation.

The difference between the number of parameters of ann unitary matrix and
those of an orthogonal matrix? — n(n — 1)/2 = n(n + 1)/2 can be regarded as the
number of parameters arising from the complexness of the unitary matrix. According
to the previous discussion, we have to investigate whether these complex numbers can



be removed by the phase redefinition of the quark fields. The number of quark fields is
2n, but the overall phase will have nothing to do with the matrix element§ decause

the interaction has the form gi’¢. Therefore the number of those phases that can be
used to absorb the phase factor of the matrix elementis afe2n — 1. Subtracting

2n — 1 from n(n + 1)/2, we have(n — 1)(n — 2)/2 as the number of unremovable
phase parameters. Thereforey i= 2, complex coupling constants would be removed,
whereas forn = 3 they are not. Now we confirm this explicitly.

First we consider the case of two generations. Here we make the phase redefinition
in the following way: First we adjust the relative phase of the u and d quark fields so
that the corresponding u-d transition is described by a positive real matrix element, i.e.
V.q 1S real and positive. Then we adjust the phase of the s quark field s thatreal
and positive. Finally the phase of the ¢ quark field can be adjusted to Makeal
and positive. Thus, with the phase redefinition for these quark fields, the three matrix
elements of” are made real and positive as follows:

INT - = (Fh)

This shows that the matrix elements corresponding to the transitions connected by the
lines are positive real numbers. Thesymbols in the matrix imply elements that are
positive real numbers and the asterisk indicates an element that could, so far, be a
complex number. We see, however, that this element must be real as a result of the
unitarity relation for the elements &f.

There is only one independent parameter and it can be chosep, asdicated by
R in the above expression. Parameterizing it by an angle variable, we have the familiar

GIM form for V;
cosf)  sinf
V = ,
( —sinf cosf )

where# lies in the first quadrant becaugas positive by the phase convention.

Next we consider the case of three generations. Following a similar method to
the previous case, we adjust the phase convention of the quark fields to remove the
complex matrix elements as far as possible. Our choice here is such that five relative
phases indicated by the following diagram are adjusted so that the corresponding matrix
elements are real and positive:



u
|
d

Then the mixing matriXx” looks like

R R x
* * R

whereR indicates elements that are real positive numbers and asterisks those that could
be complex numbers. From the general structure of the unitary matrix, we can see that,
when the diagonal elements are real, a unitary matrix can be parameterized by the
elements of the upper-right small triangle indicated by the underlines. Namely the rest
of elements can be expressed in terms of the underlined elements by using the unitarity
relations and the reality of the diagonal elements.
Let us parameterize the triangle in the following way, as suggested by Wolfen-
stein?!
x N AN (p—in)
V=] % x AN?
* ok *
It should be noted that this is not an approximate expression for a smalit a def-
inition of the four parametersy, A, p andn. We have three real parameters and one
corresponding to the imaginary part, as we expect from the general argument given
above.
The rest of matrix elements can be expressed in terms of these four parameters in
an exactly unitary mannét.The following is the result of such expression:

D, A ANX3(p—in)
2\4( | -
Ve _)\D2+A31(p+m) D, A2 ’
D2~ (p+in)D; _AA2D2+)\2(p+i77) D,

DD Ds

where

Dy = \J1-\2— A2X5(p2 4 p2),

5 —A2Xp + \/DID3 — Ad12p2
C L—A2(p2 +0p2)




Dy = /1 — A2\ — A2X5(p2 +12),
Dy = /12— A2\t — A2)6(p2 4+ 9p2).

The result is slightly complicated but the matrix elements can be expressed in terms
of the elementary functions and the derivation is quite straight forward. If we expand
these expressions with respecttave find the familiar expression given by Wolfen-
stein:

1—)\%/2 A AN (p —in)
V= —A 1—\?/2 AN?
AN(1—p—in) —AN? 1

When) is small, this expression is approximately unitary. We can easily obtain a better
approximation for the unitarity from the above exact unitary expression.

Now a few technical remarks are in order. The first concerns the phase convention.
So far we have been considering the particular phase convention in which real elements
lie in a special pattern. Of course there are other possible phase conventions, some of
which will be discussed below. It should be remembered that the physics consequences
are the same for any phase convention.

In the original paper with Maskawa, we took another phase convention, in which
the first line and the first row are made real, and the mixing matrix is parameterized in
the following way;

1 —51C3 —5153

V=1 s1cy c€10a05 — $953€°  ¢1Co53 + socze® |,

$1S9  C1S9C3 + S953€  €15953 — cocz€™

S; = Sinﬂi, C; = COSGZ', 1= ]_, 2, 3.

Although this is one of the natural choices of the phase convention, it is not necessarily
convenient in practical applications.

We note that the Particle Data Group is adopting the following representation as a
standard one.

—is
C12€13 $12€13 S13e” 0

_ is is
Vppa =| —S12C23 —C12523513€""12  C12C93 — S12523513€""*  S23C13 )

i is
512893 —C12023513€"°1%  —C12893 — S12C23513€ 1 C23C13

Sij = sinﬁij, Cij = COSQU, Z,j = ]_, 2, 3.



This was originally proposed by Chau and Wanand given by successive rotations of
two generations. In this representation, the real elements are located as follows:

R R x
VPDG = * * R
x * R

and the elements indicated by the asterisks are actually complgxsfnontrivial. The

number of real matrix elements are four and, in contrast to Eq.3, the central element

V., is not real, Therefore this is a different phase convention from the previous one.
Since inVppg, theV,, andV,, elements are real arid,, is complex, we can use

this representation to define a set of Wolfenstein parameters:

« A AN(p—in)
VPDG = k0 ok AS\Q ;
* ok *

Now we have two sets of Wofenstein parameters defined in two different phase con-
ventions. We should note that although they are defined with the same matrix elements,
they are different parameter sets and their values are actually different. The relation
between the two sets of parameters is

A A,
A = A,
p+ i) e (p +in),
£ =0(\%).

Namely the values op andr are different fromp andn by a small rotation in the

p — n plane. In this case. the difference is quite small and it is not so important for the

purpose of the phenomenological analysis at the present level of experimental accuracy.

Nevertheless, this is a good lesson for understanding the role of the phase convention.
Next we consider the generalization to four or more generations. Our previous

choice of phase convention can be easily generalized to any number of generations:

u c t
NN
d S b



In this case we have the following form for the mixing matrix;

R R x x

* R R x -
V= x R R - |,

x % x R -

where the notations are the same as for the previous cases. The general pattern can
be read off from this expression. Namely, the diagonal elements and their right-hand
neighbors are real and positive. Independent parameters can be chosen as indicated by
the underlines. From this pattern, we can easily count the number of the independent
parameters as follows;

real part M,
imaginary part : (n — 1)2(n —2) .

4 Remarks

This section contains a few remarks on what happened after the publication of our origi-
nal paperin 1973. Of course the six-quark scheme is not an only possible mechanism of
violating CP invariance and the point of our paper was that the minimal scheme based
on the four-quark GIM-type model was too small to accommodate CP violation. Some
new ingredients were needed. If we added some new fields, not necessarily new quarks,
it was easy to violate CP. Roughly speaking, this is because the number of possible cou-
pling constants increases with some power of the number of the fields—quadratically
or maybe even faster—while the number of phases absorbed into the phase conventions
of the field operators increases only linearly. This results in unremovable complex cou-
pling constants with the increasing number of fields.

The special position of the six-quark model emerged from the subsequent experi-
mental discoveries of the third generation particles. In 1975, the first evidenceof the
lepton was reported. It was after this report that the six-quark model began to attract at-
tention, and a few papers that discussed the model appeared i*¥&7@n particular,
the first extensive study of the model was made in Ref.26, where the basic mechanism
of CP violation in the neutral kaon system was given.

The discovery of the third generation continued. In 1977, Xhgarticle was dis-
covered and it soon became clear that it is the bound state of a fifth quark with charge



Fig. 1. Box diagrams

—1/3 and its antiparticle. After some detours to topless models, the existence of the
t quark became a common belief. However we had to wait for long time to have an
experimental evidence of the production of the t quark, until CDF group found the t
quark in 1994.

Now we turn to what we know about CP violation in the six-quark model. Since
this is a subject of other lectures, we will not enter into much detail here.

The present status of our understanding of the neutral K-meson system is summa-
rized as follows. In the usual phase convention, CP violation inthe K mixing is
determined dominantly by the imaginary part of the dispersive part of the mass matrix
of the neutral kaon system:

Ki) = —={(1+¢) K") + (1 —¢) [K")},

Ks) = —={(1+¢) [K°) — (1 —¢) [K")},

Sl Sl

N 1 ¢ImM;,

T 2My, — ITyy

whereM;, andl';, are the dispersive and absorptive parts of the off-diagonal elements
of the mass matrix, respectively. The valuelof)M;, is estimated by evaluating the
contribution of the box diagram, and then we have

€

GZm?, Bx Fim

+ E(Z‘c, xt)nct + A2A4(1 - p)E(xt)nt]a

el

where

27 9 24 9
Te = mc/mVV7 Tt = mt/mW7

andn., n.; andn, are QCD correction factors ¢#(1).
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Fig. 2. Penguin diagram

The parameteB, which represents the bound state effect of the kaon, is still under
the study, in particular by lattice QCD calculations. Nevertheless, a comparison of the
above expression with the experimental value wiElds relatively good bounds for the
quark mixing parameters, particulagyand.

Another observable CP violating quantity in the kaon system ig'tharameter in
K;, — 7 + 7 decay, which is defined by

_AK, = rtr) ,
- = AKg — 7rm7) ete,

_ AKp = 77 e 2
oo = AKg — 7'7°%) '

Specifically,¢’ is related to the weak phase difference of the decay amplitudes for the
two final states with the isospih= 0 and2:

: A
V2€ i’ 0022
Ag
whereA, and A, are defined by
(7)) |TIK") = e Ay, 1=0,2

andd; is the phase shift of thé-wave =7 scattering for/ = 0 and2. The phase
difference arises from so-called Penguin diagrams, because they contribliteutal
A, differently. In particular the gluonic Penguin diagram contributes only td the0
final state.

Considerable experimental effort has been expended measuriRgcently new
results are reported from KTeV group at FNAL and NA48 group at CERN:

Re(d'/e) = (28.0+£4.1) x 107* (KTeV),
Re(¢'/e) = (18.54£7.3) x 10°* (NA4S).
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Even if we take into account these new experimental results, it seems tiwas not
give a stringent constraint on the mixing parameters due to ambiguities in the theoretical
calculations.

The experimental value af together with the available information about the B-
meson system, such as tBe- B mixing and the charm-less decays of the B-meson,
constrain the mixing parametesandr to a rather small range,

—0.14 < p < 0.32,
023 < 5 < 0.39.

Existence of a consistent solution for the mixing parameters itself has a non-trivial im-
plication on the validity of the standard model, but more importantly, a charactereistic
feature of the six-quark model CP violation resides in this result.

Implications of this constraint can be expressed nicely in the form of so-called uni-
tarity triangle, which is a triangle consisting of vectors in the complex plane corre-
sponding to each term of the following unitarity relation;

VudVay + VeaViyy + ViaViy, = 0.

Since all the terms ar@()\?), the shape of the triangle, barring the overall size, is
determined by the values pfandr. Drawing the triangle with the above range of the
parameters, we note that the triangle is fairly fat. Here it is particularly important that
n is not small due to the constraint fram

A fat unitarity triangle implies relatively large phase difference among the matrix
elements o#/, so that we expect fairly large CP asymmetries for certain processes. We
may say that CP violations are large in the six-quark model.

Potentially large CP asymmetries are suppress&d-in m + 7 decays by factors of
orderO(10~?), but should be observable in the B-meson system. The most promising



process iB(B) — J/¢ + Kg decay in which we expect a large asymmetry in the
time profile of two decays starting frol andB at+ = 0. The decay comprises

two processes, a direct decay and a decayBviaB mixing. The asymmetry arises
because the interference of these two processes takes place differerilyafatB.

A remarkable fact is that this asymmetry can be related to the angbé the above
unitarity triangle without much theoretical ambiguity. Besides this “golden” mode, the
B-meson system has many other channels in which we can expect large CP asymmetry.

As we have seen, the six-quark model can explain CP violation in the neutral kaon
system. But, explaining one CP-violating phenomenon with an adjustable CP violating
parameter is not enough to test the model. Still there is a possibility that the quark-
mixing parameters are quite different and the CP violation comes from very different
origins. Definitely we need a further test of the model. It is particularly important to
test the above mentioned characteristic features in the B-meson system.

For this reason, CP violations in the B meson system are currently undergoing ex-
tensive experimental study. OPAL at LEP and CDF at Tevatron already reported prelim-
inary results on CP asymmetry B(B) — J /v + Kg.2%3° Quite recently, Asymmetric
B-factories started operating at SLAC and KEK.

The future direction of the study of CP violation depends on what comes out from
these experiments. If the results include some discrepancy from the prediction of the
standard model, then we need an immediate cure that must be a breakthrough to “be-
yond standard” physics. On the other hand, if the results are consistent with the stan-
dard model, we will be left with much harder questions: “What determines the Higgs
couplings?” “What is the origin of the generations?” etc.. Another challenging prob-
lem is the baryogenesis of the early universe. Itis likely that we need some other CP
violating mechanism in order to explain the matter dominance of the universe. In that
case, an interesting question is whether or not there is a common origin for such a new
CP violation mechanism and that of the six-quark model. These are not the issue of
CP violation alone, but CP violation could be a good clue to attack such fundamental
questions.
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ABSTRACT

In these lectures I discuss the impact of soft hadronic physics on pre-
dictions for B decays. Unfortunately our tools for calculating these
effects are limited; even after the use of the best available tools the
resulting theoretical uncertainties are difficult to delimit, and can ob-
scure tests for the presence of beyond-Standard-Model physics. The
first lecture reviews what tools are available, the second reviews in
more detail two examples of how these tools can be used.
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1 Lecture 1—Tools

1.1 What is the problem?

In these lectures I will follow the notation and definitions given by Yossi Nir in his
lectures.! (For another excellent set of review lectures on CP Violation, including
detailed references to the original literature see lectures by A. J. Buras.? For a
recent book also covering this topic in detail see “CP Violation” by G. Branco et
al.?)

The physics of B meson decays is governed by weak decay processes. Weak
decays and any hard QCD effects are calculable by perturbation theory methods,
but soft QCD effects not are directly calculable. Such effects are inevitably part
of the meson decay process; they define the internal structure of mesons, the
branching fractions to few and many-body channels, and the interactions between
final-state hadrons once they have formed. Their impact can mask our ability
to relate measurements to underlying Standard Model (CKM) parameters. This
problem is a familiar one, it is not new in B physics; in fact it is a much worse
problem for lighter meson decays. The larger B mass makes some of the physics
more calculable, but even in the limit of extremely large B mass there would be
some work to do to deal with soft QCD effects.

Hard and soft QCD effects are separated by the scale of the momenta com-
pared to the parameter Agep. This is the scale at which the strong coupling
constant «, as defined perturbatively, becomes infinite. Physically this scale sets
the size of hadrons.* Any freely propagating quark or gluon with momentum
small compared to this scale is a fiction—such particles are not observed because
of confinement. Said another way: in this regime QCD perturbation theory is
not meaningful and nor are Feynman-type diagrams, which are after all just a

short-hand for perturbative calculations. Any time you see a line in a diagram for

*The scale Agcpis usually defined as the scale that determines the ¢> dependence of the QCD
coupling at high energy; in leading order a,(¢*) = 12/[(33 — 2Ny)In(¢* /A% ¢ p)] where Ny is
the number of quark triplets. This scale then defines where the perturbative coupling becomes
infinite, which is clearly well below the scale at which perturbation theory is no longer reliable.
The physical phenomenon associated with the growth of the coupling at short distance is con-
finement, and one physical manifestation of that phenomenon is the size of hadrons. It is in
this sense that Agcpdefines the size scale of hadrons; the two scales are not numerically equal
but are related quantities. The relationship cannot be calculated perturbatively, but can be

explored in lattice calculations.



a low-momentum quark or gluon you should be suspicious. In reality any such line
comes dressed with a multitude of soft gluon emission and absorption processes,
and also additional soft quarks and antiquarks. This part of QCD physics is not
perturbatively calculable. To incorporate its very real effects we must resort to
other tools. Conversely, for quarks or gluons with momenta large compared to
the scale Agep QCD perturbation theory is an effective and accurate tool.

“Hadronic effects” in my lecture title refers to the soft part of the physics. In
my first lecture I will review what tools are available to treat the problem and
briefly comment on the uses of these tools. For some further discussion of some of
the topics that I treat rather briefly here see A. F. Falk.* In the second lecture I
will turn to a few specific examples that illustrate in more detail how these tools
can be used. Even with the best available tools some residual uncertainties about
the impact of soft physics remains. The term “theoretical uncertainty” is used here
to characterize impact of this poorly-calculated physics on the extraction of well-
defined parameters such as the elements of the CKM matrix. One unfortunate
consequence of these uncertainties is that they can mask possible new physics
effects, as they obscure the relationship between the data and clean Standard
Model predictions.

The goal is then to minimize the parts of the calculation affected (or should I
say infected?) by these uncertainties. In addition one hopes that, eventually, com-
parison of data and calculations for many channels can provide some confidence in
the reliability with which the residual uncertainties can be estimated. However it
is important to remember that the estimates of these uncertainties are just that,
estimates. They may be based on nothing more than a particular theorist’s gut
feeling about the subject. The models and approximations used are often simply
not well-controlled enough for one to know how big the corrections might be. It
is not justifiable to treat these estimated uncertainties as if they were statisti-
cal errors. This is often done; procedures such combining these uncertainties in
quadrature and quoting probabilities for a deviation of twice the theoretical error
as if these were statistical standard deviations are all too common.

Figure 1 indicates why the soft physics is usually unavoidable. We can use per-
turbation theory to calculate the part of the diagram within the inner magnifying
lens, that is the short distance parts. The weak decay is short distance because
the mass of the decaying b-quark is small compared to the W-mass, so the W

is highly virtual. At the same time (and here the difference with lighter mesons
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Fig. 1. The hard and soft regions of a typical B Decay. The shaded area contains
many (undrawn) soft gluons and quark-antiquark pairs, only the hard process

(within the magnifying glass) is perturbatively calculable.

appears), the b-mass it is heavy enough that the produced quarks in general have
momenta which are large compared to Agep. In addition hard gluons exchanged
between these particles can be included perturbatively. However the initial and
final hadron wave-functions, the quantities that describe these hadrons in terms
of their quark content, are not perturbatively known, nor do they contain only
hard quarks. Even if we take the simplest possible picture of a B-meson as a
static heavy b-quark surrounded by some wave-function distribution for the light
quark, that light quark has a typical momentum set by the size of the meson and
hence, by definition, of order Agcp. In most calculations of few-body decays this
“spectator” quark (so-called because it does not participate in the weak decay
except in the case of annihilation diagrams where it is clearly no longer a specta-

tor), is assumed to hadronize as a valence quarks of one of the final mesons. This



certainly does the book-keeping of charge etc. correctly, but it gives a deceptively
simple diagrammatic picture. Such a quark cannot be included in the hard or
short-distance part of the calculation; any estimates that depend on treating it as
a freely propagating particle are at some level suspect.

In making the division between hard and soft physics an arbitrary and un-
physical scale p is introduced into the problem.® This scale must be chosen to
be large compared to Agcp but is otherwise unconstrained. As is usual in QCD
calculations one ends up with terms of the form a,(p)ln(kmy/p) where k is some
number (probably of order unity) and the scale m, enters because it is the quan-
tity that defines the scale of momenta flowing in the hard quark lines. In order
to avoid having this logarithm be large, it is convenient to choose u of order my,
provided that does not make a; (i) too large. Here is where the B system theo-
retical analysis is in much better shape than that for charm decays or especially
for K-decays. The fact that m, is large compared to Agcp makes the hard/soft
division a relatively clean business in B physics.

In these two lectures I will confine my attention chiefly to two body (or quasi-
two-body) decays, for the sake of specificity. The problem of dealing with soft
hadronic physics effects is not unique to calculations of two body decays, nor are
the general statements made below about methods and symmetry limits special
to those decays. Many of the general approaches I mention here also have some
applications for inclusive processes and for many body decays. My intent here is
not to teach you to use any of the tools that I discuss, but rather to make you
aware of them and of their uses, and their limitations. To actually learn to use
these tools and approximation methods requires more time than we have available
in these two lectures.

As was demonstrated in Yossi Nir’s lectures,! two-body and quasi-two-body
decays to states which are C'P eigenstates are of particular interest in neutral B
CP violation studies. Such states occur only for the case of two pseudoscalars,
or one higher spin (typically spin 1 is studied) and one pseudoscalar, because for
both these cases the decay of a spin-zero B can give only one possible relative
angular momentum for the two produced particles. Hence a state of definite CP
is produced. For two higher spin particles, even when the particle content of the
state is CP-self-conjugate, the B decay produces an admixture of CP-even and CP-
odd final states because both even and odd relative angular momenta between the

two produced particles are allowed. In many cases such systems can be separated



into states of definite CP via angular analysis of the decays of the two quasi-
stable “final state” particles.® Then methods similar to those discussed here for
the simpler modes can be applied, once sufficient data is available. Without this
separation a “dilution” or cancelation effect occurs in the measured asymmetry;
the CP-odd states contribute the same asymmetry as the CP-even ones except for
an overall sign, so the two contributions partially cancel each other.

Methods for extracting CKM parameters from asymmetries in production of
inclusive final states with a particular CP-self-conjugate quark content have been
suggested.” These depend on estimates of the CP-even and CP-odd fractions of the
decay final states. Such estimates are made at the quark level. They are reliable for
the total inclusive rate because hadronization, being a strong interaction process,
respects CP symmetry. Typically they suffer from large hadronic uncertainties
once any cuts are introduced. Such cuts are unavoidable; they are needed either
to define experimental apertures or to discriminate data from backgrounds. I will

not discuss such methods further here.

1.2 Scales, Exact Limits and Expansions around them.

One of the things that makes the physics of B decays complicated is that many
scales can play some role in the problem. Roughly in order of increasing size these
are

My, Mg, My, AQC’D: Me, My, U

where the scale y is an unphysical parameter introduced in QCD marking the
division between hard and soft QCD effects calculations while Agep is the scale
that defines the running of the coupling in QCD.

For any significant hierarchy in these scales it is instructive to pursue the limit
in which either the small scale is taken to zero, or the larger one to infinity. For
example, since Agep/my < 1,and Agep/m. < 1 the heavy quark limit m./my
fixed, m, = oo is a useful approximation to the real world.! It is useful for
two reasons. First the theory has additional symmetries which provide exact
constraints in this limit. These constraints can be used to limit or relate various

model parameters by requiring that the model have the correct limiting behavior.

TFor some purposes the limit m;, — m, fixed, m, — oo may be convenient to consider; it is
important to recognize that there are subtle differences between these two variants of heavy

quark limits, and to be aware which is used for a particular argument.



Second, one can calculate corrections to this limit as a power series in small
quantities, namely ratios Agcp/my and Agep/me. This is called the heavy quark
expansion. One has good control over the sizes of neglected corrections and hence
over theoretical uncertainties due to these corrections. Unfortunately the second
ratio, Agcp/me ~ 1/3 is not so small in the real world; quantities where such
terms are not suppressed have significant corrections to the limiting behavior.
Cases where the leading correction is second order in this ratio are particularly
attractive for this approach. Working down the scale hierarchy the following
approximations and limits can be considered:

(ms —mg)/Agep <1 Limit: m, = mg =m, SU(3) Invariance

(mg —mu)/Agep < 1 Limit: m, = my Isospin Invariance

mu/ANgep < 1,mg/Agep < 1 Limit: m,, = 0,my =0 Chiral Invariance.

Each of these limits can be useful in restricting uncertainties in hadronic physics
effects by introducing constrained parameterizations with somewhat controlled
corrections. Examples will be discussed in more detail below, and in the second
lecture. One point of caution: sometimes the interplay of more than one of these
scales can limit the effectiveness of such expansions. Terms which might be treated
as small because they contain inverse powers of a large mass cannot be disregarded
if at the same time they contain inverse powers of a small mass.

Many of the methods for estimating matrix elements or form factors do not
introduce any explicit 4 dependence in them. Thus, at best, the estimates can
be valid at only one value of . Often we have no good arguments to choose that
scale. It is not uncommon for theorists to characterize the uncertainty introduced
by this error in matrix element calculations by looking at the variation of the result
over the range from my/2 < p < 2m,. This choice of range has no theoretical
justification. In some model calculations the natural scale for the model is a light
hadron mass scale, too small a scale to be acceptable from the QCD point of view.
Because of this mismatch between the scale at which the model estimate of the
matrix elements can be made and the plateau region of the coefficient calculation
it is difficult to characterize the size of the uncertainty in calculations that depend
on such models. Methods such as lattice calculation where the matrix element
calculation does have explicit scale dependence give much better hope for eventual

results with well-controlled uncertainties.®



1.3 Heavy Quark Limit

This limit is most useful in the context of decays B — DX, particularly the semi-
leptonic processes; for example it provides important control over the theoretical
uncertainties in the extraction of V. The best cases are those where the leading
correction is quadratic in the quantity Agcp/me., since this ratio is not small
enough for terms proportional to a single power of it to be a small correction. For
channels with no final state charm particles one can use the heavy quark limit to
relate B decays to corresponding D decays, for example extracting the behavior of
form factors for B decay from those measured in the D decay case. The accuracy
of this approach is limited, both by the accuracy with which the D decays are
measured and by Agcp/m. corrections. There is a large literature on the subject
of heavy quark limit calculations, I will not discuss these methods further here.?

The heavy quark limit is generally applied for hadronic B decays only in
combination with the factorization approximation. In the cases DX it has been
shown that factorization is valid in the heavy quark limit for a particular kine-
matic region.'® For charmless decays the combination of the two methods adds

uncontrolled theoretical uncertainties.

1.4 Isospin

Isospin analysis is a useful tool in some B decays, principally for its role in sepa-
rating gluon-mediated penguin contributions from tree-diagram contributions (see
Yossi Nir’s lectures for definition of these two types of diagrams). The crucial point
is that gluons have isospin zero which limits the isospin amplitudes to which they
can contribute. The details of how the isospin information is used depends on the
channel. I will review this in some further detail for a couple of channels below
and in my second lecture.

For this young an audience it is probably necessary to start a discussion of
isospin analysis by defining what is meant by isospin. Isospin is an SU(2) algebra
in which the up and down quarks are treated as two identical members of a
doublet. Note this strong interaction doublet is similar to, but not the same as,
the weak SU(2) (sometimes also called weak isospin) doublet which pairs the up

quark with a linear combination of down-type quarks

d cos(f12) cos(b3) + ssin(fa) cos(br3) + bsin(fy2) sin(fy3). (1)



Isospin is a symmetry of the strong interactions but not of electroweak, which
clearly distinguish quark charges and flavors. It is also broken by quark mass
terms. Historically the name isospin came about because physicists were familiar
with the SU(2) algebra as the algebra of spin, and from the relationship of the
multiplets of this symmetry to the isobars of nuclear physics (nuclei of equal A).
From a modern perspective we can understand that hadrons form approximately
degenerate isospin multiplets with mass differences small compared to the average
mass of the multiplet because most hadron masses are dominated by Agcp. The
up-down quark mass difference is small on this scale, even though their mass ratio
is far from 1. The exception is that pseudoscalar octet masses scale as \/mgsAgcp
P and thus the effect of quark mass differences can give larger isospin breaking in
this multiplet.

Isospin-breaking can also be significant in the neutral meson states. Ideally
the two neutral quark-antiquark states have I = 0 and (I = 1,13 = 0): 1y
and 7y for the pseudoscalars, w and p for the vectors. In actuality, because the
up and down quark masses are not identical, the mass eigenstates have small
admixtures of the wrong isospin state. This can lead to important contributions
that are neglected if the physical particles are treated as having a definite isospin.!!
(The notation 7,4 also serves to warn that, for the pseudo-scalars, the strange-
antistrange combination is also mixed into the physical n particle; ,4 means that
combination of n and 7’ with no strange quark part.)

The photon and the Z each couple to up and down quarks with a well-defined
ratio of =0 and I=1 couplings, for both vector and, in the case of the Z, axial
vector couplings. These couplings are usually written in terms of coefficients
g%, g5 for coupling to u and d quarks respectively, with superscripts X = V, A for
the vector and axial vector couplings respectively. The combination (¢ £g5°)/v/2
are the definite isospin couplings. This relationship between coefficients gives a
relationship between the amplitudes of definite isospin for a given Z-mediated
or photon-mediated process if final state interactions are neglected. The final
state interactions introduce corrections, including complex phases from absorptive

parts, which are in general different in the different isospin states and cannot be

I This scaling follows from the pseudo-goldstone nature of the pseudoscalar mesons and the
PCAC (partially conserved axial current) relationships such as m2 f2 = (my + maq) (¢¢), since
fr o< Agep and <E1/J> 0'd A3QCD are both quantities whose scale is defined by QCD confinement
physics.



calculated from first principles—that is without further assumptions.

Since photons and Z bosons have I = 1 as well as I = 0 couplings to quark-
antiquark states electroweak penguin effects cannot be removed by the same
isospin analysis that eliminates QCD penguin effects.!? Their impact varies from
channel to channel, but must be considered. This limits the usefulness of isospin
in removing hadronic uncertainties in the extraction of CKM parameters from
CP violation in some weak decays. However in many channels the electroweak
penguin effects can be shown to be small. Then the uncertainties that they induce
in the extraction of CKM parameters are likewise small.

As an example of how isospin enters in B-decays let us consider the decays
based on the quark process b — utd.'® These three final quarks can have either
I = 1/2 or I = 3/2, thus we can label the quark transition as AI = 1/2 or
AI = 3/2. The additional (spectator) quark (and hence the charged B and
By) are an isodoublet. Thus, combining this initial isospin with the transition
isospin AI, we find four possibilities AI = 1/2,1; = 0; Al = 1/2,I; = 1;
Al =3/2,I; =1 and AI = 3/2,1; = 2 for these decays. The gluonic penguin
can contribute only to the first two cases, because the gluon couples only to the
I = 0 combination of quarks ua + dd. Hence gluonic penguin contributions have
AT =1/2 only. Any pure I = 2 contribution is thus unaffected by gluonic penguin
contributions. Up to corrections from electroweak penguins, it has the property
Ay/A; = 1 in the Standard Model. Thus, if this contribution can be isolated, it
can provide a relatively clean estimate of the related CKM parameter in channels
where the electroweak penguin effects can be demonstrated to be small relative
to the dominant terms.

Another reason to arrange the calculation in terms of isospin amplitudes is that
final state interactions mix states of different charge structure but, since they are
strong interaction effects, do not change isospin. Let us expand in the basis of
strong interaction eigenstates ‘il >, for which the scattering matrix is diagonal.
The diagonal strong interaction scattering matrix contains an independent strong
phase for each entry

(3" M"Yy = 6,5¢*. (2)
The eigenstates have definite isospin, but include both two-particle and many-
particle components. Thus more than one eigenstate ‘il > exists for each isospin
1.

The kinematic structure of each operator is different, thus the states of given



isospin produced from the B by two different operators are, in general, different
linear combinations of the strong interaction eigenstates; we write <i1 |(’)j|B> =
T

XT:

;(0j). The rescattering effect introduces the square root of the scattering ma-

trix'4; heuristically one sees this by noting that the process is not going from
an in state to an out state, but starting “in the middle” from a pointlike local
superposition and evolving to an out state. Finally, to consider a given two-body

final state f! one needs the overlap <f1|i1> = al(f). Thus one can write

AN, f) = %< fli' > ™ (i|0|B)
= Nial(f)e” z](0;). (3)

This expression is not very useful since, in general, we cannot calculate any
of the quantities in the right-hand side. However, it does serve to destroy a
couple of myths that appear now and then in the literature. The first is that the
only effect of rescattering is to introduce a phase in the isospin amplitudes. The
second is that the strong phase for an amplitude with a given isospin is the same
independent of the operator. A little playing with the above expression, say for
the cases where there are just three strong eigenstates, will show that neither of
these statements is true in general. One sees that they would each be true if there
were only a single strong eigenstate excited for each isospin, or if the two-body
state of definite isospin were by itself a strong interaction eigenstate. (In general,

neither of these conditions is true.) ®

1.5 SU(3) Symmetry

This is another approximate strong interaction symmetry, very much like isospin
except that in addition to equal mass up and down quarks the symmetry limit
requires the strange quark mass to be degenerate with them. Since the ratio
(ms —ma)/Agep is not so small, SU(3) breaking effects can be large. In B decays
the most common use of SU(3), beyond its isospin subgroup, is the application of
results due to another SU(2) subgroup of the SU(3), traditionally called U-spin.
U-spin treats the s and d quarks as a doublet of identical particles. For example,

it relates rates where pions are replaced by kaons, and/or By by B;.'?

§ The misperception that just one state and hence one phase exists for each isospin is perhaps a
holdover from low energy isospin physics, where it is true because the multibody channels are

kinematically excluded.



In the factorization approximation, for any quantity where an axial current
produces a pseudoscalar meson the SU(3)-breaking effect is known, it is the ratio
fx/ frx, which is measured to be 1.22 4+ 0.01. For the vector current producing a
vector meson the relevant correction factor is Fg/F,. Similar corrections occur for
transition matrix elements. These corrections provide, presumably, a good first
estimate of SU(3) breaking corrections, though there may be further corrections
due to differences in final state scattering effects for the two different mesons.
At the B mass scale it is reasonable to assume that these are small corrections.
However for many other contributions the use of the ratio fx/f. (or Fi/Fy) to es-
timate the SU(3) breaking is not justified even in factorization approximation, and
large theoretical uncertainties remain. In some calculations the two SU(3)-related
amplitudes for these cases are allowed independently parameterized magnitudes
and the SU(3) symmetry approximation is applied only to identify their strong
phases.'® Once again the corrections to this approximation are expected to be
small at the B mass. However [ do not know how to quantify the expected size
of “small” effects due to SU(3) breaking of the strong-rescattering phase relation-
ships. In any particular case one can test the impact of relaxing this constraint by
looking at how the fit for the CKM parameters of interest change with the differ-
ence between the two strong phases, but no clear statement prescription for what
would be a “reasonable range” of phase differences to allow in such a treatment

can be given.

1.6 Chiral Symmetry

The chiral limit and chiral perturbation theory are based on the approximation
that the up and down quarks are massless in which case the pion is a Goldstone
boson. This leads to an expansion of amplitudes for the production of an addi-
tional soft pion in terms of the amplitude without that pion and correction terms
which occur as powers of the momentum of the soft pion scaled by Agep. (This
scaling defines what is meant by soft in this context.) While this method has
some uses in B physics calculations!” it is not a useful tool for the treatment of
two body hadronic decays, since the pions produced in such decays are not soft.

I will not discuss chiral expansions further in these lectures.



1.7 QCD Sum Rules

These are conditions derived from the analytic structure of QCD perturbation
theory.!® Sum rules typically relate certain matrix elements or derive constraints
on their kinematic form in particular limits. Such constraints are useful in limiting
the arbitrariness of models, for example those for form factors in semi-leptonic de-
cays. The BaBar Physics Book contains an appendix which discusses this subject.

I will not treat it further in these lectures.

1.8 Lattice calculation of matrix elements

Ideally we need a method for calculating the long distance contributions, that is
the matrix elements, that correctly includes all soft physics. This would also give
the correct sensitivity to the hard-soft division scale p. The method with the
best hope of doing this is lattice calculation.® QCD sum rules can also be used to
extract information about certain properties of form factors, but are not powerful
enough to calculate the matrix elements themselves. Unfortunately, for most the
cases of interest here, the same thing must be said about the lattice calculation
of matrix elements, at least at the current state of the art.

For two-body B decays these matrix elements are three-point functions con-
necting the initial B to the two final-state particles. In actuality what is calculated
on the lattice so far is a less-demanding two-point function, where one of the final
particles has been “reduced in”.!? It thus appears in the operator that is eval-
uated, rather than as a final state particle. This removes all sensitivity of the
calculation to final state interaction phases, which are one of the major issues for
CP-violation physics.2’ Furthermore, most of the relevant lattice calculations have
so far only been made in the “quenched approximation” —which means in the
approximation of suppressing any virtual quark-antiquark-loop contributions. As
with experiments, lattice calculations then have a statistical uncertainty of their
result and in addition non-statistical (or systematic) uncertainties arising from
these various simplifying approximations. The former are readily estimated and
clearly given in lattice results, the latter are hard to estimate and hence again
significant theoretical uncertainties remain in most cases.

Where an unquenched calculation exists results are sometimes significantly
different from unquenched results for the same quantity. We have no good un-

derstanding of how to quantify these differences prior to making the more diffi-



cult unquenched calculations. A growing number of unquenched calculations are
appearing, but as yet no true three-body calculations. Again there is a large lit-
erature on this subject and I do not the time (nor the expertise) to cover it in
detail 8

There are a number of quantities relevant to the extraction of CKM parameters
from B physics for which the lattice calculations are in much better shape than for
the three body matrix elements discussed above. For quantities such as Fg, and
many the various B; parameters (parameterizing the ratio of true matrix element
to vacuum insertion approximation results for the QCD operators O;) unquenched
calculations are beginning to be feasible. Reliable values (with uncertainties in
the few percent range) are expected for most of these quantities within the next

few years.

1.9 When are these methods useful?

I have summarized a fairly large “bag of tricks” for dealing with hadronic effects.
Remembering Feynman’s dictum that if you have one good method you don’t
need any others, the length of the list alone should give you an idea of the state of
the problem! The applicability and efficacy of each of these methods varies from
channel to channel. In the best cases we do not need any of them, because, as Yossi
explained, when amplitudes with only a single weak phase dominate a decay, as is
the case for the channel .J/¢Kg, the hadronic amplitudes cancel out in the ratio
that defines the CP asymmetry. Then none of the uncertainties in calculating the
matrix elements matter. Such a mode gives the cleanest relationship between a
CKM matrix element phase and a measured asymmetry. Conversely the problems
are worst when the same channel receives two comparable-magnitude contribu-
tions, say from suppressed tree diagrams and from penguin diagrams, or from two
different penguin diagrams in a channel with no tree contributions, and the two
contributions enter with different weak-phases, that is with different CKM ma-
trix element coefficients. In each such case the relative strength and the relative
strong phases of the two contributions affect the relationship between the mea-
sured asymmetry and any CKM parameter. One must then use whatever tools
are available to try to make estimates of these effects, and equally important, to

constrain the uncertainties in these estimates.



1.10 Approximations that do not come from exact limits

In many cases the methods described above are not sufficient to obtain all the de-
sired information. When this is the case one is forced to resort to less-controlled
approximations, which generally have some intuitive model as their underpinning.
Such methods are very useful, for example to obtain estimates of the expected
branching fraction for various channels. The most commonly used approximation
is that of factorization, which I will discuss shortly. It is difficult to obtain any
good estimate of the theoretical uncertainties introduced by such an approxima-
tions. Thus it is very difficult to find convincing evidence for non-Standard-Model
contributions from any conflict between such estimates and measured results.
However they are part of the standard toolkit for calculating B-decay processes

and so are worth mention here.

1.11 Factorization

This approximation starts from the operator product expansion and provides an
estimate of the matrix element of the local four-quark operators. One takes any
such operator and finds any possible Fierz-rearrangement that groups the four
quark fields into two that can create one of the final-state hadrons from a vac-
uum state, and two that describe a transition matrix element from the B to the
other final state hadron. All final state interactions between the two hadrons are
ignored, as are any operators that cannot be arranged in this way. This is a very
useful approximation as it allows a few-parameter model to describe many two-
body decays, using transition matrix elements measured elsewhere, for example
in semileptonic decays.

The idea behind this ansatz is that the region of the phase space where the two-
body final state is most likely to be produced is that where two quarks that form a
meson are produced moving roughly together and in a color-singlet combination.
Since the operator that produces them is local, the state so made is a local color
singlet state. Hence, unlike a real finite-sized hadron, it has a very small strong
interaction cross section with the other quark-antiquark system. Since the two
systems are rapidly moving apart, they are far separated from it before the local
state has evolved into its final finite-sized configuration as a hadron. Thus it
can be expected that no significant strong interaction rescattering occurs between

)

the two mesons so formed. This “color-transparency” argument is attributed to



Bjorken.2!

When the two quarks that have the right flavor and tensor structure to form the
single meson are not automatically in a color singlet state the color transparency
argument is less immediately obvious. Effectively the requirement that the meson
is formed projects out the color singlet part of the g, I';¢"® operator (here I'; denotes
some gamma-matrix structure and « 3 are color indices). The color counting then

gives a suppression of 1/N, since the “color-allowed” contribution
So (ma|7,Tiq'10) S5 (ma[GsTiq” | B) o N& (4)
whereas the contribution
2S5 (ma[7.Tiq”[0) (ma[gsTiq"|B) o Ne . (5)

This is the “color-suppressed” factorized contribution.

If the argument for neglecting final state interactions is rephrased in the lan-
guage of strong interaction eigenstates given in the isospin section above, it looks
much less attractive. As best I can see, it seems to say that the operators excite
a linear combination of strong interaction eigenstates each of which gets a strong
phase from rescattering, but in such a way that their vector sum is unchanged.
(Another option, that looks even less plausible, is that the B-decay forms only a
single strong interaction eigenstate involving any two pion component, and that
that state has zero rescattering phase.)The general formalism instead suggests
that configurations where the two quarks that make the final meson are not pro-
duced traveling together can contribute, via rescattering, to the two-body final
state, even when naive expectations say that is unlikely. This contribution may
indeed be small, but we cannot say how small. Our intuition rejects this possi-
bility just because we know that for any given many-body state the probability
of rescattering to two pions is typically small. However, at the B-mass, the cross
section for two pions in an s-wave to scatter into many pions is not expected to
be small. Thus the inverse process must also be possible for some configurations
of the many particles. The problem is that any way of making the exclusive two
body final state is suppressed, either because it involves a small corner of the
four-quark phase space where two quarks happen to move together or because
it involves a many particle to two particle rescattering. Intuition is generally a
remarkably poor guide to discovering which of two unlikely events is more likely.

I make this comment just to show how little we actually know—and that models



can seem quite plausible in words but have little calculational basis. It is not that
I know the color transparency argument is wrong—just that I know no way of
proving that it is right either.

There have been a number of papers devoted to the impact of final state inter-
actions, which are neglected in the factorization approximation. Some approach
the problem generally, others consider specific channels. Some sample papers on
this topic are given in the references.?

Recent work by Beneke, Buchalla, Neubert and Sachrajda?® has introduced
a more detailed study of how this factorization idea plays out in a one loop cal-
culation, and at leading order in Agcp/my Their approach depends on certain
assumptions, such as the dominance of the simple quark-antiquark state in the
composition of the meson wave-function, compared to any contribution where
additional soft quarks and antiquarks play a key role. It is not based on a rig-
orous operator product starting point, even in the infinite m, limit. They find
that there are certain additional contributions that are ignored in the simplest
factorization calculations, which means there are more input parameters to be
determined in their calculations than in the usual factorization approximation
calculations. However once these contributions are added they find that final
state interactions are suppressed at the one loop level, because of cancelations of
the type one would expect from color-transparency arguments such as that given
above. They are currently in the process of extending their study to the level of
two-loops.

One problem with the factorization approach is that is gives no scale depen-
dence for the matrix elements. Since the coefficients are scale and renormalization-
scheme dependent, naive factorization cannot be precisely true except possibly at
some particular scale, and in conjunction with a particular choice of renormaliza-
tion scheme. A common approach to this problem is to use the induced scale and
scheme dependence as an estimate of the theoretical uncertainty of the method.
However this is surely not a rigorous argument, firstly because the answer depends
on the range of scales allowed, and secondly because it gives no estimate whatso-
ever of the contributions that are ignored in the factorization approximation. The
best one can say is that this dependence sets a lower bound on the theoretical
uncertainty. But of course what we really need is an upper rather than a lower

bound on uncertainties.



1.12 Quark Hadron Duality

This set of theoretical buzz words has two basic versions—global duality and local
duality. Global duality is the statement that when averaged appropriately over
some range of center of mass energies the rate for a given process predicted by
a quark level calculation must be the correct result for the rate at the hadron
level. For certain quantities such as the ratio of the hadronic cross section to the
w7~ cross section in eTe” scattering this can be demonstrated to follow from the
analyticity structure of the propagator function II(s).?*

Local duality is the same idea applied at a given center of mass energy. In B
decays we cannot vary the energy, it is the B mass, so to relate the quark quantities
we know how to calculate to the hadronic quantities we know how to measure we
are forced to make this stronger assumption. There is no good justification for
the truth of this assumption, nor is there any good way to estimate the size of
the uncertainty it introduces. Even within the assumption of local duality there
is a weaker and a stronger form. The weaker assumption is to apply duality
arguments to calculate rates for a particular class of inclusive decays, the stronger
assumption is to rely on details of the quark-level kinematics to predict the hadron-
level properties. In fact at the end points and in resonance regions of the spectrum
this last approximation must be wrong, because quark kinematics does not know
about resonance widths and hadron masses, etc. As soon as one goes from a truly
inclusive prediction to one that takes into account any experimental acceptance
cuts the predictions tend to become dependent on this strongest form of the quark-

hadron duality assumption, and the theoretical uncertainties increase accordingly.

1.13 Parameterized Amplitudes and Models

Another way that one can proceed is to introduce parameters for each diagram
or each isospin amplitude. One then obtains constraints by relating the param-
eters describing similar contributions in different processes, via symmetries such
as isospin and SU(3). Conversely one can use models to calculate the value of the
parameters for each type of contribution. Here the hope is that, with enough chan-
nels studied, these parameterized amplitudes will eventually become sufficiently
constrained to be predictive. The goal is that the estimates be reliable enough to
make relatively definite predictions about some of the interesting quantities, and

set relatively reliable constraints on the theoretical corrections to a given calcu-



lation. It is certainly true that with enough data from enough channels we can
begin to get a better control. Whether that control will become good enough that
we could unambiguously identify a non-Standard-Model contribution in channels
where more than one amplitude contributes remains to be seen. The history of
calculations of hadronic effects in K-decay processes, or even D-decays, does not
give grounds for optimism. Here we are working in a very different kinematic
regime and the asymptotic freedom of QCD and the heavy quark limit begin to

work in our favor. Time alone will tell how well we can do.

2 Lecture 2—Examples

In this lecture I will review some examples where the tools of isospin analysis and
SU(3) discussed in the previous lecture may be useful. I will also make a few
comments on the impact of hadronic effects in extracting the magnitude of CKM

matrix elements, such as V.

2.1 Isospin analysis for b — uud channels
2.1.1 Two pions

In the case of two identical particles in an orbital-angular-momentum zero state
(because they are two pseudoscalars coming from a B decay) the set of isospin
amplitudes described for this quark content in my first lecture (A =1/2,1; = 0;
Al =1/2,1f = 1; AI =3/2,1; = 1; and Al = 3/2,1; = 2) is reduced. Bose
statistics requires a state of even isospin, so that the overall state is even under the
interchange of the two pions. Hence the Iy = 1 amplitudes are all identically zero.
This means only two tree amplitudes, Al = 1/2,I; = 0 andAI = 3/2,1; = 2,
and only one penguin amplitude, A =1/2,1; = 0, contribute.

Gronau and London'® showed how a measurement of rates for all three channels
By — ntn~, By — 7% BT — 7% and their CP-conjugates, together with
a time dependent asymmetry measurement for the charged pions only, can be
used to isolate the weak phase of the Iy = 2 contribution. In principal, this
method provides a clean measurement of sin(2«), where « is the angle 7 — 5 — ~
in the unitarity triangle. Unfortunately the rates for all these channels are low,?

0

and the rate for the difficult to measure 7°7° channel is expected to be even

lower. It appears that the uncertainty of the measurement of this last channel will



render the method impotent to obtain a precise result.?¢

Put another way, for the
foreseeable future the experimental uncertainty on the neutral-pion measurement
will be at least as large as the theoretical uncertainty in the shift of the measured

charge-channel asymmetry from the simple form sin(2a)sin(Amt).

2.1.2 pr channels and the Dalitz plot

For B; — pm three channels contribute, namely the three possible charge as-
signments for the p and the pion, all decaying to the same final state 7+7 7°.
However, by the arguments given in the previous lecture, only two independent
QCD-penguin amplitudes exist. One can take the three independent tree am-
plitudes to be one for each charge channel and the QCD penguin amplitudes to
be one each for I; = 0 and I; = 1. (If one plans also to use charged B-decay
amplitudes to three pions one additional tree amplitude enters; one must measure
both the three-charged and the two-neutral, one charged pion final states before
significant additional constraints are obtained in this way. The latter is more
difficult experimentally, so I will here discuss a study involving only the neutral
Bg-decays to three pions.)

Five independent amplitudes, one CKM parameter and only three channels
looks a bit discouraging. However Art Snyder pointed out to me an important
feature of the physics here that could be useful. In some regions of the Dalitz
plot more than one of the three channels can contribute. Hence there might be
information to be extracted from the interference effects in the overlap regions.
Based on his suggestion we made a preliminary study of this channel and found
that this is indeed the case. The number of parameters to be fitted requires a
large data sample.?” Further studies made as part of the BaBar Physics workshop
confirm this conclusion, and find that, as one might expect, the inclusion of physics
backgrounds from other resonances and from non-resonant B — 37 decays, as
well as non-B backgrounds make things even more difficult. However the analysis
remains an intriguing if distant possibility, so I will describe a little how it works.

The amplitudes for the specific channel decays can be written
A+7 — (T+7+P1—|—P0)

ATt = T™" - P+ P, (6)
AY = TPy



The assumption made in this approach is that each of the five contributing tree
and penguin amplitudes for B; — pr has an independent but fixed (i.e. not
kinematically varying over the p width) strong phase, along with a weak phase
given by the Standard Model. The weak phase is different for the tree graph
contributions and for the dominant penguin contributions. Further the weak
phase of that penguin contribution cancels the weak phase of the mixing. Using
the Unitarity of the CKM matrix the sub-dominant penguin contributions can
be chosen to have the same weak phase as the tree amplitude; in all further
discussion of phase structure these contributions are assumed to be included in
the tree terms.?® (Note however that in making numerical estimates these two
types of contributions must be considered separately.)

The additional feature of this mode is that the full B; — nt7 7% is a sum
of the three specific p-charge amplitudes. It thus contains known kinematically-
varying strong phases that arise from the Breit-Wigner form of the p resonances
(more precisely stated from the 77 scattering phases shifts in the p resonance
region, which are parameterized by this form). Thus the amplitude for B; decay

is given by
ABy—nrna’) = fEHE)TT + P+ By)
+ fk BT = Pot Po) + f(KT, k7 0)(T™ — Py) (7)
where f(k;, K;) is the Breit Wigner function

cos(0)
s —m?2 +dll(s)

e = 72 (LY ar, o) ®)

where the k; are the momenta of the two pions, s = (k; + k»)?, and @ is the angle

f(ki7 kj) =

in the p rest frame between k; and the direction opposite that of the boost from
the B rest frame. The function II(s) parameterizes the p resonance shape. It is
defined to give the correct threshold phase-space behavior and to incorporate the
measured p width, variations in the parameterization of this function are one of
the sources of residual theoretical uncertainty of this analysis.

The angular dependence is that associated with the decay of a longitudinally-
polarized p meson of charge (i + j) to two pions. The related amplitude for the

B, decay also contributes to the time-dependent rate for the decay of an initially



pure B, or By state. Interference between the different p bands is enhanced by
the fact that the p is longitudinally polarized and thus the cos(#) form for its
decay throws the events towards the corners of the Dalitz plot. This is seen in
Fig. 2, which is taken from the BaBar Book and represents a simulation using

amplitudes calculated from a particular model.?

ok F g T
+ + o+

Fig. 2. The pr contributions to the Dalitz plot for B — ntn 70 .

The large strong phases from the resonant behavior and the interference of
the different charge-channel contributions enhances the CP-violating asymmetry
in the regions of the time-dependent Dalitz plot. A multiparameter maximum-
likelihood fit to the broad p-band regions of the time-dependent Dalitz plot is
made, with each tree and penguin amplitude parameterized by an arbitrary mag-
nitude and strong phase, and with the weak phases as given by the Standard
model. The asymmetries then depend only on one combination of weak phases,

« = m— [3—~ along with nine other parameters (the magnitude and strong phases



of each of the five isospin amplitudes minus one irrelevant overall strong phase).
In principal, provided the p°7% contribution is large enough, this fit will allow one
to extract not only a value of sin(2a) free of uncertainties due to penguin contri-
butions, but also cos(2a), thereby removing some of the discrete ambiguities in
the solution for the Unitarity triangle. In a realistic study additional parameters
and assumptions must be made to parameterize non-resonant B decays to three
pions and also any other resonances that contribute significantly to the three-pion
final state. It remains to be seen whether sufficient data can be collected to make
this analysis effective when all the contributing channels and background contri-
butions are taken into account. Certainly it will not be easy. It will require many
years of data taking at a B factory. Because the final state contains a 7° this
mode is not accessible to the current TeVatron experiments. Preliminary studies
for dedicated hadron collider B experiments suggest this mode may possibly be
feasible for study, but further work on signal to background ratios is needed. I
still hope that this mode can eventually give us a clean a measurement, but I
recognize that the experimental challenge is significant. Some theoretical uncer-
tainties in the value of o extracted in this way remain, due to the contribution
of QED penguins, and also due to the assumed constant strong phases for the
isospin amplitudes and the sensitivity to the p-shape. However these effects are
estimated to be small. By the time this measurement is made I expect that their
impact will be under much better control.

Isospin breaking effects must also be considered as a source of theoretical
uncertainties when investigating these modes. The dominant correction comes
from the fact that, due to isospin breaking of the quark masses, the physical 7°
and p° states each have a small admixture of the isospin zero quark combination.
The consequence of this effect is largest in the 77 analysis as it reintroduces
the I = 1 amplitude that is otherwise forbidden by Bose statistics. For the pm

channel the impact of isospin breaking has been estimated to be small.

2.2 SU(3) in K7 and 77w and limits on «

Here I will briefly describe an analysis to extract the Unitarity triangle angle ~y
from the data on various channels for B — K7 and B — 7wm. The work I will
discuss is that of Neubert and Rosner,*® and the subsequent paper of Neubert.3!

This analysis provides an interesting example because it uses essentially the entire



toolkit of methods, the Operator Product Expansion, diagrammatic classification
of contributions, isospin and SU(3), and finally factorization approximation as
a way to estimate SU(3) breaking corrections. However a careful selection of
the quantities for which the least accurate approximations are used leads to a
relatively small theoretical uncertainty for the final result. The simple rule of
thumb is that the tool with large fractional uncertainty should, if possible, be
restricted to determining a small part of the overall result.

The decays B — K7 are interesting because the tree contributions b — suu
are Cabibbo suppressed. In fact it appears that the rate is dominated by the QCD
penguin contributions. However, as in the 77 case, certain isospin channels do
not have any such contribution. The quark transition b — uus can have AI = 0,1
and thus with the spectator quark added Iy = 1/2 or 3/2. The gluonic penguin
contributes only to Al = 0,1y = 1/2. Here electroweak penguin contributions
cannot be ignored, as they enter at approximately the same level as the Cabibbo-
suppressed tree contributions, and for all isospin amplitudes. A major part of the
work then comes in estimating the corrections due to electroweak penguin effects,
and the uncertainty on these corrections.

The key to the analysis is to recognize that the Iy = 3/2 arises only from tree
diagrams and electroweak penguins. The key initial observation is that, in terms

of the isospin-based amplitudes AMJf

A(B+ — 7T+K0) = Ao,l/g + Al,l/g + A173/2
—\/§A(B+ — 7T+K0) = A0,1/2 + A1,1/2 — 2A1’3/2 . (9)
Gluonic penguin diagrams contribute only to Ag /5. Neubert and Rosner define
the following quantities

_ Br(Bt = Krt) + Br(B~ > K'm)
" 2(Br(B = Kr+) + Br(B’ — K1)

=(1-A,)*. (10)
One can make the weak and strong phase dependence explicit by writing
A(BT = K1) = Per (e + eMe'e,) (11)
where ¢p and 7 are strong phases and, in terms of the diagrams,

P — |)\C(PC_Pt_1/3PEW,t)|
€ = T|\(Py— P.— A)|/P . (12)



Similarly one can write the ratio
—3A173/2/P = 63/2€§/2 (6” + qei"’) (]_3)

expanded so that the weak and strong phase structure of each term is made
explicit. The notation is chosen so that the quantities P, ¢, ¢, and €3/, are
real and all phases are explicit. Here ¢e™ is the ratio of electroweak penguin
type contributions to the tree type contributions to As;. Only the top-type
diagram gives a significant electroweak penguin contribution and that enters with
a coefficient \; = —\, — A\, but the )\, contribution is dropped in the above as it
is too small to matter here.

I find it convenient to introduce the quantities

—3413)2 —53/2@¢3/2—¢p (e + gei®)
r = _ "(e
3/2 A(Bt — Kort) 1~ eeine,
— 2
£ = 1—a(0+) JA(B” — K'n) "
T —|—a(0—|—) N A(B+ N K07r+)
Then one can write ) ) N
R;l _ | +T3/2| +§| +T3/2| ‘ (15)

1+¢
In the above equations the CP-conjugated amplitudes are obtained from their
CP partners by simply changing the sign of the weak phase  everywhere (since
em =e7').

A major point of introducing all this notation is that the quantities €,, €3/ and
ge™ are all small, the first two because they are suppressed by the ratio |A,/\|
and the last because it is a ratio of electroweak penguin to tree, albeit enhanced
by the inverse CKM ratio |A./\,|. Useful results can be obtained keeping only the
leading effects of these quantities. Relatively large uncertainties in these quantities
translate into only small uncertainties in R,.

This statement (which is mine, not Neubert’s) is a bit of a cheat, since the
sensitivity to < is not in the value of R, but in its deviation from 1, which is
expected to be small for the same reason. The interest in this problem is sparked
by preliminary data from CLEO which give R, = 0.47 £ 0.27. If the value of
R, deviates significantly from 1 then the above equations can be used to put
interesting constraints on the allowed range of gamma, provided we can constrain

the quantities €,, €3/2 and ge™. The better we can constrain these parameters, the



more likely we are to be able to determine whether beyond Standard Model physics
is needed to explain the measurement. Further we will need some information on
strong phase differences. However even generous ranges on these quantities may
translate into constraints on the allowed range of gamma. So now let us pursue
the question of how and how well we can calculate each of these quantities.

The quantities ge’ turns out to be cleaner than one would expect. In gen-
eral two operators contribute for the tree amplitude and four for the electroweak
penguin. However two of these latter four give very small contributions to this
matrix element and can be neglected. The other two are Fierz-equivalent to the
two tree-type operators. Furthermore only one linear combination of these two
operators contributes in the SU(3) limit, the matrix element of the other must
vanish. This is another application of Bose statistics, this time to the U-spin part
of SU(3). Thus even though ge™ is a ratio of an electroweak penguin amplitude to
a tree-type amplitude each is dominated by a single operator in the SU(3) limit.
Furthermore and the two operators (for the two diagrams) are Fierz-equivalent
to one-another. This means that only a single strong phase enters—the same for
both these contributions, so that the ratio is fixed by the ratio of coefficients in
this limit. Thus, Neubert writes ge™ = (1 — ke'®3/2)d, where &, is given by the
ratio of coefficients of the I = 3/2 electroweak and tree operators that survive
in the SU(3) limit and xe*#/2 is the SU(3) breaking correction to this quantity.
One can then estimate such corrections and the uncertainties in them. First one
estimates SU(3) breaking correction x by calculating it in the factorization ap-
proximation. Neubert estimates this effect to be (6 +6)%. In this approximation
Az, = 0. This then gives g™ ~ dpw = (1 — k)d; = 0.64 £ 0.15, where the
large percentage error reflects the large theoretical uncertainties inherent in the
SU(3) and factorization approximation as well as the smaller but still significant
uncertainty in the evaluation of the ratio of operator coefficients that reflects small
residual scale and scheme dependence of this ratio. He also includes the effect of
allowing non-zero A3z, values in this overall error estimation, noting that allowing
a phase |Asz/5| < 90° would yield only |w| < 2.7°.

For the quantity €3/, one must again rely on SU(3), which relates the B* —
K, I = 3/2 tree amplitude to the corresponding tree amplitude for B* — 7, I =
2. The measured charged B — wK rates determines the magnitude of penguin
amplitude in the denominator of epsilon, up to corrections of order ¢, which we will

discuss below. Here one expects a large SU(3) correction. This is estimated again



by calculating the correction in the factorization limit, taking the factorization

model parameters a/ and a¥ (where ij = K7 or 7r) and the ratio fx/f, from

fits to data. The only model dependent part of this SU(3) correction calculation
is the ratio F/(B — K)/F (B — m) which is 1 in the SU(3) limit. Models all agree
with the range 1.14-0.1. Since this factor enters the €3/, factorization calculation
with a relatively small coefficient, the impact of its large uncertainty on the overall
correction factor is not great. Again one must assign some uncertainty to the
difference between the factorization-model based estimate of the SU(3) correction
and the actual SU(3) breaking effects, but it is reasonable to expect that this
estimate has correctly accounted for the largest part of SU(3) breaking corrections.
Including this and all the various sources of uncertainty, both theoretical and
experimental, Neubert estimates about a 25% uncertainty in the extracted value
of €3/5.

The remaining quantity €, is inherently small because it a ratio of Cabibbo-
suppressed to Cabibbo-allowed terms. It would be a source of direct CP violation
¢ # 1 and may eventually be constrained by measurement of the CP-asymmetry
in B¥* — K*7° decays. Another constraint comes from using SU(3) to relate
these decays to the B* — K*K° (or K') decays. (For an alternate discussion of
uncertainty introduced by this approach see M. Gronau and D. Pirjol®?). Further,
€, can be re-expressed in terms of a difference of I = 1/2 and I = 3/2 amplitudes
that arises solely due to rescattering effects. Neubert uses all of these arguments
to estimate a “reasonable” and a “conservative” (which in this context means a
more generous) range for this quantity and then explores how the constraints on
gamma vary as one varies €, over these ranges.

My point in describing this calculation is not to present the results, which
you can read in Neubert’s paper, and which indeed will change with time as
experimental numbers improve. What I want to show is how the tools of SU(3)
limit and factorization can be combined to obtain results which are better than
either tool used separately. First the SU(3) limit prediction is calculated. Then
the correction to that limit is calculated using the factorization approximation.
Thus the uncertainty from factorization in the result is the uncertainty in the
correction to SU(3) rather than the uncertainty in the entire effect. This is clearly
an improvement over a straightforward use of either uncorrected SU(3) or simple
factorization estimates to calculate the entire effect.

Even when such tricks are used to the full extent available still the question



remains: how big is the uncertainty in the result after all is said and done?
Unfortunately the answer is never clean. But clearly the problem is much reduced
if we are debating whether an effect is 6% or twice as big rather than whether it
is 50% or twice that. The challenge to theorists is to make the sources of their
uncertainties clear, and to do as honest a job as possible of constraining them.
Here work remains to be done. Neubert’s paper gives an example of a serious
attempt to explore such questions in a systematic way, for a particular set of

decays.

2.3 Theoretical Uncertainties

In the end, whatever the estimates might be, it is important to remember that
theoretical uncertainty is not statistical; it is simply wrong to talk about the
probabilities of certain results as if these estimates were in fact gaussian-based
standard deviations. It is also very misleading to combine different sources of the-
oretical error by adding them in quadrature, though one sees this done frequently
in the literature.

A false division between theoretical uncertainties and systematic errors in an
experimental value is often made—at least in the minds of theorists making the
initial predictions. A theorist makes a clean prediction with small theoretical
errors for a quantity—say, for example, the CP-violating asymmetry in inclusive
b — wud decays. The theorist is happy. However that quantity is in fact impossible
to measure, since any real experiment has aperture limitations and in addition
must apply cuts to separate the signal from background, in the example above
both that from sources other than B-decays and that from the dominant b — ¢gq’
decays. The impact of these cuts on the relationship of the measurement to the
prediction must be evaluated based on some theoretical models. This is where the
large theoretical errors will typically appear.

Experimentalists now often quote their uncertainties by separating out such
effects as theoretical uncertainties rather than by including them in the overall
systematic uncertainties. My point here is that the magnitude of this theoretical
uncertainty typically will have nothing to do with the magnitude of the theoretical
uncertainty for this measurement given in the original theoretical predictions.
Such experiment-dependent theoretical uncertainties belong neither to the domain

of pure theory nor to the domain of experiment, but live at the interface between



them. They do, however, suffer the usual disease of theoretical errors—they are
not statistical effects. It would be very helpful if theorists making their clean
predictions could at least consider and briefly discuss what impact experimental
cuts will have on the validity of their prediction. I do not mean the theorist should
define specific cuts, but rather should discuss the question of whether the result
can survive any cuts at all without serious degradation.

My remarks above are borne out in a well-known way in the case of the extrac-
tion of the magnitude of the CKM-parameter V,;, from semileptonic B-decay data.
Two general classes of methods are in the market—one uses exclusive decays and
has obvious theoretical uncertainties related to the form factors (that is the QCD
matrix elements) that govern the particular decay in question. The other uses
inclusive semi-leptonic decays and is thus at first sight very clean. But the exper-
iment must make cuts to remove the b — clv backgrounds. The prediction for the
cut data sample has comparable theoretical uncertainties to the exclusive decay
cases. Eventually we need to explore both kinds of methods, since the theoretical
uncertainties for the two approaches are essentially different.

Recently new predictions for extracting this same parameter from hadronic
measurements have appeared. Again one group of theorists advocates an inclusive
approach, and others advocate certain exclusive channels. Both are interesting;
both will probably have significant theoretical errors once the real experimental
limitations on the inclusive methods are understood.

In all these cases, whether semi-leptonic or hadronic decays are considered,
one cannot use any of the more rigorous tools discussed above to estimate the
theoretical uncertainties introduced due to experimental cuts or those due to form-
factor estimates. One is forced to resort to models. Often the models work at the
quark rather than the hadron level and then apply the notion of quark-hadron
duality which is the assumption that the two-body hadron kinematics reflects the
underlying quark kinematics. This is called “local quark-hadron duality”. It is
not a justifiable assumption.

Estimates of theoretical errors in such cases tend to be very subjective. There
really is no clean way to obtain them. The most common method is to try a few
models and take the range of the results as the range of theoretical uncertainties.
This is risky, since all the models on the market may contain the same unjustified
assumption (for example that a particular form factor can be parameterized as a

simple pole). Nonetheless it is common practice and perhaps the best we can do.



My advice is one should simply be aware when this is the nature of the theoretical

error estimate and treat the resulting numbers with a sufficient amount of salt.

The recent history of statements about errors in estimates of € /e should be a clear

object lesson to experimenters on the reliability of theoretical error estimates.
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ABSTRACT

CP violation and CPT invariance imply T- violation, which should appear

at some level in atomic and nuclear phenomena. In this report we briefly
summarize various experiments to search for T-violating strong interac-
tions and weak decays, and discuss in some detail various searches for elec-
tric dipole moments of elementary particles, nuclei, atoms, and molecules.



1 Introduction

CP violation and CPT invariance imply T-violation, which is expected to occur at some
level in atomic and nuclear phenomena. For example if both P and T are violated, an el-
ementary particle, nucleus, atom, or molecule can possess a permanent electric dipole
moment (EDM). This happens because CP violation and the usual weak interaction
must induce EDM’s at some level by means of radiative corrections to the P,C,T con-
serving electromagnetic interaction. Searches for EDM’s began 50 years ago, 6 years
before the discovery of P-violation in the weak interactions, 7 years before it was real-
ized that EDM’s violate T-invariance, and 14 years before the discovery of CP-violation
in kaon decay. EDM searches, which have so far yielded only upper limits, continue
unabated today. In the aftermath of the discovery of parity violation in 1956-57, several
other types of experiments to search for T-violation were launched: "direct” searches
for T-violation in strong interactions, "triple correlations” in nuclear beta decay, etc.
These have also yielded only upper limits so far. Thus one may say that progress in our
field is glacial, at best. In this report we devote most of our attention to electric dipole
moments, since in the general view this is the area where positive results are most likely
to emerge. But we first summarize very briefly the direct tests of T-invariance in strong
interactions, and the triple correlation measurements in nuclear beta decay.

Before we begin our survey, however, let’s recall what time reversal invariance
means. The (anti-unitary) time reversal operation reverses all momenta and spins, and
interchanges initial and final states. Consider one or more particles in an initial state A
with linear momenta,; and spins;. Suppose this system undergoes a transition (by
decay or collision) to a final state B consisting of particles with linear momentsy.

We can describe the transition by an S-matrix element:

Spa =0pa —iKpy (1)
where K is the transition operator:
Kpa = (B(py,ss)|K|A(pi;si)) (2)
Thus the time-reversed transition matrix element is:
Kyp = (A(=pi, —s)) | K|B(—py, —s¢)) (3)

By definition, time reversal invariance holds for the reaction if

Kyl = | Kpal (4)



2 Direct tests of T-invariance in the Strong Interaction

Experimental tests of the discrete symmetries P, C, and T in the strong interaction have
very limited precision. From numerous studies of parity violation in nuclear forces (a
phenomenon that is attributed to the charged- and neutral-weak interactions of nucle-
ons), we can say that P is conserved in strong interactions to about 10 @pmpari-

son of the rates of certain strong reactions sugipas KK +t7~ andpp — K°K -«

tells us that the strong interaction is C-conserving to about 1% precisiarfor time
reversal, the most direct experimental tests involve measurement of the differential
cross sections for a certain nuclear reaction and its in¥erse

Al +p =2 Mg + a, (5)

studies of the statistics of compound nucleus energy level distributiand,observa-
tion of the transmission of low-energy polarized neutrons through a target of aligned
1%5Ho nuclei® In the latter case one searches for the correlatiorik x I)k - I where
o, k, andI refer to the neutron spin, neutron momentum, and nuclear spin respectively.
In all of these cases one is looking for a T-violating, P-conserving (TVPC) effect. The
result of these experiments is expressed in terms of theaatad the TVPC transition
matrix element to the usual T, P conserving strong interaction matrix element. One is
able to obtain only a very crude limitir < 3-102, which corresponds to a mass scale
At 210 GeV for new TVPC physics beyond the standard model. Clearly, 10 GeV is a
very low mass scale, and intuitively it would seem to be very unlikely.

Recently Ramsey-Musélhas shown that a far more stringent limityype 2150
TeV, corresponding tar < 10715, can be obtained indirectly by combining the upper
limits obtained from neutron and electron electric dipole moment experiments (to be
discussed below) with an analysis of radiative corrections based on the standard model.
The basic idea is that P, C violating standard model weak interactions at the radiative
correction level would necessarily combine with C, T violating strong interactions, if
they were to exist, to produce P, T violating EDM’s.

3 Triple correlations in weak decays

How can we test for T-violation in weak decays? Let us consider neutron beta decay as
a typical example: — pe~7,. Obviously it is impossible to check time reversal invari-
ance by running this reaction backward! However, there is a useful indirect alternative.



Consider once again the S operator:
S=1-iK (6)
Since S is unitary, we have:

I = Sst
= (I —iK)(I +iK")
= I—-iK+iK'+ KK'

If K is sufficiently small, we can negledt K, in which casek’ = K. Then,

Kpa = (B(py,87)|K[|A(pi;si)) = (A(pi, i) [ K|B(py,87))" (7)

Meanwhile from (3) the time reversed transition amplitude is given by:
Kp = (A(=pi, —s))| K|B(=py, —8y)) (8)

Therefore, we have time reversal invariance if:

[(B(=ps, =) | K|A(=pi, =si))| = [(B(py, /)| K|A(pi, 81))] (9)

provided, always, that we can assufie= K. Of course for the weak interaction
itself this is a good assumption, but the matrix element refers to initial andgofiyaical

states and we must remember that the final states are always affected to some extent
by final state interaction Thus result (9) is valid only to the extent to which we can
neglect final state corrections.

With this in mind, let us consider neutron decay as viewed in the neutron rest frame.
Fig.1la shows a neutron with spin up (out of the page) decaying to a proton, electron,
and anti-neutrino (with linear momenta in the plane of the page). For simplicity we
shall ignore the spins of the final particles. Suppose the amplitude corresponding to
Fig.laisM. In Fig. 1b, the momenta and spins are the same, but initial and final states
are reversed. The corresponding amplitud&is Now in Fig. 1c we perform the time
reversal operation on the system of Fig. 1b. This means that momenta and spins are
reversed, and initial and final states are once more interchanged. The corresponding
amplitude isM*'. Notice that apart from a 180 deg rotation about the neutron spin axis,
the final particle momenta are the same as in Fig. 1a, but the neutron spin is reversed. If
time reversal invariance holds, the probabilities for Figs. 1a and 1c should be the same;



Fig. 1. a) A neutron with spin up (out of page) decays to protgnand 7 with
momenta in plane of page. Amplitud&E b) Initial and final states interchanged;
amplitude=/*. c) Process of 1b time-reversed: Amplitutie’.

in other words, there should be no observable correlation of the &rmp,. x ps.

Now let’s consider the same thing in more detail. Years ago, Jackson, Treiman, and
Wyld" showed that, neglecting nuclear recoil and final state interactions, the differential
transition probability per unit time for beta decay of polarized nuclei with spin 1/2 in
the allowed approximation, summed over final spins, is given by:

2

aw = ST g 0co(E. + E, — A)

(2m)°
XF(Z, E,)d’p.d’p,
Pe ' Py <Jz> Pe Py Pe X Py
x§[1+aEeEy + 7 (AE6+BEV+D EL, )] (10)

whereh = ¢ = 1, G is Fermi’s constant]. is the Cabibbo angle) is the maximum
electron energyt'(Z, E,) is the Coulomb correction factor, addis the initial nuclear



spin. Also,
€= [CvP[(D)]* + |CaP[(o) (11)

and G, 4 are the vector and axial vector coupling constants, respectiyéjyand

(o) are the Fermi and Gamow-Teller reduced matrix elements, respectively; a is the
neutrino-electron momentum correlation coefficient, A is the beta asymmetry parame-
ter, B is the analogous parameter for the neutrino, and:

€D = i(CyCy * —CACV*)(U(o)(%)I/Z (12)

It is the "triple correlation” coefficient D that is of interest here. In the approximation
where we neglect final state interaction, D can only be non-zero if there is T-violation
since T-invariance requires that-@nd C, be relatively real.

The D coefficient has been studied experimentally in neutron decay and in the super-
allowed beta decayy Ne —' F +e* +v,. The only significant final state correction to
D in each of these decays arises from interference between the Coulomb interaction of
the final nucleus and emitted electron, and the "weak magnetism” portion of the weak
vector amplitudé. It can be shown that:

E? m?
DWVM — _—e (_0.032 + 0.040—<
" Delp ( + E@ )
= —5.7-107% at max p, (13)
and
DVM ~3.107" (14)

The present experimental limits on D are summarized in Table 1. The recent N.I.S.T.
neutron experiment was designed to yield a substantial improvement in precision com-
pared to the older I.L.L. and Kurtchatov results, but due to various experimental diffi-
culties, the results have so far been disappointing. Theoretical limits on D (see Table
2) are very-model dependent. According to the standard model, and to a number of
currently popular models for physics beyond the standard model, D is far too small to
be observed in any practical experiment, now or in the foreseeable future. The only
existing models that can yield predictions for D close to present experimental limits are
those that invoke the existence of leptoquarks.

We have just considered experiments in nuclear beta decay where one sums over all
final spins. However, if one can detect the spin of the final electron or positron, the
following T-odd terms in the transition probability are observable:



Ro, - (0. X p,)
Lo, (pe X Pu).
The correlation coefficient L has never been measured in any decay. R has been ob-
served infLi decay:
R(*Li) = (0.94+2.2)-10" (15)

and a measurement in neutron decay has been discussed. However, R=0 for pure V, A
interaction regardless of the relative phase of V and A amplitudes. Non-zero R requires
interference between scalar and axial vector, and/or interference between tensor and
vector couplings. Khriplovichhas shown that indirect limits on T-odd scalar and tensor
couplings in beta decay obtained from neutron and electron EDM results, together with
calculated standard model radiative corrections, are far more sensitive than the limits
that can be obtained from direct measurements in beta decay.

Table 1. Measurements of D
Initial nucleus D Ref.

neutron (-1.14+1.7)- 1073 (l.L.L.) 10
neutron| (2.2 +3.0) - 10~ (Kurtchatov) [
neutron| (—0.1 £ 1.3 4+0.7) - 10~% (N.L.S.T.) 2

"Ne (4 +8) - 10~* (Princeton) 13

Table 2. Theoretical limits on D
Theoretical mode| D

Standard mode| < 10~12
Theta-QCD| < 10712
Supersymmetry < 106
Left-right symmetry| < 10—*
Exotic fermion| < 10~
Leptoquark models Limited by expt.

Finally, consider the decalf * — 7°n"v,. The "transverse muon polarization; P
in this decay is the component of muon polarization perpendicular to the plane of the
final momenta. Observation of-Pthat is, observation of a triple correlation of the form
o, ' Pr X P, Would constitute evidence for T-violation, since at the level of precision



attainable with present methods, final-state corrections are negligible. According to the
standard model,Pshould bex~10-7. Very recently, the following experimental result
was obtainet:

Pr = —0.0042 = 0.0049(stat) % 0.0009(syst) (16)

4 General remarks about electric dipole moments

We have already mentioned that an elementary particle, nucleus, atom, or molecule can
only possess an electric dipole moment (EDM) if both P and T are violated. This can be
seer’ in a very simple way as follows. Consider a particle of spin 1/2 and assume that
it has an EDMd as well as a spin magnetic dipole momgntBoth moments lie along

the spin direction, because the spin is the only vector available to orient the particle.
We write the Hamiltoniangi,,;, Hy that describe the interaction pfwith a magnetic

field B, and ofd with an electric fieldE, in the non-relativistic limit:

Hy=-upu-B=—-uo-B (17)

Hp=-d-E=—do-E (18)

whereo is the Pauli spin operator. Under space inversion (P) the axial vettarsl

B remain unchanged, but the polar vedlbchanges sign. Hence underfPy, is in-
variant, whileHy is not. Under time reversads andB change sign, whil& remains
unchanged. Hence underH,, is once again invariant, bif ; changes sign.

Note that the P, T-violating EDMs of interest to us are not at all the same as the so-called
"permanent” electric dipole moments of polar molecules, so well known to chemists
and molecular spectroscopists. The latter are not really permanent at all and involve no
violation of P or T. A very clear quantum-mechanical description of their behavior was
already given in 1931 by Pennéy.

It is impossible to form an intuitive classical picture of the EDM of an elementary
particle (e.g. an electron); but it is just as impossible to make a classical model of
the spin magnetic moment. Of course, the latter has become very familiar after 75
years, and we all have the illusion that we understand it thoroughly. We know that the
Dirac equation for the electron contains the implication that the electron possesses a
"normal” spin magnetic moment with the g-valug; = 2. We also know that a spin
1/2 particle with an anomalous magnetic moment can still be described by a Dirac-like



equation provided we add a gauge-invariant, Lorentz-invariant Pauli moment term. In
field theory this is described by the well-known Lagrangian density:

Lpauti = —H%B%W\IJFW (19)

Here ¥ is the Dirac field for the fermion in questio®, is the Dirac conjugate field,

ol = L(yMy” — 4”~") wherey”,+” are the usual 4x4 matrices),, is the electro-
magnetic field tensoy, s is the Bohr magneton, andis an appropriate constant. This
Lagrangian density is of course invariant under P and T. To describe an &g
construct an analogous P-odd, T-odd Lagrangian density by making the replacements:
o — oo andkup — id wherei = (—1)'/? is necessary so that the resulting
Hamiltonian shall be Hermitian.Thifswe obtain:

d—
‘CEDM = —Z‘g\I”yE)O’“V\I’F‘uV (20)

From this Lagrangian density, one can easily obtain the following single-particle EDM
Hamiltonian:
Hppy = —dy"S -E +idvy - B (21)

(1)
0 o
In the non-relativistic limit the first term on the right hand side of (21) reduces to the
right hand side of (18). However, in general the factbis extremely important, as we
shall see. The second term on the right hand side of (21) gives no contribution in the
non-relativistic limit.

The EDM Lagrangian densitfzp,s is not renormalizable, and yields an EDM
only by virtue of loop corrections to the usual fermion-photon interaction of quantum
electrodynamics. The possible loop corrections are naturally very model-dependent
and uncertain. For, while the parameters that describe CP violation in kaon decay
have been measured ever more precisely over the years, the fundamental explanation
for CP violation remains very much in doubt, and a wide variety of plausible, if very
speculative, models of CP violation have been presented. According to the standard
model, the electron EDM .l the neutron EDM g, and other EDM’s as well are far
too small to be detected by any possible experiment, now or in the foreseeable future.
However, in various extensions of the standard model (See Table&)ddor ¢ are
sufficiently large to be detected by practical experiments. In some models, even the

where



muon EDM (g, and/or the tau EDM dmight be detectable, although less sensitive
experimental methods are available for them than fardd, .

Table 3. Theoretical predictions for neutron, electron EDMs

CP Viol Model Neutron (e cm) Electron (e cm)
Standard 10 %2-10 % ~10-40
Minimal SUSY 10 2°-10%¢ 10 26-10°%
SUSY GUT [SO(10)] | 10-%5-10% 10-26-10728
L-R Symmetric 10-2°-10-% 10-26-10-%
Multi-Higgs 10 25-1026 10 26-10°28
Lepton-flavor changing — 10°27-10~%

Why does the standard model predict thabdd d, are so small? In the standard
model, the neutron EDM could arise from valence quark EDMs but this cannot occur at
the one-loop level. At the two-loop level individual diagrams do have complex phases
that contribute to glbut it has been showhthat the sum of these diagrams over all
quark flavors yields zero. Thus, according to the standard model, the neutron EDM ap-
pears only at the 3-loop level, and even here there are suppressions and cancéllations.

In the standard model with massless neutrinos there is no analog to the CKM matrix
in the lepton sector, and thus no analogous way to generate CP violation. For the
electron EDM to arise here we would require coupling to virtual quarks via virtdal W
Naively one might expect a contribution from the two-loop diagram of Fig.2. However,
for each contribution y from the CKM matrix at one vertex, there is a contributiof V
at the other vertex; hence the overall amplitude cannot contain a CP violating phase.
(This is also the reason why there is no neutron EDM at the one-loop level).

Next, one can consider contributions to the electron EDM at the 3-loop level.This
situation was first analyzed by Hoogevétnut it was subsequently shown by Pospelov
and Khriplovici! that the various 3-loop diagrams cancel, yielding a net contribution
of zero in the absence of gluonic corrections to the quark lines (see Fig. 3).



Fig. 2. This two-loop diagram cannot contribute to the electron EDM, because although
a factor \j; from the CKM matrix appears at vertex v, a factat eppears at vertex v'.
Thus, there is no net CP-violating phase.

5 The neutron EDM

In neutron EDM experiments one employs Ramsey’s meéthoidseparated oscillating
magnetic fields to observe magnetic resonance on the neutron spin-magnetic moment
in a fixed static magnetic fielB. An electric fieldE parallel or anti-parallel t@ is in-

serted between the oscillating fields. The basic idea is that the inter&ttien —d - E

might cause a detectable frequency shift in the magnetic resonance fringe pattern. In
the earliest neutron EDM experiments this was done with neutron beams, and the os-
cillating fields were separated spatially. Modern neutron EDM experiments make use
of ultra-cold (UC) neutrons (which typically have kinetic energies of 0" or less.)

Such experiments take advantage of the fact that UC neutrons undergo critical reflection
at any angle of incidence on suitable materials, and can thus be stored in closed ves-
sels. Here, neutron storage bottles with collinBaandB fields, and oscillating fields
separatedemporallyrather than spatially, are employed. Fig. 4 shows the apparatus
employed for the 1990 neutron EDM experiment at Institut Laue-Langevin (I.L.L.) in
Grenoble?® Ultra-cold neutrons were transported from the source through a guide tube
and polarized by transmission through a magnetically saturgteithick iron-cobalt



P Q =
v o> P Q>

Fig. 3. The sum of the contributions tp ilom these 3-loop diagrams is zero, according

to the standard model. If each diagram is disconnected from the lepton line at P,Q one
has the 2-loop contributions to the EDM of an (on-mass-shell) W boson. Thus the EDM
of a W boson is zero in the 2-loop approximation.

foil. The 5 liter storage bottle was enclosed by two beryllium electrodes 25 cm in di-
ameter and a 10 cm long insulating cylinder of BeO. The static magnetic field was .01
Gauss in magnitude, and the electrodes were used to generate an electric field of 16000
V/cm. Neutrons could be admitted to the bottle by means of a beryllium valve in the
grounded electrode. The experiment functioned as follows: the interaction volume was
filled with UC polarized neutrons for 10 s. (3 filling time constants) and the beryllium
valve was then closed. At this point the neutron number density was approximately
10 cnT3. After a 6s. delay to allow the neutron velocities to be randomized, a first
Ramsey pulse was applied for 4s., the neutrons were allowed to precess for 70s. in E
and B fields, and then a second 4s. Ramsey pulse was applied. Subsequently the valve
was opened, neutrons in the appropriate spin state could pass through the polarizing
foil (now serving as an analyzer) and finally these neutrons were diverted to a detector
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Fig. 4. Schematic diagram of 1990 I.L.L. neutron EDM expt. a:UCN entrance; b:

magnet; c. guide changer; d: UCN detector; e: polarizing foil; f: flip coil; g: storage

chamber; v: neutron valve; k: rubidium magnetometer; m: 5 layer magnetic shield; p:
HV feedthrough.

and counted. The result of this experiment is:
dp = (=345)-107% ecm (22)

A comparable result was obtained in a somewhat similar experiment at St. Petétsburg.

The 1990 I.L.L. experiment was limited in precision by uncertainties in the mag-
netic field as determined by 3 separated Rb magnetometers. In a new version of the
same experimefitthat is presently collecting data, the magnetic field inside the bottle
is monitored by optically pumpéed’Hg vapor that fills the bottle uniformly (see Fig.5).
This and a variety of other improvements make it possible that the current I.L.L. ex-
periment will ultimately yield a result at the 32 e cm level of precision. (Note,
however, that the neutrons are so cold thaiydo not fill the bottle uniformly, but sink
gradually toward the bottom! Hence, even in this experiment the magnetometer and the
neutrons are not exactly in the same place). New and different experimental methods
are needed if gdis to be measured to much better precision. Following ideas origi-
nally presented by Golub and PendlebtfriyGolub and Lamoreaii% have suggested
the following scheme, now in development at Los Alamos National Laboratory. UC
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Fig. 5. Schematic diagram of the current I.L.L. neutron EDM experiment. a: UCN
source; b: neutron guide change-over; c: UCN detector; d: magnet; e: polarizing foil;
f. flip coil; g: Hg UV lamps; h: cell for pre-polarization of Hg atoms; k: storage
volume; m: 4-layer magnetic shield; p: HV lead; q: UV light detector; v: vacuum wall;
s: optical windows.



neutrons are to be trapped in a storage vessel containing supéHkiglus a dilute
solution of polarizedHe. Neutrons at rest or nearly so in superfltite can only ab-

sorb a*He excitation, the energy*Eand momentum of which lie at the intersection of
the*He phonon-roton dispersion curve and the free neutron dispersion curve (see Fig.
6). However, E >> KT; hence the Boltzmann factor exp(/ET) is much less than
unity and the loss rate of UC neutrons by scatteringtéa is very small. Therefore it

is possible to build up a number density of UC neutrons orders-of-magnitude greater
than in previous experiments. The rolebfe is as follows. The cross section for ab-
sorption of neutrons by the reactidHe(n,pfH +764 keV is very large, but only in the

J=0 spin state of n antHe, (where the spins of these two species are opposed). Thus,
observation of this spin-dependent reaction by means of the resulting scintillations in
*He provides a means for detecting the precession of the neutron EDM in an applied
electric field. As in previous and present neutron EDM experiments, it is critically im-
portant to monitor the magnetic field precisely. In principle, this can be done by using
the3He as a magnetometer. This proposed experiment has many interesting and subtle
technical problems, and may take quite a few years to complete.

Fig. 6. Sketch of dispersion curves for a) free neutron; b) superfied

6 General remarks about atomic and molecular EDMs

Itis obviously impractical to observe the EDM of an electron or bare nucleus by placing
itin an external E field, since that particle would quickly be accelerated out of the region
of observation. Thus one is led to ask what can be done with a neutral atom or molecule
that contains a nucleus or an electron with an EDM d. At first sight, this appears to be
an unprofitable approach, because in the point-charge, non-relativistic limit, the atom
itself would not possess an EDN, ¢would not exhibit a linear Stark effect), even if



d were non-zero. For, neither the atom nor any of its constituents is accelerated in an
external electric field, and in the non-relativistic point-charge limit, where all atomic
forces are electrostatic, tla@erageelectric field at the nucleus or at any electron must
be zero. (The electronic and nuclear charges rearrange themselves to cancel the external
electric field). This argument is easily cast in quantum-mechanical form and is known
as "Schiff's theorem™® However, as was first pointed out by Schiff, the theorem does
not hold for the nucleus when one takes into account magnetic hyperfine structure, or
finite nuclear size if in the latter case the nuclear electric dipole distribution and the
nuclear charge distribution are not the same. In this case the nucleus may possess a
"Schiff moment” Q, which has dimensions e tand results in non-zerq,d

Sandarg showed that Schiff's theorem also fails for an unpaired atomic electron in
a paramagnetic atom, when relativistic effects are taken into account (here we recall the
all-important factory® in the first term on the right hand side of(21)). Sandars demon-
strated that in paramagnetic atoms such as the alkalis and thallium, the ratiolRsd
of order 10 2o where Z is the atomic number ands the fine structure constant. Thus
the "enhancement factor” R can be much larger than unity, and in fact one calculates
R=115 for Cs (Z=55) and R=-585 for Tl (Z=81); (see Table 4). Enhancement factors
for certain paramagnetic polar molecules (e.g. YbF, PbO, ...) are orders-of-magnitude
larger. Sandars’ important discovery provides the basis for all modern electron EDM
searches - one attempts to observe the linear Stark effect of the appropriate neutral para-
magnetic atom or molecule in an external field, and interprets the result in terms of d
by means of a calculated enhancement factor R.

Table 4. Calculated enhancement factors R
Atom | Z State R

Na | 11| 325 0.3
Rb | 37| 525 30
Cs |55 6°Si» | 115
Fr 87| 7S, | 1100
Tl 81 | 6°Py/> | —585

However, it is important to note that an atomic or molecular EDM could arise from
other contributions besides a nucleon EDM and/or an electron EDM. P, T-odd nucleon-
nucleon (N-N) interactions might generate a nuclear EDM and thus a Schiff métent.



P,T odd electron-nucleon (e-N) interactions might also existhese as well as the
P,T-odd NN interactions could appear in one or several non-derivative coupling forms:
"scalar”, "tensor”, and "pseudoscalar” (although the last of these is only capable of
making a very small contribution). Finally, as was noted earlier, C,T odd (P even) e-N
and N-N interactions and possible T-odd beta decay couplings could cause an EDM
through radiative corrections involving the standard-model weak interaétfoss.far,
experiments on the diamagnetic atbftHg (see below) provide the best limits on P, T-
odd N-N interactions and the tensor form of the P, T-odd eN interaction. Meanwhile an
experiment on the paramagnetic atdiiTl (see below) provides the best limit on d

and the scalar form of the P, T-odd eN interaction.

7 Diamagnetic atoms

A precise experiment of*’Hg has been carried out by E.N. Fortson and co-workers
at U. Washington, Seattlé. (See Fig.7.)!*Hg was chosen for the following reasons:
first, Z=80 is large, and the nuclear-spin-dependent effects that contribute to the Schiff
moment scale roughly as’ZSecond, the ground electronic state of HgSs, (there

is no net electronic angular momentum), and the nuclear sgifiid§ is 1=1/2. Hence
nuclear-spin-polarizet?”Hg vapor in a cell has a very long spin relaxation time, be-
cause the usual electric quadrupole relaxation mechanisms are absent here. Large po-
larization in a dense samplefi0® cm?) is thus quite easily produced by optical
pumping with the 254 nm resonance line, and precession induced by an EDM in an
external electric field would readily be monitored by the same optical pumping. The
main systematic uncertainties arise from possible stray magnetic fields from charging
and leakage currents that reverse with electric field. The result is:

d("Hg) = (-1.0+£2.4+3.6)- 10 ecm. (23)

where the first uncertainty is statistical and the second is systematic. Combining these
one finds the upper limit:

d(*Hg) <8.7-10 *®ecm. (95% con fidence) (24)

This is the most precise of all experimental EDM limits. Its implications for various
P, T-odd effects are summarized in Table 5. Fortson and co-workers have now embarked
on a new version of the experiment, by which they hope to improve the precision by



\\\Tﬂ

e —

J

1

d5—

\ o\
f
G
/]

N

Fig. 7. Schematic diagram of SeatttHg EDM experiment.a**Hg lamp; b: lens; c:

linear polarizer; d: quarter-wave plate; e: optical pumping cells; f: optical detectors; g:
phase sensitive detectors; h: stepping motor; k: phase sensitive detector reference; m:
magnetic field and gradient correction signals.

an order of magnitude. This gain might be realized by several major improvements,
including replacement of the 254 nm light source (formerly a discharge lamp) by a
laser; increase in the mercury vapor density, and use of 4 stacked mercury vapor cells
to detect and subtract spurious magnetic fields, rather than the two cells previously
used.

R. Walsworth of Harvard-Smithsonian, T. Chupp of Michigan, and co-wotkers
have constructed &°Xe, 3He 2-species noble gas maser that may permit a precise
EDM experiment ont?’Xe analogous to that of’Hg; (see Fig. 8). The apparatus
consists of two connected cells containifitXe, *He, rubidium vapor, and Nbuffer
gas. Polarization 0fXe and®*He is produced by spin exchange with optically pumped
Rb vapor in the pump bulb. The spin-polarized xenon and helium diffuse into the
maser bulb, where maser oscillations occur at audio frequencies on the nuclear spin-1/2



Zeeman transitions in a static magnetic field. The two-chamber configuration permits
excellent frequency stability. ThéHe functions as a "co-magnetometer” to monitor

the magnetic field, and thus guard against systematic errors arising from leakage and
charging currents that might change with the sign of the electric field.

OO O O O O 0O O O O O O 0O O 0O 0

3 .
He signal

29Xe signal

¢y

Fig. 8. Schematic diagram of Harvard/Smithsonian-Michig&ixe EDM experi-
ment.a: nested magnetic shields; b: 795 nm light source; c: quarter wave plate; d:
beam expander; e: light beam; f: pump bulb; (T=120 C); g: maser bulb; (T=40 C);
h: electric field plates; h: pickup coils; m: main solenoid; p: LORAN reference; Q:
frequency synthesizers; r: phase-sensitive current source; s: A/D converter.

8 Paramagnetic atoms

In 1989, L. Hunter and co-workeYsperformed an optical pumping experiment on
cesium, and obtained the result:

d(Cs) = (-1.8+6.7+£1.8) 107> ecm (25)



which implies
|d.] <9-10"*ecm (26)

More recently, electron EDM experiments on Cs have been suggested that would utilize
the methods of atom trapping and coolifigdeinzen and co-worketshave analyzed

the limitations imposed by collisions on the precision that can be achieved by such an
experiment. The trapping of cesium atoms in cold sohe has been studied experi-
mentally, and it may offer interesting possibilities for an EDM sedfch.

At present, however, the best limit opid derived from the Berkeley experiméht
on2%Tl, Here the atomic beam magnetic resonance method with separated oscillating
fields was employed, (see Fig.9). The experiment was performed in a weak uniform
magnetic field that defined the axis of quantization z; (typically=B.4 Gauss). A
strong electric field (typically 107 kV/cm) was placed between two oscillating rf field
regions and was nominally parallel 8. In order to minimize an important possible
systematic effect ( theE x v” effect arising from precession of the atomic magnetic
moment in the motional magnetic field) two counterpropagating beams of atomic Tl
were utilized, travelling in the vertical direction to minimize the effects of gravity. The
final result was:

d(*>TI) = (—1.05+ .70 £ .59) - 10 ** e cm (27)

Assuming an enhancement factor R = -585 and ignoring all possible contributions to
d(?°5Tl) except for ¢, one obtains from (27) the result:

d.=(1.8+1.241.0)-10 *"ecm (28)

Some further implications of this result are summarized in Table 5. Analysis of the
main sources of noise and systematic uncertainty in this experiment led us to conclude
that the overall uncertainty could be reduced by an order-of-magnitude through several
basic improvements that have now been implemented (see Fig. 10). The new experi-
ment functions according to the same general plan as the previous one, but utilizes two
up-beams issuing from a common oven with two source slits, as well as two down-
beams. These beams are separated by 2.5 cm and pass through separate state selectors,
collimating slits, rf regions, and analyzer-detector regions pppiositeelectric fields.
However the magnetic field is essentially the same for each beam. Thus the EDM
asymmetry is of opposite sign for the two beams, but many sources of noise are highly
correlated ("common mode”) for the two beams. Thus when the difference in the sig-
nal asymmetries of the two beams is measured, the noise is sharply reduced. In another



Fig. 9. Schematic diagram of 1994 BerkekyTI electron EDM experiment. a: up-
beam oven; b: down-beam oven; c: automatic beam stops; d: state selector region; e:
analyzer region; f: 378 nm laser beamstp page); g: 535 nm fluorescence; h: colli-
mating slits; E: 107 kV/cm electric field; B: static magnetic field; m: 4-layer magnetic
shield; R: radio frequency field regions; t: Tl atomic beam.



basic improvement, each up-beam and each down-beam actually consists of atomic
sodium as well as atomic thallium issuing simultaneously from each source. Since the
atomic number of sodium is Z=11, the enhancement factor is only R(Na) = 0.3. Thus
sodium cannot exhibit an observable EDM effect, but is even more sensitive to various
systematic effects than is thallium; hence sodium is an effective "comagnetometer”. At
present this experiment has achieved a statistical precisiod0fZ8 e cmin d, but a

subtle systematic effect has so far prevented us from achieving a final result. We hope
to overcome this problem in the near future.
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Fig. 10. Schematic diagram of present Berkeley electron EDM experiment. a:down
beam oven; b: up beam oven; c: automatic beam stops; d: 378 nm laser beams for
Tl (L to page); e: 589 nm laser beams for Natp page); f: aluminum reflectors; g:

light pipes; h: photodiode detectors; k:collimating slits; P: electric field plates (length
1m., gap 2mm.); R: radio-frequency regions; S: 4-layer magnetic shield; B: uniform
magnetic field; E: electric field (120 kV/cm.); t: Na-T| atomic beams.



9 Paramagnetic molecules

Certain paramagnetic polar diatomic molecules are very attractive candidates for ex-
perimental electron EDM searches, because their enhancement factors are orders-of-
magnitude larger than that of atomic thalliiitn.The list of proposed molecules in-
cludes BaF, CdF, YbF, HgF, PbF, PbO, and several others as well. They have large
enhancements because the spin-rotational levels of opposite parity that are mixed by
P,T-odd EDM interactions lie much closer together (by factors:06*) than do the
analogous levels of paramagnetic atoms. Kozlov and LabzdWslaye reviewed cal-
culations of the enhancement factors by a variety of semi-empirical and ab-initio meth-
ods.

Consider a typical heavy metal-fluorine molecule MF. Typically M in its normal
state has two 6s valence electrons, while the ground configuration of the F atom is
1<...2p". In the MF molecule, one of the 6s electrons is transferred to the fluorine,
therby completing its p shell and creating an ionic bond with a corresponding molecular
electric dipole moment that is typically 3-5 Debye units. The remaining 6s electron
moves in a highly polarized orbit in the strong molecular electric field directed along
the internuclear axis between™and F . This unpaired electron is the analog of the
valence electron in atomic thallium or cesium. If one applies an external E field that is
sufficiently strong to generate Stark shifts comparable to the spin-rotational splittings,
the internuclear axis becomes aligned with the external E field. For the molecules we
have mentioned, this can be achieved with practical laboratory E fietéiddowever,
the molecular experiments are difficult for diverse reasons, and new results are likely
to be slow in coming. One final remark concerning molecules: An experitenthe
diamagnetic molecule TIF provides us with the best limit on the EDM of the proton,
(see Table 5). However this limit is much less significant than the limit on the neutron
EDM.

10 The Muon EDM

Until now, the only way to search for the muon EDN & to observe the precession
of free relativistic muons in a magnetic field. In an important experiment carried out at
the CERN muon storage ring more than 20 years*agloe limit:

A < T7-107%ecm (29)



Table 5. Summary of EDM results from neutron, atomic, and molecular expts.

P, T viol. param. System| Upperlimit | Ref.
d, n 8107 ecm 23
QCD phas®gcp n 4.10°1 23
dpiamag.mot (TIF) TIF |46-102ecm|
dyproton TIF 1-107* ecm 43
Schiff moment Q(*T1) | TIF 1-107%ecm 43
d,("Hg) 99Hg | 8.7-107®ecm| *
Schiff moment @ Hg) | '"Hg | 2.2-107''ecm| *
n(@ 199Hg 1.6-10°3 32
ﬁéb) 199Hg 3.4.10-6 32
Cgf) 199Hg 1.3.10-8 32
Supersyme, 5 19Hg 7-1073 32
d. 205 4-107%"ecm 38
ng) 205 4.10-7 38
SupersymeUsY 2057T] 4-1072 38

a) Coupling constant in scalar P,T-odd NN interaction.
b) Coupling constant in scalar P, T-odd quark-quark interaction.
c) Coupling constant in tensor P,T-odd e-N interaction.
d) Coupling constant in scalar P,T-odd e-N interaction.

was established simultaneously with a measurement of the muon g-factor anomaly a
= (g-2)/2. Muons from pion decay with an initial polarizatidh > 95% travelled
around the 14 m. dia storage ring in a horizontal plane. A homogeneous vertical mag-
netic field was applied, and weak vertical focussing was provided by an electrostatic
quadrupole field. The precession of the muon spin in these circumstances is described
by the famous Bargmann-Michel-Telegdi equatidorin EDM causes the precession to

be modified slightly because in the muon’s rest frame there exists not only a magnetic
field, but also a motional electric field to which the EDM is coupled, (See Fig. 11).

A dedicated experiment of the same type has been proposed with the much larger
muon storage ring at Brookhaven National Laboratory (which has already been used to
improve substantially the precision in determination of g-2). It appears possible in prin-
ciple to improve the limit on the muon EDM by approximately 4 orders of magnittide.



11 Weak dipole moment and EDM of the tau lepton

Finally we mention the tau lepton, which must of course be investigated by the methods
of high-energy physics Taus are producedfieecollisions at colliding beam acceler-
ators:
ete” =171 = (ATv) + (B7D) (30)
The tau production reaction occurs in lowest order by two amplitudes: photon exchange
(electromagnetic interaction) and Zxchange (neutral weak interaction). When the
ete~ CM energy is in the vicinity of the Z resonance at 91 GeV, as in various exper-
iments at LEP, the Z amplitude greatly dominates. The mean life of the tau is only
2.910 !3s,, and it decays in a variety of modes represented schematically in (30) by
Aty and B 7. In principle, CP violation could occur at the eeZ vertex, at the Z
vertex, and/or in the decays of andr~. However, if € and € are unpolarized it
can be shown that there are no observable CP violating effects at the eeZ vertex. Fur-
thermore, it seems likely that new CP violation effects would be associated with the
vertex at which there is the largest momentum transfer; hence one concentrates on the
Zr vertex. In order to describe CP violation one then writes the following Lagrangian
density: _
Loy = —%%%W\p[dTFW +d, (0,2, — 0,2,)] (31)
Here, ¥ is the Dirac field describing the tau, Zs the Z-boson vector potential, and
d.,d, are the EDM and the "weak dipole moment” (WDM) of the tau, respectively.
Strictly speaking the latter quantities depend on the square of the 4-momentum transfer
o?; d,(¢> = 0) is by definition the EDM, whilel, (¢> = m%) is defined as the WDM.
While there is no explicit relationship betweénandd. they are expected to be roughly
the same in most models of CP violation. Near the Z resonancedortrm in the
Lagrangian density is important.
The transition amplitudé&’ for reaction (30) to a specific final state can be written
quite generally as:
T =Tsy +Tcp (32)

whereTs,, is the CP-conserving (standard model) part, wiiile is the CP violating
part. Then the differential cross-section is proportional to:

|TSM + Tcp|2 = (|T5M|2 + |TCP|2) + (TSMTC*‘P + CC) (33)



Fig. 11. Schematic diagram (not to scale) of relevant vectors in muon spin-precession
experiment, as described by the BMT equatiBnmuon velocityB: applied magnetic

field; w,: ang. vel. of precession due to g-@zpy: ang vel of precession due to
EDM;w: resultant;o: angle betweew andB; s: muon spin vector, which precesses
aboutw.



The first quantity in parentheses on the right hand side of (33) is CP-even and is propor-
tional to the total cross-section, or in other words, to the partial widthfor Z decay
to 77. The second ("interference”) term in parentheses on the right hand side of (33)
manifests itself in certain CP-odd observables (correlations) in the differential cross-
section!” These correlations are related to the spins of the outgoing tau leptons, but the
latter are not directly observable. Instead, because of their short lifetime, the taus decay
very close to their point of origin, and information about their spins is transferred to
the energies and momenta of the decay produc¢t8A The latter quantities must be
observed to determing .

Two experiments have been carried out at LEP. One employed the OPAL detector;
the other was performed at the ALEPH deteéto€ombining these results one obtains
the limit:

d, <58-10 B eem (34)

More precise limits might be obtained in the future by means of experiments at the
proposed "Tau-charm factory”. Here it might be possible to employ longitudinally
polarized electrons, and thus use more convenient P, T-odd correlations.
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CP VIOLATION AND THE ORIGINS OF MATTER
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ABSTRACT

| present a gentle introduction to baryogenesis, the dynamical production of
a baryon asymmetry during the early universe. | review the evidence for a
cosmic baryon asymmetry and describe some of the elementary ingredients
necessary for models of baryon number production.



1 Introduction and Experiment

Even though the Universe has a size, age and complexity far beyond our everyday
experience, the laws of physics determined in the laboratory can be extrapolated to the
vast realms of the cosmos. This program, pursued since the earliest developments in the
physical sciences, has seen enormous change over the last century. Especially important
for particle physics has been the close interaction between the high energy frontier and
the very early universe, and cosmological arguments are now routinely used to constrain
the rampant imaginings of particle theorists. One area that is closely connected with
the principle topic of this years school, CP violation, is baryogenesis, the dynamical
production of a net baryon number during the early universe. This asymmetry, which
is well established experimentally, is one of the most important features of the cosmos
as a whole, and represents an enormous departure from the CP invariant state of equal
matter and antimatter densities, with no net baryon number. The subject has been of
concern to particle physicists since the discovery of microscopic CP violation, which
encouraged the construction of concrete baryogenesis scenarios. The subject became
a standard part of modern cosmology with the introduction of grand unified theories
(GUTSs), introduced in the 1970s, which establish a possible source for baryon number
violation, an essential component of baryogenesis. More recent ideas have attempted
to link the baron asymmetry with details of models of electroweak symmetry breaking,
and offer the possibility of testing models of baryogenesis in future colliders such as
the LHC.

There are many good reviews of baryogenesis at all levélgre we give only a
brief overview of the subject and encourage further consultation of the references.

1.1 Initial Data

One of the fundamental questions concerning the large scale structure of our universe
is surprisingly difficult to answer: What is the universe made of? In general terms
this question reduces to the value of a single parameter, the total energy density of the
universe, which is usually quoted in terms of a “critical” density related to the current
Hubble expansion rate:

0.01 < Q= —L—<3, 1)
Perit

*The book by Kolb and Turner is a good (although somewhat dated) starting point. There are many
more recent review’;* as well as references therein.



wherepqit = 3Hg/(87G ), Hy is the Hubble constant ar@y is Newton’s gravita-

tional constant. The lower value comes from the visible content of the universe, the
mass-energy associated with stars, galaaés, The larger value comes from vari-

ous measurements of large scale structure, especially measurements of the potential
associated with gravitating (but not necessarily visible) mass-energy. The discrepancy
between these numbers suggests that the majority of the mass-energy of the universe
is dark, possibly a completely new kind of material. But even for the visible mass, we
have no direct experience of the stuff out of which distant stars are made, although we
believe this stuff to be matter similar to that which makes up our own star. The detailed
physics of distant stars, such as stellar evolution, spectral Etess convincing evi-

dence that these objects are made of baryons and leptons much as ourselves, but there
remains the possibility that they are constructed framimatter i.e. antiquarks and
positrons, rather than quarks and electrons. The transformation CP acting on a state of
ordinary matter (by which we mean baryons, objects made of quarks carrying a positive
baryon number) produces a state of antimatter (with negative baryon number). Thus if
all stars in the universe contain matter (in the form of baryons) rather than antimatter (in
the form of antibaryons), then this matter antimatter (or baryon) asymmetry represents
a departure from CP symmetry as well.

What evidence is there that distant objects are made of matter rather than anti-
matter? For that matter, how do we know that the earth itself is matter? Matter and
antimatter couple electromagnetically with known strength. Contact between matter
and antimatter leads naturally to annihilation into photons with characteristic energy
of 100s of MeV. Casual observation easily demonstrates the absence of this radiation
when matter (in the form of ourselves, say) comes in contact with another terrestrial
object. Thus we easily deduce that the earth (and all its occupants) are made of matter.
A similarly pedestrian argument indicates that the moon too is made of matter. Indeed
our exploration of nearby space convincingly shows that the solar system is composed
of matter.

In fact it is not necessary that a man-made item come into contact with distant
objects to establish the nature of such objects. If anything known to be matter is in
contact with an unknown object, the absence of gamma radiation from annihilations
demonstrates the object is not antimatter. For example micro-meteorites are continu-
ously bombarding the earth without such radiation, and are therefore not antimatter.
But these objects also rain upon Mars, which is therefore also not antimatter. This ar-
gument can obviously be extended: as long as a sufficiently dense matter trail extends



from our solar system, absencel®f MeV gamma rays demonstrates the absence of
antimatter. This trail extends to distances comparable to the size of our local galactic
cluster? the Virgo cluster, a distance @6 Mpc.

Unfortunately this region covers only a tiny fraction of the observable universe,
which has a characteristic linear size several orders of magnitude larger than that of the
Virgo cluster. Constraining the composition of objects beyond our local neighborhood
requires a more complex analysis.

Experiments to search for cosmic antimatter from beyon®thipc distance have
been proposed. The most ambitious of these, the Alpha Magnetic Spectfotheter
(AMS) is scheduled to be deployed aboard the International Space Station sometime
in the distant future This device, essentially a large mass spectrometer, will search
for negatively charged nuclei in cosmic rays. The device should place a direct limit
on antimatter in cosmic rays coming from a distance of nearly an order of magnitude
beyond our local cluster. Although this distance scale remains small compared to the
current visible universe, it is a significant step beyond our local cluster.

Lacking further direct experimental evidence against distant regions of antimatter,
we must rely on alternative observational and theoretical analyses. Our original argu-
ment, the lack of gamma radiation emanating from points of contact between regions
of matter and antimatter, fails when the density of both matter and antimatter becomes
so small that the expected gamma ray flux falls below a detectable level. However this
suggests an improvement on this argument: since the density of matter (and any pu-
tative antimatter) is decreasing with the cosmic expansion of the universe, we might
expect that the flux of gamma radiation from such points of contact was larger in the
early universe than it is today. Thus we might search for radiation from matter anti-
matter annihilation that occurred not today but sometime in the far past. A search for
such radiation would differ from those which already place stringent limits on antimat-
ter in our local neighborhood. Firstly, once produced as gamma rays, radiation would
subsequently redshift as the universe expands. Consequently rather than searching for
gamma rays with energies ®60s of MeV, we should search for lower energy radia-
tion. Secondly, when we look out to large redshift (the distant past) on the night sky
we are integrating over large portions of the universe. Consequently rather then seek-
ing point sources we should search for a diffuse background of radiation coming from
many points of intersection of domains of matter with those of antimatter.

A prototype device has flown in the space shuttle. Although the exposure was insufficient to detect
antimatter, this brief test has returned interesting cosmic ray phissics.



In order to use this technique to place limits on cosmic antimatter we must have
some idea of how a diffuse photon spectral flux is related to the properties of domains of
antimatter, in particular their size. We already know that such domains should be larger
than the20 Mpc limit we have in hand. The environment of this photon production, the
interface between regions of matter and antimatter in the early universe, involves known
principles of physics, and upper limits on the photon flux can be deduced. Although
rather complicated in detail, the basic strategy is straightforward:

e The observed uniformity of the cosmic microwave background radiation implies
that matter and antimatter must have been extremely uniform at the time when
radiation and matter decoupled, a redshift of abidw or a time of about 0*?
seconds. Thus at this time domains of matter and antimatter cannot be separated
by voids, and must be in contact with each other. Prior to this time itis conceivable
that matter and antimatter domaiage separated by voids, and thus we do not
include any annihilation photons prior to this epoch.

¢ Annihilation proceeds near matter antimatter boundaries through combustion, con-
verting matter into radiation according to standard annihilation cross-sections.
This change of phase in the annihilation region leads to a drop in pressure, and
matter and antimatter then flow into this region. This leads to a calculable anni-
hilation flux via the flow of matter and antimatter into this combustion zone. The
annihilation process also gives rise to high energy leptons which deposit energy
in the matter and antimatter fluids, significantly enhancing the annihilation rate.

o Ataredshift of abou20 (approximatelyi0'® s after the big bang) inhomogeneities
leading to structure formation begin to become significant. Although this likely
does not affect the rate of annihilations significantly, rather than analyze this era
in detail it is safer (more conservative) to ignore any further annihilation.

e The spectrum of photons produced prior to a redshif2®€ontinues to evolve
due to the expansion of the universe as well as subsequent scattering.

The results of this calculatidhare shown in Figure 1. The upper curve represents
the computed spectral flux of diffuse radiation from domains of antimatter with a char-
acteristic size o20 Mpc, the lower limit allowed by other analyses. The lower curve
represents the spectral flux for a domain sizéf Mpc, a large fraction of the visi-
ble universe. In both cases this calculated flux is substantially larger then the observed
diffuse gamma ray background (by balloon and satellite experiments). In particular
such a flux would be in serious conflict with the results of the COMPTEL satellite
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Fig. 1. Data* and expectations for the diffuseray spectrum.

experiments. We conclude that domains of antimatter of size lessl@@arMpc are
excluded.

1.2 A Baryon Asymmetry

The arguments of the preceding section indicate that the universe contains predomi-
nately matter and very little antimatter (or that matter and antimatter have been sepa-
rated into several near universe-sized domains, a possibifitywe will not consider
here.) This asymmetry has been a focus of contemporary cosmology and particle
physics principally because of its implied CP violation. To decide the significance
of this asymmetry we need a quantitative measure of this departure from baryon an-
tibaryon equality. Normally we will use the baryon density to photon number density

ratio:

nB;;nB ‘ 2)

This choice is motivated partly by the dimensionless nature of the ratio, but more im-
portantly, by the way in which this ratio scales with the expansion of the universe.
Provided the expansion is isentropic (and ignoring baryon production or destruction)

both the numerator and denominator densities dilute with the cosmic expansion in the

n



same way, inversely proportional to the change in volume, and thus the;riatiome
independent.

Since our previous arguments suggest thais insignificant, we may use the ob-
served (visible) baryon density and the microwave background radiation density to ob-
tain an experimental lower limit on

1077 <. 3)

In fact a more constrained value may be obtained by using some additional theoretical
information. The synthesis of the light elements in the early universe depends quite sen-
sitively on the baryon density. Using the best observations on the primordial elements
this constraing'”:

410710 < <7107, (4)

Is this value significant? To get a better idea of how large this number is, we might
imagine its value in a baryo-symmetric universe. In this case, as the universe cools from
temperatures abovieGeV where baryons and antibaryons are in thermal equilibrium
with a thermal number density proportional’f8, baryon number is kept in thermal
equilibrium by baryon antibaryon annihilation. Once the rate for this process becomes
slower than the expansion rate, the probability of a subsequent annihilation becomes
negligible. Using a typical hadronic cross-section, this equality of rates occurs at a
temperature of aboat MeV. At this time baryons, in the form of protons and neutrons,
have an equilibrium number density proportional to:

ng o (T'my)*2emx/T (5)

and give a value fon
n~10"% . (6)

This value, in gross conflict with the experimental number, cannot be avoided with
thermal equilibrium between equal number of baryons and antibaryons, reflecting the
efficient and near total annihilation of all matter. However there is a simple path to
obtain a much larger value. If the number of baryons exceeds that of antibaryons by
even a small amount, than the inability of each baryon to “pair up” with an antibaryon
prevents total annihilation. In fact this excess need be only a few parts per billion at high
temperature (leading to one extra baryon for each several billion photons) to achieve an
adequate value fory.



But where would such an excess come from? It might appear as an initial condition,
set at the beginning of the universe in some way beyond our ken. Note that such an
initial condition is irrelevant in the context of inflation; following the reheating phase at
the end of inflation all memory of such an initial condition is erased. Without inflation
this is a rather unpleasant possibility that we must acknowledge, but we will favor an
explanation that does not rely ordaus ex machinaf this type. What is preferable is
a mechanism by which this peculiar excess arises dynamically during the evolution of
the universe, a possibility known asryogenesis

As was first observed by Andrei SakharSwhere are three conditions that must be
met in order for baryogenesis to occur:

e Baryon violation. Obviously if the universe is going to evolve a non-zero baryon
number from a time when the baryon number vanishes (at the end of inflation,
say) than the laws of physics must allow the baryon number to change.

e C and CP violation. Whatever process changes the baryon number must do so
in a way that favors baryon production, rather than antibaryon production. Since
both C and CP transformations change the sign of the baryon number, the laws of
physics must violate both C and CP in order to obtain a positive value. Fortunately
nature has provided us with both of these elements. As an example:

RatdK? — etr v
Raté K — et

~ 1.006 (7)

e Departure from thermal equilibrium. Roughly speaking if we populate all levels
according to a Boltzmann distribution, since CPT guarantees that each level with a
positive baryon number has a corresponding level with a negative baryon number,
the total baryon number must vanish. More formally, sifices CPT odd and the
Hamiltonian CPT even, in thermal equilibrium

(B) = TtBe " = Tr QeprQgby Be " = —(B) = 0. ®)

Discussions of baryogenesis are often, not surprisingly, focused on the origin of
these three ingredients. Beginning in the late 1970s it was realized that all three arise
in commonly considered extensions of the standard model:

e Baryon Violation. Grand Unified theories, in which quarks and leptons appear in
the same representation of a gauge group, naturally give rise to baryon violation.

e C, CP violation. Kaon physics already implies a source of C and CP violation.



e Departure from thermal equilibrium. The universe is known to be expanding and
cooling off. This change in the temperature with timma departure from thermal
equilibrium.

We will turn to an evaluation each of these items in somewhat more detail.

Baryon violation is severely constrained by its apparent absence in the laboratory:
experiments searching for proton decay have already placed a limit on the proton life-
time greater tham0?? years. How can baryon violation be significant for baryogenesis
yet avoid a disastrous instability of the proton? The key is the notion of an accidental
symmetry: a symmetry of all possible local operators of dimension four or less con-
strained by the particle content and gauge invariance of a theory. The significance of
accidental symmetries appears when we consider the effects of new physics at high
energies. These effects may be incorporated at low energies by including all possible
local operators that respect the symmetries of this new physics. By dimensional anal-
ysis all operators of dimension higher than four will be suppressed by powers of the
ratio of the low energy scale to the high energy scale. Now imagine that new physics
at high energies does not respect some symmetry, like baryon number. At low energies
we must include all local operators, including those that violate baryon number, an ap-
parently disastrous result. But if the theory has an accidental symmetry, the only such
operators are of dimension greater than four (by the definition of accidental symme-
try), and thus new physics at high energies which violates this symmetry is suppressed
by the high energy scale. In the standard model baryon number is exactly such an
accidental symmetry: no baryon violating operators of dimension four or less can be
constructed out of the standard particles consistent wittbthe) x SU(2) x U(1)
gauge invariance. In fact the leading baryon violating operator in this construction is
dimension six. If we then contemplate new physics which violates baryon number at
a high energy scale, such as in grand unified theories, baryon violating effects will be
suppressed at low energies by two powers of this high energy scale. Thus if the scale is
greater than0'® GeV, proton decay (a low energy process taking place near 1 GeV) is
hugely suppressed.

As already indicated, CP violation is present in the kaon system at a level which
appears more than adequate to explain a baryon asymmetry of less than one part in one
billion. However CP violation in the standard model arising from a phase in the CKM
matrix (which may or may not account for the phenomena observed in the kaon system)
is unlikely to be responsible for the baryon asymmetry of the universe. As we will see,
the effects of this phase in the early universe are quite small.



If the CP violation in the standard model can not account for the observed baryon
asymmetry of the universe, what can? In fact almastnew source of CP violation
beyond that of the phase in the CKM matrix gives rise to significant effects in the early
universe. From a particle physics perspective, this is the principal reason for interest in
the cosmic baryon asymmetry: it is a strong indication of physics beyond the standard
model.

Lastly, the expansion of the universe which characterizes a departure from thermal
equilibrium is governed by the Hubble parameter:

(at least during periods of constant co-moving entropy.) Today the Hubble parameter
Is quite small; the characteristic time scale for expansion of the univeisehslion

years. Since most microphysical processes lead to thermal equilibrium on much shorter
time scales, baryogenesis must take place either at a time Whemuch larger, or at

a time when Eq. (9) doesn't hold.

2 Grand Unification

Together the items of the previous section suggest that baryogenesis occurs at relatively
early times, when the universe was hot and baryon violation was important. In partic-
ular the ingredients on our list all fit quite naturally into many grand unified theories.
In such theories, super-heavy gauge bosons associated with the grand unified gauge
group, as well as super-heavy Higgs bosons associated with GUT symmetry breaking,
can mediate baryon violating processes. Although suppressed at low energies, at the
high temperatures prevalent in the early universe baryon violation rates can be large. In
addition, the rapid expansion rate

T2

H~ — 10
i (10)

allows for significant departure from thermal equilibrium. Finally the interactions asso-
ciated with new scalar fields that all GUT models must have may include CP violating
couplings.

To see how this works in more detail, consider a toy model consisting of bdSons
(and X) which couple to quarks and leptons in a baryon violating, and CP violating,
way. For example imagine that ti (X') boson decays into the two final stateqqq)



andgl (¢I) with branching fractions (r) and1 — r (1 — 7) respectively. The parameters
of this toy are constrained by symmetry. For example, CPT insures that the masses of
the bosons are equalx = mx, as are the total widthSy = I"¢. The baryon number
of each final state is conventiond(qq) = 2/3, B(ql) = —1/3, etc Finally C and CP
symmetry would implyr = 7. However lacking these symmetries, genericallyill
differ from 7.
If we now imagine starting with thermal number densitiesofnd.X bosons, our
CPT constraint insures that these densities are eguat ny. Using the parameters
of introduced in the preceding paragraph we can compute the net baryon number of the

quarks and leptons which result from tifeand X decays:

np+ g = nx[rs + (1= r)(=3)] +ng[r(—2) + (1= 7)3] = nx(r 7). (11)

Although this formula is correct, it is the answer to the wrong question. If all
interactions are in thermal equilibrium, théand X bosons will be replenished at the
same time that they decay. That is, the rate for the inverse process, productidarud
X) bosons throughgq or @ fusion, will have a rate in equilibrium which is precisely the
same as the decay rate, when the number densities of all the particles are equal to their
thermal equilibrium values. For example, at temperatures small compared £ the
boson mass, the production rate of quarks and lepton& \dacay is small, since there
are very fewX bosons in equilibriumpy o exp(—mx /T). Conversely the inverse
process, creation of aki boson, is rare since the quarks and leptons are exponentially
unlikely to have the energy necessary to produce aXeabson. So in equilibrium the
baryon number does not change, and Eq. (11) is not relevant.

This suggests what turns out to be the key to baryon production—we need the num-
ber density ofX and X bosons af” << mx to be much larger then the exponentially
small equilibrium number density. Under these circumstance¥tard X production
processes will be much smaller than the decay processes. If the number density of
and.X bosons is sufficiently large, we may even ignore the inverse process all together.

How do we arrange this miracle? Clearly we must depart from thermal equilibrium,
something we already knew from our discussion of Sakharov’s conditions. But as we
have also discussed the universal expansion allows such a departure when the rate for
an equilibrating process is slow compared to the expansion rate. In this case, we need
the processes that keeps the number density ahd X bosons in equilibrium to be

tOf course C and CP violation are not sufficient—interference with a scattering phase is also necessary.



slow compared to the expansion. There are two processes which decrease the number
of bosons: the decay of th€ and.X bosons; and annihilation of th€ and.X bosons

into other species. Both of these processes can be slow if the couplingsoiibson

are weak. Of course “slow” means in comparison with the Hubble expansion rate,
H ~ T?/Mp. If this is indeed the case, the number densitykobosons will not track

the equilibrium value proportional texp(—myx /T), but instead remain larger. Then

once the age of the universe is larger than the lifetime ofth®son, decay will occur,
leading to a baryon number according to Eq. (11).

There is one important constraint that we have overlooked. Even though the
and X bosons are not re-produced around the time that they decay, there are other
processes we must not forget. In particular, there are processes which violate baryon
number through the mediation of a (virtuaf) boson. In our toy example these may
be represented by the effective four-fermion operaggt. This dimension six operator
has a coefficient proportional to two inverse powers ofithe mass, and thus at tem-
peratures low compared to this mass the effects of this operator are small. Nevertheless
processes of this type will change the baryon number, tending to equilibrate this num-
ber to zero. Therefore we must further require that baryon violating processes such as
this one must also be out of equilibrium at the time hand X bosons decay.

The procedure outlined above is usually called a “late decay”, or “out-of-equilibrium
decay” scenario. Developed extensively from late 1970s through the present, they have
provided a framework in which to discuss baryogenesis, and have led to many concrete
models that can explain the non-zero value.oAlthough successful in principal, mod-
els of GUT baryogenesis often have difficulty obtaining the large baryon asymmetry we
observe:

e Rates:We have seen that a number of rates must be slow compared to the expan-
sion rate of the universe in order to depart sufficiently from equilibrium. These
rates are typically governed by the GUT scale, while the expansion rate is pro-
portional to7?/Mp. The relevant temperature here is that just prior to the decay
of the X bosons. Since we need these bosons to be long lived, this temperature
is lower than the GUT scale, and the expansion rate is correspondingly slower.
Thus the departure from equilibrium is far from automatic and detailed calcula-
tions in a specific GUT are necessary to determine whether these conditions can
be satisfied.

e Relics: One problematic aspect of many GUTS is the presence of possible stable



relics. For example some GUTS have exactly stable magnetic monopoles which
would be produced in the early universe at temperatures near the GUT scale. Un-
fortunately these objects are a cosmological disaster: the energy density in the
form of monopoles would over-close the universe, in serious conflict with obser-
vation. One of the early great successes of inflation was a means for avoiding
this catastrophe. At the end of inflation all matter in the universe has been “in-
flated away”, leaving a cold empty space free from all particles (baryons as well as
monopoles!). However following the end of inflation, the vacuum energy density
in the inflaton field goes into reheating the universe, producing a thermal distri-
bution of particles. If this reheating is fast, energy conservation tells us that the
reheat temperature will be close to the original scale of inflation, near or above
the GUT scale. Unfortunately this would reintroduce the monopoles. On the
other hand if this reheating is slow (as would be the case if the inflaton is weakly
coupled) then the energy density in the inflaton field decreases as the universe
expands, leading to a much lower reheat temperature. Thus for inflation to solve
the monopole crisis, the reheat temperature must be well below the GUT scale, in
which case monopoles are not re-introduced during the reheating process. Unfor-
tunately neither are th& and.X bosons, and thus baryogenesis does not occur.

Neither of these objections are definitive—there are proposals for circumventing
them both. For example much of our discussion has focused on small departures from
thermal equilibrium. It may be possible to have huge departures, where particle distri-
butions are not even remotely thermal. In this case the analysis of reaction rates is quite
different. There may also be many more couplings which allow a greater range of re-
action rates. Perhaps these are associated with Yukawa couplings of neutrinos or other
sectors of the GUT. These objections do however make these scenarios less compelling.
In addition there is another, more philosophical, problem. Often in these models the
details of baryogenesis are pushed into very particular aspects of the GUT, physics at
scales which are not accessible in the laboratory. Thus in many instances, whether or
not GUT baryogenesis occurs is experimentally unanswerable. For these reasons it is
advisable to investigate alternatives.



3 Electroweak Baryogenesis

In 1985 Kuzmin, Rubakov and Shaposhnikbmade the remarkable observation that

all three of Sakharov’s criteria may be met in the standard model. Firstly, and perhaps
most surprisingly, the standard model of the weak interactions does not conserve baryon
number!

The non-conservation of baron number in the standard model is a rather subtle ef-
fect. At the classical level, the conservation of baryon number is practically obvious—
each term in the classical action respects a transformation of the baryon nurotiet’'$N ™
theorem then applies, and we can construct a four-vector, the baryon number cur-
rent, which satisfies the continuity equation, that is whose four-divergence vanishes.
Nonetheless this ma& argument is wrong: this four vector doest have vanishing
four-divergence in the full quantum theory.

This situation is not totally unfamiliar. In the simple case of quantum electrody-
namics a corresponding phenomena occurs, known as the axial anomaly. QED has a
symmetry of the classical action corresponding to an axial rotation of the electron field
(thatis, a rotation which is opposite on the left and right chirality electron fields). Aside
from the electron mass term which we will ignore, this transformation leaves the action
unchanged, and thedtlier procedure leads to a covariantly conserved four-vector, the
axial current. However as is well known this currenhd divergenceless:

62

Ot = 55— Fu " < E-B, (12)

whereF" = e**?F,, 5 /2. This remarkable equation, which can be derived in a number
of different ways, embodies the violation of axial charge due to quantum effects in
the theory. Note that ignoring spatial variations this equation implies that the time
derivative of the baryon density will be non-zero in the presence of a nonkeid.
Note that the chiral nature of the current couplings are important for obtaining this
result; the current with non-chiral couplings, the electromagnetic current, is strictly
conserved.

The situation in the standard model is similar. The baryon current derived via
the Nother procedure is vectorial, and thus would seem an unlikely candidate for an

$The axial anomaly in QED has a long and well-known history. Eq. (12) may be obtained for example
by evaluating the triangle diagram, by computing the change in the functional integral measure under an
axial rotation, or by an exact calculation of the electron propagator in a constant background electric and
magnetic field.



anomaly. However the weak interaction couplirgs chiral, which leads to an equa-
tion for the divergence of the baryon current corresponding to Eq. (12):
2 5 12 B

0Ty =3[ 5 Wi W + D Fr FY| = 9,7} (13)
In this equationiV and Fy- are the gauge field strengths for t6&(2) andU (1) hy-
percharge gauge potentialsand ¢’ are the corresponding gauge couplings and the
3 arises from a sum over families. We have also noted that the lepton number cur-
rent has the same divergence as the baryon number current. Consequently the current

Je_1, = Jp — Jr is divergenceless, and the quantum numBer L is absolutely

conserved.

What does Eg. (13) really mean? To gain some understanding of this equation,
imagine constructing an electroweak solenoid surrounding an electroweak capacitor,
so that we have a region in which the quantity - B* is non-zero. In practice this is
rather difficult, primarily because we live in the superconducting phase of the weak
interactions, and therefore the weak Meissner effect prevents the development of a
weak magnetic field. But lets ignore this for the moment. Now perform the follow-
ing gedanken experiment: start with no weak electromagnetic fields, and the region
between the capacitor plates empty. If we solve the Dirac equation for the quarks and
leptons, we obtain the usual free particle energy levels. In this language, we fill up
the Dirac sea, and leave all positive energy levels unoccupied. Now imagine turning
on the weakE® and B fields adiabatically. In the presence of these slowly varying
fields, the energy level solutions to the Dirac equation will flow, while the occupation
of any given level does not change. But according to Eq. (13) the baryon number will
change with time. This corresponds to the energy of some of the occupied levels in the
Dirac sea flowing to positive energy, becoming real particles carrying baryon number.
Although surprising at first, this is not very different from ordinary pair production in
a background field. What is peculiar is the creation of quarks in a way different from
antiquarks, so that a net baryon number is produced.

By itself this effect is intriguing but not sufficient. After all what we are really after
is a transition which changes baryon number without changing the state of the gauge
field, much as the four-fermion operator in our grand unified example did. That is,
what we would like to do is begin our gedanken experiment as above, but at the end
of the day turn off the electric and magnetic fields. \Wdy this would leave us with
zero baryon number: if we turn the fields off as the time reverse of how we turned
them on, we produce baryon number at first, and then remove it later on. Indeed this



is what happens with axial charge in the quantum electrodynamics example. But the
non-abelian example contains another wrinkle: it is possible to turn the electric and
magnetic fields on and then off in a way which leaves a non-zero baryon number!

The trick as realized by 't Hooft?! follows from noticing that, unlike the abelian
case, there are a large number of non-trivial gauge potentials which have vanishing
electric and magnetic fields. It is possible in our gedanken experiment to begin with
one of these potentials, and finish with another, thus tying a “knot” in the gaugeé field
The result is a transition from a state with no weak electric and magnetic fields and no
baryon number (a “vacuum”), and ending with no weak electric and magnetic fields
but non-zero baryon number. Making such a transition requires a “large” gauge field,
one in which the field strength is of ordéefg. In addition, the total change in baryon
number is quantized in units of the number of families, presumably 3.

If we accept this fancy formalism, we have an obvious question: why is the proton
stable? If the weak interactions violate baryon number, shouldn’t the proton lifetime
be a characteristic weak time scale? In fact, the proton is absolutely stable even in the
presence of this baryon violation, because each process changes the baryon number by
3. Since the proton is the lightest particle carrying baryon number, its decay would
require changing the baryon number by 1, which cannot occur if all baryon violating
process change the baryon number by multiples of 3. Thus there is a selection which
accounts for the stability of the proton.

What about other baryon violating processes? In fact these too are unimportant.
In our gedanken experiment above we ignored the fact that the weak interactions are
broken, that we live in a superconducting phase of the weak interactions. But this
means that there is a large potential energy cost in creating a ealkad B field
which interpolates between our states with different baryon number. That is, there is
a potential barrier that we must overcome in order to change the baryon number by a
weak interaction. Since the gauge field must change by drfgrthe height of this
barrier (the cost of overcoming the Meissner effect) is

E, ~ Mz ~ afew TeV (24)
Ay
whereq,,;, is the weak analog of the electromagnetic fine structure constant. The gauge
field configuration at the peak of this barrier is called the “sphaleron”, and hence this

T his argumentis a bit tricky. In order to discuss the physics of gauge potentials it is necessary to gauge
fix. Even after gauge fixing there are gauge potentials which begin in the far past with one “vacuum”
potential, and end with a different one.



energy is known as the sphaleron energy.

Fig. 2. The potential energy in one direction in gauge field space. This direction has
been chosen to go from one zero energy gauge field configuration to another through
the pass of lowest energy.

The presence of this barrier means that processes with energies below the bar-
rier height are highly suppressed; they are strictly forbidden classically, but can oc-
cur through quantum tunneling. Like all tunneling processes, the probability of such a
transition will be proportional to a semi-classical barrier penetration factor:

Proboc e/ %k ~, 10740 (15)

an utterly negligible effect. In contrast to the grand unified case where baryon violation
was suppressed at low energies by powers of the ratio of the energy to the grand unifi-
cation scale, here the baryon violation is exponentially suppressed by the presence of a
barrier.

If our interest were only sensitive tests of baryon number conservation in the labo-
ratory, we would safely move on to another area of research. But since our interestis in
baryogenesis in the early universe, we must take this picture of baryon violation in the
weak interaction by transiting this barrier more seriously. At temperatures comparable



or larger than the barrier height we would expect a significant population of states with
energies above the barrier. These states could make a transition without the quantum
tunneling suppression by simply evolving classically over the top of the barrier. The
rate for such a baryon violating process will be controlled by the probability of finding

a state with energy at least as large as the sphaleron energy:

Do e B/ (16)

When the temperature is larger thah this exponential is no longer a suppression at
all. Hence we expect that at temperatures above a few TeV baryon violation in the
weak interactions will occur at a characteristic weak interaction rate. Note that at tem-
peratures of a few TeV weak interactions are extremely rapid compared to the Hubble
expansion rate, and thus baryon violating interactions would be in thermal equilibrium.

We come to the first important consequence of baryon violation in the weak inter-
actions: grand unified baryogenesis does not necessarily produce a baryon asymmetry!
Even if a late decayind boson would produce a baryon asymmetry at temperatures
near the GUT scale, this asymmetry will be equilibrated away by baryon violating weak
interactions. Our discussion of grand unified baryogenesis concluded that baryon vio-
lation from virtual X boson exchange must be slow for baryogenesis to succeed, but the
real requirement is thatll baryon violation must be slow; we must take into account
all sources of baryon violation, including that of the weak interactions.

There is a simple way of avoiding this effect. As indicated in Eq. (13) the baryon
and lepton number currents have exactly the same divergence. Hence their difference,
the B — L current, is strictly conserved. Therefore if theboson decay produces a net
B — L, weak interactions cannot equilibrate this quantum number to zero. The result
will be both a net baryon number and a net lepton number. However baryon and lepton
number violating weak interactions must be taken into account when calculating the
baryon asymmetry produced.

Rather surprisingly we have concluded that baryon violation is present in the stan-
dard model, at least at temperatures above a few TeV. In principle this opens the possi-
bility of baryogenesis taking place at temperatures well below the GUT scale. Unfor-
tunately we face another obstacle: departure from thermal equilibrium. As discussed
earlier, the expansion rate of the universe at temperatures near a TeV is quite slow:
H ~ T?/Mp ~ 107'® TeV. All standard model interactions lead to reaction rates
much larger than this expansion rate, typically of orde¢ «,,,T" ~ 1072 TeV. Thus
departure from thermal equilibrium is impossible with such a leisurely expansion. For-



tunately there are occasions during the early universe in which the smooth variation
of the temperature with the expansion, Eq. (9), is invalid. This typically occurs when
the equation of state for the content of the universe undergoes an abrupt change, such
as during a change in phase structure. For example when the temperature falls below
the mass of the electron, electrons and positrons annihilate into photons, converting
their energy from a non-relativistic form (the mass-energy of the leptons) into a rela-
tivistic form (radiation). But there may be other phase changes in the early universe.
With a phase transition there exists the possibility of significant departure from thermal
equilibrium, at least if the transition is discontinuous, or first order.

Is there any reason to expect a phase transition in the early universe? At tempera-
tures much higher than a few TeV we have very little idea of the state of the universe;
until we probe physics at these high energies in the laboratory we cannot say whether
or not phase transitions occur. Of course we are permitted to speculate, and indeed
there are many proposals for new physics beyond the standard model which lead to
interesting dynamics in the early universe. But beyond speculation, we already ex-
pect that there is at least one phase transition in the context of the standard model: the
electroweak phase transition.

As we have already mentioned we currently live in a superconducting phase of the
electroweak interactions. ThH& and Z boson masses arise from the interaction of
the gauge fields with a non-zero order parameter, an object that carries electroweak
quantum numbers and has a non-zero expectation value in the vacuum. The short range
nature of the weak force is a consequence of this interaction, just as the electromagnetic
interaction is short range in ordinary superconductors. In fact it is this property of the
weak interactions which leads us to deduce the existence of a non-zero order parameter.
We know the value of the order parameter, the weak vev, is approxinisieléeV;
we also know that the order parameter is a weak doublet, from the relation between the
W and Z masses and the weak mixing angle. However unlike electromagnetic super-
conductivity where the order parameter is known to be a composite of two electrons, a
so-called “Cooper pair”, the weak order parameter remains mysterious. One possibility
Is that the order parameter is simply some new field with its own physical excitations,
the Higgs field. Another is that it is a composite of two fermions, like the Cooper pair.
But until we have probed the details of electroweak symmetry breaking in detail, as
we hope to do in future collider experiments, we can not say with any confidence what
form the detailed physics of this order parameter takes.

One thing we do expect, in analogy with ordinary superconductivity, is the change



in phase of the weak interactions at high temperatures. Just as an electromagnetic su-
perconductor becomes non-superconducting as the temperature is increased, so too the
weak interactions should revert to an unbroken phase at high temperature. When the
temperature is on the order 890 GeV, the order parameter should vanish, the weak
gauge symmetry will be unbroken and théand Z (and the quarks and leptons) will
become massless. In our discussion of baryon violation in the weak interactions we
suggested that at temperatures larger than the sphaleron energy baryon violation would
be unsuppressed, as transitions could take place above the barrier. But the barrier itself
was a consequence of the Meissner effect, a sign of superconductivity. Indeed Eq. (14)
clearly shows the relationship with symmetry breaking: the sphaleron energy is pro-
portional toM; which in turn is proportional to the order parameter. At temperatures

of a few hundred GeV, well below the sphaleron energy, when the weak symmetry is
restored and the order parameter goes to zero, the barrier disappears. Consequently
baryon violation will occur rapidly just on the unbroken side of the phase transition.

In order for any of this to play a role in baryogenesis, we require significant non-
equilibrium effects at the phase transition. According to the usual classification of
phase transitions, such non-equilibrium effects will arise if the phase transition is first
order. Under these circumstances the transition itself may proceed in a classic first order
form, through the nucleation of bubbles of broken phaseleed as the universe cools
from high temperature, we begin with a homogeneous medium in the unbroken phase
of the weak interactions. Quarks and leptons are massless, weak interactions are long
range (aside from thermal screening effects) and, most importantly, baryon violation is
rapid. Calculating the rate for baryon violation requires understanding the details of the
classical thermodynamics of the gauge fields, a difficult subject. The result however is
relatively simple:

Cap ~ a2, T (17)

This is a rather crude approximation; for example there are logarithmic corrections
to this relation that may be significant, as well as a potentially large dimensionless
coefficient. Nevertheless the exact formula may in principle be obtained numerically in
terms ofa,,;, and the temperature.

As the universe cools we eventually reach a moment in which the free energy of
the unbroken phase is equal to that of the broken phase, as indicated by the free energy

I This is not the only possibility; for example it may proceed through spinodal decomposition, or some
more complicated mechanism. In all these circumstance non-equilibrium phenomena are likely.



curve labeled by, in Fig. (3). However if the transition is first order, these two
phases are separated by a free energy barrier and the universe, unable to reach the
broken phase, remains in the unbroken phase. As the universe continues to expand, the
systemsupercoolsremaining in the unbroken phase even though the broken phase has

a lower free energy. Finally we reach a point where bubbles of the preferred, broken,
phase nucleate and begin to grow. Eventually these bubbles percolate, completing the
transition.

- T>T T=T, T<T,

Fig. 3. The free energy versus the order parameter for a classic first order phase transi-
tion.

Clearly these expanding bubbles represent a departure from thermal equilibrium.
From the point of view of Sakharov’s condition the most relevant fact is the discon-
tinuity in the order parameter, the weak vev. In the region outside the bubbles the
universe remains in the unbroken phase where the weak order parameter is zero. As
discussed previously there is no barrier between the states of different baryon number,
and baryon violation is rampant. In the bubble interior the weak vev is non-zerd; the
and”Z bosons are massive, atlte barrier between states of different baryon number
is in place. In this case the rate of baryon violation is exponentially suppressed ac-
cording to a Boltzmann factexp(—E,/T) whereE, is the barrier height. Neély we
might expectt), to be the sphaleron energy. However the sphaleron energy represented



the barrier height at zero temperature; at finite temperature the barrier is generically
different, evolving to the zero temperature shape as the universe coolg, Bustill
controlled by the order parameter, the weak vev. If this vev is large, near its vacuum
value of250 GeV, baryon violation will be essentially shut off in the bubble interior.
On the other hand if the vev is too small, baryon violation will proceed rapidly inside
the bubble as well as out.

The difference in the weak vev in the bubble interior and the bubble exterior, the
discontinuity in the weak order parameter, is a measure of the strength of the transition.
If these two values are nearly equal, the phase transition is nearly continuous, a second
order transition. If on the other hand the discontinuity is large, the phase transition is
said to be strongly first order. For electroweak baryogenesis to occur, baryon violation
must be out of thermal equilibrium in the bubble interior, a situation that will transpire
only if the vev is sufficiently larger. Thus we need a strongly first order electroweak
phase transition.

What do we know about the electroweak phase transition? Unfortunately almost
nothing. This is due in small measure to our inability to understand the complex thermal
environmentin a relativistic quantum field theory. Over the past decade there has been a
great deal of progress in simulating field theories at finite temperature, deducing details
of phase transitions and reaction rates. However these advances are of little use if we
don’t know what theory to simulate. The main reason we can't say definitely whether
the electroweak phase transition is first or second order, whether itis strongly or weakly
first order, or practically anything else about it is simple: we have no idea what physics
is responsible for electroweak symmetry breaking.

We do have some theories of electroweak symmetry breaking, and huge effort has
been invested in determining the details of the phase transition in these cases. The origi-
nal theory of electroweak symmetry breaking relied on the introduction of a fundamen-
tal weak doublet scalar field, the Higgs field. In this rather simple case, the electroweak
phase transition is first order only if the physical Higgs scalar is very light, with a mass
well below the current experimental bound. But this theory is not the most popular
alternative for electroweak symmetry breaking due to its theoretical shortcomings. Of
somewhat greater appeal is the minimal supersymmetric standard model, the MSSM.
In this case there are a host of new particles: supersymmetric partners of the quarks,
leptons and gauge bosons, as well as two Higgs multiplets. In fact this theory also
requires some of these new states to be relatively light in order to obtain a sufficiently
strongly first order phase transition. As the LEP bound on the MSSM Higgs mass im-



proves, the region of parameter space for which the phase transition is appropriate is
rapidly disappearing.

Should we take this to mean the weak phase transition is probably inappropriate
for electroweak baryogenesis to take place? That depends a bit on our philosophy.
Given that these are but 2 ideas out of a nearly infinite variety we should not nec-
essarily become disheartened. More importantly there have been analyses of modest
alternatives of the above theories: non-supersymmetric theories with multiple Higgs
fields, extensions of the MSSM including singlets, and even strongly interacting the-
ories of electroweak symmetry breaking. In most of these cases a sulfficiently strong
first order phase transition is easy to arrange, if not generic. In fact this is perhaps
one of the more positive aspects of electroweak baryogenesis. The physics responsible
for electroweak symmetry breaking is intimately related with the possibility of elec-
troweak baryogenesis: some models of electroweak symmetry breaking do not produce
a baryon asymmetry (or not one of sufficient size) while others do. This is one of the
few places that the forefront of electroweak physics, electroweak symmetry breaking,
may have a profound effect on cosmology (or vice versa).

3.1 Baryon Production

We now have all of Sakharov’s ingredients in place, all in the weak interactions: baryon
violation, C and CP violation and a departure from thermal equilibrium. But we still
have not explored how these ingredients combine to produce a baryon asymmetry.

Clearly we require all three ingredients to work together—the absence of any one
implies the absence of baryogenesis. The non-equilibrium requirement, satisfied by the
nucleation and subsequent expansion of bubbles of broken phase, is most importantly
realized as a spatial separation of baryon violation: baryon violation is rapid outside
the bubble, and non-existent in the bubble interior. C and CP violation, at least in
the standard model, take place through the Yukawa couplings in the Lagrangian. That
is, C and CP violation appear in the form of non-trivial phases in the couplings of
quarks (and possibly leptons in extensions of the standard model) to the Higgs field,
the order parameter for electroweak symmetry breaking. But it is precisely this field
which represents the electroweak bubbles which appear at the phase transition.

The details of how the baryon asymmetry may be calculated in the context of these
expanding bubbles is complicated, and we will not discuss it at any length. The ingre-
dients are clear: the CP violating interaction of quarks and leptons with the expanding



bubbles can in principle bias the production of various quantum numbers (including
but not limited to baryon and lepton number); all that is required is an interaction that
allows the creation or destruction of a net value for such a quantum number. For exam-
ple, the interaction with the expanding bubble may bias the production of left-chirality
top quarks over right-chirality top quarks (to pick a random example). Provided CP
violation (either directly or in the form of one of these quantum number asymmetries)
biases baryon number in a region outside the bubble where baryon violation is rapid, a
net baryon number will be produced. Following our example, an excess of left-chirality
top quarks (which have a weak interaction) over right-chirality top quarks (which do
not) biases the weak interactions in the direction of increasing baryon number. An
important element which complicates the discussion is the transportation of quark and
lepton charges from one region of space to another. The transport properties of the
plasma are crucial in understanding how the baryon violating interactions, which take
place outside the bubble, are biased by CP violation, which is dominant where the Higgs
field is changing inside the bubble. Depending on the details of the bubble profile the
analysis looks a bit different, although the results are qualitatively similar.

3.2 CP Violation

We finally must come to grips with CP violation; now that we understand how it is
relevant to electroweak baryogenesis, we can ask what the characteristic size of CP
violating effects of the sort described in the last paragraph will be. In fact this question
is not as difficult as might be supposed. CP violation in the standard model arises from
a non-trivial phase in the Yukawa couplings of the quarks. The only tricky issue is
that this phase has no unique location: we may move it from one coupling to another
by making field redefinitions. More physically this means that an interaction will only
violate CP when the interaction involves enough couplings such that we cannot remove
this phase from all these couplings simultaneously. For example, if a process involves
only two families of quarks, the CP violating phase may be put in the third family, and
this process will be CP conserving.

Since the Yukawa couplings are relatively small (even the top quark coupling), per-
turbation theory should be an adequate guide to the size of CP violating effects. To
estimate this size we must construct an object perturbatively out of the various cou-
pling constants of the standard model in a way which involves an (irremovable) CP
violating phase. Clearly there must be a large number (8) of Yukawa couplings from all



three families as well as a large number (4) of weak interactions in order to get an irre-

movable phase. This product of small dimensionless coupling constants is an invariant
measure of CP violation in any perturbative process. One such example, involving the
largest Yukawa couplings, is

dcp ~ a?uk)\f)\g)\s)\d sin? Ay sin By sin @3 sin § ~ 10716 . (18)

This remarkably small number, many orders of magnitude smaller than the observed
baryon asymmetry, is a consequence of the detailed symmetries of the standard model,
where CP violation is intimately connected with flavor violation. As long as the flavor
physics of baryogenesis is perturbative, the standard model has no hope of producing
a baryon asymmetry large enough. Although we have consistently maintained that the
standard model has CP violation, and that this is one of the most interesting reasons to
investigate baryogenesis, it now seems that we have been misled, that this CP violation
is far too small to be relevant for baryon production in the early universe.

Why did we argue earlier that CP violation in the kaon system, Eq. (7), was so
much larger than this perturbative estimate? In fact we have been careful to argue that
the estimate of CP violation, Eq. (18), only applies when the standard model Yukawa
interactions can be used perturbatively. This is not the case for CP violation in the
kaon system. If we wish to compute CP violating effects at kaon energiess 250
GeV, we must first construct the effective theory appropriate to these energy scales by
integrating out modes with energies larger thifan This includes for example thié’
andZ, the top and bottom quarkstc As usual this process introduces inverse powers
of these heavy masses, suchl@a/2, and1/m?. Since these masses are proportional
to the weak couplingg and \; appearing above, this effective theory has interactions
which cannotbe represented as a power series in couplings (although it is easy enough
to construct this effective theory and keep track of the Yukawa couplings), and the
estimate Eg. (18) does not apply

But we have now come to the crux of the matter, and if it were not for the interesting
physics associated with baryon violation, cosmic expanstmn, that we wished to
discuss we could have started (and ended) our discussion of baryogenesis here. The
most important message from this analysis is that it is highly unlikely that CP violation
from the phase in the CKM matrix has anything at all to do with the cosmic baryon
asymmetry. Although we have chosen to mention this in the context of electroweak

**A more old-fashioned language for the same phenomena would note the enhancement of perturbative
matrix elements by small energy denominators in perturbation theory.



baryogenesis, there is nothing special about this scenario in our analysis of the size of
CP violating effects. Everything we have said applies to standard model CP violation
in any theory of baryogenesis that takes place at high energies where our perturbative
argument applies. This is certainly the case in grand unified baryogenesis as well as
electroweak baryogenesis.

Once more, with feeling: standard model CP violation in the form of a phase in the
CKM matrix is not likely to produce a significant baryon asymmetry of the universe.
Why is this so important? As we have argued thst@cosmic baryon asymmetry, and
if it didn’t come from CP violation in the standard model, where did it come from?
The obvious conclusion is that there is CP violation (and hence new physics) beyond
the standard model. This is one of the strongest pieces of evidence we have that the
standard model is incomplete.

One comment is in order. We have now repeatedly said that standard model CP vi-
olation is inadequate for baryogenesis. This is sometimes confused with the (incorrect)
statement that the CP violation observed in the kaon system is too small to produce
the observed baryon asymmetry. At the moment our knowledge of CP violation is not
extensive enough to say definitively that the observed CP violation is associated with a
phase in the CKM matrix. It is perfectly possible that CP violation in the kaon system
is dominated by physics beyond the standard model. This would likely show up as a
discrepancy between CP violation measured in the B system relative to the expectations
from the K system.

If the standard model must be augmented with new CP violation to create the baryon
asymmetry, what form is this new CP violation likely to take? We don’t know. However
it is worth noting that CP violation in the standard model, with its intimate connection
to flavor symmetries, is rather special. In almost any extension of the standard model,
new interactions and new particles allow for new sources of CP violation. Under these
circumstances this new CP violation is not constrained by the standard model flavor
symmetries and will typically give large effects. Indeed the apparent smallness of CP
violation at low energies is a strong constraint on physics beyond the standard model,
since most extensions of the standard model lead to large, even unacceptable, CP vio-
lating effects.

Most investigations of baryogenesis have focused on models proposed for reasons
other than CP violation and the baryon asymmetry. For example, a natural extension
of the original fundamental Higgs standard model includes multiple Higgs fields. With
one or more new Higgs fields there are new CP violating couplings, the flavor structure



of the model is different, and baryogenesis is certainly possible. A particularly pop-
ular extension of the standard model, the MSSM, has a number of new CP violating
phases, and can easily have large CP violation at the electroweak scale. As we have
discussed, the phase transition in this model may be too weak (depending on the latest
bounds on the parameters of the Higgs potential) to allow electroweak baryogenesis,
but most non-minimal extensions of this model (for example the inclusion of a new
singlet superfield), allow a strongly first order phase transition consistent with current
supersymmetry bounds. In grand unified models new CP violation may be associated
with the scalar fields necessary to break the grand unified symmetry. Many examples
of this type have been proposed.

This is in fact the best news from baryogenesis, especially electroweak baryogen-
esis. By bringing the physics of baryon production down to energies that we are cur-
rently probing in the laboratory, we have an opportunity to verify or falsify these ideas
in detail. For example CP violation in the extensions of the standard model mentioned
above, particularly supersymmetry, lead to observable effects at low energies, both CP
conserving and CP violating. If the next round of collider experiments determine the
nature of electroweak symmetry breaking, then the nature of the phase transition and
its suitability for electroweak baryogenesis may be determined. If new CP violation is
observed in experiments like the B factory, or in electric dipole moment experiments, it
will be especially interesting to determine the flavor structure of this CP violation and
its possible connection with the baryon asymmetry of the universe.

Although we have only touched on two broad areas of baryogenesis, electroweak
and grand unified, there are a variety of other interesting ideas, including spontaneous
baryogenesis, topological defecefc One of the more interesting variants, leptoge-
nesis, involves the production of an asymmetry in lepton rather than baryon number.
Subsequent production of baryon number then relies upon further processing of the
lepton number asymmetry by interactions, like the electroweak interaction we have al-
ready discussed. These models are especially timely since the lepton asymmetry may
be connected with the physics of neutrinos, an area where we are now beginning to
obtain a great deal of experimental information.

The only bad news here, is the rather vague connection between baryogenesis and
specificlaboratory experiments. There is no single smoking gun; new CP violation
large enough to produce the observed baryon asymmetry will almost certainly have
low energy effects, but not decisively so. And where these effects show up, be it in
EDMs, B or D mixing, or top quark physics, is highly model dependent. Without



more experimental information constraining our current theoretical ideas, baryogenesis
does not suggest that any one experiment is more likely than another to see new CP
violation. But these are minor quibbles. Baryogenesis is already a strong indication of

new physics to come, and even tells us that this new physics should emerge in one of
the most fascinating areas of current research, CP violation.

Baryogenesis has been a fruitful cross-roads between particle physics and cosmol-
ogy. Uniting ideas of early universe phase transitions, electroweak symmetry breaking
and CP violation, it is an area that touches on many of the most exciting experiments
that we look forward to in the coming decade. The B factory, the LHC, the Tevatron
and even tabletop atomic physics experiments, may provide provide the clues that help
explain the presence of matter in the universe. Unraveling the mystery of the cosmic
baryon asymmetry remains one of the most exciting tasks for particle physicists and
cosmologists alike.
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