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Abstract

One of the remaining challenges within the standard model of particle physics is to gain a
good understanding of QCD in the non-perturbative regime. A key step toward this aim
is to obtain further insight into the structure of baryons and their excitation spectrum.
To gain access to resonances with small 7N partial width, photoproduction experiments
provide essential information. However, the measurement of (unpolarized) cross sections
is insufficient to unambiguously determine the contributiong amplitudes in a partial wave
analysis. The spin degrees of freedom need to be constrained further, approaching the
complete experiment requiring single and double polarization measurements with polarized
beams, polarized targets and recoil polarimetry.

This work presents such a double polarization measurement performed with the Crystal
Barrel /TAPS experiment at the accelerator facility ELSA in Bonn. The photoproduction of
single 70 and 1 mesons with a linearly polarized photon beam impinging on a transversely
polarized proton target was investigated. The reactions were identified nearly background-
free by fully reconstructing the pvy~v final state in an incoming photon energy range from
640 MeV to 3000 MeV.

A new method was developed to simultaneously extract all accessible polarization observ-
ables from the data using an event-based maximum-likelihood fit. Using this method, the
target asymmetry T was determined in the full energy range as a function of the beam
energy and the scattering angle. In addition, the recoil polarization P and the double
polarization observable H were determined in the incoming photon energy range below
975 MeV, where a high degree of linear polarization of the photon beam has been achieved.
The results are more precise compared to earlier data from other experiments, and extend
the covered range in energy and angle substantially. It is the first measurement of the
observable H in the given energy range. Systematic errors were investigated in detail and
found to be significantly smaller compared to the statistical uncertainty of the results.
Within the Bonn-Gatchina partial wave analysis, the new results lead to a significant nar-
rowing of the error band for the 7" photoproduction multipoles, a more precise determi-
nation of resonance parameters, in particular N* — N7 branching ratios, further evidence
for the poorly known baryon resonance A(2200) 7/2", and indications for a new resonance
N(2200)5/2".

Main results of this work have already been published in Phys. Rev. Lett. [H414] and
Phys. Lett. B [H+15], and have been submitted for publication in Phys. Lett. B [M+17].
Furthermore, the results of this work are an important basis for the findings reported in
[Ani+16] and [Ani+17].
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Outline of this Work

This work is structured as follows. The first chapter gives a short introduction to the
physics of hadrons as composite systems of strongly interacting constituents in general,
and to the spectrum of excited baryons in particular.

The photoproduction of mesons is introduced as a tool for baryon spectroscopy in Chap-
ter 2. The motivation for the measurement of polarization observables in photoproduction
experiments is given, and the theoretical principles behind these experiments are presented.
The presently available data are discussed, together with state-of-the-art partial wave anal-
yses and models for the interpretation of the data.

In Chapter 3, the Crystal Barrel/TAPS experiment, used to obtain the data for this work, is
presented. This includes a discussion of the techniques used to produce a linearly polarized
photon beam and to provide spin-polarized protons as target particles. Also, a detailed
description of the detector systems used to measure the reaction products is given.
Compared to previous measurements by the Crystal Barrel/TAPS experiment (with unpo-
larized or longitudinally polarized target), the measurements for this work, with a trans-
versely polarized target, posed an additional challenge in the form of increased background
levels. This is addressed in detail in Chapter 4.

Chapter 5 presents the methods used to fully reconstruct the physical events of the reactions
that are investigated in this work. This begins with the reconstruction of individual par-
ticles and their physical properties like energy and momentum from the electronic signals
of the detector. Several cuts are applied to retain only the desired events while rejecting
most of the background, thus providing a clean data sample for further analysis.

Chapter 6 covers the determination of the polarization observables. First, the prerequisites
like flux normalization and determination of the polarization degrees of beam and target
are discussed, before two different methods to extract the polarization observables from the
selected data are presented. The systematic uncertainties of these methods are discussed
in detail in Chapter 7.

Finally, in Chapter 8, the obtained results are first compared to previous measurements
(where available) and to theoretical predictions, before the implications of the results re-
garding excited baryon states are discussed.






Chapter 1

Introduction

1.1 The Standard Model of Particle Physics

The Standard Model of Particle Physics [Gla61; Sal68; Wei67] can be considered one of
the most successful theories in physics. It describes the particles which are the fundamen-
tal building blocks of matter, and their interactions. The matter particles are spin-1/2
fermions. They are classified into quarks and leptons, depending on the interactions they
participate in. Furthermore, they can be classified into three generations, with correspond-
ing particles in the different generations exhibiting similar physical properties. In each
generation there are two leptons and two quarks, for a total of 12 spin-1/2 fermions (see
Table 1.1). In addition, each fermion has a corresponding antiparticle.

Table 1.1: The fermions of the Standard Model, and their physical properties [Oli+14].

generation electric weak color
1 2 3 charge  isospin!  charge
quarks uw ¢ t +2/3 +1/2 r,g, b
d s b -1/3 —1/2 r,g b
leptons 1y u 0 +1/2
e u T -1 —1/2

The Standard Model is a gauge theory. For each fundamental interaction there is a cor-
responding symmetry group, which gives rise to the gauge bosons as exchange particles of
the interaction (see Table 1.2).

Table 1.2: The interactions of the Standard Model, and their exchange bosons [Oli414].

interaction acts on exchange boson mass
strong color charge g 0
electromagnetic electric charge % 0
weak weak isospin W+ 80.39 GeV
weak isospin, electric charge Z0 91.19 GeV

! The weak isospin of all left-handed fermions is T = 1/2, for right-handed fermions it is 7 = 0. Given in
the table is the third component of T for left-handed fermions.
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The quantum field theory of the electromagnetic interaction is called quantum electrody-
namics (QED). The symmetry group is U(1)em, and the corresponding exchange particle
is the photon (). The coupling strength « of QED is small,z allowing precise calculations
in perturbation theory with « as the expansion parameter.

The description of the weak interaction is unified with the electromagnetic interaction in
the electroweak interaction. It is based on the symmetry group U(1) x SU(2). To account
for the masses of the weak exchange bosons, this symmetry is spontaneously broken to
U(1)em by the Higgs mechanism [EB64; Hig64; GHK64], giving rise to an additional scalar
particle, the Higgs boson.

The theory of the strong interaction is called quantum chromodynamics (QCD). It incor-
porates three charges, called color. It is a non-Abelian gauge theory with the symmetry
group SU(3), resulting in 8 gauge bosons which are called gluons (g). Non-Abelian means
that the exchange particles themselves carry color charge, allowing for a direct interaction
between gluons. This leads to the two peculiar properties of QCD.

1. Asymptotic freedom:

In QED, the coupling strength « of the interaction increases as a function of the
energy scale, or decreases as a function of distance.i This effect, called screening,
can be explained by pairs of virtual particles and antiparticles which screen part of
the charge of a particle over distance [Lanb5]. In QCD, however, the non-Abelian
nature of the interaction leads to anti-screening, i.e. the strong coupling constant ag
increases with distance, or decreases as a function of the energy scale, as can be seen
in Fig. 1.1. The strong interaction is asymptotically free as the energies involved go to
infinity [GW73; Wil05]. As a consequence, at higher energies (> 1 GeV), the coupling
constant « is small enough to allow for a perturbative expansion of the interaction.
The Feynman rules of QCD include a quark-antiquark-gluon vertex, analogously to
QED, and in addition a 3-gluon and a 4-gluon vertex [BDS13] due to the non-Abelian
nature of QCD, leading to the quite different properties of QCD compared to QED.

1 10 100 1000
Q/GeV
Figure 1.1: Measurements of the strong coupling «; as a function of the energy scale @,
and the QCD prediction of asymptotic freedom (solid line) [Oli+14].

2a = 1/137 for Q — 0 [Oli4-14]
3 Momentum and distance are complementary quantities in quantum mechanics. A larger distance scale
thus corresponds to smaller energy scale.



1.2 Hadrons as Composite Systems of Quarks

2. Confinement:

At large distances, or small energy scales, the strength of the strong interaction in-
creases. As a consequence, only objects without color charge can exist in isolation.
When two color charges (e.g. a quark and an antiquark) become separated, it is ener-
getically favorable for new quark-antiquark pairs to be created, eventually resulting
in color-neutral particles through the process of hadronization [BDS13]. Thus, quarks
and gluons are confined to color-neutral hadrons. However, understanding how QCD
gives rise to the physics of hadrons remains—after the discovery of the Higgs boson
in 2012 [Aad+12; Cha+12]—one of the most important open questions within the
Standard Model.

1.2 Hadrons as Composite Systems of Quarks

Because «; is too large in the energy regime of hadrons, a perturbative expansion in powers
of a is not feasible [Gro99]. Other approaches are needed to calculate the properties
(e.g. mass, radius, excitation spectrum, decay properties) of hadrons or to describe their
interaction.

One such approach are effective field theories, which are not based on quarks and gluons
as the relevant degrees of freedom. Instead, mesons and baryons are used as degrees
of freedom, while keeping the symmetries imposed by QCD intact. For example, chiral
effective field theory [GL84; GL85] is based on the chiral symmetry which is realized in
the QCD Lagrangian in the limit of massless quarks. It allows the study of processes like
low-energy 7 [BKM91] or 7N scattering [BKM95], or near-threshold 7 photoproduction
[Ber+91; BKM96]. While it has been successfully applied to baryon resonances [BMM11],
the study of the full baryon spectrum is not possible.

A more phenomenological approach are constituent quark models. Historically, quarks were
first introduced by Gell-Mann, Ne’eman, and Zweig as hypothetical constituents of hadrons
[Gel62; Nee61l; Zwe64]. Gell-Mann realized that all hadrons known at that time could be
grouped into multiplets with the same quantum numbers J*. The three lightest quarks
form a representation of SU(3), and the anti-quarks form the conjugate representation. A
combination of both yields a nonet which comprises an octet and a singlet.

33=8a1 (1.1)

The lightest mesons as g states are assigned to the J7¢ = 0=+ and JP¢ = 17~ nonets, as
is shown in Fig. 1.2. Here, no orbital angular momentum is present between the quarks.
For baryons, which are interpreted as gqq states in the quark model, the SU(3) represen-
tation yields

3033=10080801. (1.2)

For the ground state baryons, only one decuplet and one octet are possible due to symmetry
constraints [ADK13]. They are shown in Fig. 1.3. For the excited baryon states, with
possible radial excitations or orbital angular momentum between the quarks, all multiplets
are—in principle, depending on the symmetry of the wave function—possible.
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Figure 1.2: The ground state pseudoscalar and vector meson nonets. The mesons are or-
dered by their third component of the isospin I3 (horizontal) and their hyper-
charge Y = S + B (vertical), with strangeness S and baryon number B (B =0
for mesons). Left: J©¢ = 0~F nonet, right: J¢ =17~ nonet.
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Figure 1.3: The ground state baryon multiplets. The baryons are ordered by their third
component of the isospin I3 (horizontal) and their hypercharge Y = S + B
(vertical), with strangeness S and baryon number B (B = 1 for baryons). Left:
JP =1/27% octet, right: J¥ = 3/2% decuplet.



1.3 The Spectrum of Excited Baryon States

1.3 The Spectrum of Excited Baryon States

1.3.1 Constituent Quark Models

To calculate the masses of ground state and excited hadrons, quark models try to describe
the interaction and the dynamics of constituent quarks in a hadron. The constituent
quarks have the same quantum numbers as the current quarks of the Standard Model
(cf. Table 1.1), but have significantly higher masses of typically ~ 300 MeV for the v and d
quark, and ~ 450 MeV for the s quark.* These constituent quarks are bound by a confining
potential, typically increasing linearly with the distance of the quarks. Different models
then add different residual interactions to describe the spectrum of possible states.

One of the earlier models predicting the spectrum of excited baryons is the non-relativistic
model by Isgur and Karl [IK77; IK79], incorporating hyperfine-like spin-spin interactions.
The model was later improved by Capstick and Isgur [CI86] into a relativized quark model
based on a one-gluon-exchange potential for the residual interaction, including also spin-
orbit interactions. A fully relativistic quark model was developed by Loring, Metsch,
and Petry [LMPO01], using instanton-induced quark forces instead of one-gluon-exchange
[Lor+01]. The general features of the spectrum predicted by quark models are overall
similar, but exhibit significant differences in the details. Further discussion is therefore
limited to the most recent, fully relativistic model. The predicted spectrum of nucleon and
delta resonances, compared to the experimentally known states listed by the Particle Data
Group [Oli+14], is shown in Fig. 1.4.

In the low-energy part of the spectrum, the agreement between the model and the ex-
perimentally observed spectrum is quite good. For nearly all predicted states below m <
1900 MeV, there is also an observed state at similar mass. But nevertheless, there are
some discrepancies, e.g. the ordering of positive and negative parity N* states. The first
radial excitation of the proton, the N(1440)1/2", was found experimentally below the
orbital excitations N(1535)1/2~ and NN (1520) 3/27. At higher masses, several experimen-
tally observed states appear as nearly mass-degenerate doublets with same J and opposite
parity (cf. Fig. 1.4, e.g. N(1675)5/2~ & N(1680)5/2", N(1880)1/2" & N(1895)1/2", or
A(1900) 1/27 & A(1910) 1/2%, to name just a few). On the other hand, the constituent
quark models predict an alternating pattern of states with positive and negative parity.i
The most obvious discrepancy between quark model predictions and the experimentally
observed states, however, is found at m 2 2000 MeV, where the quark models predict many
more states than have been found experimentally. There are two possible explanations for
this missing resonance problem:

4The mass gap between the nearly massless current quarks and the massive constituent quarks can be
explained by spontaneous breaking of the chiral symmetry of QCD, which holds in the limit of massless
quarks [Nam60; Gol61].

5In Fig. 1.4, this alternating pattern of excitation bands with positive and negative parity is clearly
visible only for the A resonances, which are not affected by the instanton-induced interaction, since it
only acts on flavor-antisymmetric quark pairs, and the A states are fully flavor-symmetric. For the N*
spectrum, the excitation bands are less well separated because of the effect of the instanton-induced
residual interaction. Therefore, the alternating pattern of positive and negative parity is not very well
visible for the N* states in Fig. 1.4. This is a unique feature of the model [LMPO01], the alternating
pattern is much more pronounced in the spectrum predicted by other quark models, see e.g. [CI86].
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Figure 1.4: The spectrum of N and A resonances predicted by Loring, Metsch, and Petry
[LMPO1] for different JP (states shown as blue lines on the left of each col-
umn), compared to all experimentally observed states listed by the Particle
Data Group [Oli+14] (states shown as boxes on the right of each column, the
width of the box gives the uncertainty of the state’s mass) and their assigned
rating (xxxx: Existence is certain, and properties are at least fairly well ex-
plored. x*x: Existence is very likely but further confirmation of quantum num-
bers and branching fractions is required. *x: Evidence of existence is only fair.
*: Evidence of existence is poor. [Oli414]).

1. Until 2010, almost all nucleon resonances listed by the Particle Data Group have been
discovered in mN scattering [Nak+10]. However, many of the missing resonances are
predicted to have nearly vanishing partial decay amplitudes to the 7wV final state
[Met08] and therefore cannot be detected in 7N scattering.

2. Alternatively, the missing resonances could be an indication that not all degrees of
freedom assumed in the quark model are realized in nature. The degrees of free-
dom can e.g. be reduced by interpreting baryon resonances as quark-diquark states
[Ans+93], where a strongly bound diquark remains in an S-wave state, thus reducing
the number of possible excitations. However, recent analyses found evidence of N*
resonances that contradict such a simple quark-diquark model [Nik+08; Thi+15].
A completely different approach, which does not use any quark degrees of freedom,
is to generate the resonances dynamically from the interaction between their decay
products, as has been proposed e.g. for the N(1440) 1/2" [Kre4-00] or N (1535)1/2
[KSW95; MBM12].



1.3 The Spectrum of Excited Baryon States

In any case, further measurements—especially in the high-mass region—are needed for a
better understanding of the baryon spectrum.

1.3.2 Lattice QCD

In recent years, with ever increasing computing power being available, another approach
has become feasible: lattice QCD, i.e. solving QCD numerically in discretized Euclidean
space-time [Wil74] in a finite volume. Due to the huge computational cost involved, these
calculations are, however, presently not possible at the physical pion mass, but are per-
formed at higher pion masses and need to be extrapolated toward the physical limit. The
calculated masses of the ground state mesons and baryons agree very well with the mea-
sured masses [Dur408]. The calculation of excited baryons, on the other hand, is much
more involved, because the signal-to-noise ratio of the simulations in Euclidean time de-
creases with increasing energy of the excited states. The Jefferson Lab group [Edw+11]
calculated for the first time the spectrum of nucleon and delta resonances, which is shown
in Fig. 1.5. The spectrum bears a large resemblance to the spectrum from the constituent
quark model (cf. e.g. [CI86] or the A states in Fig. 1.4). The quark model states from
different oscillator excitation bands, which appear alternating with positive and negative
parity, are clearly visible with the same multiplicity in the lattice QCD calculation, as is
indicated in Fig. 1.5 for the two lowest excitation bands. While this resemblance is striking,
it does not necessarily mean that the quark model is correct. The states in the lattice QCD
calculation cannot decay, and the calculation was done at m, = 396 MeV. The pion mass is
related to the quark mass by the Gell-Mann-Oakes-Renner relation [GOR68], which states
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Figure 1.5: The spectrum of N and A resonances for different J* from the lattice at m, =
396 MeV, in units of the calculated {2 mass [Edw+11]. States corresponding to
the two lowest oscillator excitation bands of the constituent quark model are
marked by the orange boxes.
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m2 o« m, + mgq. As a consequence, the quark mass in the calculation is approximately

one order of magnitude too large, making the quarks significantly heavier than the current
quarks of the Standard Model and bringing the quark mass closer to the constituent quarks
used in the quark models. If and how the lattice QCD spectrum changes as m, goes toward
the physical pion mass remains an open question.

To summarize, the spectrum of baryon resonances is presently not understood. Open
questions regarding the number of states (the missing resonance problem) and also the
mass pattern of the existing states need to be answered. From the spectrum of experi-
mentally well-established states it appears that baryons with certain symmetries in their
wave function do not appear at all in nature, raising the question: Why, and can this be
explained by the inner structure of baryon resonances? The answers to these questions
need to be found in theory. But first, one needs to make sure what the spectrum of excited
baryons really looks like. Presently, the existence of several states is not well established
experimentally and their properties are not precisely determined. Also, there are many
potentially undiscovered states, in particular in the mass range above 2 GeV. To greatly
improve the experimental data, an extensive experimental program was started in recent
years at Jefferson Lab, at MAMI, and at ELSA, establishing photoproduction experiments
as the state-of-the-art technique in baryon spectroscopy. Their results will be essential for a
deeper theoretical insight to excited hadrons, and hopefully lead to a better understanding
of the non-perturbative regime of QCD. The analysis of one such experiment, performed
with the Crystal Barrel/TAPS detector at ELSA, is the topic of this work.
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Chapter 2

Photoproduction of Mesons

Compared to atomic spectroscopy, where discrete emission and absorption lines are ob-
served, baryon spectroscopy poses an additional challenge. Excited baryon states can decay
via the strong interaction, with lifetimes in the order of 1072*s. Thus, the width of the
excited states is in the order of 100 MeV (with I" = h/7). As a consequence, the excited
states are strongly overlapping, and the measurement of the photoabsorption cross section
is insufficient to identify excited baryon states, with the exception of the well separated
A(1232) resonance. As can be seen in Fig. 2.1, the total photoabsorption cross section
of the proton becomes nearly featureless above £, 2 1GeV. In exclusive reactions, e.g.
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Figure 2.1: The total photoabsorption cross section of the proton (black) [Oli+14], com-
pared to some single (blue) and double (red) meson photoproduction cross
sections. Data on yp — pr¥ from [Bar+05b; Sch+10], vp — pn from [Cre+05;
Cre+09; M+10], vp — prtn~ from [Str+76; Bra+95; Wu+405], vp — prn°
from [T408; Sch+10; Sok+15b], and yp — pr'n from [Kas+09; Gut-+14].
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Chapter 2 Photoproduction of Mesons

vp — pr?, additional peaks are visible in the cross section. However, these are not caused
by single resonances, but are resonance regions with contributions from several resonances
(cf. listings in [Oli+14]). Interference between resonances with the same J¥', and with non-
resonant background, complicates the situation observed in the total cross section even
further. Clearly, additional information is needed to identify the contributing resonances
and their quantum numbers. How this can be achieved is discussed in the following.

2.1 Photoproduction of Single Pseudoscalar Mesons

In this section, the theoretical framework for photoproduction of a single pseudoscalar
meson M off a nucleon N, i.e. the reaction

YN — BM (2.1)

is introduced. For the reactions studied in this work, both the target nucleon N and the
recoiling ground state baryon B are protons, and the pseudoscalar meson M is either a 7°
or an 7.

2.1.1 Kinematics

The kinematics of each reaction are described by the four-momenta P = (F,p) of the
particles:

V(Py) N(Fi) = B(Py) M(Py) (2.2)

Due to additional constraints from energy and momentum conservation, the masses of the
particles, and the arbitrary orientation of the coordinate system used for describing the
reaction, there are only two independent parameters describing the reaction. A common
choice are the Lorentz-invariant Mandelstam variables s and ¢,' defined as [Man58]

s= (P, +P)" =(Pr+Pu)’ (2.32)
t=(Py— Pu)’ = (Pf— P)’ (2.3b)
u= (P, —P;)® = (Py— P)*. (2.3¢)

Alternatively, parameters which are more closely related to experimental quantities can
be chosen, e.g. the total center-of-mass (CM) energy W = /s and the center-of-mass
angle 0 of the produced meson with respect to the initial state photon (see Fig. 2.2). For
photoproduction experiments with the target proton at rest it is even more convenient to
use the energy F, of the initial state photon in the lab frame instead of W. The two
quantities are directly related:

W2 o m2
E, = Tpp’ W= \/mp (mp + 2E5). (2.4)

! The third Mandelstam variable u is not independent, it can be expressed in terms of s, ¢, and the masses
m of the particles using the relation s +t 4+ u = mi +m? + mfc +m3,.

12



2.1 Photoproduction of Single Pseudoscalar Mesons

2.1.2 Scattering Amplitudes and Multipoles

To fully describe the process of single pseudoscalar meson photoproduction off a nucleon,
four complex amplitudes are needed [Che+57]. There exist various choices of such ampli-
tudes, depending on the basis used for spin quantization. For example, in the basis of Pauli
spinors the differential cross section in the CM frame is given by

do ¢

ZI(FIF14)

“9o |2
dR  k

(2.5)
with initial state |i) and final state | f). The phase-space factor { is given by the momentum
k of the incoming photon and the momentum ¢ of the produced meson, both in the CM
frame. JF can be expressed in terms of the four CGLNE amplitudes Fy, F», Fy, and Fy
[Che+57],

— —

(G- D@5,

- (5 @[5 . (k: X )] Fs+i q2 ", (2.6)

F=iG 8)F +

where & is the Pauli spin operator and § is the photon polarization Vector.i The amplitudes
depend on the kinematic variables, e.g. W and 6. It is, however, possible to separate the
energy dependence from the angular dependence by performing an expansion in terms of
derivatives of Legendre polynomials Py [Che+57]:
oo
Fi(W,0) = > [0 Mgy (W) + Ery (W)] Py (cos 6) (2.7a)
=0
+ [(€+1) My (W) + E;(W)] P_;(cos 0)

Fo(W,0) = S [(+ 1) My (W) + £ My_(W)] Pl(cos0) (2.b)
/=1
F3(W,0) = > [Eer (W) — Moy (W)] Py (cos 0) (2.7¢)

~
—_

+ [Er— (W) + My—(W)] P} (cos 0)

hE

Fy(W,0) = 3" [Mes (W) — Eey (W) = My (W) — Ey_(W)] Pf (cos ) (2.7d)

~
||
N

The coefficients, or multipoles, Eyr and M4 refer to transitions into a final state with
orbital angular momentum ¢ between the recoiling baryon and the produced meson, and
total angular momentum J = ¢+ % The Ey4 refer to transitions initiated by the electrical
component of the photon, and the M, to transitions initiated by the magnetic component.
Thus, each multipole refers to a state with a well defined J”, with the parity P = (—1)“+1.

In general, each J¥ can be reached by two multipoles, one electric and one magnetic,* as

is also shown in Table 2.1. As a consequence, an s-channel resonance with given quantum

2Named after Chew, Goldberger, Low, and Nambu.

3 The polarizations of the nucleons in the initial and the final state are not contained in F, but in the
spinors |¢) and |f).

4 With the exception of %_ and %+, for which Mo+ and Ej_ are not possible due to parity conservation.
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Chapter 2 Photoproduction of Mesons

Table 2.1: Quantum numbers J© of s-channel resonances, the orbital angular momentum ¢
in their decays to a nucleon and a pseudoscalar meson, and the multipoles they
can be observed in.

JP ¢ electric multipole magnetic multipole

1/2+ 1 ] M
1/2= 0 Eos )

3/2+ 1 o M,
3/27 2 FEy_ Mo_
5/2t 3 Es M;_
5/27 2 E2+ M2+
7/2+ 3 Esy M,

4

7/27 Ey My_

numbers J contributes to two multipoles. The relative strength of a resonance contribu-
tion to the two multipoles depends on the couplings of the resonance to the initial states
with helicity % and %i A t- or u-channel process can contribute to all multipoles.

2.1.3 Resonances

To calculate the contribution of individual resonances to the scattering amplitude A, a
parametrization of the resonance is needed. Two such parameterizations are now briefly
introduced.

2.1.3.1 Breit-Wigner Parametrization

For a single resonance with a single decay channel, far away from all relevant thresholds,
the amplitude can be described using the Breit-Wigner parametrization [AHK13]

Ga 9b

A= S—M§W+i\/§ﬂ3w’ (2.8)
with Breit-Wigner mass Mpw and width I'sw, and the couplings g, and g, to the final
and initial state, respectively. If there is more than one resonance with the same quantum
numbers contributing to the same channel, the Breit-Wigner parametrization cannot be
used, since the sum of two overlapping Breit-Wigner amplitudes violates unitarity [AHK13].
For that reason, the Breit-Wigner parametrization is not well suited to describe broad and
in general strongly overlapping nucleon resonances, although it has been widely used in
the past.® Instead, the K-matrix approach, which will be treated below, can be used to
describe more than one resonance in a single partial wave, taking into account also different
decay channels.

5 The electric and magnetic multipoles E,+ and My~ are linearly related to the helicity multipoles AZQ

and A?f, from which the helicity couplings of a resonance can be derived. For details see [WTS13].
5Cf. e.g. Baryon Listings in the Review of Particle Physics from 1998 [Cas+98].
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2.1 Photoproduction of Single Pseudoscalar Mesons

Another shortcoming of the Breit-Wigner parametrization is the fact that the parameters
Mpw and Igw of a single resonance observed in different channels can be different. This
happens when the resonance is close to a production threshold [AHK13]. Breit-Wigner
parameters should therefore not be used to define resonances [H6h97]. Instead, resonances
are defined by poles of the scattering amplitude in the complex energy W plane [DM70].
The real part of the pole position defines the particle mass, and its width is given by twice
the imaginary part [KW12]. Only this definition is independent of the used parametrization.

. Fpole
2

Wpole = Mpole - (2.9)

Only for an isolated resonance, far away from all relevant thresholds, the pole mass and
width are identical to the Breit-Wigner parameters. The coupling strength of a resonance
to a given channel can be calculated from the residual of the amplitude around the pole
[AHK13].

2.1.3.2 K-Matrix Formalism

The probability that an initial state |b) scatters into the final state |a) is, in general, given
by

Sap = (a] S15). (2.10)

where S is called the scattering matrix. Conservation of probability requires .S to be unitary
[Chu+95], i.e. S ST = STS =1, where 1 denotes the identity matrix.

It is convenient to eliminate the probability that initial and final states do not interact at
all by defining the transition matrix 7" through

S=1+2i/pT/p, (2.11)

where p is a diagonal matrix containing the phase-space of the initial and final states.z
From the unitarity of S one obtains the relation

(771 + z’p)T =T +ip, (2.12)
The K-matrix can now be introduced via

K t=T"14ip. (2.13)
resulting in

T=K(1—ipK)™". (2.14)

K is Hermitian, i.e. K = KT, symmetric, and therefore also real [Chu+95].

2q,

" For two-particle states, the phase-space is given by p;i(s) = ﬁf’ where ¢ is the relative momentum

of the two particles [AHK13].
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Chapter 2 Photoproduction of Mesons

Resonances are introduced in the K-matrix formalism as poles. For n resonances, one
obtains

= ka(S) gra(s) orls
Hanls) = 1; (MZ =) - v/papt ar(s) (2.15)

where ¢, is the non-resonant background and M} denotes the mass of the kth resonance.
The couplings gi; of the kth resonance to channel j are given by

9ii(s) = My (s), (2.16)

with the partial width I;; in the channel j. The total width I}, for each pole k is given by
)= Ti(s). (2.17)
J

More details on the K-matrix formalism can be found e.g. in [Chu+95]. For a single
resonance observed in a single channel, the amplitude derived from the K-matrix is identical
to the Breit-Wigner amplitude given in Eq. (2.8) [AHK13].

The formalism introduced so far allows, in principle, to calculate the cross section for a given
reaction from the parameters of the contributing resonances. What is needed, however, is
the inverse: obtaining resonance parameters from measured quantities. How this can be
achieved is discussed in the following.

2.1.4 Polarization Observables

The scattering amplitudes introduced in Section 2.1.2, while useful for a theoretical descrip-
tion of meson photoproduction, are not accessible directly in an experiment. Instead, cross
sections and asymmetries can be measured. Measuring the unpolarized differential cross
section (gg) (i.e. one real function of the kinematic variables) is obviously not sufficient to
determine the four complex amplitudes (i.e. eight real functions). The measurement of ad-
ditional quantities is required. This can be achieved in experiments involving polarization
by selecting individual spin states of the initial state, by measuring the polarization in the
final state, or both. In that case, the unpolarized cross section is modified by additional
terms depending on the polarization [San+11]:
do _ (da) . {1[1 — Ay A6 cos(2¢)] — (o cos(2p) — Ay Ay (2.18)
d2 — \d2 ) Ty Sy TEEERAS o8 Ay Ly :
+7T[A, — 1 100 cos(2¢)] + P[/l/ Aydpcos(2¢)]
— E[A.d0 — Ay 1 y 0 sin(2¢) |+ F[Az06 + A. 1 ,0¢sin
+ G[A.dpsin(2¢) + /11.11//(3—] [/1 Oy Sln(2p — A A 60
— CT/ [AL b0 — Ay AL dysin(2p)] — ©)]
O [Alydesin(2¢) + A, AL } [/1 ()/blIl(Z,/ — 1/ 11/(5 ]
] ®)

\_ln_n

;,/[/1 Al + Ay AL 6 cos( L [A AL — Ay ALdp cos(2
T, [Ax/l( A AL 5 cos(2p)] + T [/1 AL+ A A6 cos(2 ]}

16



2.1 Photoproduction of Single Pseudoscalar Mesons

af

S

p

Figure 2.2: Definition of the CM coordinate systems: The reaction is constrained to a
plane (yellow) due to momentum conservation. Using this reaction plane, two
coordinate systems are defined. For the reaction coordinate system x, y, z (blue)
the z-axis points along the direction of the incoming photon and the y-axis is
perpendicular to the reaction plane. The recoil coordinate system z’,y/, 2’ (red)
is rotated around the y-axis, i.e. in the reaction plane, by # such that the z’-axis
points along the direction of produced meson. The angle between the photon
polarization (given by the electric field E) and the reaction plane is given by .

where dy (dp) is the degree of linear (circular) photon polarization, ¢ is the angle of the
photon polarization plane w.r.t. the reaction plane, i.e. the z-z-plane, and A, . ( ;,,y,7 )
is the polarization of the target (recoil) nucleon along the corresponding axis. For the
orientation of the coordinate systems see Fig. 2.2. The blue coefficients, which depend
on all independent kinematic variables, are the so-called polarization observables. There
exist various conventions for the signs of these observables. In this work the convention
as introduced in [BDS75] is used, which is identical to the convention used by the MAID
[Dre+99] and SAID [Bri+15] partial wave analysis groups. Other sign conventions used by
various theory groups are summarized in [San+12].

The polarization observables can be arranged into four groups, depending on the kind of

polarization that contributes to the leading (red) term in Eq. (2.18):

o the single polarization observables X' (beam asymmetry), T (target asymmetry), and
P (recoil polarization),

o the beam-target double polarization observables F, F', G, and H,
e the beam-recoil double polarization observables C,/, C,/, O,/, and O,
o and the target-recoil double polarization observables L./, L,:, T/, and T,.

It should be noted that with each observable there appears an additional (green) term in
Eq. (2.18) with different polarization contributions. For the double polarization observ-
ables, this is a term depending on all three polarizations. For each single polarization ob-
servable, this is a term depending on the other two polarizations. The structure of Eq. (2.18)
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Chapter 2 Photoproduction of Mesons

has two consequences: First of all, a triple polarization experiment yields no additional in-
formation that cannot be obtained by individually performing all three double polarization
experiments, and is therefore not needed for single-meson photoproduction. Second, the
experimentally challenging measurement of the recoil polarization is only needed to mea-
sure the beam-recoil and target-recoil double polarization observables, whereas the single
recoil polarization observable P can alternatively be measured in a beam-target double
polarization experiment. Such a measurement is part of this work.

Using Eqgs. (2.5) and (2.6) it is possible to express the polarization observables in terms of
the CGLN amplitudes. To simplify these relations it is useful to introduce for each polar-
ization observable O the corresponding profile function O, which is obtained by multiplying
the dimensionless observable with the unpolarized cross section.

O0=0- (jg) (2.19)

The profile functions can be expressed as real or imaginary parts of linear combinations of
bilinear products of the CGLN amplitudes. The explicit expressions for all observables can
be found e.g. in [FTS92] or [San+11].

Since there are in total 16 observables, but only four complex amplitudes, a measurement
of all observables should over-constrain the amplitudes. It has been shown that the mea-
surement of eight carefully chosen observables is in fact sufficient to determine the CGLN
amplitudes (up to one energy and angle dependent phase) in a so-called complete exper-
iment [CT97]. However, this is only valid if the measured observables are known with
infinite precision. Taking limitations in statistics and accuracy of experimental data into
account, a significantly larger number of observables needs to be known [San+11; Tial2].

On the other hand, in order to extract information on excited nucleon states, i.e. s-channel
resonances, a precise knowledge of the scattering amplitudes is not needed if the multipoles
corresponding to the quantum numbers of the contributing resonances are known. Using
Eq. (2.7) it is possible to express the profile functions directly in terms of multipoles [Tial2],
where in practice the expansion in orbital angular momentum can be truncated at a given
maximum angular momentum £ax.

2€max+5
O(W,0) = % sin®(0) Y. al(W)cos"™(0) (2.20)
xk=0
The parameters « and S are different for the various observables, their values are summa-
rized in Table 2.2. The expansion coefficients a? (W) are bilinear functions of the multi-
poles:

En’lax
= > Z by My (W) My g (W) (2.21)
(=0 k k=1

where k, k' denote the 4 possible electric and magnetic multipoles for each angular mo-

mentum ¢, namely My € {E¢py, Ey_, My, M,_}. Explicit expressions for the coupling
. kK . 8

coefficients b, are not given here.

®Tn the basis of associated Legendre polynomials the coefficients can be found e.g. in [Wun17].
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2.2 Existing Data

Table 2.2: The parameters oo and S for the truncated multipole expansion of the polariza-
tion observables O (see Eq. (2.20)) [Tial2].

O (1) b)) T P E F G H Cac’ CZ/ Oac’ Oz’ Lx/ Lzl Txl
2

o 0o 2 1 1 0o 1 2 1 1 0 1 2 1 0
B 0 -2 -1 -1 0 -1 -2 -1 0 1 0 -1 0 1 -1

T
1
0

2.2 Existing Data

2.2.1 Reaction vp — pm®

The reaction yp — pn® is the best-studied photoproduction reaction. Various measure-
ments of the differential cross section cover the full kinematic region from threshold to
E, = 2.5GeV over the full polar angle. Additionally, some data points at higher energies
exist in a limited angular range (see e.g. database at [Bri+15]). In addition, there are sev-
eral high-precision measurements of the beam asymmetry X over a large kinematic range
(see e.g. [Spa+10; Bar+05a]). For the other single polarization observables—the target
asymmetry T and the recoil polarization P—various measurements have been performed
as well (see e.g. database at [Bri+15]); however, the coverage of the polar angle is far from
complete at various energies. For the double polarization observables the situation is even
worse, with only very few data points available for some observables (see e.g. database at
[Bri+15], and Fig. 2.3 for H). Only recently, high-quality results for the observables G
[Thi+12; Thil2; Thi+17] and E [Got+14; Gotl3] have become available. The analysis
presented in this work provides information on T, P, and H. The existing data for these
observables are shown in Fig. 2.3, as well as the kinematic region accessible in this work.
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Figure 2.3: The kinematic region covered by previous measurements of the polarization
observables T' [Gor+74; Gor+75; Gor+78; Boo+77; Fel+76; Her+77; Fuk+78;
Bus+79a; Aga+89; Asa+86; Boc+98], P [Gor+T74; Bel+83; Kat+80; Bra+80;
Bra+86; Mal61], and H [Bus+79b] in the reaction yp — pr¥. The kinematic
region accessible in this work is shown as the shaded area. Measurements of T,
which were performed at Mainz [Ann+16] in parallel to this work, are shown
in red.
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2.2.2 Reaction vp — pn

While the available data for the differential cross sections covers nearly the full kinematic
region from threshold to E., = 3.5 GeV (see e.g. database at [Bri+15]), and also high-quality
data are available for the beam asymmetry X up to E, = 1.5 GeV [Els+07; Bar+07], there
are only very few measurements of the other polarization observables. The only notable
exception is the target asymmetry T, where data covering a significant part of the kine-
matic region are available [Boc+98]; however, the statistical precision of the measurement
is unsatisfactory. Only recently, high-quality data have been published by the A2 collab-
oration at MAMI [Ako+14] for the observables T" and F' at energies below E, < 1.5 GeV.
The existing data points and the kinematic region accessible in this work are summarized
in Fig. 2.4 for the observables T', P, and H.
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Figure 2.4: The kinematic region covered by previous measurements of the polarization
observables T' [Boc+98|, P [Heu+70; Hon+71], and H in the reaction vp —
pn. The kinematic region accessible in this work is shown as the shaded area.
Measurements of 7', which were performed at Mainz [Ako+14] in parallel to
this work, are shown in red.

2.3 Interpretation of the Data

With the currently available data, the complete experiment in pseudoscalar meson photo-
production [CT97] is not yet achieved. It is therefore not possible to extract all contributing
partial wave amplitudes from the available data in a model-independent and unambiguous
way.” Instead, different theoretical frameworks with different model assumptions and dif-
ferent resonance contributions are able to describe the existing data reasonably well. Three
of the most prominent models are briefly introduced in the following. Further details on the
formalism used by the models can be found in the references given. Other models, which
are not discussed here, include the MAID unitary isobar model [Dre499; DKTO07], the
JPAC (formerly EBAC) analysis [Jul4+-08; Kam+-09] based on the ANL-Osaka dynamical
coupled-channel model [MSL07], and the Gieflen coupled-channel model [SLM12; SLM13].

9 And even with a model-independent partial wave analysis based on a complete experiment, the extraction
of resonance and background contributions will always retain some model dependence.
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2.3.1 George Washington University Partial Wave Analysis

The SAID!? program developed at George Washington University has a large database of
pion-nucleon-scattering and photoproduction data available [Bri415]. The main focus of
the photoproduction analysis is pion photoproduction.!! The analysis is done in a two-step
procedure. First, the underlying multipole contributions are determined by a phenomeno-
logical fit to the full database [Arn+402], using additional constraints from 7N scattering
[Arn+95]. The resonance parameters are determined from fits only to 7N elastic scattering
and nN production data. In the past, Born terms and Breit-Wigner amplitudes were used
[Arn+95], a more recent analysis uses a K-matrix [Wor+12b] to extract resonance param-
eters. The photoproduction data are presently only used to determine the v/N couplings
[Ani+16].

2.3.2 Bonn-Gatchina Partial Wave Analysis

The Bonn-Gatchina partial wave analysis (BnGa PWA) [Ani+15] is, unlike SAID, a multi-
channel analysis. It is a simultaneous fit to /N scattering and photoproduction data
[Ani+05b; Ani+05a], using a multitude of final states including, among others, pr°, pn,
nat, KTA, KtX0 and K°X*, as well as multi-meson final states like pr%7° and pr¥n
[Ani+12]. Resonances are mainly included in a K-matrix parametrization or as Breit-
Wigner amplitudes in case of some higher-mass resonances. Non-resonant contributions
include Born terms, as well as ¢- and u-channel processes [Ani+10].

The latest BnGa PWA solution prior to this work stems from the year 2011 [Ani+11;
Ani+12]. Due to the incompleteness of the existing data, no unique solution was obtained.
Instead, 12 different solutions, with different numbers of poles in the various partial waves,
describe all the data with similar quality. Several of these solutions yield similar reso-
nance parameters, they are combined into a single class of solutions, with an error derived
from their spread [Ani+12]. The 2011 fit resulted in two of these classes of solutions with
distinct parameters, called BnGa2011-01 and BnGa2011-02. The most significant differ-
ence between the two solutions is found in the I(J¥) = 1/2(3/2%) partial wave, where
the solution BnGa2011-02 finds two close-by resonances around W = 1900 MeV, whereas
the solution BnGa2011-01 finds only one. There are further differences between the two
solutions, in particular in the J¥ = 3/27, 5/2%, and 7/2% waves. For further details on
the differences see [Ani+11]. Obviously, additional data are needed to choose between the
two solutions.

2.3.3 lJiilich-Bonn Coupled Channel Analysis

The Jilich-Bonn dynamical coupled-channel model aims to provide a tool for the extrac-
tion of resonance parameters that obeys theoretical constraints of the S-matrix such as
unitarity and analyticity [Ron+13]. The scattering amplitude is constructed based on an
effective Lagrangian, with s-channel processes as resonances, and non-resonant contribu-
tions given by t- and wu-channel exchanges of known mesons and baryons. The effects of

10Gcattering Analysis Interactive Dial-in
" There are also other SAID fits available e.g. for  photoproduction [M+410].
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important three-body channels like 7w N are included via effective 7 A, o N, and pN chan-
nels [Ron+14]. Initially developed for pion-induced reactions, the model was extended to
include 7 and 7 photoproduction in a semi-phenomenological approach, although addi-
tional double polarization data are required for a better determination of the multipoles in
71 photoproduction [Rén+15].
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Chapter 3

Experimental Setup

3.1 The Electron Accelerator ELSA

The Crystal Barrel/ TAPS experiment is located at the ELectron Stretcher Accelerator
ELSA [Hil06] in Bonn. An overview of the accelerator, which provides electrons of an
energy up to 3.5GeV, is shown in Fig. 3.1. As a key feature, it is possible to accelerate
polarized electrons. For this, a 50keV polarized electron source is used [Hil0O], providing
an electron beam with a polarization degree of more than 80%. Additionally, a thermal
electron gun is available for unpolarized operation.

The electrons from the source are accelerated to 26 MeV in the linear accelerator LINAC 2
and then injected into the booster synchrotron. A second linear accelerator LINAC 1 has
recently been undergoing a complete overhaul [Klall] and cannot presently be used for
injection into the synchrotron. It will be available for a planned operation at higher intensity
in the future.
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Figure 3.1: Overview of the Electron Stretcher Accelerator ELSA [Frol6].
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The booster synchrotron, which operates at a frequency of 50Hz (as provided by the
power grid) can accelerate the electrons up to an energy of 1.6 GeV, although typically
the electrons are extracted at 1.2 GeV. The electrons from several synchrotron cyclesi
are accumulated in the stretcher ring and then accelerated to their final energy, with a
ramp speed of up to 7GeV/s. The beam can be stored for a longer period of time, or
slowly extracted via resonance extraction [Nec93] to one of the hadron physics experiments.
This provides a quasi-continuous? beam with an intensity around 1nA for several seconds,
before the stretcher ring has to be filled again. For the experiments related to this thesis,
an extraction time of 4s was used, resulting in a macroscopic duty factor of 70 %. For
a stable operation, the intensity and position of the extracted beam can be monitored
non-destructively by radio-frequency (RF) cavities [Pus12].

3.2 The Crystal Barrel/TAPS Experiment

An overview of the Crystal Barrel/TAPS experiment is shown in Fig. 3.2. The individual
components are described in more detail in the following.

3.2.1 Photon Tagging System

The photon beam for the Crystal Barrel/ TAPS experiment is produced from the electron
beam in a bremsstrahlung process. Before the components used to produce the photon
beam are presented, a short introduction to the bremsstrahlung process is given in the
following.

3.2.1.1 Bremsstrahlung

Electrons passing through matter are accelerated by the Coulomb-field of the nuclei or
electrons and emit energy in the form of electromagnetic radiation. The first quantum-
mechanical description of this bremsstrahlung process was given by Bethe and Heitler
[BH34]. Energy and momentum conservation yields

Po=p +k+q (3.1b)

with Eg and py being the energy and momentum of the incoming electron, £ and p the
energy and momentum of the outgoing electron, k and k the energy and momentum of the
photon, and T" and ¢ the kinetic energy and momentum of the recoiling nucleon.

The energy distribution of the produced photons is described by the Bethe-Heitler cross
section [BH34]. In the ultra-relativistic case, and neglecting the screening of the target

! Due to the difference in circumference, seven injections from the synchrotron are needed to completely
fill the stretcher ring. A multiple of seven injections can be made to increase the stored beam current.
During operation for the Crystal Barrel/TAPS experiment, typically 21 or 28 injections were used,
resulting in a beam current around 20mA in the stretcher ring at a revolution frequency of 1.82 MHz
[Hil06].

2 The beam has a microscopic substructure of < 100 ps wide bunches [Swil3] with a distance of 2ns. This
is a direct result of the 500 MHz electromagnetic fields used for acceleration.
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Figure 3.2: Overview of the Crystal Barrel/ TAPS experiment at ELSA.

nucleus by its electrons, it is given by

do  4Z%ria EN\? 2E 2E0E\ 1
€9 _ 77 el 1+(—) e P i) I (3.2)
dk /C E() 3 Eo mek 2

with atomic number Z, fine structure constant «, and classical electron radius r, = ;—26,

using natural units 7 = ¢ = 1. In first order approximation, the energy spectrum can be
described by a 1/k distribution. The average opening angle of the photon beam depends
on the incoming electron energy:

(6r) o Eio (3.3)

Since the process is rotationally symmetric around the direction of the incoming electrons,
the recoil momentum ¢’ can be decomposed into a longitudinal component g; parallel to the
incoming electron, and a transverse component ¢, perpendicular to g;. The possible values
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for ¢, and ¢, are constrained by the kinematics of the bremsstrahlung process [Tim69].

0<q <me (3.4a)
2
qi g
S+ L < - A4b
g SUS (3.4b)

k
where x = oA is the relative energy of the photon, and with
0

2
me x

0= . .
2E0 11—z

(3.5)

While the allowed range for g, is rather wide, possible values of g, are limited to a very
narrow range. Since ¢; and ¢, are not independent of each other, the individual limits
for ¢, and ¢, given in Eq. (3.4) are oversimplified and the constraints on ¢ need to be
investigated two-dimensionally. The kinematically allowed region, called the pancake, is
shown in Fig. 3.3. The width of the pancake and its position along ¢; are given by J. The
upper limit is a consequence of the average opening angle (6;) (cf. Eq. (3.3)) and therefore
not a sharp constraint.

B

q

Figure 3.3: Kinematically allowed region for the recoil momentum transfer ¢ [Tim69]. The
momenta are given in units of me.

The bremsstrahlung process can be used to produce a polarized photon beam. A circularly
polarized photon beam can be produced using a longitudinally polarized electron beam: in
the bremsstrahlung process, the helicity of the electron is transfered—to a certain degree,
depending on the relative energy—to the radiated photon. The degree of polarization of
the photon beam is given by [OM59]

, E,3+(1-E))
“3-(2(1-E))+3(1-E,)

. (3.6)

For the experiments performed for this thesis, however, a linearly polarized photon beam
is needed, which can be produced using coherent bremsstrahlung from an unpolarized
electron beam. This method, involving the interplay of the kinematic constraints of the
bremsstrahlung process and the structure of a periodical crystal lattice, is described in the
following.
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3.2 The Crystal Barrel/TAPS Experiment

Coherent Bremsstrahlung

With an amorphous radiator target, the contributions from the individual atoms add inco-
herently. If a crystal is used as a radiator target, the individual bremsstrahlung amplitudes
are added coherently, giving rise to interference effects. The recoil momentum ¢ can be
absorbed by the crystal lattice if the Laue condition [FKL13]
g=n-g (3.7)
is fulfilled, where n is an integer number and ¢ is a reciprocal lattice vector of the crystal.
The orientation of the scattering plane, which is spanned by ¢ || § and the momentum of
the incoming electron, is fixed for a single g. Since the orientation of the electric field of
the bremsstrahlung photon is determined by this plane, the produced photons for a given §
are linearly polarized. However, contributions from different § can interfere destructively.
Since the kinematically allowed region for ¢ is limited to the pancake (see Fig. 3.3 and
Eq. (3.4)), only a limited number of reciprocal lattice vectors contribute to the process.
By properly aligning the crystal, it can be achieved that only a single g resides within the
allowed pancake region for a given x. Since the position of the pancake depends on x (cf.
Eq. (3.5)), the reciprocal lattice vector leaves the pancake at certain values of z. The lower
bound of the pancake is a sharp constraint, resulting in a steep drop in the cross section
above a certain x. This discontinuity is called the coherent edge. Below this discontinuity
the cross section slowly decreases with decreasing x, which is a consequence of the diffuse
upper edge of the pancake. The position x4 of the discontinuity for a given lattice vector
can be influenced by the crystal orientation. But for a given crystal orientation there is
always more than one coherent edge visible: Even with only a single reciprocal lattice vector
g contributing, there are also the coherent edges for n - § (n € N) at higher z. However,
the total coherent cross section decreases with increasing z4 [Tim69], making the higher
edges less pronounced. The resulting coherent intensity spectrum is shown in Fig. 3.4 for
one crystal orientation. The maximum degree of linear polarization for a coherent edge at
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Figure 3.4: Intensity spectrum of coher-
ent bremsstrahlung for a crystal orienta-
tion with the coherent edge around £, =
1400 MeV for an incident electron energy of
EO =3.2GeV.

Figure 3.5: The maximum polarization de-
gree of coherent bremsstrahlung with con-
tributions only from a single reciprocal lat-
tice vector g and the coherent edge at the
relative energy z4.
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x4 depends on x4 [Tim69|. Higher polarization degrees are achieved at low relative photon
energies, as is visualized in Fig. 3.5.

A real crystal is not completely periodical due to thermal motion of the atoms. Hence,
the recoil transfer to a single atom is also possible. Consequently, the cross section for
bremsstrahlung off a crystal consists of two parts:

Ocrystal = Ocoherent 1 Tincoherent (3'8)

Only the coherent contribution can result in linearly polarized photons, the polarization de-
gree can be calculated from the coherent and incoherent contributions [Nat+03]. Since the
intensity of the coherent process decreases for higher coherent edges, the highest achievable
polarization decreases even further with x4 than indicated in Fig. 3.5.

3.2.1.2 Goniometer

A 5-axis® goniometer is used to precisely position various radiator targets in the electron
beam. Copper strips with a thickness of 12 pm, 50 pm, 150 pm, or 300 pm can be used to
produce an unpolarized photon beam. In terms of radiation length X ,i this corresponds to
a thickness of 8.4 x 1074 X, 3.5 x 1073 X, 1.0 x 1072 Xj, and 2.1 x 1072 X,,. Thus, only
a small fraction of the electrons emit a bremsstrahlung photon. However, already with the
150 pm copper target, the divergence of the beam increases significantly due to multiple
scattering.® Additionally, a luminescent screen is available for visual beam diagnostics, and
a horizontal or vertical wire can be used to scan the beam profile by recording the rate
measured in the tagging spectrometer as a function of the wire position.

I
)
==
=
==
————

Figure 3.6: Goniometer with various radiator targets [Wall6].

3 Rotation around all three spatial axes, as well as horizontal and vertical movement perpendicular to the
beam axis.

* The radiation length of copper is Xo = 1.435cm [Oli+14].

® For a radiator thickness of 1072 X (150 pm Cu) the RMS of the multiple scattering angle is fp = 0.4 mrad
[Ber+12], which is comparable to the divergence of the incident electron beam.
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3.2 The Crystal Barrel/TAPS Experiment

Most importantly, a diamond crystal is located at the center of the goniometer, at the
crossing point of all three rotational axes. The thickness of the diamond, in terms of
Xjp, corresponds roughly to the 50 pm copper radiator. By properly aligning the crystal,
a linearly polarized photon beam can be produced using coherent bremsstrahlung. The
orientation of the polarization plane, as well as the photon energy of the coherent edge,
can be freely adjusted. The alignment of the crystal is done using coherent bremsstrahlung
itself. The procedure, called the Stonehenge Technique, was developed by K. Livingston
[Liv09]. Its application at the Crystal Barrel/TAPS experiment is described in detail in
[Ebel2; Els07; Els+09].

3.2.1.3 Tagging Spectrometer

For the photoproduction experiments it is crucial to precisely know the initial state. There-
fore, the energy of the incident photon needs to be known. It can be determined by mea-
suring the momentum p and thus the energy E of the electrons after the bremsstrahlung
process. The energy k of the photon can then be calculated using Eq. (3.1a), with the
well known incident electron energy Ey and neglecting the recoil energy T.° This way each
photon is energy tagged, hence the name Photon Tagging System or just Tagger.

The electron momentum p is measured in a dipole spectrometer, which is shown in Fig. 3.7.
The electrons are deflected in the field of a dipole magnet and thus separated from the
photon beam. For any incident electron energy provided by the accelerator, the magnetic
field strength is set such that the electrons that did not emit a bremsstrahlung photon are
deflected by 9° [For09]. These electrons, which are the majority, are of no further use. They
are deflected by a second dipole magnet and directed to the beam dump. Electrons that
did lose part of their energy at the radiator target are deflected by a larger angle compared
to the primary electron beam and can be detected by position-sensitive detectors, which
are described in the following.

A scintillator bar hodoscope [For09], consisting of 96 individual organic scintillators with
photomultiplier (PMT) readout, covers an energy range between E = 0.021 Ey and E =
0.825 Ey. The bars are positioned such that one electron can be detected in two adjacent
bars, in order to suppress background. To increase the energy resolution in the high-
energy part of the detector (corresponding to low-energy photons), an additional detector
consisting of 480 scintillating fibers [For09] with multi-anode PMT readout is used, covering
an energy range from E = 0.166 Fy to E = 0.871 Ej.

The PMT signals are digitized using leading edge discriminators followed by multi-hit time-
to-digital converters (TDCs). The discriminator output signals of two adjacent bars are
also combined by a logical AND, and counted by 95 livetime-gated counters for the photon
flux measurement. A logical OR of these signals can be used as a trigger signal for the
experiment (called tagger_coinc). An additional trigger signal is provided by the logical
OR of the individual discriminator signals of the bars (called tagger_or). Since this signal
is more sensitive to background (e.g. from the beam halo), it is not used during normal
data-taking operation.

5 The recoil energy T can be neglected since m. < ma.
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Figure 3.7: Tagging spectrometer comprising dipole magnet, scintillator bars and scintil-
lating fibers [Wall6].

3.2.1.4 Collimator

Before the produced photon beam reaches the target, it is collimated. Omne reason for
the collimation is to remove the beam halo and to ensure that the transverse profile of
the beam is contained within the target cell. For measurements with a linearly polarized
photon beam, the collimation also increases the polarization degree, due to the different
angular distributions for coherent and incoherent bremsstrahlung [Tim69].

The collimator consists of six individual hollow cylinders made of tungsten with an inner
diameter of 4mm and an outer diameter of 20 mm. The length of each cylinder is 4 cm,
resulting in a total length of 24cm [For09]. The interactions of the photons with the
collimator produce large quantities of electrons and positrons. These charged particles are
deflected by a dipole magnet behind the collimator and thus removed from the beam.

3.2.2 Gamma Intensity Monitor

For the measurement of cross sections, it is essential to precisely know the photon flux at
the target. It is measured by the Gamma Intensity Monitor (GIM), located at the end of
the photon beam line.

The detector consists of a 4 x 4 array of PbFy crystals with PMT readout (see Fig. 3.8).
Photons impinging on the detector produce an electromagnetic shower and are detected by
the Cherenkov light emitted by the charged particles of the shower. Even though the pulses
have decay times of only a few nanoseconds and the readout electronics has a double pulse
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Figure 3.8: Gamma Intensity Monitor consisting of 16 PbFs crystals, with the Flux Monitor
in front [Wall6].

resolution < 12ns, the efficiency of the detector decreases significantly for beam photon
rates > 1 MHz due to deadtime effects [Die08; Har08|.

To allow the measurement of the photon flux at higher rates a second detector is located in
front of the GIM. This Flux Monitor (FluMo) [Die08] consists of a 100 pm thick lead foil as
etTe™ pair production target, followed by two organic scintillators to detect the eTe™ pairs.
A third scintillator is placed in front of the lead foil as a veto detector for charged particles
coming along the photon beam. This detector can be calibrated at low beam intensity and
can then be used to measure a known fraction of the total flux [Die08]. It can also be used
to determine the detection efficiency of the GIM (see Appendix D).

In front of the FluMo, a photon camera is installed to continuously monitor the position
of the photon beam during data-taking.

3.2.3 Polarized Target
The polarized target nucleons are provided by the Bonn Frozen Spin Target [Bra+99].

The target is located in a horizontal 3He/*He dilution cryostat. For measurements with
polarized protons, butanol (C4H9OH) is used as the target material. The free protons in
the hydrogen atomsz within the butanol are polarized using the method of dynamic nuclear
polarization (DNP) [CM97]. At a temperature of about 300 mK and a magnetic field of
2.5'T, provided by an external superconducting solenoid magnet, free electrons in the target
materialﬁ are nearly completely polarized. The electron polarization is transferred to the
protons by microwave irradiation. Depending on the microwave frequency, the proton spin

can be aligned parallel or anti-parallel to the magnetic field. A polarization degree of more

"The carbon and oxygen nuclei are spinless and cannot be polarized.
8 The target material is doped with paramagnetic radicals to provide the free electrons for the DNP
process.
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than 85 % can be reached with build-up times around 2h. Once polarized, the microwaves
are switched off and the temperature in the target cell is reduced to < 70mK. At that
temperature, a magnetic field around 500 mT,g provided by a thin superconducting holding
coil inside the target cryostat, is sufficient to achieve relaxation times of several hundred
hours. The massive polarizing magnet can then be removed, and the detector system can
be placed around the target for a measurement period of several days, before the target
needs to be re-polarized again.

For this thesis, a newly developed racetrack coil [Dut16] was used for the first time in the
existing cryostat, providing a transversely polarized target. It is significantly thicker than
the solenoid coil that was used for previous measurements with a longitudinally polarized
target. A detailed investigation of the influence of the new coil on the measurements will
be discussed in Chapter 4.

For background measurements, the butanol target material can be replaced with a carbon
foam target with identical dimensions and similar density. Further details on the target
materials will be given in Section 6.1.1.

3.2.4 Inner Detector

The target is surrounded by a detector for the identification of charged particles, called
Inner Detector (see Fig. 3.9). It consists of 513 scintillating fibers with a diameter of 2 mm
each, arranged in three layers [Suf+05|. The outer layer has a radius of 6.45 cm and consists
of 191 fibers, which are aligned parallel to the beam axis. The fibers in the inner two layers
form a helix around the beam axis, as can be seen if Fig. 3.10. The central layer, with
a radius of 6.13 cm, consists of 165 fibers with an inclination angle of +25.7°. The inner
layer, with a radius of 5.81 cm, consists of 157 fibers with an inclination angle of —24.5°.
This arrangement allows the reconstruction of the interaction point of a charged particle,
even if it was only detected in two of the three layers.

Figure 3.9: Inner Detector with holding struc- Figure 3.10: Alignment of the scin-
ture [Wall6]. tillating fibers of the Inner Detector
[Wall6].

9 The solenoid coil for the longitudinally polarized target provides a field of 600 mT, the racetrack coil for
the transversely polarized target used for this work provides a field of 500 mT [Dut16].
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The active area of the detector is 40 cm long. The center of the detector is shifted, compared
to the center of the Crystal Barrel calorimeter and the center of the target cell, by 5.1 cm
toward the direction of the incoming beam [Grii06]. It covers the polar angle range from
0 = 21° to # = 167°. The forward end of the fibers is reflective, while the backward end is
attached to light guides which lead to multi-anode PMTs. The signals are digitized using
leading edge discriminators followed by multi-hit TDCs. Coincident signals in at least two
of the three layers can be used as a trigger for the experiment.

3.2.5 Crystal Barrel Calorimeter

The Inner Detector is surrounded by the Crystal Barrel (CB) calorimeter. It consists of
1230 CsI(T1) crystals with a length of 30 cm each, which corresponds to roughly 16 X
Oli+14]. The crystals are mounted in 21 rings in the shape of a barrel around the target,
as can be seen in Fig. 3.11. Each ring covers a polar angle range of Af = 6°, the whole
detector covers the polar angle range from 6 = 30° to § = 156° and the full azimuthal
angle. The last ring (f = 150° to § = 156°) consists of 30 crystal covering an azimuthal
angle of A¢ = 12° each, all other rings consist of 60 crystals covering an azimuthal angle
of A¢ = 6° each [Ake+92].

Photons impinging on the detector produce an electromagnetic shower. In the longitudinal
direction, the shower is (almost) completely contained in the crystals. For a 2 GeV photon,
99 % of its energy is deposited in the calorimeter [Blu486]. In the transverse direction
the energy deposit extends over several crystals. Therefore, an angular resolution better
than the granularity of the crystals is achieved for photons by using an energy weighted
reconstruction (see Section 5.3.1).

The scintillation light of each crystal is collected by a wavelength shifter at the rear face
of the crystal, and then detected by a PIN photo diode (see Fig. 3.12). A charge sensitive
preamplifier close to the diode produces an amplified output signal with a rise time of 10 ps
to 15 ps and a decay time of more than 100 us. The amplitude is around 1.5 mV /MeV with
a typical noise level around 0.4 mV. This signal is converted by a shaping RC-CR circuit

Figure 3.11: The Crystal Barrel calori-  Figure 3.12: One CsI(T1) crystal with wave-
meter [Wall6]. length shifter and front end electronics [Wall6].
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into a 6ps pulse, which is then digitized by a dual-range!’ analog-to-digital converter
(ADC) [Ehm00]. For monitoring and calibration purposes, a light-pulser system allows
the injection of light with various known relative intensities into the wavelength shifter via
optical fibers [B6s06; Bar00].

Due to the slow rise time of the analog signals after the preamplifier, the measurement
of the signal time using TDC modules is not useful. Also, no fast trigger signal for the
first trigger level (see Section 3.2.9) can be provided. However, the information of the CB
calorimeter can be used in the second trigger level. For this purpose, a second output of
the shaper modules is connected to discriminators, which provide the digital input signals
for the Fast Cluster Encoder (FACE) [Fle01]. FACE determines the number of clusters of
crystals with an energy deposit above the discriminator threshold (typically 15 MeV) using
cellular logic ASICs.

3.2.6 Forward Plug

The Crystal Barrel calorimeter is extended in forward direction by another detector. This
Forward Plug (FP) consists of 90 CsI(Tl) crystals, arranged in three rings (see Fig. 3.13).
Due to an additional holding structure between the CB and the FP, the FP crystals are
not facing the center of the target, but are shifted by 3 cm along the beam axis, away from
the target. The detector covers the polar angle range from 6 = 11.2° to § = 27.5° [Fun08|.
In contrast to the PIN photo diode readout of the main CB calorimeter, the CsI(T1)
crystals of the FP are read out using PMTs. Their output signal is fast enough to include
this detector into the first trigger level (Section 3.2.9). The analog signal is therefore split
in a driver module [Hof04]. One branch is used for the energy measurement in a similar
way as for the rest of the CB detector, i.e. using shapers and dual-range ADCs. The
other branch is fed into rise-time-compensating discriminators [Mar+02] (with a typical
threshold around 25MeV [Fun08]). It is used to provide timing information using TDCs,
and two trigger signals provided by a cluster finder module [Fun08]. The first trigger signal
is generated when one cluster is identified in the FP, and the second if two or more clusters
are identified.

The angular range covered by the FP is not fully covered by the Inner Detector. To allow
for the identification of charged particles over the full range, 180 organic scintillators with
a thickness of 3mm are placed in front of the CsI(T1) crystals [Wen08]. They are arranged
in two layers. The scintillators of the rear layer are placed directly in front of the crystals,
with each scintillator covering the same solid angle as the corresponding crystal. The front
layer is rotated by half the width of a crystal, i.e. by A¢ = 6° around the beam axis.
The readout of the scintillators is done using wavelength shifting fibers embedded at both
sides of the scintillators, which are then connected to light-guide fibers, as can be seen
in Fig. 3.14. The fibers guide the light through the small gap between the FP and the
CB calorimeter to the outside and to multi-anode PMTs. Their signals are digitized using
leading edge discriminators followed by multi-hit TDCs. Additionally, a logical OR of the
discriminator outputs could be used as a trigger signal.

10 Further details on the dual-range ADC are given in Section 5.2.2.1, where the energy calibration is
discussed.
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Figure 3.13: Forward Plug for the Crystal Bar- Figure 3.14: One organic scintillator with
rel calorimeter [Wall6]. wavelength shifting fibers [Wen08].

3.2.7 TAPS

In forward direction the detector setup is complemented by the TAPS detector. It is
positioned at a distance of 210 cm from the target center and covers the polar angle range
from 6 = 1° to 8 = 12°. The calorimeter consists of 216 hexagonal BaF's crystals in a forward
wall setup, with one crystal missing in the center, around the beam axis (see Fig. 3.15). The
crystals have a height of 5.9cm and a length of 25cm [Nov91], corresponding to roughly
12 X [Oli+14]. The rear end of the crystals is cylindrically shaped, with a PMT attached
(see Fig. 3.16). Its signals are read out by custom-built readout modules [Dre04], providing
energy and timing information for each crystal, using ADC modules as well as constant
fraction discriminators followed by TDCs. In addition, two leading edge discriminators
with independent thresholds (called LEDHigh and LEDLow) are used to generate trigger
signals. In contrast to the Forward Plug, no cluster finder is used. Instead, the detector
is divided into four trigger sectors (see Fig. 3.17), and trigger signals are generated if at
least one sector has registered a hit above the LEDHigh threshold, or at least two sectors
have registered a hit above the LEDLow threshold. Both LEDHigh and LEDLow thresholds
are typically set to 80 MeV for all crystals. The only exception are the two innermost rings
of crystals closest to the photon beam, for which the LEDHigh discriminator is disabled
because of the high rate of background from e*e™ pairs in these crystals.

For the identification of charged particles and for a dE/dz measurement, organic scintilla-
tors are placed in front of each BaFy crystal (see Fig. 3.16). They have a thickness of 5 mm
and the same dimensions as the crystals. The readout is done by optical fibers connected
to multi-anode PMTs [Jan+00]. The signals are digitized by leading edge discriminators

and TDCs, as well as ADCs for the dE/dx measurement.

35



Chapter 3 Experimental Setup

hotomultiplier active
lightguide P R voltage divider

== aml

plastic scintillator ~ BaF, scintillator

Figure 3.16: One TAPS module consist-
ing of BaFy crystal and organic scintil-

B R LY — lator [Dre04].
Y Moo il L [ )
PP r009, |
ICPPP00000000
PP PP POPPOP7
IPPOPP /PP P90

P P2 V2 2 55808694
pPYIY Y 484
'”/ééoﬂﬁl\""
',74'/!0!!'¢

Figure 3.15: The TAPS detector (without the Figure 3.17: Arrangement of the BaFs
organic scintillators in front of the crystals). crystals into 4 trigger sectors.

3.2.8 CO, Cherenkov Detector

In addition to the hadronic reactions that are investigated with the Crystal Barrel/TAPS
experiment, there is background from electromagnetic reactions. As the cross section for
ete™ pair production is proportional to the Z? of the target material, this is a big issue
for measurements with a butanol target—which contains carbon (Z = 6) and oxygen
(Z = 8) atoms—compared to a pure hydrogen target (Z = 1). Also, Compton scattering
significantly contributes to the electromagnetic background, in particular at lower energies,
as can be seen in Fig. 3.18. The electromagnetic background is produced dominantly in very
forward direction at small angles. In order to identify this background at trigger level, a
threshold Cherenkov detector [Kai07] is placed in front of the TAPS detector. The detector
isa1l.2mx1.2m x 1 m aluminum box with an entrance and exit window consisting of 50 pm
thick Mylar foil at the front and backside. The detector is filled with CO4 at atmospheric
pressure as Cherenkov medium. The produced Cherenkov light is focused by an elliptical
mirror to a single PMT located at the top of the detector. The PMT signal is discriminated
and can then be used as a (veto) trigger signal. Additionally, the discriminator output is
fed into a multi-hit TDC. COq has a refractive index of 1.00045 at atmospheric pressure
Oli+14], this results in a Cherenkov threshold energy of F, = 17.4MeV for electrons
and positrons, which is below the trigger and reconstruction thresholds of TAPS. For all
other charged particles, the Cherenkov threshold energy is above the maximum energy of
the accelerator.
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Figure 3.18: Energy dependent total cross section o for eTe™ pair production and Comp-
ton scattering, for a butanol (solid) or hydrogen (dashed) target (data from
[Ber+14]).

3.2.9 Trigger

The digitization and readout of all detector channels for one event takes time in the order
of 1ms.!! To maximize the livetime!? of the experiment, it is crucial to avoid the readout
of background events. Therefore, the events that are of interest for the analysis have to be
identified by the detector electronics, which then triggers the readout of the detectors. This
is done in a two-level process: The first level reaches a decision based on all “fast” detector
signals, i.e. all signals that are available within 300 ns [Hof16]. These are the signals from all
detectors except the Crystal Barrel calorimeter, as listed in Table 3.1. The first level trigger
signal is distributed to all TDC modules as a time reference, it triggers the conversion for all
ADC modules, and it starts the Fast Cluster Encoder (FACE) which is used in the second
trigger level. Once the FACE information is available to the second level trigger, which
takes on averagef 6 ps [Hof16], the event is either retained and the readout of all detector
components is triggered, or a reset signal is distributed to all detector components to discard
the event, thus avoiding the long readout time. Both trigger levels are implemented using
FPGA modules, described in detail in [Win06]. Different trigger conditions can be selected
using different programming of the FPGA modules. For this thesis, two different trigger
conditions were used:

' The actual readout time depends on many variables, including the number of hits in the different sub-
detectors, as well as the detectors that are actually read out (CB being the slowest).

12The livetime is the time in which the experiment is able to detect events. It is smaller than the total
time with beam on target because of deadtime of the readout electronics.

3 The actual time depends on the number of clusters found in the Crystal Barrel, it is at most 10pus
[Hof16].
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1.

Tagger trigger (new_tagger_coinc_dt)

This trigger condition implements a minimum bias trigger. All events with a tagged
beam photon, i.e. a coincident hit in two overlapping tagger scintillator bars, are
recorded. This trigger is not useful to investigate reactions with small cross sections,
such as the photoproduction of mesons. Nevertheless, it is needed as a cross-check for
the photon flux determination, and for the determination of the polarization degree
in case of measurements with a linearly polarized photon beam.

. Data trigger (trigé2c)

This trigger condition is used to record hadronic reactions. It is designed to record all
events with at least two clusters in the calorimeters, and reject electromagnetic back-
ground using the CO9 Cherenkov detector as a veto. It contains several sub-conditions
which are combined by a logical OR. The individual sub-conditions are listed in Ta-

ble 3.2. They cover all possible combinations of two clusters in the calorimeter parts.

Only events with no cluster in TAPS or the FP, i.e. only clusters in the CB need an
additional first level trigger from the Inner Detector.

Table 3.1: Description of the trigger signals available in the first trigger level.

trigger signal  description

tagger_or a hit in any tagger scintillator bar
tagger_coinc a coincident hit in two adjacent tagger scintillator bars

gim a hit in any of the GIM crystals

cherenkov a hit in the COy Cherenkov detector

inner a coincident hit in at least 2 of the 3 layers of the Inner Detector
fpv a hit in any of the FP organic scintillators'?

cf1 exactly one cluster found by the FP cluster finder

cf2 two or more cluster found by the FP cluster finder

tapsi a hit in any TAPS sector above LEDHigh threshold

taps2 two coincident hits in different TAPS sectors above LEDLow threshold

Table 3.2: The sub-conditions of the trigd2c data trigger.

first level second level (# FACE clusters)
inner A tagger A NOT cherenkov > 2

cfl A tagger A NOT cherenkov >1

cf2 A tagger A NOT cherenkov bypass

tapsl A tagger A NOT cherenkov >1

taps2 A tagger A NOT cherenkov bypass

cfl A tapsl A tagger A NOT cherenkov bypass

14 The fpv trigger is only used for detector tests and not during normal data-taking operation.
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3.3 Simulation of Crystal Barrel/ TAPS Detector System

Due to the complexity of the Crystal Barrel/ TAPS detectors, a simulation of the detector
system is needed to fully understand the detector performance, and provide additional
information that cannot be obtained from the measured data alone. The most important
application is the determination of the detector acceptance, but the simulation can also
be used for various kinds of cross-checks of the measured data, and for an estimate of the
detector performance prior to the actual measurement (cf. Chapter 4).

The principle of the simulation is to track particles and their interactions with the active
and passive material of the detector using the Monte Carlo technique [MU49], and calculate
the detector response from the simulated energy deposits. This is a standard technique in
particle physics, and there exist various simulation packages for this kind of simulation. For
the Crystal Barrel/TAPS experiment, the Geant3'® simulation package [Bru+87] is used
within the CBGeant simulation package [Cre01], developed specifically for the Crystal
Barrel experiment to provide a complete simulation of the detector setup. In addition, a
new simulation package for the Crystal Barrel/TAPS experiment is being developed based
on the ROOT framework [BR97] and Virtual Monte Carlo [Kalll]. It produces results
compatible with the older CBGeant but allows for a much greater flexibility to implement
modifications to the experiment or exchange parts of the simulation by another framework
(e.g. using the newer GEANT4 [Ago+03] for particle tracking instead of Geant3).

The simulation packages generate primary particles as requested by the user, and produce
output which is compatible with the data produced by the DAQ of the actual experiment,
i.e. individual ADC or TDC values for all detector channels. This allows for a detailed
investigation of the detector response for individual particles or reactions. It should, how-
ever, be noted that the simulation is not an exact replica of the experiment and one expects
some minor differences between the simulated data and the actual data. These differences
are caused e.g. by the simplifications needed in the simulation to decrease the computa-
tional effort, or by minor differences between the detector geometry used for the simulation
and the actual detector geometry. With careful fine-tuning of the simulation, these differ-
ences can be minimized. This has been done for the detection of photons (which is the
main purpose of the detector), but there are remaining discrepancies concerning the exact
energy deposits of charged particles and, consequently, their detection thresholds. This
introduces a rather large systematic error when a quantitative comparison between data
and simulation is done, especially for charged particles. In particular, this is relevant for
the determination of the detector acceptance, which is needed for the measurement of cross
sections. In principle, this error could be reduced by additional fine-tuning of the simula-
tion for charged particles. However, since this analysis does not require precise knowledge
of the detector acceptance (cf. Chapter 6), the simulation is only used for a qualitative
comparison to the data. For this purpose, the accuracy of the simulation is more than
adequate.

15 GEometry ANd Tracking
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Chapter 4

The Transverse Magnetic Field for the
Polarized Target

Prior to this work, the Crystal Barrel/TAPS detector setup has never been used with a
transversely polarized target. The transverse magnetic field of around 500 mT in the area
of the target introduces an additional challenge, because it influences the measurement by
deflecting the trajectories of all charged particles.

To get a rough estimate on the size of this effect, the bending radius R of charged particles
with a given momentum p is calculated for a homogeneous magnetic field perpendicular to
the particle momentum using

p
R= . 4.1
e-B (4.1)
For a homogeneous magnetic field of a given length L, the angle of deflection « can then
be calculated using

L-e-B>

’ (for a < 90°). (4.2)

« = arcsin <
The length of the holding coil is approximately 10cm [Dutl6]. As the target cell is at
the center of the coil, the average path length through the magnetic field, for particles
leaving the target in forward direction,! is approximately 5cm. The angle of deflection as
a function of particle momentum is shown in Fig. 4.1, for an expected path length of 5cm,
and for a path length of 10cm as a worst case scenario assuming the stray field outside
the coil has the same integrated strength. To study the influence of this deflection on the
detector performance, one has to look at the influence on the hadronic reactions that are
to be measured, and at the influence on background reactions.

4.0.1 Influence on Hadronic Reactions

The only charged particle in reactions that are investigated with the current Crystal Bar-
rel/TAPS setup is the recoiling proton. The proton can of course only be detected if it
deposits more energy in the calorimeters than the cluster threshold (20 MeV in the Crystal
Barrel and 25 MeV in the TAPS detector, see Chapter 5). Due to energy loss in the target

! The path inside the magnetic field of particles leaving the target at a larger angle to the beam axis is
significantly smaller, because the radius of the coil is just 2cm. For a worst-case estimate it is therefore
sufficient to consider only particles in forward direction.
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—— B=500mT L=5cm
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Figure 4.1: The angle of deflection « for charged particles with momentum p in a L = 5cm
(green) and L = 10cm (red) long homogeneous magnetic field of B = 500 mT.
The vertical lines correspond to protons with a kinetic energy of 50 MeV (black)
and 100 MeV (blue), respectively.

and other material in front of the calorimeters no proton with less than 50-60 MeV kinetic
energy can be detected. As the trigger threshold is even higher (80 MeV for TAPS) the
detector acceptance for reactions with forward protons of less than 100 MeV is very small.
The deflection of the detected protons due to the target magnetic field is therefore expected
to be below 1.3° and even in the worst case scenario it is below 2° (see Fig. 4.1). This is
of the same order as the angular resolution of the detector, the influence of the magnetic
field on hadronic reactions can therefore be neglected.

4.0.2 Influence on Electromagnetic Background

While protons with momenta below 300 MeV /c—i.e. with a kinetic energy below 50 MeV—
will not be detected, this is of course not true for electrons and positrons, for which a
momentum of 30 MeV /¢ can be sufficient to result in an energy deposit above the cluster
threshold. For these particles, deflection angles > 10° are possible. Being only background
particles, their energy and direction do not need to be determined, the impact of the mag-
netic field on the angular resolution is therefore of no importance here. Nevertheless, the
large deflection angle is expected to have a significant impact on the measurements: With-
out the magnetic field, electrons and positrons from pair production are produced mostly
at very forward angles due to the forward-peaking cross section, where they are identified
and vetoed on the trigger level by the COy Cherenkov detector. With the magnetic field,
these particles get deflected to much larger angles and can be detected in the Forward Plug
of the Crystal Barrel or even the Inner Detector, and do not reach the COgs Cherenkov
detector. This is expected to have a large (negative) impact on the trigger performance. A
more detailed investigation is therefore required, which is presented in the following.
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Chapter 4 The Transverse Magnetic Field for the Polarized Target

4.1 Monte Carlo Studies

A detailed study of the influence of the magnetic field on the trigger performance is done
using the Monte Carlo simulation of the experiment. For this, the magnetic field inside the
holding coil needs to be included in the simulation packages (see Section 3.3), using the
calculated field strength inside the radius of the coil at a length of 12 cm, which is ~ 2cm
longer than the coil itself. The stray field outside of the radius of the coil is sufficiently
small to be neglected. Figure 4.2 shows the field map at different distances from the target
center.

4.1.1 Deflection of Protons

As a first test of the simulation, the influence of the field on protons is studied in more detail.
The largest effect is expected for protons at very forward angles, where the trajectory of the
particles in the magnetic field is maximal. Therefore, 500000 Monte Carlo events with a
single proton were generated, both with and without magnetic field around the target. The
generated proton polar angle was limited to the very forward direction, i.e. 0° < 6 < 5°
and the proton momenta were evenly distributed between 250 MeV /¢ and 1 GeV /¢, which
corresponds to a kinetic energy between 33 MeV and 433 MeV. Protons with lower energies
are not detected in the calorimeter, and for protons with momenta > 1 GeV /¢ the deflection
by the magnetic field is insignificantly small.
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Figure 4.3: The angle A« between the generated and reconstructed proton in TAPS, plot-
ted versus the kinetic energy FEii, of the generated proton. The cut-off around
FEyin = 60 MeV is a consequence of the reconstruction threshold.

With these Monte Carlo events, the angular resolution for protons can be investigated, by
comparing the direction of the generated proton with the direction that is reconstructed
from the detector data. The opening angle Aa between these two directions is shown in
Fig. 4.3 as a function of the proton kinetic energy. In accordance to the previous section,
the angular resolution is worsened by the magnetic field, but even for low momenta, the
effect is smaller than 50 %, i.e. the resolution is worsened by less than a factor 1.5. This
can also be seen in more detail in Fig. 4.4a, where the angular difference distribution is
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Figure 4.4: The angle A« between the generated and reconstructed proton in TAPS.

shown for low proton momenta. It should be noted that this decrease in angular resolution
is of no consequence for the double polarization measurements. Due to the high granularity
of TAPS, which is required to cope with the high rates in forward direction, the angular
resolution, even with the transverse magnetic field, is much higher than the resolution of
the Crystal Barrel calorimeter, which is sufficient to identify and reconstruct the hadronic
reactions. Any systematic shift can be eliminated by regularly switching the direction of
the magnetic field.

The result of the simulation is consistent with the estimate described in Section 4.0.1.

4.1.2 Deflection of Electrons and Positrons

To verify the large deflection angles of electrons and positrons produced in forward direc-
tion, 500000 Monte Carlo events with a single electron leaving the target at 8 = 0° were
generated. The electron momenta were evenly distributed between 10 MeV and 250 MeV.
As can be seen in Fig. 4.5, a non-negligible amount of electrons reaches the Forward Plug
of the Crystal Barrel calorimeter (§ > 13.5°),2 and is therefore not detected by the COg
Cherenkov veto detector, confirming the estimate described in Section 4.0.2.

4.1.3 Angular Distribution of Electromagnetic Background

In order to get a quantitative estimate of the expected trigger rates due to electromagnetic
background, a more detailed study is required. For this, 30 million photons on the target
were simulated, both with and without the transverse magnetic field around the target.
The energy of the photons follows a 1/E, distribution between 30 MeV and 3.1 GeV. This
approximates the bremsstrahlung spectrum of a 3.2 GeV electron beam sufficiently well for
the purpose of this investigation. The low-energy cut-off at 30 MeV has no influence on
the results, since photons with an energy below 30 MeV can only produce particles with an

2 Even though the Forward Plug covers the polar angles between 11.2° < 6 < 27.5° (cf. Section 3.2.6) the
smallest angle that can be reconstructed for a hit in the Forward Plug is the center of the first ring at
0 = 13.5°.
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Figure 4.5: Deflection of single electrons produced at the target position in forward di-
rection (6 = 0°). The reconstructed polar angle 6 is shown as a function of
the generated electron energy for all events with an energy deposit above the
reconstruction threshold.

energy below the trigger and reconstruction thresholds of the calorimeters. As can be seen
in Fig. 4.6, the 30 million photons correspond to approximately 8 million photons in the
energy range of the tagging system, between 480 MeV and 3.1 GeV.

If the transverse magnetic field is switched on, the number of reconstructed particles in-
creases significantly, as is shown in Fig. 4.7. In particular in the Forward Plug of the
Crystal Barrel calorimeter (0 > 13.5°), where nearly no background particles (= 850) are
reconstructed without the magnetic field, a large amount of particles (=~ 12000) with en-
ergies just above the threshold are detected if the transverse field is present. Unlike the
additional background particles detected in TAPS, which are also identified by the CO»
Cherenkov detector and can therefore be rejected by the trigger, the only feasible method
to remove this additional background in the Crystal Barrel from the trigger is to increase
the trigger threshold of the Forward Plug crystals. Following the simulation, an estimated
threshold between 35 MeV and 40 MeV seems reasonable, as it would eliminate most of the
background (see Fig. 4.7b). The optimal threshold value needs to be determined in an
actual test measurement (see Section 4.2). The influence of the increased threshold on the
acceptance is small (cf. Section 5.5).

Another detector component that suffers additional background due to the magnetic field is
the Inner Detector. Figure 4.8 shows the total number of reconstructed hits, both with and
without the magnetic field. There is no way to reduce this additional background without
significant changes to the detector system (e.g. additional shielding). As the increase is
only a factor of 5 it is possible to tolerate the additional background, resulting in a slightly
reduced livetime caused by the readout of additional background events.

The number of generated trigger signals for each detector is, in general, not identical to
the number of hits. For example, two simultaneous hits in the Inner Detector (e.g. an eTe™
pair) result in a single trigger signal. The numbers of simulated trigger signals, and the
corresponding rates, are listed in Table 4.1 for all detectors.
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Figure 4.6: The simulated photon spectrum for electromagnetic background studies. The

4.1 Monte Carlo Studies
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Figure 4.8: Distribution of reconstructed hits in the Inner Detector from simulated electro-
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Chapter 4 The Transverse Magnetic Field for the Polarized Target

Table 4.1: Expected trigger rates (see Table 3.1 for a description of the trigger signals)
due to electromagnetic background with and without transverse magnetic field,
based on 10 MHz tagger rate.

Trigger Signal # Events rate / Hz

w/o field w/ field wj/o field w/ field increase rel. change
tagger_coinc 8063562 8063562 10000000 10000000 1.00
inner 37083 137020 45988 169925 123937 3.69
cf1 493 4798 611 5950 5339 9.74
cf2 19 61 24 76 52 3.17
tapsi 74333 225494 92184 279646 187462 3.03
taps2 91 833 113 1033 920 9.14

4.2 Test Measurement for Background Studies

As a final step, the results obtained from the simulation need to be verified by an actual
measurement. For this purpose, a short test measurement with beam from the accelerator
was performed in June 2010, prior to the production data-taking. The objective was to
directly compare the change of measurement conditions with and without the magnetic
field.

The change of trigger rates while the transverse magnetic field is ramped up can be seen
in Fig. 4.9. As expected, the Tagger and the Gamma Intensity Monitor are not influenced
by the magnetic field.> The rate of the CO2 Cherenkov detector decreases slightly when
the field is switched on. Since the detector covers the whole forward region (without a
hole at very forward angles < 1° as it is the case for TAPS), nearly all produced electrons
and positrons are detected, even without the magnetic field. With the presence of the
magnetic field, however, some particles are deflected to larger angles and therefore not
detected anymore, thus decreasing the rate. The rate of all other detector trigger signals
is increasing, just as expected from the simulation. The exact numbers, however, are
significantly different compared to the simulation. There are several reasons for this:

e In the simulation, only electromagnetic background reactions are considered, but
the actual rates also contain hadronic reactions. The total hadronic cross section is
several orders of magnitude smaller than the total electromagnetic cross section, but
the electromagnetic cross section is strongly peaking in forward direction. At larger
angles (covered by the Forward Plug and the Inner Detector) the rate of hadronic
reactions is therefore not negligible compared to the rate of electromagnetic reactions.

e The electromagnetic background rates resulting from the simulation are extremely
sensitive to the thresholds used in the simulation, especially in forward direction: A
change of the TAPS trigger thresholds (which are set around 80 MeV) by just a few
MeV can result in a change of almost a factor 2 in the trigger rate. The simulation
has not been tuned to exactly match the thresholds used in the test measurement.

3 The rate fluctuations are caused by small fluctuations in the beam current.
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Figure 4.9: Changing trigger rates while the transverse magnetic field is ramped up over a
period of 1500s. One spill from the accelerator corresponds to 5.7s (with 4s of
beam on target). The ramping started between spills 20 and 25.
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Chapter 4 The Transverse Magnetic Field for the Polarized Target

The thresholds of the Forward Plug crystals cannot be adjusted for each crystal
individually, but only in groups of 4 adjacent crystals [Fun08|. As a consequence, the
thresholds of the 90 crystals are not identical, but are distributed over an ~ 5 MeV
wide energy interval, resulting in significantly larger trigger rates compared to the
simulation because of the crystals with the lower thresholds.

A closer look at TAPS shows that the rate increase is concentrated in one plane perpen-
dicular to the magnetic field, as can be seen in Fig. 4.10. This plane is not exactly parallel
to the horizontal, apparently the coil has been installed slightly tilted.* The increase in
the direction of positive x values, corresponding to the direction of deflection for nega-
tively charged particles, is larger than the increase in the opposite direction. For each
positron produced in a pair production reaction, there is also a corresponding electron.
But there are additional electrons produced in Compton scattering reactions, resulting in
more background particles with negative charge than with positive charge.
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Figure 4.10: Rate increase in the TAPS crystals due to the transverse magnetic field.

The same behavior can also be seen in the plastic scintillators of the Forward Plug detector,
as shown in Fig. 4.11. Again, more electrons (peaking around 10°) than positrons (peaking
at the opposite direction around 190°) are detected. The rate increase is less pronounced
at larger angles.

The position of the electron and positron peaks in each ring can be used to precisely
determine the direction of the magnetic field. Using the average of all 6 peaks® results in

ép = (99.7£0.3)°. (4.3)

4The direction of the magnetic field is not important, as long as it is transverse to the beam direction.
The exact orientation, which of course needs to be known, can be determined from the orientation of
the background plane, as will be shown later (cf. Eq. (4.3)).

® Only the scintillators of the Forward Plug detector are used, since they provide a much better ¢ resolution
compared to the TAPS crystals. Nevertheless, a consistent result of ¢p = (99.3 £ 0.25¢ac £ 0.5Sys)° is
obtained using TAPS.
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Figure 4.11: Rate increase in the Forward Plug veto scintillators because of the transverse
magnetic field, with a fit of two Gaussian peaks to the data, which is used to
determine the orientation of the magnetic field.

Another objective of the test measurement was the optimization of the trigger thresholds
for the Forward Plug detector. For this purpose, the thresholds were increased from 25 MeV
(the thresholds used for previous measurements with a longitudinally polarized target) to
various higher values. As can be seen in Fig. 4.12, the additional background, while clearly
visible at 25 MeV, is nearly completely eliminated with the 48 MeV thresholds. However,
thresholds around 35 MeV already provide sufficient reduction of the background, the total
rate is lower compared to the 25 MeV thresholds without the magnetic field. To influence
the acceptance for hadronic reactions as little as possible, the 35MeV thresholds were
chosen to be used during the production data-taking period in October 2010. The analysis
of this data set will be discussed in detail in the following chapters.
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Figure 4.12: Number of hits in the crystals of the Forward Plug (normalized to the number
of tagged beam photons) for different energy thresholds.
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Chapter 5
Event Reconstruction

In this chapter, all steps are presented which are needed to reconstruct and select the
reactions yp — pr’ and yp — pn from the recorded raw-data of the detector systems. This
includes the calibration of the detector, the reconstruction of the final state particles and
their properties from the detector data, and finally the selection of events belonging to the
reactions of interest. But first, the data sets, which are used in this analysis, are presented.

5.1 Datasets

5.1.1 Double Polarization Measurement: Polarized Butanol Target

The analysis presented in this thesis is mostly based on the data taken with the Crystal
Barrel /TAPS experiment during October (and November) 2010. In that data-taking pe-
riod, the transversely polarized target was used in combination with a linearly polarized
photon beam, produced from a 3.2 GeV primary electron beam.

The diamond radiator was oriented such that the coherent edge was at E, ~ 950 MeV,
resulting in a high degree of linear polarization for 600MeV < E, < 975MeV. Two
orthogonal settings were used for the orientation of the polarization plane: ¢ = +45° and
¢ = —45°.1 The target was re-polarized every 2-4 days and the target polarization direction
was flipped regularly by reversing the direction of the transverse magnetic holding field after
re-polarization. Additionally, once, approximately in the middle of the data-taking period,
the direction of the target polarization w.r.t. the magnetic field was inverted. Further details
on the beam and target polarization degree will be given in Section 6.2. The data-taking
periods with the butanol target are listed in Table 5.1.

5.1.2 Background Measurement: Carbon Target

Since the butanol target is not a pure (polarized) proton target, the background from
unpolarized nuclei needs to be determined in an additional measurement in which the
free (polarized) protons are removed, while everything else is kept unchanged. For this
measurement, the butanol target was replaced by a carbon foam target with a density
similar? to butanol. The target cryostat was filled with liquid helium—although the cooling
is not needed for an unpolarized solid state target measurement—to provide conditions

! The reason for this choice are the significantly different size and divergence of the ELSA beam in the
horizontal and vertical direction, which lead to differently shaped coherent enhancements in the ¢ = 0°
(horizontal) and ¢ = 90° (vertical) settings, and thus to significantly different polarization degrees. In
the ¢ = +45° and ¢ = —45° settings, however, the coherent enhancements are nearly identical [Ebel2].

2For a detailed comparison of the target densities see Section 6.1.1.
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Chapter 5 Event Reconstruction

Table 5.1: Details of the October 2010 data-taking periods (butanol target).
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2010-10-11 2010-10-13 950 MeV 0 0 26 47 million
2010-10-13 2010-10-15 950 MeV T T 31 57 million
2010-10-15 2010-10-18 950 MeV T 0 54 99 million
2010-10-27 2010-10-28 950 MeV 0 T 9 17 million
2010-10-28 2010-10-31 950 MeV 4 d 49 88 million
2010-10-31 2010-11-03 950 MeV 1 4 54 98 million
2010-11-03 2010-11-06 950 MeV 1T T 46 81 million
2010-11-06 2010-11-09 950 MeV 1 d 50 98 million
2010-11-09 2010-11-12 950 MeV T + 54 98 million
2010-11-12 2010-11-15 950 MeV 1 T 56 100 million
2010-11-15 2010-11-17 950 MeV T + 31 55 million
2010-11-17 2010-11-19 950 MeV 1 0 31 57 million
2010-11-19 2010-11-22 950 MeV 0 + 56 100 million

comparable to the polarized target measurement. The detector settings, like thresholds
and trigger conditions, were kept identical compared to the butanol measurement, and a
similar beam current was used.

The carbon measurement was not an exclusive background measurement for the double po-
larization measurement with the transversely polarized target and linearly polarized beam,
but also for the other double polarization measurements that have been performed with
the Crystal Barrel/ TAPS experiment using a longitudinally polarized target in combina-
tion with a linearly or circularly polarized photon beam. Therefore, only about half of the
carbon data were taken with a primary electron energy of 3.2 GeV and a linearly polarized
photon beam. The other half—with a primary electron energy of 2.35 GeV, as it was used
for the measurements with circularly polarized photon beam—is not included in this anal-
ysis because the measurement conditions are too different compared to the 3.2 GeV data.’
With the 3.2 GeV beam, different settings for the coherent enhancement were used, with the
coherent edge at £, ~ 950 MeV, 1150 MeV, and 1350 MeV. Like with the butanol data, the
orientation of the photon polarization plane was switched regularly between ¢ = +45° and
¢ = —45°. For part of the data the transverse magnetic field in the target was switched off
to provide conditions more similar to the longitudinally polarized target. However, since
the influence of the magnetic field on hadronic reactions is small (cf. Chapter 4), these
data are included in this analysis for improved statistics. The data-taking periods with the
carbon target are listed in Table 5.2.

3 As will be seen in Chapter 6 the statistical uncertainty is dominated by the butanol data. Adding more
carbon data at the cost of an additional systematic uncertainty is therefore not useful.
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5.1 Datasets

Table 5.2: Details of the November 2011 data-taking periods (carbon target).
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2011-11-14 2011-11-20 1350 MeV 1T 99 203 million
2011-11-21 2011-11-25 1150 MeV off 71 174 million
2011-11-25 2011-11-28 1350 MeV off 53 126 million

5.1.3 Monte Carlo Simulation

In addition to the measured data, a large amount of simulated Monte Carlo data were
generated using the Virtual Monte Carlo based simulation (see Section 3.3) for the three
reactions

(1) yp = pr’y, (2) vp = Py (3) Yp — PNy

with 7702,Y and Ny decaying exclusively into 2+, and 7, decaying exclusively into 37?0%/,
ie. 6.

To simulate the reaction off a free proton, e.g. a pure hydrogen target, the target proton
is generated at rest. To simulate the reaction off a proton which is bound in a carbon (or
oxygen) nucleus, the target proton is generated with a momentum given by the distribution
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Figure 5.1: The nucleon momentum and kinetic energy distributions of carbon as used for
the simulation. The distributions are obtained from the nucleon momentum
distribution of carbon in one dimension, which is consistent with a Gaussian
distribution with o = 120 MeV /¢ [CHM52]. Since the momentum distributions
in each spatial dimension are independent of each other, and the kinetic energy
is proportional to the momentum squared, this results in a kinetic energy dis-
tribution in the shape of a (scaled) y2-distribution (with 3 degrees of freedom).
The magnitude of the 3D momentum |[p] follows a x-distribution.
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Chapter 5 Event Reconstruction

Table 5.3: Details of the simulated Monte Carlo datasets.

set reaction Fermi motion final state distribution events comments
(1) ~vp— p7r027 no phase-space 3 x 107
YP =Py, 1O phase-space 3 x 107
Yp—pns, 1O phase-space 3 x 107
(2) vyp— pﬂog,y yes phase-space 3 x 107
YP— PNy, Yes phase-space 3 x 107
YD = PN3,  yes phase-space 3 x 107
(3) yp—pmr’, mno do/df2 3 x 107
Yp = P7y, 1O do/df? 3 x 107
Yp —Pn3, DO do/df? 3 x 107
4) yp— ]97T027 yes do/df? 3 x 107
Yp—>Phy,  yes do/df2 3 x 107
Yp = pns.  yes do/d$ 3 x 107
(5) ~vp— p7r02,y no do/d2 3 x 107  shifted target:
Az=—1cm
6) vp— p7r027 no do/df? 3 x 107 shifted target:
Az =+1cm
(7) yp— p7r027 yes do/df? 3 x 107 shifted target:
Az=—1cm
(8) yp— p7r027 yes do/df? 3 x 107 shifted target:
Az=+1cm

shown in Fig. 5.1 to account for the Fermi momentum of the bound proton. Data with a
butanol target can then be approximated by adding free proton and bound proton events
in a ratio as given by the number of free and bound protons in the butanol molecule,*
ie. 10 : 32. Since the detection of the recoiling proton is required in the analysis (as
will be discussed in Chapter 6), reactions off bound neutrons can be neglected because the
detection efficiency for neutrons (g, < 0.3 [Jae+11]) is significantly smaller than the proton
efficiency.

In the most simple case, the generated final state is phase-space distributed for a pho-
ton beam energy distribution according to the Bethe-Heitler bremsstrahlung cross section
(Eq. (3.2)). These simulations are used to investigate only the detector properties, e.g. the
acceptance, without any bias from the physics that is to be investigated by the actual ex-
periment. For a more realistic simulation, the final state can also be distributed according
to the cross section do/df? of the reaction, with the data for do/df2 taken from the BnGa
2011-02 partial wave analysis solution® [Ani+12].

4 The Fermi momentum distributions of carbon and oxygen are very similar [CHM52] due to the similar
size of the two nuclei. Thus, the oxygen contribution can be approximated by additional carbon events.
®See http://pwa.hiskp.uni-bonn.de for plots and data files of the BnGa solutions.
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5.2 Detector Calibration

For the study of systematic uncertainties (cf. Chapter 7), additional data sets were sim-
ulated in which the position of the target has been shifted along the beam axis w.r.t.
the detector system. All the different sets of Monte Carlo data that were simulated are

summarized in Table 5.3.

5.2 Detector Calibration

5.2.1 Time Calibration

For almost all detector channels, the time of a detected signal is measured by a TDC.5 The
raw TDC values need to be converted to a meaningful time information. This is done for
each channel with a function of the form

t=a+g-T, (5.1)

where t is the calibrated time (usually given in ns) and T is the uncalibrated TDC value.
The calibration factor g converts the TDC value to a time value, which then needs to be
corrected by the calibration offset a to ensure that coincident detector hits are reconstructed
at the same time. Both g and a need to be determined for each detector channel. The
calibration can be done using the measured data themselves, by iteratively correcting the
time difference of coincident hits in the detector that is to be calibrated and one or more
(not necessarily fully calibrated) reference detectors. The calibration procedure is described
in detail in [Har08]. The time resolution after calibration is summarized in Table 5.4 for
the different detector components.

Table 5.4: The time resolution of the detector components after calibration, given by the
width of the time coincidence peak using a reference detector. Note that the
width is influenced by both the resolution of the detector and the reference. See
[Har08] for details.

detector reference detector FWHM /ns
Tagger scintillator bars TAPS, BaFs crystals 0.830 + 0.006
Tagger scintillator bars Tagger scintillator bars 0.635 4 0.003
Tagger scintillating fibers TAPS, BaFs crystals 1.45+0.03
Tagger scintillating fibers Tagger scintillator bars 1.694 £ 0.006

Inner Detector scintillating fibers Tagger scintillator bars  2.093 + 0.013
Forward Plug, CsI(T1) crystals Tagger scintillator bars 1.861 + 0.016
Forward Plug, veto scintillators Tagger scintillator bars 4.434 +0.013

TAPS, BaFs crystals Tagger scintillator bars 0.872 4 0.006
TAPS, veto scintillators Tagger scintillator bars  3.06 4+ 0.05
CO2 Cherenkov detector Tagger scintillator bars 1.194 4+ 0.014
GIM Tagger scintillator bars 3.1+0.3

5Only the CsI crystals of the Crystal Barrel calorimeter, that are read out by PIN photo diodes, do not
provide individual time information because of their insufficient time resolution.
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Chapter 5 Event Reconstruction

5.2.2 Energy Calibration

The energy deposit in the crystals of the calorimeters is measured by ADCs. The raw
ADC values need to be converted to a meaningful energy information. Assuming a linear
relationship between energy deposit, amount of scintillation light, and charge of the analog
signal, this is done for each channel with a function of the form

E=g-(A-p), (5:2)

where F is the calibrated energy (usually given in MeV) and A is the uncalibrated ADC
value. The offset p, called pedestal, is the ADC value measured when no energy is deposited
in the crystal. It is determined regularly during data-taking. The calibration factor g needs
to be determined by the energy calibration.

5.2.2.1 Crystal Barrel Calorimeter

To cover a large dynamic range up to ~1.1 GeV for the Crystal Barrel and ~2 GeV for the
Forward Plug, but at the same time provide a sufficient energy resolution for low energies, a
dual-range ADC is used (see also Section 3.2.5). The input signal is divided approximately
8 : 1: 1 and directed to a high range and a low range channel (the third reference channel is
not used). Using two discriminators, an internal logic determines which of the two channels
is digitized [Ehm00]. Alternatively, only the high channel can be used for calibration and
testing purposes.

Instead of calibrating both channels individually using Eq. (5.2), the ADC values of the
high range channel Ay, are converted to a low range equivalent Ay, using

Alow = frange : Ahigh + Grange with Grange = Plow — frange * Phigh- (53)

Consequently, the calibration is done in two steps: First, frange and a@range are determined
using a light-pulser system, and then ¢ is determined using the measured data themselves,
using the decay 70 — 7.

Light-Pulser Calibration

The relative calibration of the low and high range ADC channels is done using a light-
pulser system [Bo6s06]. Light pulses matching the spectrum of the CsI(Tl) scintillation
light are injected into the wavelength shifter of each detector module. To simulate the
crystal response to different energy deposits, the intensity of the pulses can be varied
using a combination of filters with different levels of transmission. To obtain the relative
calibration parameters frange and Grange, the ADC values for different levels of transmission
are measured separately for the high and low channels and plotted versus the transmission
T, as is visualized in Fig. 5.2. Two linear functions are fitted to the data points. The factor
frange is then given by the ratio of the two slopes, and the offset arange can be calculated
from the pedestal values piow and ppigh, obtainable from the y-intercepts.

During data-taking periods, the relative calibration is monitored at regular intervals by ded-
icated light-pulser measurements, usually every two or three days during the re-polarization
of the target. As can be seen in Fig. 5.3, the factor frange is distributed around the expected
value of frange = 8.
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5.2 Detector Calibration

ADC low
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T

Figure 5.2: Sketch of the relative calibration of the Crystal Barrel dual-range ADCs using
the light-pulser system [B6s06]. The average measured ADC values at different
transmissions T are determined for both high- and low-range channels.
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Figure 5.3: Histogram of the dual-range calibration factor frange for all 1320 CsI(T1) crystals
during the October 2010 data-taking period. (Data from [Bos15].)

79 calibration

The readout chain of the CsI(T1) crystals is designed such that a dynamic range of ~1.1 GeV
is covered [Wall6]. With the 12 bit dual-range ADCs this corresponds to a calibration factor
of g =~ 0.033 MeV /channel for the low range channel. For the Forward Plug, where a larger
dynamic range is required, the calibration factor should be around g ~ 0.061 MeV /channel
[Miil07]. The exact determination of this value for each crystal is done for each data-
taking period using the measured low range data themselves. This is accomplished using
the reaction vp — pr’ with the decay 7% — v [Jun00]. It requires the reconstruction of
individual photons from the measured energy deposits in a cluster of crystals, which will
be described in Section 5.3.1.1. Only the low range data are used in order to keep the 7°
calibration results independent of the light-pulser calibration [Mll7].

For each crystal i, all 7 — v candidates with one photon reconstructed from a cluster with
this crystal as the highest energy deposit, and the second photon reconstructed anywhere in
the Crystal Barrel (including Forward Plug) are selected. The two-photon invariant mass
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Figure 5.4: The position of the M., peak for each crystal before the first iteration (left)
and a histogram of the positions with a Gaussian fit (right) [Mill5].
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Figure 5.5: The position of the M., peak for each crystal after the last iteration (left) and
a histogram of the positions with a Gaussian fit (right) [Miill5].

M., is calculated using
M3, =: M} =2E, E, (1—cos(0,,.)) (5.4)

where E,_ is the reconstructed energy of the photon with its maximum energy deposit in
crystal i (the one to be calibrated), Eﬂ,j is the reconstructed energy of the other photon, and

9%7], is their opening angle. A histogram of M? should show a clear peak approximately

at m%, = (135 MeéV)? [Oli+14]. Since the crystals detecting the second photon are (in first

approximation) arbitrary, any systematic deviation of the peak position Mi2 from mfro is

dominated by the measured energy of the first photon. An improved calibration factor

gi"Jr1 can thus be calculated iteratively from the existing factor g;' using

S n m?ro ( )
(2 1 7‘[22

This process is repeated until a good calibration is obtained. A more detailed description
of the calibration procedure can be found in [Miill7].
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5.2 Detector Calibration

For the October 2010 data-taking period, 8 iterations were done [Miill5]. The position
of the M, peak for each crystal is shown in Fig. 5.4 before the first iteration, and in
Fig. 5.5 after the final iteration. As can be seen in Fig. 5.6, the calibration factors g are
distributed around the expected value of g = 0.033 MeV /channel for the Crystal Barrel,
while the crystals of the Forward Plug exhibit higher values with a broader distribution

due to larger variations in the PMT readout and electronics.
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Figure 5.6: Histogram of the energy calibration factor g for all 1320 CsI(T1) crystals during
the October 2010 data-taking period (data from [Miill5]). The values above
g 2 0.05 MeV /channel correspond to the Forward Plug crystals.

5.2.2.2 TAPS Calorimeter

As the TAPS detector covers only a small fraction of the solid angle, an independent energy
calibration using hadronic reactions, like it is done for the Crystal Barrel calorimeter,
is not feasible. Instead, the 7° — ~v decay, with one photon measured in the already
calibrated Crystal Barrel and the other one measured in TAPS, is used. Other than that,
the calibration procedure is the same as for the Crystal Barrel. A detailed description is
given in [Got09].

As can be seen in Fig. 5.7, the calibration factors g are distributed around a value of
g = 0.5 MeV /channel, which corresponds to a dynamic range of ~2 GeV.

5.2.3 Tagging Spectrometer Calibration

In order to calculate the energy E, of the tagged beam photons from the primary electron
energy Ey and the energy E’ of the secondary electrons using

E,=Ey—F (5.6)
E’ needs to be reconstructed from the measured position in the scintillating fiber detector

or the scintillator bar hodoscope. For this purpose, calibration functions need to be de-
termined in order to convert the index ¢ of a scintillator bar or fiber to the corresponding
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Figure 5.7: Histogram of the energy calibration factor g for all 216 BaFy crystals during
the October 2010 data-taking period (data from [Got14]).

photon energy:

EA/ = f(Eo, B7 iﬁber) (57&)
E’y - g(E0> B, ibar) (5'7b)

During normal operation, the magnetic field B of the tagging magnet is set, for a given
primary electron energy, to a fixed value By(Ep). For Ey = 3176.1 MeV a nominal field of
By =1.594 T is used. To determine the calibration functions f and g, dedicated calibration
measurements have been performed: At various primary electron energies’ the position of
the electron beam on the tagging hodoscope was measured for different magnetic field
settings. Using this data, for each Fy and its corresponding By, the calibration functions
f and g can be determined by fitting polynomial functions to the calibration data, as is
described in [For09]. Since the calibration measurements were not possible below Ejy =
650 MeV, no reliable calibration could be obtained for the scintillating fibers 1-150, which
correspond to E' < 700 MeV (and E, 2 2300 MeV) for Ey = 3176.1 MeV. The calibration
has been extended to the full range of the detector using a simulation [For09] to create
additional calibration data in that energy range.

The calibration has been improved recently in the low E, region with additional mea-
surements [Sch13], providing a finer granularity of data points and thus improving the
polynomial fit. The final calibration function for the fibers is shown in Fig. 5.8.

The obtained energy resolution consists of a statistical as well as a systematic uncertainty.
The statistical part is given by the width and divergence of the electron beam,® in addition
to the width of the scintillators. The systematic uncertainty is dominated by the precision
of the polynomial fit, which is estimated in [For09] to be 1 fiber. With the new calibration,
this uncertainty is reduced to 0.5 fibers [Sch13]. For Ey = 3176.1 MeV this corresponds to
a systematic uncertainty of approximately 5.7 MeV at E, = 850 MeV and around 1.9 MeV
at £, = 2000 MeV. Above E, 2 2300 MeV, the uncertainty increases up to 25 MeV due to
the extrapolation of the calibration in that region [For09].

" Measurements have been done for demand energies of 650 MeV, 800 MeV, 1270 MeV, 1800 MeV, 2400 MeV.
8 Resulting in an uncertainty in the measurement of the position of ¢ = 1fiber, see [For09)].
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Figure 5.8: The energy calibration function f(igper) for the scintillating fiber detector, for
a primary electron energy Fg = 3176.1 MeV and a magnetic field B = 1.594T
[Sch13].

Additional contributions to the uncertainty are errors in the position and angle of the elec-
tron beam at the radiator target, which contribute with 0.25 and 0.5 fibers, respectively
[For09]. For short measurements, these are systematic uncertainties. For longer measure-
ment periods, however, where the beam position is regularly corrected toward its nominal
position, this systematic uncertainty is randomly distributed, and therefore contributes as
a statistical error.

5.3 Sub-Detector Reconstruction

5.3.1 Calorimeters

The aim of the calorimeter reconstruction is to provide the energy and direction of particles.
It is optimized for the electromagnetic showers produced by photons, as well as electrons
and positrons. Other charged particles can be reconstructed as well, but their reconstructed
energy is unreliable since the particle does not necessarily deposit its complete energy in
the calorimeter.

5.3.1.1 Crystal Barrel Calorimeter

The energy deposit of a single particle in the calorimeter is, in general, not limited to
a single crystal. In particular photons and electrons/positrons create an electromagnetic
shower reaching several crystals. Therefore, in the first reconstruction step, a clustering
algorithm is used to identify clusters, i.e. contiguous groups of crystals with a measured
energy deposit above a given threshold (single crystal threshold). For this analysis, a single
crystal threshold of 1MeV is used, which is well above the noise level. In order to use
only clusters that also have been identified by the trigger electronics, only clusters with
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Chapter 5 Event Reconstruction

at least one crystal energy deposit above a given threshold (maximum crystal threshold)
are retained. This threshold needs to be set (slightly) higher than the trigger threshold,
this way variations in the trigger thresholds have no further impact on the analysis. In
the Forward Plug region, where the trigger threshold was set between 30 MeV and 35 MeV,
a maximum crystal threshold of 35 MeV is used, and for the rest of the detector it is set
to 20 MeV, which is well above the FACE second level trigger threshold of approximately
15 MeV.

The electromagnetic showers of two incident particles can overlap, resulting in a single
cluster. Therefore, all clusters are scanned for local maxima in the deposited energy. If
such a maximum is above 20 MeV, it is considered as the central crystal of a particle energy
deposit (PED). In case of only one local maximum, the PED is identified with the cluster,
and the total energy of the PED is just the sum of the individual crystal energies. In case
of more than one local maximum, the cluster energy is distributed among the individual
PEDs. The appropriate weighting factor for each PED is calculated from the energy deposit
in the PED’s central crystal and its direct neighbors, as is described in [Sei09].

The position of the incident particle can be reconstructed by a weighted sum of the # and
¢ coordinates of the individual crystals of the PED:

- w; 0; ; WiQy
OpED = %Z o’ ®PED = z%:iuf’ (5.8)
with
w; = ma (OW—i—ln( 5 )) (5.9)
; = max [ 0; .
[ ) 0 Zz Ez

The logarithmic weighting takes into account the exponential decline of the transverse
shower profile, giving larger relative weight to the outside crystals for improved angular
resolution. The cut-off parameter W defines the lowest energy fraction with which a crystal
is used for the position reconstruction. Its optimum value of Wy = 4.25 has been determined
using Monte Carlo simulations [Jun00]. This results in an average angular resolution of
around 1.2° for photons [Miill7] and electrons with energies > 400 MeV, which is much
smaller than the size of the crystals (Af = 6°, A¢ = 12° in the Forward Plug and the last
ring of the Crystal Barrel and A¢ = 6° in all other rings). The angular resolution for other
particles which do not produce an electromagnetic shower is of course given by the size of
the crystals.

The segmentation of the detector, though important for the angular resolution, introduces
insensitive material into the calorimeter. Part of the deposited energy is therefore not
measured. Further energy is lost if the total deposit in a crystal is below the single crystal
threshold of 1 MeV. The average total loss depends on the energy of the incident particle,
as well as its direction.g To correct these losses, an energy correction function (ECF) is
applied, which depends on the reconstructed energy and direction. It was obtained using
Monte Carlo simulations of photons in the detector [Miil07] and verified with measured 7°
decays.

9 The shower of a photon impinging on the calorimeter at the edge of a crystal is expected to deposit
more energy in insensitive material than the shower of a photon impinging at the center of a crystal.
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5.3 Sub-Detector Reconstruction

The achieved energy resolution for photons was measured to be [Ake+92]

‘7’3:2.5%-( E )4. (5.10)

FE 1GeV

The reconstructed energy of charged particles is not used in the analysis.

5.3.1.2 TAPS Calorimeter

The reconstruction of the TAPS calorimeter works in nearly the same way as the Crystal
Barrel reconstruction, but there are three differences:

1. As the readout modules of the BaF; crystals contain TDCs and therefore provide time
information for all recorded energy deposits, a time difference cut can be applied
during clustering: the time difference between crystals in one cluster needs to be
< Hns, otherwise two distinct clusters are reconstructed.

2. Different energy thresholds are used for clustering: The cluster energy threshold is
set to 25 MeV, and the single crystal threshold is set to 17 MeV for the two innermost
rings and to 13 MeV for all other crystals, which is just above the readout thresholds
used for TAPS. The higher thresholds are required to reduce the high rate in forward
direction to a level manageable by the readout electronics (max. 100 kHz per crystal).

3. Unlike the Crystal Barrel, where all crystals are facing the target center,'? all TAPS
crystals are aligned parallel to the beam axis. Therefore, the electromagnetic showers
develop toward the outside of the detector, and the center of the energy deposit is
not the point of entry of the incident particle, as is illustrated by Fig. 5.9. Thus,
all directions need to be corrected by an offset d. This offset depends not only on
the angle of the incident particle, but also on the penetration depth of the shower,
which in turn depends on the energy of the incident particle. Therefore, an energy
and angle dependent correction is applied, which is part of the full ECF for TAPS.
The ECF is described in full detail in [Dah08].

Ring 8
d
L
¥ Y
Ring 1
beam axis
| |Ring 1

Figure 5.9: TAPS shower penetration depth correction (not drawn to scale): To obtain the
incident position X, the center of energy position Y needs to be corrected by
the offset d.

10 As the Forward Plug is moved 3 cm downstream, these crystals are, in fact, not facing the target center.
But the effect on the direction reconstruction is small and (mostly) corrected by the ECF [Miil07].
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Chapter 5 Event Reconstruction

5.3.2 Charge Sensitive Detectors

The purpose of the detectors sensitive to charged particles is to measure only the direction
of all charged particles. The direction is reconstructed by measuring the incidence point of
the particle in the detector, assuming the particle originated from the center of the target.

5.3.2.1 Inner Detector

To reconstruct the incidence point of a particle in the Inner Detector, it must be measured
in at least 2 of the 3 layers. The reconstruction is done in four steps:

1. Clustering within each layer ~» fiber cluster

10°
10°
10*
10°

10?
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A charged particle passing through a layer of the Inner Detector does not always
deposit energy in exactly one fiber. Due to secondary particles from the interaction
with the primary fiber, an energy deposit in the neighboring fiber(s) is also possible.
Therefore, in this first reconstruction step, clusters of neighboring fibers within one
layer are reconstructed. A cut on the time difference between the individual hits is
applied (see Fig. 5.10a). The cut width can be chosen rather wide (14 ns, which is
more than 5 o) to maximize the reconstruction efficiency. Accidental coincidences are
still completely negligible.

Combining the hits in different layers ~» two-layer hits

From each combination of intersecting fiber clusters in different layers, a direction
from the target center can be reconstructed. Again, a time difference of less than
14 ns between the two clusters is required (see Fig. 5.10b). The calculation of the
intersection point, using the geometry of the detector, is described in [PGOS§].

Matching of two-layer hits if possible ~~ three-layer hits

In the previous reconstruction step, a particle that was measured in all three layers
is reconstructed to three individual two-layer hits. In this last step, these need to be
combined into a single three-layer hit. First, all three-layer hit candidates are iden-
tified by searching all sets of three two-layer hits, which were reconstructed from the

F = 10°F
3 10°F
;* 10*
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At/ ns At/ ns
(a) fiber cluster reconstruction (b) two-layer hit reconstruction

Figure 5.10: Time cuts used for the Inner Detector reconstruction.
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Figure 5.11: Reconstruction of the three-layer hits of the Inner Detector: The three re-
constructed two-layer hits at the intersection points (blue) of the three fibers
(green) form a triangle on the ¢-z-plane. If the area of that triangle is small
enough they get combined to one three-layer hit (red). A histogram of the area
is shown in (b), in blue for Monte-Carlo data containing only single proton
events, and in yellow for the measured data containing additional background.

same fiber cluster in each of the three layers. But not all these candidates are actual
three-layer hits: a particle that was measured in only two layers and an independent
hit in the third layer (either a noisy channel or a hit from an independent particle)
is also identified as a three-layer hit candidate. Therefore, an additional distance
cut needs to be applied. To evaluate the distance of the three hits, their direction
from the target is projected onto a cylinder with unit diameter along the beam axis,
resulting in a z value and a ¢ angle for each hit (Fig. 5.11a). The three hits form a
triangle on the ¢-z-plane, and a cut is applied on the area of that triangle (Fig. 5.11b)
to select the three-layer hits. Their reconstructed direction is given by the center of
gravity of the triangle.

4. Removal of two-layer ghost hits ~» combined two- and three-layer hits

After the three-layer hits have been identified, not all the remaining two-layer hits
are necessarily valid hits caused by the passage of a charged particle through the
detector. In case of more than one simultaneous hit in the detector, additional so-
called ghost hits are reconstructed in addition to the physical hits. For example, in
the case of two particles being detected in two layers, the corresponding fibers in
general have four crossing points, resulting in two additional ghost hits. In case of
more hits and hits in more layers, the amount of reconstructed ghost hits increases
drastically. Almost all ghost hits are reconstructed as a two-layer hit, the probability
for a randomly matching fiber in the third layer is negligible for the rates observed
in the experiment.

With the reconstructed three-layer hits it is now possible to eliminate a large number
of ghost hits: The probability for a single fiber to be hit simultaneously by two
particles is also negligible. Therefore, all two-layer hits that were reconstructed from
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at least one fiber cluster that was already used to reconstruct a valid three-layer hit
are assumed to be ghost hits and are eliminated. This is illustrated in Fig. 5.12. Ghost
hits caused by multiple simultaneous two-layer hits, however, cannot be identified this
way.
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Figure 5.12: Example for ghost hits in the Inner Detector: In an event with one three-
layer and one two-layer hit (red), the corresponding fibers have additional
intersection points (open circles). These ghost hits can be eliminated (see
text).

5.3.2.2 Forward Plug Veto Detector

The reconstructed incidence point of a charged particle that was detected in a single scin-
tillator plate is just given by the center of that plate. However, since the detector consists
of two layers, a particle is usually detected in two plates. Therefore, a coincident hit!! in
two overlapping plates is reconstructed at the center of the overlap region, improving the
azimuthal resolution from 12° for a single hit to 6° for a two-layer hit.

5.3.2.3 TAPS Veto Detector

Since the scintillator plates in front of the TAPS crystals are not overlapping, a charged
particle is in general only detected in one plate. Hence, it is sufficient to treat each measured
hit individually. The reconstructed incidence point is just the center of the plate which
detected the hit.

5.3.3 Identification of Charged Particles in the Calorimeters

The information from the charge sensitive detectors can be used to identify charged par-
ticles in the calorimeters. This is done by matching the particle directions obtained from
the calorimeter reconstruction with the directional information from the charge sensitive
detectors. The exact procedure differs slightly for each sub-detector, as discussed in the
following.

1A time-cut At < 20ns is used to identify coincident hits. Accidental coincidences are negligible even
with a 2 50 cut.
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Figure 5.13: Polar and azimuthal angle difference between particles reconstructed in the
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Crystal Barrel/Forward Plug calorimeter and directions reconstructed using
the Inner Detector. Monte-Carlo data containing only single proton events
are shown in blue. The measured data, containing additional background due
to uncorrelated hits in the Crystal Barrel or the Inner Detector, are shown in
yellow.
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Figure 5.14: Polar and azimuthal angle difference between particles reconstructed in the

Crystal Barrel/Forward Plug calorimeter and directions reconstructed using
the Forward Plug Veto Detector. Monte-Carlo data containing only single
proton events are shown in blue. The measured data, containing additional
background due to uncorrelated hits in the Crystal Barrel or the Forward
Plug Veto Detector, are shown in yellow. The visible structure of peaks with a
distance of 6° is caused by particles which were measured by a single crystal of
the calorimeter. The direction of these particles is reconstructed to the center
of the crystal, resulting in discrete values. Since the Forward Plug crystals
do not point exactly at the target, the reconstructed 6 of single crystal hits is
not exactly a multiple of 6°, but slightly different for each ring, resulting in
multiple close-by peaks around |Af#| = 6° and |Af| = 12°.
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Figure 5.15: Impact point distance d and time difference At between particles reconstructed
in the TAPS calorimeter and directions reconstructed using the TAPS veto
detectors. Monte-Carlo data containing only single proton events are shown
in blue (no time information is available in the Monte-Carlo simulation). The
measured data, containing additional background due to uncorrelated hits
in the calorimeter or the veto detectors, are shown in yellow. The various
peaks visible in the measured impact point distance distribution are caused
by uncorrelated hits in a single crystal of the calorimeter and a single veto
scintillator. These hits are reconstructed with a direction toward the center
of the crystal and scintillator, respectively. Due to the hexagonal shape of the
crystals, various distances between two crystal centers are possible, resulting
in many distinct peaks.

5.3.3.1 Crystal Barrel/Forward Plug Calorimeter and Inner Detector

The direction of a particle reconstructed in the Crystal Barrel calorimeter and the direction
reconstructed from the Inner Detector are compared using their polar angle difference A#
and their azimuthal angle difference A¢. A particle is identified as charged if |Af| < 12°
and |A¢| < 12° for any hit in the Inner Detector (see Fig. 5.13).'2 If the reconstructed
particle has a time information available,'® a time difference |At| < 15ns is also required.

5.3.3.2 Crystal Barrel/Forward Plug Calorimeter and Forward Plug Veto Detectors

This is done nearly the same way as described above, only with slightly adjusted cut limits
due to different angular and time resolution. A particle is identified as charged if |[Af] < 8°,
|Ag| < 14°, and |At| < 20 ns for any hit in the Forward Plug veto detector (see Fig. 5.14).

5.3.3.3 TAPS Calorimeter and Veto Detectors

Due to the different geometry of the TAPS detector as a forward wall, a comparison between
directions in spherical coordinates is not useful. Instead, the distance d of the reconstructed

12199 equals two times the angle covered by a single crystal, both in ¢ and 6.
13 This can only be the case if it was detected in the Forward Plug, which has only a small overlap (= 1
of 3 rings) with the Inner Detector.
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impact points on the surface of the TAPS detector is calculated. All particles with d <
6.8 cm (which is equal to the excircle diameter of the TAPS crystals) and |At| < 15ns for
any hit in the TAPS veto detector are marked as charged (see Fig. 5.15).

5.3.4 Tagging System

The aim of the tagging system reconstruction is to provide precise energy and time infor-
mation of all tagged beam photons. First, the reconstruction is done independently for
the scintillator bars and the scintillating fiber detector, before the information from both
detectors is combined in the last reconstruction step.

5.3.4.1 Plastic Scintillator Bars

The scintillator bar hodoscope is designed such that each electron should be detected
in (at least) two adjacent scintillators [For09]. To ensure that only one beam photon
is reconstructed for each electron, all detector hits caused by that electron need to be
identified. This is achieved by combining all hits in neighboring bars which occurred within
a time interval of at most 4 ns (see Fig. 5.16a) into a single beam photon candidate. Only
candidates that were reconstructed from at least two bars are retained in order to suppress
background due to electrons not originating from the radiator target.

5.3.4.2 Scintillating Fiber Detector

The reconstruction of beam photon candidates from the scintillating fiber detector is done
similarly as with the bars. Due to the worse time resolution of the fibers [Har08], a larger
time interval of 7ns (see Fig. 5.16b) is used. Since the geometry of the detector allows
for electrons to pass through only a single fiber, all beam photon candidates that were
reconstructed from only one hit are retained as well.
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Figure 5.16: Time cuts used for the tagging system reconstruction. The periodic 2 ns struc-
ture of the background is a result of the distance of the electron bunches in
the accelerator.
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5.3.4.3 Combined Reconstruction of Bars and Fibers

The scintillator bar detector provides a good time resolution and allows for a low-back-
ground reconstruction of beam photon candidates. However, its energy resolution is insuf-
ficient due to the size of the bars. The fiber detector, on the other hand, has good energy
resolution, at the expense of time resolution and background suppression capability. For
optimal reconstruction quality, the information of both detectors needs to be combined.
Only beam photon candidates with geometrically matching hits in the bar and fiber detec-
tor are retained. Additionally, the difference between the mean time of the bar hits to the
mean time of the fiber hits is required to be less than 4ns.f

The reconstructed beam photon energy is given by the average of the energies associated
with the individual fiber hits:

1 Nﬁber
E, = o 5.11
7 Nﬁber ; ’ ( )

where the energy E; is given by the calibration function (cf. Eq. (5.7a) and Fig. 5.8). The
time of the reconstructed beam photon is given by the average of all bar and fiber hit times,
weighted with the corresponding squared time resolution of the detector (cf. Table 5.4):

Nﬁber Nbar
Whber 2. ti + Whar Y, tj w
i=1 j=1 . fiber
ty = with —— = 0.5. 5.12
K Weber Nfiber + Whar Nbar Whar (5:12)

This procedure limits the reconstruction to the energy range covered by both detectors,
ie. to B, $2.6GeV. To extend the reconstruction to higher energies covered only by the
bars, a fiber hit in that region is not required and only the information from the bars is
used. Further details on the reconstruction of the tagging system can be found in [Har(8]
and [For09].

5.3.5 Gamma Intensity Monitor and Flux Monitor

The aim of the gamma intensity monitor reconstruction is to provide time information of
all detected photons. Since a directional information is not needed, no clustering needs to
be done. Instead, all hits measured by any crystal are used. To avoid multiple counting of
photons that were measured in more than one crystal, all hits measured within 12 ns after
a hit are rejected. The 12ns correspond to the double pulse resolution of a single crystal.
The detector is thus effectively treated as if it consisted of a single crystal.

Hits in the Flux Monitor are reconstructed by requiring a coincident hit in the two scintil-
lators behind the pair production target, and no hit in the veto scintillator. A time cut of
At =10ns (= 50) is used for the coincidence.

14 Here, a smaller time cut can be used, because the resolution of the mean time is better than the resolution
of the individual fiber times.
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5.4 Event Selection

Both reactions of interest for this work, namely vp — pr® and yp — pn, are described by
the four-momenta of the involved particles. Energy and momentum conservation yields

E. mp\ Ep/ Eﬂ.o, =
<ﬁ3> + < 6) = (ﬁp/> + (17”07;7) (c=1). (5.13)

The kinematics of the two-body final state are, if the initial state is known and the masses
of the particles are fixed, fully described by two variables. Most commonly used are the
center-of-mass energy W and the angle 6 in the center-of-mass frame between the incoming
photon and the produced meson. Alternatively, the energy £, of the beam particle in the
laboratory frame can be used instead of W.

Based on the results of the particle reconstruction, i.e. energy and direction of all measured
particles, it is now possible to select events of the reactions. The aim is to retain as
many events as possible for the reactions of interest, while at the same time reducing the
background contamination from other reactions.

The selection is optimized to select the desired reactions with a (polarized) free proton as
the target. For the butanol target, there are also reactions occurring on a bound nucleon
inside the carbon or oxygen nuclei. Due to Fermi motion, the target particle is not at
rest and Eq. (5.13) is not fulfilled for these reactions. This results in a different selection
efficiency for these background reactions. The implications this has for the analysis will be

discussed in detail Section 6.3.

5.4.1 Reaction vp — pm®

The dominant decay mode of the 7 meson is the decay 7% — 2y with a branching ratio
of I;/I" = (98.823 £ 0.034) % [Oli+14]. Tt is the only decay mode of the 7° investigated in
this work.

Pre-Selection

In the first selection step, all events with exactly three reconstructed particles in the
calorimeters are selected as candidates for the py~ final state. If timing information has
been reconstructed for a given particle, a time cut —20ns <t < 50 nsf is applied to ensure
the particle is correlated with the trigger at ¢ = 0.

Combinatorics

It is a priori unknown which of the three reconstructed particles in the final state corre-
sponds to the proton, and which to the two decay photons of the meson. Each reconstructed
particle could be the proton, it is thus required to consider all three possible combinations.
This increases the number of events by a factor of three and introduces combinatorial back-
ground, which of course has to be eliminated again by the following steps of the selection.

15 The asymmetric cut is required to account for jitter in the trigger signals.
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For each event, the energy and momentum of the pion can be calculated from the recon-
structed photons.

Exo) _ (B} o (B (5.14)
DPro P, DPr,

Since the recoiling proton is not necessarily stopped in the calorimeter, only its measured
direction (0, ¢,/) can be used.

Beam Photon Candidate Selection

Due to the large rate of electrons detected by the Photon Tagging System (> 10 MHz), the
number of reconstructed beam photon candidates for each event greatly exceeds one, as can
be seen in Fig. 5.17. The time difference At eaction between the beam photon candidates and
the reconstructed reactions products'® is used to identify the correct beam photon. This is
done by applying the cut —15ns < Atieaction < 5 ns, which must be asymmetric to account
for the time of flight of low-energetic protons detected in TAPS.!” However, as can be seen
in Fig. 5.18, there is a non-negligible amount of background below the coincidence peak,
which needs to be subtracted. This is done by a sideband subtraction. Events selected
by a second cut (—2701ns < Atreaction < —7018) V (7018 < Atreaction < 2701s) are retained

as well, but get assigned a negative weight wy, given by the ratio between the cut width
around the peak and the sideband cut width:

20ns

Wpg = ———0n = —0.05. (5.15)
8 400 ns
10° - 10° -

E E Entries 6.655553e+07 * 180 Entries  9.994329e+09
7000~ Mean 16.68 ; 605 Mean 26.87
6000; RMS 3.97 B RMS 315.2

E 140
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40000 100[-
3000~ 80
B 601~
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0:( L ol e Lo L T | o: T T T NS P ol
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Figure 5.17: Number of reconstructed beam Figure 5.18: Time difference Atyeaction be-
photon candidates per event. tween the beam photon candidates and the
reconstructed reaction products.

16 If more than one particle in the final state has timing information available, the average is used. If no
timing information is available for the reconstructed final state particles (which can happen if all particles
were detected in the Crystal Barrel Calorimeter and the trigger was issued by the Inner Detector only),
the time of the trigger (¢ = 0) is used instead.

7 All protons that are reconstructed (i.e. deposit an energy of at least 25MeV in the TAPS calorimeter,
see Section 5.3.1.2) have a time of flight difference to photons of less than 15 ns [Har08].
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5.4 Event Selection

By using this weight when filling histograms at any later analysis step, the background
of random coincidences between reconstructed beam photon candidates and reconstructed
final state are subtracted.

There is one important limitation to the sideband subtraction. As long as the actual beam
photon that initiated the reconstructed reaction has been energy tagged and reconstructed,
the background in the time difference spectrum is flat and can be subtracted as described.
However, if the actual beam photon has not been reconstructed, the background is not flat.
The reason for this lies in the trigger conditions used during data-taking: the trigger
required a hit in the Photon Tagging System, which obviously can only be fulfilled by a
random coincidence if the actual beam photon has not been tagged. As a consequence, the
background is peaking around the time of the trigger at Atyeaction = 0, but only for events
where the actual beam photon has not been energy tagged. Thus, reactions without the
correct energy tagged beam photon are not properly subtracted. There are two possible
reasons for untagged beam photons.

1. The detection efficiency of the Photon Tagging System is smaller than 100 %, as for
any detector. However, the efficiency is very close to 100 % [For09], and the number
of events with untagged beam photons and at least one uncorrelated tagged beam
photon at the same time is negligible.

2. The tagger does not cover the photon energy range below E, ~ 550 MeV, and the
cross section for 7° photoproduction in that energy range, in particular around the
A(1232) resonance, is much larger compared to the cross section at higher energies
(see Fig. 2.1). Thus, there is significant background contribution from reactions below
the threshold of the Photon Tagging System, which has to be eliminated by other
means.

The energy of the beam photon can be calculated from the meson’s four-momentum using
energy and momentum conservation, if the target proton is assumed to be at rest.

1ar2
mpEWO - iMﬂ'O

le __ : _ 2 -2
E;ac _ - B +p7zr0 with Mo = HEﬂ.o — Do (516)

The energy resolution obtained using Eq. (5.16) is of course worse than the energy resolution
of the Photon Tagging System. Nevertheless, this can be used to eliminate most of the
background from reactions with beam photons outside the tagged energy range by requiring
E;alc > 530MeV.'® The effect of this cut can be seen in Fig. 5.19 where E,‘;alc is plotted
versus the tagged E,. There is some background remaining, which will be eliminated by
the kinematic cuts described in the following and can therefore be neglected.

Kinematic Cuts

With the known kinematic quantities, namely the four-momenta of the initial state, as well
as the four-momentum of the 7° and the direction of the recoiling proton, the reaction

¥ Due to the worse energy resolution of Eq. (5.16) the cut needs to be applied 20 MeV below the threshold
of the Tagging System, in order to not eliminate any valid reactions just above the threshold of the
Tagging System.
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Figure 5.19: The beam photon energy Egalc calculated from the reconstructed 7° candidate,
plotted versus the tagged beam photon energy FE,. Valid events are clustered
around the E, = Egalc line (dashed), while the background at low Efyalc is
eliminated by the cut (white line).

is over-determined. As a consequence, energy and momentum conservation can be used
to select the desired reaction and eliminate background from other reactions by applying
several kinematic cuts.

Azimuthal angle difference Because of momentum conservation, the three momentum
vectors of the beam photon, the produced meson and the recoiling proton span a
plane, the so-called reaction plane. Consequently, the azimuthal angle difference A¢
between meson and recoiling proton has to be 180° and can be used as a selection
criterion.

Polar angle difference Momentum conservation allows another cut: since the reaction is
over-determined, the recoiling proton can be treated as a missing particle, and its
energy and momentum can be calculated from the energies and momenta of the
other particles. The polar angle difference Af between the measured and the missing
proton can then be used as another selection criterion.

Invariant mass of the missing recoiling proton Treating the recoiling proton as a missing
particle allows another selection criterion, by calculating its invariant mass M,y :

2

BN (B . (mp)\  (Ew
]3]
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Figure 5.20: The effect of the four kinematic cuts on the butanol data. The corresponding
spectra are shown before all cuts (red), and after the other three cuts were
applied (green). For all spectra, the previously discussed cut on E§alc was
applied, and random coincidences were subtracted.

Invariant mass of the meson So far, no constraint on the invariant mass of the meson
has been imposed. Therefore, all reactions with a meson decaying into 2y have been
retained so far. By applying a cut on the invariant mass M., of the two photons,
reactions with the 7° as the meson are selected. By changing the value of this cut, it
is also possible to select other mesons decaying into 2 like the n or n/.

The width of the kinematic cuts has to be optimized in such a way that the selection
efficiency is as high as possible (requiring wide cuts), but also rejecting as much background
as possible (requiring narrow cuts). A 20 wide cut has proven to be a good compromise:
around 83 % of all valid events should be retained.!® A more detailed investigation of
different cut widths is described in Section 6.3.

4
19 Assuming a normal distribution, four independent 2o cuts lead to erf(f—\‘;i) = 83 % retained events.
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Figure 5.21: The effect of the four kinematic cuts on the carbon data. The corresponding
spectra are shown before all cuts (red), and after the other three cuts were
applied (green). For all spectra, the previously discussed cut on Eff‘lc was
applied, and random coincidences were subtracted.

Determining the cut width corresponding to 20 of the signal is not straight-forward, due
to the fact that there is not only signal but also background visible in the corresponding
spectra (see Fig. 5.20). The cut limits for each of the four kinematic cuts are therefore
determined in an iterative process: By applying the other three cuts, in the first iteration
with a rough estimate for the cut width, the background is greatly suppressed, as can be
seen in Fig. 5.20. However, the shape of the signal of interest—resulting from the free
protons in the butanol-—cannot yet be clearly identified, since there is still a significant
amount of background from reactions off bound nucleons inside the carbon and oxygen
nuclei of the butanol target.

The shape of this background can be seen in the corresponding spectra for the carbon
target, which are shown in Fig. 5.21. It can be subtracted from the butanol data to obtain
the spectra with only contributions from reactions off the free proton. For this to work,
both butanol and carbon data need to be (relatively) normalized. The normalization will be
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Figure 5.22: The spectra for the four kinematic cuts on the free proton data, obtained by
subtracting the normalized carbon data from the normalized butanol data.
The corresponding spectra are shown for all £, and cos 6 after the other three
cuts were applied. For all spectra, the previously discussed cut on Efyalc was
applied, random coincidences were subtracted, and a normalization to the
photon flux was performed prior to the subtraction.

described in detail in the next chapter, in Sections 6.1 and 6.3. The resulting distributions
are shown in Fig. 5.22 (note the change of scale on the ordinate axis due to the photon
flux normalization). Now the background contribution is small enough in each spectrum
so that the cut limits can be determined reliably.

Another complication arises from the fact that the distributions shown in Fig. 5.22 exhibit
a strong dependence on the kinematic variables, as can be seen in Figs. 5.23 and 5.24, where
they are plotted versus the beam photon energy FE, and the meson center-of-mass angle
0, respectively. A fixed cut width would thus be either too wide or too narrow, depending
on the kinematic region. Therefore, the cut limits are determined in (E,, cos#) bins with
variable bin width such that there are enough entries in each bin to do this reliably. The
final cut limits are listed in Appendix C.1.
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Figure 5.23: The spectra for the four kinematic cuts as a function of the beam photon
energy I,. For each spectrum, the other three cuts and the cut on Egalc were
applied, the spectrum was normalized to the photon flux, and the random
coincidences and the carbon data were subtracted.
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Figure 5.24: The spectra for the four kinematic cuts as a function of the meson center-of-
mass angle 6. For each spectrum, the other three cuts and the cut on Efyal"
were applied, the spectrum was normalized to the photon flux, and the random
coincidences and the carbon data were subtracted.
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5.4 Event Selection

Charge Identification

So far, the reconstructed charge information has not been used. As can be seen in Fig. 5.25,
any cut on the reconstructed charge information reduces the number of reconstructed
events. It does, however, not significantly improve the signal-to-background ratio. Hence,
such a cut is not useful. On top of that, the efficiency of the charge identification detectors
is not uniform in the kinematic variables of the reaction, as can be seen in Fig. 5.26.

—6
S 10 — no charge cut s 1¢
& 10; —— charged proton 4
= = —— uncharged photons o
[ —— both cuts
8- 03 0.9
6;
r 0
L 0.8
47
L -0.5
27
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Figure 5.25: The effect of a cut on the re-
constructed charge information on the M,
distribution. All other cuts have been ap-

Figure 5.26: Distribution of inefficiencies
caused by a cut on the reconstructed proton
charge.

plied, and the random coincidences and the
carbon data have been subtracted.

One advantage of using the charge information would be the elimination of the combina-
torial background, since only one combination of the three reconstructed particles would
be possible instead of three. However, the combinatorial background after all cuts is com-
pletely negligible: only a total of 7 events (out of ~ 1.7 million) with more than one
combination are retained. As a consequence, a cut on the charge information is not used
in this analysis.

5.4.2 Reaction vp — pn

As can be seen in Table 5.5, the n has two main decay modes with only photons in the final
state, namely n — 2y and 1 — 37% — 6, where the latter has a total branching ratio of

I/T(n — 6y) = I/T(n — 3a°) - (I;/T(7° — 27))* = (31.54 +0.23) % (5.18)

5.4.2.1 Decay Mode n — 2~

Since the final state is the same as for the yp — pm® — py7y, the selection can be done
as described in Section 5.4.1, with the cut on the invariant mass M, of the two photons
modified to select the  meson instead of the 7%, The cut limits are listed in Appendix C.2.

81



Chapter 5 Event Reconstruction

Table 5.5: The dominant decay modes (I5/1" > 1%) of the n meson [Oli+14].

decay mode branching ratio I /I"

2 (39.41 4+ 0.20) %
30 (32.68 +0.23) %
nta—r0 (22.92 +0.28) %
Tty (4.22 4 0.08) %

5.4.2.2 Decay Mode np — 37°

In principle, the reaction vp — pn — p37® — p6vy can be selected in a very similar
way as the decay mode n — 7. The main difference is that the four-momentum of
the n is calculated from six photons instead of two. If all other selection steps are done
as described in Section 5.4.1, it is, however, not possible to select the reaction without
significant background contamination, as can be seen in Fig. 5.27a. But the background
can be reduced by an additional cut on the mass of the three 7% from the 7 decay: For
all 15 possible combinations of 67 into 37°, the three v invariant masses are calculated.
Only events for which at least one combination has all three invariant masses between the
cut limits around m_o are retained. If this is the case for more than one combination, the
bestf combination is chosen for further analysis. The background level below the n peak
in the 6+ invariant mass spectrum is thus reduced by more than a factor 2, as can be seen

in Fig. 5.27b.
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(a) before cut on 7° mass (b) after cut on 7° mass (c) after vy-energy correction

Figure 5.27: The 6+ invariant mass distribution, showing a clear n — 37° — 6+ signal.

It is possible to improve the invariant mass resolution using a “poor man’s kinematic fit”:
Since the relative angular resolution of the calorimeter is much better than the relative en-
ergy resolution, any deviation of the reconstructed M., from the actual mass is dominated
by a deviation of the reconstructed photon energies. Using m.,o0 as a constraint for M, it
is possible to correct these energies using

0

m
EPT =E, - v (for i =1, 2). (5.19)
Y172

20 The best combination is defined as the combination with minimal quadratic deviation of the three -y
invariant masses from m_.o.
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Figure 5.28: The 6+ invariant mass distribution, showing significant background below the
n peak for £, > 1GeV.

This results in an exact two-photon invariant mass M7 = m.. The effect of this correction
on the 370 invariant mass can be seen in Fig. 5.27c.

It is still not possible to select the reaction yp — pn — p6v without significant background
contamination. In particular for E, > 1 GeV the contribution from other events with 37°
that do not originate from an n decay is around 10 % (see Fig. 5.28), and increasing further
for higher FE,. This introduces a large systematic uncertainty, or drastically complicates
further analysis. Since the number of reconstructed events for this decay mode is signifi-
cantly lower than for the n — v~ decay mode,i and would thus only slightly reduce the
statistical errors, this decay mode is not used for further analysis, but only as a systematic
cross check (see Section 7.4.2).

5.5 Acceptance

In order to judge the efficiency of the event selection process, the acceptance € can be
investigated. It is defined as the fraction of all events that survive the reconstruction and
selection process:

£(E,, ) = Neelected. (5.20)
Ntotal

The acceptance cannot be determined from the measured data alone, because Niga1 iS not

known. Instead, ¢ is determined from the Monte Carlo simulated data (see Section 5.1.3),

by using exactly the same reconstruction and selection procedure as for the measured data.

The resulting acceptance is shown in Fig. 5.29 for a target proton at rest. The maximum

acceptance is around 65 %, which is consistent with a detection efficiency of 90 % per

21'While the branching ratio for the 37° decay mode is only about 20 % lower than the 2y decay mode (see
Table 5.5), one also needs to consider the photon detection efficiency of the detector in order to get an
estimate for the number of 7 — 37° events. The average efficiency is at most ~ 90 % per photon (see
Section 5.5), it further decreases for events with a larger number of photons in the final state due to
increased chance for overlapping energy deposits in the calorimeter. On top of that, additional cuts are
performed on the 7° mass for the n — 37° decay, thus further reducing the reconstruction efficiency.
Therefore, the number of reconstructed n — 37° events is less than 25 % of the  — v events (see also
Table 5.6).
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Figure 5.29: The acceptance ¢ for the reactions yp — pr°’ — pyy and vp — pn — py7, for
a free proton target (Monte Carlo dataset (3)).

photon, and four 2¢ cuts: 0.95%-0.92 ~ 0.66. The acceptance hole at large cos # corresponds
to low-energetic protons (going in backward direction in the CM system), which do not
deposit enough energy in the calorimeter to be reconstructed, or are absorbed in the target
or inactive material in front of the detector. The other prominent structures with lower
acceptance correspond to inefficient regions of the detector system. This can be seen in
Fig. 5.30, where the distribution of events for which the proton is emitted in the direction
of a detector inefficiency is shown. A clear analogy to the acceptance shown in Fig. 5.29
can be seen.

For a target proton with Fermi motion, i.e. for protons bound in nuclei, the acceptance is
very different, as can be seen in Fig. 5.31. Most obvious, the acceptance is considerably
lower compared to the free proton target, which is a consequence of the broader distri-
butions on which the kinematic cuts are applied. Also, the structures caused by detector
inefficiencies are less clearly visible. This is a direct consequence of the Fermi motion: For
a given (E,, ), the direction of the recoiling proton is no longer fixed; thus, all detector
inefficiencies appear blurred. Since the reactions off bound protons are background for the
double polarization measurements with the butanol target, a lower acceptance for these
background reactions is of course an advantage.

The total number of reconstructed events is summarized in Table 5.6 for the different targets

and reactions. Based on this event sample the polarization observables can be extracted
from the data. The analysis is presented in detail in the next chapter.

Table 5.6: Total number of reconstructed events for the different targets and reactions.

vp — pr’ Yp = pn
7r0—>7fy n — vy 77—>37T0

butanol 1691572 170734 39451
carbon 194759 21737 4803
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Figure 5.30: Distribution of generated events with no acceptance due to the proton escaping
through the central hole in TAPS (red, barely visible, at cosf# = £1 and for all
angles at the n threshold), and events with reduced acceptance due to reduced
proton detection efficiency between TAPS and the Forward Plug (blue), and
between the Forward Plug and the Crystal Barrel (green). (Note: This is a
purely geometrically motivated estimate, assuming a point target and without
any interactions of the produced particles. The actual distribution will be
slightly blurred due to the size of the target and multiple scattering of the
protons.)
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Figure 5.31: The acceptance ¢ for the reactions vp — pn® and yp — pn, for a bound target
proton with Fermi motion (Monte Carlo dataset (4)). Note the different scale
compared to Fig. 5.29.
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Chapter 6

Determination of the Polarization
Observables

In this chapter, two different methods to determine the polarization observables from the
data will be presented. But first, the prerequisites are discussed, the most important
being the polarization degree of the photon beam and the target protons, but also the
normalization of the data.

6.1 Normalization

In order to combine the data from the different data sets, each set must be normalized to
the corresponding luminosity integrated over the livetime of the data acquisition, or at least
to a number that is proportional to the integrated luminosity for a relative normalization.
For a fixed target experiment, the luminosity L is given by the product of target area

density n4 and incoming photon rate V., resulting in

/Ldt:nA / N, dt =n4 - N,. (6.1)

livetime livetime

Thus, the area density of the different targets and the photon flux, integrated over the
livetime, need to be determined for the normalization, which is discussed in the following.

6.1.1 Area Density of the Targets

The area density is constant for a given target. For a relative normalization of different
data sets obtained with the same target, it is not needed at all. However, since different
targets were used (i.e. the butanol and the carbon foam target), their relative area density
needs to be known.

The carbon target was used to approximate the bound nucleons of the butanol target (cf.
Section 6.3). Thus, only the bound nucleons inside the C (and O) nuclei of the targets are

considered here. The area density ng of the bound protons, which is identical to the area
1

density n% of bound neutrons,' can then be calculated using

Ny p¢ NP
nb o= DAPERp

p 7
Mmol

(6.2)

! Both '2C and %0 contain the same number of protons as neutrons. Contributions from other isotopes
can be neglected.
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where p and ¢ are the density of the target and its length, IV, and my,,1 are the number of
bound protons per target molecule and its molar mass, and Ny is the Avogadro constant.
The target cell for the butanol target is covered with a thin polytetrafluoroethylene (PTFE)
window and filled with butanol beads (diameter ~ 2mm [RDO04]). The effective density
pet Of the butanol target is given by the nominal density of butanol and the filling factor
f, which depends on the geometry of the beads and has a large uncertainty, in particular
for a narrow (collimated) photon beam, due to local density variations. Measurements of
the filling factor for similar butanol targets of various sizes resulted in an average filling
factor between 60 % and 65 % [Roh03; RD04]. For this analysis, an average filling factor
of 62 % is assumed, with an relative uncertainty of 10 %, which is a conservative estimate
also taking the local density fluctuations into account.

Table 6.1: Parameters of the butanol target. Table 6.2: Parameters of the PTFE window.

pet = 0.94g/cm3-(0.62 + 0.06) [RD04] p=22g/cm? [Oli+14]
¢ = (2.000 £ 0.005) cm [Griil6a] ¢ = (0.050 £ 0.005) cm [Griil6a]
Mmol = 74.12 g/mol [Oli+14] Mmol = 100 g/mol [Oli+14]
N, = 32 N, = 48
np = (0.303 £ 0.030) barn—! np = (0.032 + 0.003) barn~!

Using the parameters of the butanol target listed in Table 6.1 and the PTFE window listed
in Table 6.2, the area density of bound protons in the target material can be calculated as

nyutanel — (0,33 + 0.03) barn L. (6.3)

For the carbon target measurement, the target cell including the PTFE window was re-
placed by a piece of carbon foam, with the parameters as listed in Table 6.3.

Table 6.3: Parameters of the carbon foam target.

p = (0.5000 £ 0.0005) g/cm? [Griil6a)]
¢ = (2.040 £ 0.005) cm [Griil6a)
Mmol = 12 g/mol
N, =6

np = (0.3071 4 0.0008) barn~*

For a relative normalization, the carbon data thus needs to be scaled by a factor
nz)utanol

carbon
T

c= = 1.09 + 0.10. (6.4)

The quoted uncertainty is dominated by the uncertainty of the filling factor of the butanol
target, the uncertainties of the target dimensions are significantly smaller. There are,
however, additional uncertainties, most importantly the liquid helium surrounding the
target material. The carbon target was also operated with liquid helium surrounding
the target cell. Therefore, the total amount of helium should be similar for both targets;
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however, it is not precisely known. An additional complication arises from the fact that
the location of the phase separation between the He-enriched and the 3He-diluted phase
is unknown, i.e. the photon beam could be passing through either phase. In summary,
the precision of the direct determination of the relative target densities is unsatisfactory.
Therefore, the value given in Eq. (6.4) will not be used directly for the analysis, but only
as a plausibility cross-check. Instead, a carbon scaling factor containing the relative target
densities is obtained directly from the data, as will be described in Section 6.3.2.1.

6.1.2 Integrated Photon Flux

While the target area density is an energy-independent normalization factor, the integrated
photon flux is energy-dependent. For measurements with coherent bremsstrahlung in dif-
ferent settings, e.g. with the coherent peak at different energies, even the relative photon
flux is energy-dependent. Therefore, the determination of the energy-dependent integrated
photon flux is indispensable.

The Gamma Intensity Monitor (GIM) as a total absorbing photon detector can be used
to count all photons with energies above its threshold.z However, it does not measure the
energy of the photons. The Photon Tagging System (Tagger), while providing precise in-
formation on the energy of the beam photons, also detects electrons that do not correspond
to a photon reaching the target. This is mostly due to the photon beam collimator, but
also due to background in the tagging hodoscope, e.g. from the electron beam halo. To
count the number of beam photons IV, at the target as a function of their energy FE,, it is
therefore required to count coincident hits in the Tagger and the GIM. This is done using

NTagger/\GIM (E’Y)
NTagger (E'y ) ’

=Py (Ey)

N’Y (E’Y) = NTagger/\GIM(E’y) = NTagger(E’y) .

(6.5)

where Nmugger is the total number of tagged beam photon candidates that are properly
reconstructed (see Section 5.3.4) during the livetime of the experiment, and P, is the
probability that an electron detected by the Tagger corresponds to a photon on the target.
The determination of both Nrugeer and Py is discussed in the following.

6.1.2.1 Determination of Nragger

The total number of tagged beam photon candidates cannot be determined directly, because
the readout of the detectors has been triggered only for a small fraction of hits in the Tagger.
To obtain the number integrated over the livetime of the experiment, livetime-gated scaler
modules need to be used. However, the reconstruction of tagged beam photon candidates
(cf. Section 5.3.4) involves the combination of data from the bar and fiber detector and
cannot easily be implemented in hardware. Instead, the scalers only count coincident hits
in neighboring scintillator bars, yielding an Ngcaler than differs from the desired Nragger-
In addition, the reconstructed beam photon candidates in a time window of At = 1.2ps

2 At least if the photon flux is small enough for deadtime effects to be negligible. This is not the case
during normal data-taking, but the deadtime effects can be corrected, as will be shown later in this
section.
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around each recorded event can be counted, with At given by the width of the time window
of the multi-hit TDC that is read out for each event. The number Nﬁcg‘fg%r thus obtained
needs to be scaled up to the livetime of the experiment. To achieve this, the number Nppc
of coincident TDC hits in neighboring bars during the time window At is also determined,
and compared to the number Ngajer Of coincident hits in neighboring bars during the full
livetime, which is determined by the scalers. The quotient of the two numbers yields the
needed scaling factor, the total number of tagged beam photon candidates integrated over

the livetime is therefore given by

N, scaler

NTagger(E’Y> = ”E‘;Cgoglér(E’Y) : Ntpe .

(6.6)

The method is described in more detail in [Har08].

An additional complication arises because the CO9 Cherenkov detector is used as a trigger
veto. It causes additional deadtime, which is not excluded from the livetime gate provided
to the scaler modules due to limitations of the trigger system. To manually account for
the trigger veto deadtime, both the deadtime Atye, caused by a single veto and the veto

trigger rate Nyeto need to be determined, resulting in a relative deadtime given by

t )
dead - Atveto . Nveto- (67)
ttotal

The veto trigger rate is obtained directly from the scalers in the trigger FPGA module.
The deadtime Atyeto depends on the length of the veto trigger signals, it can easily be
determined from the TDC spectrum of the COy Cherenkov veto detector by measuring the
width of the “hole” around the time of the trigger, as can be seen in Fig. 6.1. To account for
fluctuations in the beam current and therefore in Nveto, the relative deadtime is determined
on a per dataﬁlei basis. A typical rate Nveto ~ 1.3 MHz results in an additional relative
deadtime of itdoe—::l ~7%.

The total number of tagged beam photon candidates, also considering the veto deadtime,
can then be calculated using

Nycal )
Nragger () = Niigger (By) - 75 (1= AtvetoNvero ) - (6.8)

6.1.2.2 Determination of P,

The probability P, that an electron detected by the Tagger corresponds to a photon at the
target is given by

Nrtaggernciv (E
Py (E,) = — e ram(E,) (see Eq. (6.5)). (6.9)
NTagger(Ev)

It is thus required to determine NraggernGiM, the number of coincident hits in the Tagger
and the GIM. In principle, this can be done by counting the reconstructed Tagger hits for
which a hit in the GIM with a time difference At < 8ns is also reconstructed. However,

3 The acquisition of one datafile containing 500000 events takes approximately 15 minutes.
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Figure 6.1:

Figure 6.2:

6.1 Normalization
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t/ns
The TDC spectrum of the CO9 Cherenkov detector for a trigger condition that
includes this detector as a veto. A hole around the time of the trigger at t = 0
is clearly visible, with the width of the hole corresponding to the deadtime
Atyeto = H51ns caused by a single veto signal. The peak at the left edge of the
veto hole is a consequence of the limited double pulse resolution of the veto: an
uncorrelated signal just before the time of the trigger at ¢ = 0 causes deadtime
on the veto itself, which makes the trigger more sensitive to background during
that deadtime, since no veto signal can then be provided. As a consequence,
more (background) events are written to disk directly after a Cherenkov veto
signal, which is equivalent to an increased probability to observe an uncorrelated
signal in the Cherenkov detector just before the trigger, resulting in a peak in
the TDC spectrum.
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Time difference At = tamv — tTagger between electrons reconstructed by the
Tagger and photons reconstructed by the GIM. The time intervals used to
select peak and sideband events are marked in green and red, respectively. The
background level in the peak interval is lower (to the right of the peak) because
of the reduced livetime. To correctly subtract the background, the livetime
needs to be determined (see text).
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as can be seen in Fig. 6.2, there is significant background due to random coincidences,
distributed over the full time span and especially underneath the coincidence peak. A
closer look reveals that the background is not flat below the coincidence peak. Instead,
there is an approx. 12ns wide region next to the peak with significantly less background.
This is due to the deadtime caused by the limited double pulse resolution tppr = 12ns of
the GIM* which is effectively a single channel detector (cf. Section 5.3.5). Since each hit
causes subsequent deadtime, the total deadtime in a given time cut interval depends on
the total number of counts in that interval. There is more total deadtime in a time interval
around the coincidence peak compared to a time interval of the same size in the sideband,
simply because there are more hits in the peak interval. Consequently, less background
is counted around the coincidence peak. To correctly eliminate the background using a
sideband subtraction, the different deadtimes in the peak and sideband intervals need to
be taken into account.

This is done by normalizing the number of peak and sideband events to the corresponding

. . peak side 5 . . peak,side
livetimes #); .~ and 23 2 The total number of peak and sideband hits NTagger A and
peak,side

the corresponding accumulated livetimes , are determined event-by-event. For
each hit in the Tagger, the time difference to the hits in the GIM is investigated, and three
intervals are defined: one peak interval —8ns < At < 8ns and two sideband intervals
—35ns < At < —19ns and 19ns < At < 35ns. For each hit in the Tagger, the width
of each interval is added to the corresponding accumulated livetime. Each coincident hit
within the intervals is counted, and the corresponding livetime is decreased again by tppgr
(or less, if the hit is closer to the end of the interval).

The background-subtracted number of coincident hits in the Tagger and the GIM is then
given by

peak

__ aspeak live side
NTagger/\GIM - NTagger/\GIM - tside " V¥ TaggerA\GIM - (610)
live

Here, the relative livetime of the peak and sideband intervals is only used to correctly
subtract the background. But the limited double pulse resolution does not only influence
the sideband subtraction of random coincidences, it also reduces the detection efficiency of
the GIM. How the reduced efficiency can also be corrected is discussed in the next section.

GIM Efficiency Correction

The P, calculated using Eq. (6.9) is only correct if the detection efficiency of the GIM
is 100 %. In general, the detection efficiency egmy < 1 decreases the measured Py, which
needs to be taken into account and corrected.®

1 . PmeaS( ) — 1 . NTagger/\GIM (Ev)
5GIM(E'Y) 7 K EGIM (E“/) NTagger(E'y)

4For the Tagger the double pulse resolution of the single channels can be neglected because of the
segmentation of the detector.

5 The livetimes t5°** and #19° are the livetimes within the time intervals used to select peak and sideband
events. They have nothing to do with the data acquisition livetime ¢;ve mentioned earlier.

% The detection efficiency of the Tagger does not need to be taken into account: it affects Nraggerngiv in

the numerator and Nragger in the denominator the same way and cancels in the calculation of P, .

P’Y(E’Y) =

(6.11)
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6.1 Normalization

The efficiency can be separated into a rate-independent and a rate-dependent part:

EGIM = EGIM - EGIM- (6.12)
The rate-independent efficiency 50GIM is mostly influenced by the threshold of the detector
(discriminator threshold). At high F,, it approaches nearly €2, ~ 1, but drops signifi-
cantly below E, < 1GeV, as can be seen in Fig. 6.3. The threshold, which is set below
500 MeV for each crystal, influences the efficiency even at energies twice as large due to the
fact that the energy deposited in the detector—in an electromagnetic shower—can spread
over more than one crystal.
It should be noted that for a relative normalization of different data sets the rate-indepen-
dent efficiency can be ignored, since it is identical for each data set used in this analysis.
It is only relevant for the absolute measurement of cross sections and not needed for this
analysis.

GIM
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Figure 6.3: The GIM efficiency € as a function of the beam photon energy F., measured
with a low-intensity photon beam such that deadtime effects can be neglected.
The method used to determine the efficiency is described in Appendix D.

At higher rates, the deadtime caused by the limited double pulse resolution tppgr reduces
the detection efficiency. The rate-dependent efficiency efily; deviates significant from 1 if

the rate N is high enough that the condition
N “tppr K 1 (6.13)

is not fulfilled. With ¢ppr &~ 12ns, this is the case for rates of N 2 10MHz or more,
occurring during normal data-taking. There are two options how to take the rate dependent
efficiency into account:

1. Calculate deadtime losses:
The production of bremsstrahlung photons can be approximated as a Poisson process.
The distribution of the time difference 7 between two photons for a given rate N is
then given by an exponential probability density function

f(r,N) = N -exp (—N . 7') . (6.14)
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A photon can be detected by the GIM if the time difference to the previous photon is
larger than the double pulse resolution of the detector. The rate-dependent efficiency
€ is thus given by

e(N) = / f(r. Ny dr = exp (N - toer) (6.15)

tbPR

In reality, the actual rate N is unknown. Instead, one knows only the measured rate
Nineas = N - £(N) = N - exp (=N - tppr) - (6.16)
By inverting Eq. (6.16) using the LambertW functionz one obtains

Nmeas . tDPR

€(Nmeas) = W (—Nmeas ) tDPR) |

(6.17)

Figure 6.4 shows e(Npeas) for tppr = 121ns. As long as the rate is below the saturation
rate,” the efficiency for any given rate can be calculated and corrected.

Since the filling of the ELSA ring is not perfectly homogeneous, the distribution of the
beam photons in time is not perfectly uniform. The actual distribution is unknown,
and the Poisson process is only an approximation. Also, other (unknown) effects
could influence the detection efficiency in a rate-dependent way and are not included
in the calculation. This introduces additional systematic errors which can be avoided
by using option 2.

2. Determine P, using a low-intensity beam:
By measuring P, with a low-intensity photon beam, the deadtime effects become
negligible and the rate-dependent efficiency approaches efify; = 1. The drawback of
this method is that P, cannot be determined in parallel to the normal data-taking
operation. Instead, a dedicated P, measurement has to be performed regularly with
low beam current. Any change in P, between these dedicated measurements, e.g.
caused by a drift in the beam position, cannot be accounted for that way. As an
alternative, the rate-dependent efficiency can be measured using the low-intensity
measurement and a measurement at nominal intensity performed directly afterwards:?

meas . 0 t \
P'y (Nnommal) Pfy CEeiM 5811(\3/[(Nn0mina1)

. = e = 5% (Npominal) (6.18)
Ppes(N=0) B ey a2 0) romine

—1

The P, measured in parallel to the normal data-taking can then be corrected using
this efficiency.

" The LambertW function is defined by =W (z) exp (W (z)). For numerical approximations see [Cor-+96].

8 The saturation rate is defined as the rate at which the highest possible rate is measured. A further rate
increase beyond the saturation rate results in lower measured rates, as can be seen in Fig. 6.4.

9To exclude any change in the position of the extracted electron beam when the intensity is changed, the
intensity is not reduced by changing the extraction parameters of the ELSA accelerator to extract fewer
electrons, but by reducing the total current in the ELSA ring while keeping all other parameters of the
accelerator constant.
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Figure 6.4: The relative detection efficiency ¢ as a function of the measured rate Nijeas-
The curve has been calculated for varying actual rates N using Eq. (6.15) for
the ordinate and Eq. (6.16) for the abscissa. The blue part of the curve is also
given by Eq. (6.17). The red part of the curve shows the decrease in efficiency
for even higher beam intensities which result in a decrease of the measured rate
due to saturation.

A comparison of the two methods can be seen in Fig. 6.5. Considering that both methods
have independent systematic uncertainties, either because of a possible change of the mea-
surement conditions between low and high rate, or because of the approximations of the
calculation, the agreement of the two methods within a few percent is excellent. However,
at the high rates used during data-taking with the diamond radiator, the rate-dependent
efficiency is not independent of E,. An explanation for the decrease toward lower energies
might be a rate-dependent behavior of the readout electronics,ﬁ which was operated near
the maximum design rate. This decrease is not included in the calculation. Therefore, the
measurement and not the calculation is used for the analysis. That way, the rate- and
energy-dependent detection efficiency is fully corrected in the determination of P .

The resulting P,, corrected for the rate-dependent GIM efficiency, is shown in Fig. 6.6 as
a function of E,. The drop toward lower energies is a consequence of the rate-independent
GIM efficiency, which is not corrected. Since the opening angle of coherent bremsstrahlung
is smaller compared to incoherent bremsstrahlung, a larger fraction of the photons produced
by coherent bremsstrahlung passes through the collimator. This results in a higher P, in
the region of the coherent peak, as can be seen in Figs. 6.6b and 6.6¢c. The time development
of the average P, over all E, is shown in Fig. 6.7. As can be seen, P, fluctuates by several
percent during a longer measurement period. These fluctuations, which are caused by slow
drifts of the beam position, highlight the importance of frequent measurements of P, .

10 One possible explanation is a temporary drop of the HV of the PMTs because of the higher PMT current
at high rates, which temporarily increases the threshold and reduces the efficiency for lower energies.
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Figure 6.5: The rate-dependent GIM efficiency {35 as a function of E, (determined using
Eq. (6.18) [method 2]), for different radiator settings. The red line shows the
average over all E., the blue line shows the result of the calculation using
Eq. (6.17) [method 1].

1
a b a a
0.8 0'8;”"“”‘\» . 0.8 4 .
r 0 L i b ¥ . I . R
ot S 5 ..WM””M%.'*Ivm\ww’x»m»«»m»”f'*» R W T e LI
0.6 0.6 0.6/
0.4 0.4F 0.4f
02 0.2f 0.2}
O O SRR RN B Lo I O RO RO R
0""H000 1500 2000 2500 3000 O 7000 1500 2000 2500 3000 O 1000 1500 2000 2500 3000
E,/MeV E,/MeV E,/MeV
(a) Copper (b) Diamond —45° (c¢) Diamond +45°

Figure 6.6: P, as a function of E,, for different radiator settings.
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Figure 6.7: P, (averaged over all E,) over time for the butanol and carbon measurements.
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6.2 Polarization Degree

In order to extract the polarization observables from the data, the exact degree of beam
and target polarization needs to be known (cf. Eq. (2.18)).

6.2.1 Beam Polarization

The beam polarization § for a given crystal setting can be calculated from the measured
bremsstrahlung spectrum. This is done using an analytic calculation of the bremsstrahlung
process [Nat+03]. The procedure is described in detail in [Ebel2]. Figure 6.8 shows
the measured relative intensity compared to the analytic calculation. The corresponding
polarization degree is shown in Fig. 6.9. The relative uncertainty of the polarization degree
is less than 5 % [Ebel2], which is a conservative estimate for the full energy range. However,
for energies below E, < 933 MeV, i.e. well below the coherent edge, the deviations between
the analytic calculation and the measured spectrum are smaller (cf. Fig. 6.8). Therefore,
a relative uncertainty of 4 % is more realistic in the energy range below the coherent edge.
At the coherent edge, however, the polarization degree changes strongly if the position of
the coherent edge changes during data-taking. Such a change can, for example, be caused
by a small drift of the beam direction during the measurement. The magnitude of such a
drift is limited by the size of the collimator;!! thus, the position of the coherent edge is
stable within ~ 10 MeV. Taking this into account, the estimate of the relative uncertainty
of the polarization degree has to be increased to 8 % around the coherent edge, i.e. between
933 MeV and 1050 MeV.

6.2.2 Target Polarization

During the data-taking, while the target is in frozen spin mode, the target polarization
cannot be monitored. Only the starting value of the polarization at the beginning of each
measurement period, directly after re-polarization, and the end value before re-polarization,
are measured using NMR [Rei+95; Rei94]. During data-taking, the conditions inside the
target cell (temperature, magnetic field) are very stable, resulting in a constant relaxation
time. The polarization for each event can therefore be calculated using exponential interpo-
lation. The NMR measurement is calibrated using the proton polarization Arpg in thermal
equilibrium at B =2.5T and T =~ 1K, which can be calculated from [Ave+99]

uB
Aty = tanh | —— 1
TE = tan <kBT) ) (6.19)

where p is the magnetic moment of the proton and kp is the Boltzmann constant. Since the
relative uncertainty of the magnetic field % is less than 10~* [RD04], the uncertainty of
Prg is dominated by the uncertainty of the temperature measurement, which is done with
an accuracy of 1% using a calibrated carbon resistor [RD04]. Including the uncertainties
of the NMR measurement [Rei495; Rei94], the total relative uncertainty of the proton
polarization measurement is 2% [Dutl16]. The changing target polarization during data-
taking is shown in Fig. 6.10.

1 A Jarger drift would result in significantly fewer photons reaching the target, which would be detected
on-line and corrected.
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Figure 6.8: Measured relative bremsstrahlung intensity spectra (data points) compared to
analytic calculations (solid line), for both crystal orientations [Ebel2]. Around
E, ~ 1100 MeV the analytic calculation deviates from the measured spectrum,
leading to a large systematic uncertainty of the calculated polarization degree
in that region [Ebel2]. However, since the analysis involving linear polarization
is only done for £, < 975MeV, this is of no consequence.
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Figure 6.9: Calculated linear polarization degree ¢ as a function of E, for both crystal
orientations [Ebel2]. The systematic uncertainty is shown as the gray band.
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Figure 6.10: The target polarization degree A during the 2010 data-taking periods [Dut16].
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6.3 Dilution Factor

As the polarized target does not only consist of polarized protons, 7 and 1 mesons can
not only be produced off the polarized protons in the reactions

79— pn’ and AP — pn (6.20)

but also off the unpolarized bound nucleons inside the carbon and oxygen nuclei of the
butanol target:

¥ P, — pr’ and TPy = PN (6.21a)
Yn, —na’ and Fn, = nn (6.21b)

Additionally, coherent meson photoproduction off the nucleons is also possible, but with
negligible cross section [Tar07; Mag+13] compared to (6.20), (6.21a), and (6.21b) in the
energy range covered in this analysis:

7C— Cx% and ¥C — Cy (6.22a)
70 507" and 70 — Oy (6.22b)

Obviously, the reactions (6.21b) (and of course also (6.22)) do not contribute if the recoiling
proton in the final state is measured and identified. Since in this analysis the information of
the charge sensitive detectors is not used, reaction (6.21b) does indeed contribute. However,
the detection efficiency for neutrons in the calorimeter is significantly smaller than for
protons (e, < 0.3 [Jae+11]). Therefore, the contribution from bound neutrons is expected
to be significantly smaller compared to bound protons.

As the bound nucleons are not polarized, and the measured target polarization is only that
of the free protons, these background reactions effectively dilute the target polarization by
a factor d € [0, 1], the so called dilution factor. The value of the target polarization that
enters Eq. (2.18) is therefore an effective polarization, given by the product of the measured
target polarization Anygr and the dilution factor d.

A— Aeﬁ“ = ANMR -d (623)

One might naively expect that d can easily be determined from the molecular formula of
butanol (C4H9OH), by calculating the ratio of the number of free (polarized) protons to
the number of all nucleons in the butanol molecule.

10 10

dmel = 011658 2 (in case the recoiling proton is identified)

However, the measured target polarization is diluted by an effective dilution factor deg #
dmo1- This is due to the fact that the reactions (6.20) and (6.21), although having the same
final state, are very different, for two reasons:

e Fermi motion: While the free protons in the initial state are at rest, the bound
nucleons inside the nuclei have an (unknown) initial momentum in the order of a
few 100 MeV.'2 During event reconstruction, the target proton is assumed to be at

2 For the Fermi momentum distribution in carbon, see e.g. Fig. 5.1b or [CHM52].
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rest. Thus, the reactions (6.21a) and (6.21b) do not necessarily fulfill energy and
momentum conservation and have therefore, compared to reaction (6.20), a higher
chance of being outside the applied cut ranges (see Sections 5.4 and 5.5).

o Final state interaction: The mesons produced inside the nuclei can interact with the
nucleus via final state interaction, thus changing the observed cross section. This
can be described by the transparency ratio T', which compares the cross section per
nucleon off a nucleus with the cross section off the free proton.
gA

A-opn

T — (6.24)
Without any interaction, the transparency ratio would be equal to 1. Measurements
in various final states like 17’ or w show a decrease of T' which is more pronounced for
heavy nuclei, but nevertheless also observable for carbon [Nan+13; Die+15].

This results in an effective dilution factor, given by the ratio of the number of reconstructed
reactions on a free (polarized) proton to the number of all reconstructed reactions. The
effective dilution factor depends on the reaction, the kinematics, and also on the applied
cuts. It is therefore necessary to determine this factor independently for each (E,,6) bin
and for each reaction. There are two different ways to accomplish this, each requiring an
additional measurement.

6.3.1 Normalization Measurement Using a Liquid Hydrogen Target

With an additional measurement using an (unpolarized) liquid hydrogen target, it is pos-
sible to measure the cross section for reaction (6.20), and then calculate the dilution factor
using

O_hydrogen

det = (6.25)

b)
O-butanol

where P10l ig the combined cross section for reactions (6.20) and (6.21a) (and (6.21b)
if the recoiling proton is not identified), as it is measured with a butanol target.

While this method seems fairly straightforward, it has a very serious drawback: The avail-
able liquid hydrogen target apparatus is different compared to the frozen spin butanol target
cryostat. Neither the dimensions of the target cell (5.275 cm length for hydrogen compared
to 2 cm for butanol) nor the material budget of the surroundings (=0.006 Xy at § = 90° for
hydrogen compared to ~0.09 X, for butanol) are comparable, which results in a different
acceptance for the two targets.f This obviously needs to be corrected, but an acceptance
correction using Monte Carlo simulation introduces additional systematic uncertainties.
On top of that, the cross section for electromagnetic background differs significantly for
hydrogen and butanol (cf. Fig. 3.18), resulting in different measurement conditions due to
very different rates in the detectors. This severely complicates the relative normalization
of the two measurements. This method is therefore not investigated any further.

13 A longer target cell reduces the angular resolution of all measured particles (since all particles are
assumed to originate from the target center) and therefore also the invariant mass and missing mass
resolution. More material around the target leads to more multiple scattering of charged particles,
resulting in broader A¢ and A# distributions.
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6.3.2 Background Measurement Using a Carbon Target

A different approach is to measure the contribution from the bound nucleons and subtract
it from the full butanol cross section:

O.butanol o O.bound

defr = gbutanol (626)

The contribution from bound nucleons in butanol can e.g. be approximated experimentally
by a pure carbon target.

As will be seen later in this chapter, an absolute determination of cross sections is not nec-
essary for the determination of the polarization observables. It should therefore be avoided,
in order to eliminate the systematic uncertainties of an absolute normalization. This re-
quires Eq. (6.26) to be rewritten in terms of event yields (only relatively normalized to the
corresponding energy-dependent integrated photon flux), which introduces an additional
scaling factor for the carbon measurement:

butanol __ carbon
N c-N

det = (6.27)

N butanol
Using this method, all systematic effects of the detector system will cancel out, as long as
all measurements are done under identical conditions. It is therefore crucial to do the back-
ground measurement using the frozen spin target cryostat, including liquid helium around
the target cell, with a target of similar dimensions and density. All these requirements were
satisfied in the carbon foam target measurement.

The dominant contribution to the scaling factor arises from the (minor) differences in the
target density of the butanol and the carbon target measurements (cf. Section 6.1.1). But
also all other known or unknown differences between the butanol and carbon measurement,
including all energy-independent systematic uncertainties of the relative normalization, can
be absorbed in this factor as well.

So, before the dilution factor can be calculated, the carbon scaling factor ¢ needs to be
determined experimentally.

6.3.2.1 Determination of the Carbon Scaling Factor

To directly compare the carbon measurement to the reactions off the bound nucleons in
the butanol data, the reactions off the free protons in the butanol data need to be excluded
by additional cuts. This can easily be done by exploiting the fact that the A¢ or M,
distributions are very different for reactions off free and bound nucleons, as can bee seen
in Fig. 6.11. By replacing the narrow A¢ cut by a 180° & 20° anti-cut, which is more than
3 oee Wide, only reactions off bound nucleons are retained.

The carbon scaling factor is then simply the ratio of normalized events yields on the butanol
and the carbon target after the anti-cut.

carbon
anticut

The width of the anti-cut was chosen conservatively, as can be seen in Fig. 6.12, where the
scaling factor is plotted versus the width of the anti-cut.
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Figure 6.11: A¢ and M, distributions for butanol (green) and carbon (red) data, integrated
over E, and cos@, for the reaction yp — pr¥. The reactions off free protons
can be eliminated by e.g. applying a 180° + 20° anti-cut on A¢. Note that
the carbon spectra shown here are not yet scaled, but nevertheless match the
butanol data rather well since the scaling factor is close to 1.
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Figure 6.12: Effect of the A¢ anti-cut width on the carbon scaling factor for the reaction
vp — pr’. (Note that the individual data points for different anti-cuts are
highly correlated.)
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6.3 Dilution Factor

The resulting scaling factor for the reaction yp — pn® is
co = 1.129 £ 0.006, (6.29)

which is in perfect agreement with the value that is expected from the target density
difference (see Eq. (6.4)). The result should be independent of all kinematic variables, and
it should be the same for the 7° and 7 reactions. However, the resulting scaling factor for
the reaction vp — pn — pvy7 is significantly larger:

¢y = 1.228 +0.012. (6.30)

As can be seen in Fig. 6.13, both scaling factors depend slightly on both E, and cos®.
There are two possible reasons for this:

o Differences in the acceptances for the butanol and carbon targets.
o Different backgrounds in the butanol and carbon data.

A detailed investigation has proven to be impossible due to limited statistics, in particular
of the carbon data. The changes in the measured scaling factor are only visible after
integration over one of the two kinematic variables, as has been done in Fig. 6.13. A two-
dimensional determination of the scaling factor as a function of both £, and cos 0 reveals
no significant deviation from the average scaling factor, as can be seen in Fig. 6.14 where
a histogram of the deviation of the bin-wise scaling factors to the average scaling factor

given in Eq. (6.29) is shown.
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Figure 6.13: Dependence of the carbon scaling factor ¢ on the beam energy E, (integrated
over all angles) (a) and meson center-of-mass angle 0 (integrated over E,) (b),
for yp — pr® () and yp — pn(n — ) (m). The average scaling factors c,o
and ¢, are shown as horizontal lines, the surrounding shaded areas indicate the
estimated systematic uncertainty (see text). Since the acceptance for cosf ~ 1
is very small, even for the carbon data (see Section 5.5), the determination
of the scaling factor in the last angular bin is more sensitive to background
contamination, which explains the large deviation of that data point.
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Figure 6.14: Histogram of the deviation of the individual carbon scaling factors for each
(E,,cosf) bin to the average scaling factor (normalized to the individual sta-
tistical error), together with a Gaussian curve fitted to the histogram, for the
reaction yp — prY.

In conclusion, a per bin determination of the scaling factor to eliminate possible systematic
errors caused by an F. and cos ¢ dependence of the scaling factor is of no use since in that
case the statistical errors would be even larger than the systematic errors avoided by the per
bin method. The better approach is to use one global scaling factor for each reaction and
assume a 10 % systematic error caused by neglecting the E, and cos® dependence. This
value is a conservative estimate. However, as will be seen in Chapter 7, this error does not
have a strong influence on the total systematic error of the polarization observables.

6.3.3 Determination of the Dilution Factor for the Reaction vp — pm°

With the carbon scaling factor it is now possible to determine the dilution factor d for each
(E,,cosf) bin using Eq. (6.27). The result is shown in Fig. 6.15.

The statistical error g4 of the dilution factor can be calculated using Gaussian error prop-
agation as

1 2 cNcarbon
g4 — (UCNcarbon . ]Vbutanol) + 0 Nbutanol * W (631)

1
_ 2 2 2
~ ]butanol ’ \/Jcharbon + O nrbutanol * (1 - d)

(*r\) Ucharbon
~ N butanol *

The approximation (x) is valid because for the available data acharbon ~ 10 a?vbumol. Thus,
the statistical error of the butanol data has only a negligible influence on ¢4. This is of
consequence for the further analysis, because it means that no correlation between the
dilution factor and the butanol data needs to be considered.
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Figure 6.15: The dilution factor d for the reaction yp — pr¥ as a function of E. and cos .

The systematic error ¢ due to the uncertainty of the carbon scaling factor is given by

Ncarbon oSYs

sys | c_ . (1 _ d) (6.32)

sys _
c N butanol c

using Gaussian error propagation. Even with the rather large error o¥¥%/c ~ 10 %, the error
03" is significantly smaller than 0.1, in particular in the bins where the dilution factor is
large, and therefore 1 — d < 1.

To better visualize the structures in the energy and angular dependence of the dilution
factor, it is shown in Fig. 6.16 after integration over all angles or over all beam energies,
respectively. The decrease of d with increasing F, is a consequence of the much wider
cut needed on the missing recoiling proton mass for higher energies (cf. Fig. 5.23 and
Appendix C.1), which results in more carbon events being reconstructed. The structures
visible in Fig. 6.16a are mainly caused by the shape of the cross section for the reaction
~vp — prY, while the structures visible in Fig. 6.16b are mostly a consequence of the detector
acceptance. This can be understood qualitatively using the Monte Carlo simulated data,

as discussed in the following.

6.3.3.1 Comparison to Monte Carlo Simulations

In order to determine a dilution factor using the Monte Carlo simulation, generated data
with and without Fermi motion are used.!* The phasespace-distributed Monte Carlo
datasets (1) and (2) (see Table 5.3) can be used to study the influence of the detector

4 This only takes into account the effects of Fermi motion. Final state interaction in the C and O nuclei is
neglected. As a consequence, a quantitative comparison of dyc to the dilution factor obtained from data
will have a large systematic uncertainty. However, this study is only done to qualitatively understand
the shape of the dilution factor.
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Figure 6.16: The dilution factor d for the reaction yp — pr® as a function of E., (integrated
over all angles) and cosf (integrated over E,). The systematic error due to
the uncertainty of the carbon scaling factor is shown as gray bars.

acceptance on the dilution factor. To also study the influence of the shape of the cross
section on the dilution factor, the Monte Carlo datasets (3) and (4) can be used. It should
be noted that the contribution from bound neutrons is neglected in the simulation. This is
expected to influence the absolute value of the simulated dilution factor, but is adequate
for a qualitative comparison to the data. In general, the Monte Carlo dilution factor is

given by

free
_ NMC
- free fermi *
NNE + ¢ - Nye

dmc (6.33)

In case the same number of Monte Carlo events with and without Fermi motion are gen-
erated, the scaling factor ¢ = 3.2 is given only by the molecular composition of butanol.
Otherwise, the ratio of the number of generated events has to be taken into account as
well. As a first cross check, a dilution factor can be calculated from the generated events of
the phasespace-distributed Monte Carlo data. This of course yields the molecular dilution
factor dpo = 10/42, as can be seen in Fig. 6.17a. By calculating a dilution factor using
the reconstructed Monte Carlo events, one can see the influence of the detector acceptance
(cf. Fig. 5.29a) on the dilution factor. As can be seen in in Fig. 6.17b, this dilution factor
is already significantly larger than d.,, and largely resembles the dilution factor obtained
from the data.

The influence of the cross section on the dilution factor can be studied using the generated
events of the Monte Carlo data distributed according to the cross section as given by the
BnGa PWA. The resulting dilution factor is shown in Fig. 6.18a. On average, one still
obtains the molecular dilution factor. However, local maxima in the cross section lead to
a larger dilution factor, whereas local minima in the cross section decrease the dilution
factor. This is a consequence of the Fermi motion of the bound nucleons, which leads to
a blurring of the structures observed in the cross section. Hence, peaks and dips are less
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Figure 6.17: The simulated dilution factor dyic for the reaction yp — pn® as obtained using
the phasespace-distributed Monte Carlo data.
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Figure 6.18: The simulated dilution factor dyic for the reaction yp — pr® as obtained using
the Monte Carlo data distributed according to the cross sections as given by
the BnGa PWA. (Note the difference in scale on the color axis.)

pronounced in the cross section for bound nucleons compared to the free proton, and these
structures remain visible in the ratio.

The combined effect of the acceptance and the cross section on the dilution factor can
be seen in Fig. 6.18b, where the dilution factor calculated from the reconstructed events
of the do/df2-distributed Monte Carlo data is shown. The qualitative agreement with
the measured dilution factor is very good. The (minor) quantitative difference can be
attributed to uncertainties in the simulation, in particular concerning the Fermi motion
which is only approximated. Also, the absence of final state interaction in the simulation
is expected to have an influence in the order of a few percent.
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In summary, the shape of the dilution factor is mostly determined by the detector accep-
tance. Prominent structures in the cross section have a smaller, but also clearly visible
influence on the dilution factor. In particular the structures in the energy dependence can

be attributed to the cross section, as can seen in Fig. 6.19b.
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Figure 6.19: The energy dependence of the simulated dilution factor dyic for the reaction
vp — pr°, shown for the phasespace- and do/df2-distributed Monte Carlo
data. The difference between the two highlights the influence of the resonance
structures on the dilution factor. In particular the second and third resonance
regions are visible as clear peaks in (b), at £, ~ 800 MeV and E, ~ 1050 MeV,
respectively.

6.3.3.2 Comparison for Different Cut Widths

As mentioned earlier, the widths of the kinematic cuts used in the event selection (cf.
Section 5.4) have an influence on the dilution factor. Wider cuts, leading to a larger event
sample, also result in a larger carbon background in the event sample, yielding a smaller
dilution factor. This can be seen in Fig. 6.20, where the energy and angular dependence of
the dilution factor are shown for different cut widths.

As will be seen later in this chapter, the statistical error of the polarization observables is
proportional to the inverse dilution factor. Therefore, a large dilution factor is desirable,
incentivizing narrow cuts. But narrower cuts also reduce the size of the reconstructed event
sample, resulting in a larger statistical error. To find the optimal cut width, the figure of
merit §, which is proportional to the statistical error of the polarization observables, is
defined as

1 1
=Z. 6.34
5= (6:31)
where ¢ is the efficiency of the cuts, i.e. ¢ = 1 for infinitely wide cuts and
n m
e=erf | — 6.35
V2 > (6.:35)

108



E [lc -26 36 -4c
- :\,_,* R
o ++++ _—t |
- —,
""“4’*«%
-~ .
. —t
- E—
0 o Lo o Lo Loy
1000 1500 2000 2500 3000
/ MeV

v

(a) Beam energy dependence (integrated over cos6)

6.3 Dilution Factor

© 1EvA [lc 26 36 —4c
O
o8- . T T—
07 . T
0.6 -~ -
058 T
045 — T T .
0.3F L
0.2 L
0.4 -
- R BN -
cos 6

(b) Angular dependence (integrated over E-)

Figure 6.20: The dilution factor d for the reaction yp — pn¥, for different cut widths used
in the event selection (cf. Section 5.4). The dilution factor decreases for wider
cuts, and the influence of structures in the cross section (e.g. the second,
third, and fourth resonance region) on the dilution factor becomes much more
pronounced for wider cuts.

Table 6.4: The figure of merit for different cut widths. The average dilution factor d is
determined from the data, the cut efficiency ¢ of the four cuts is estimated
assuming independent normal distributions (cf. Eq. (6.35)).

cut width d 15 5
lo 0.89 0.217 2.41
20 0.80 0.830 1.37
30 0.68 0.989 1.48
4o 0.36  0.999 2.78

for m independent n o wide cuts, assuming normal distributions. The optimal cut width
is then given by the minimum of §. Table 6.4 shows the figure of merit for different cut
widths. The minimum lies between 2 o and 3 o wide cuts. Since a narrower cut also reduces
a possible background contamination of the event sample and therefore the systematic
uncertainty,'® a 20 wide cut was chosen for this analysis.

6.3.4 Determination of the Dilution Factor for the Reaction vp — pn

The dilution factor for the reaction vp — pn(n — ) is determined exactly the same way
as for the reaction yp — pr¥, using Eq. (6.27). The result is shown in Fig. 6.21. Because of
the coarser binning the structures caused by the detector acceptance are less pronounced.
Again, to better visualize the energy and angular dependence, the dilution factor is shown
in Fig. 6.22 after integration over all angles or beam energies, respectively.

15 A detailed investigation of background contamination will be given in Chapter 7.
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Figure 6.21: The dilution factor d for the reaction yp — pn as a function of £, and cos 6. In
the region of vanishing acceptance for the free proton reactions (cf. Fig. 5.29b)
d is close to 0, because only reactions off bound protons contribute.
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Figure 6.22: The dilution factor d for the reaction vp — pn as a function of E, (integrated
over all angles) and cosf (integrated over E,). The systematic error due to
the uncertainty of the carbon scaling factor is shown as gray bars. The peak
at B, = 1150 MeV coincides with a local maximum of the 1 photoproduction
cross section (cf. Fig. 2.1).

With the polarization degree and dilution factor determined, all prerequisites for the de-
termination of the polarization observables are now available. Two different methods to
extract the polarization observables from the reconstructed event sample are presented in
the next section.
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6.4 Determination of the Polarization Observables

While the process of single pseudoscalar meson photoproduction using an unpolarized beam
and an unpolarized target is rotationally symmetric around the beam axis, this symmetry
is broken by a transversely polarized target or a linearly polarized photon beam. In this
case, the cross section is given by (cf. Eq. (2.18))

do _ <da> : (1 — 80X cos(2¢) + Ay (T — 6P cos(2¢)) — A0 H sin(2 )) (6.36)

an — \dn), v )T e ) ‘
where (C%)O is the unpolarized cross section, X', T', P, and H are the occurring polarization
observables, § is the degree of linear photon polarization, and ¢ the angle of the photon
polarization plane (defined by the momentum and the polarization vector of the photon)
with respect to the reaction plane (see Fig. 6.23), which contains all initial and final state
particles of the reaction. A, and A, are the degrees of target polarization along the re-
spective axes of the coordinate system, which is defined as follows by the direction of the
particles (see also Fig. 2.2):

o
Sz X Prmeson G =, % & (6.37)
’ez X pmeson‘

gz — ﬁ gy —
This coordinate system is related to the detector coordinate system through a rotation
around the beam axis. With ¢ being the measured azimuthal angle of the produced meson,
Eq. (6.36) can be transformed to the detector coordinate system, resulting in
d d
7 _ (“) (1~ 85 cos(2(a — ¢)) + ATsin(8 — 9) (6.38)
0

42~ \dn
— 0AP cos(2(a — ¢)) sin(f — ¢) — dAH sin(2(a — ¢)) cos( — ¢))

where « is the azimuthal angle of the beam photon polarization plane, 8 the azimuthal
angle of the target polarization direction, and A the degree of target polarization. The
relation of the various angles in the different coordinate systems is also shown in Fig. 6.23.

The polarization observables can now be determined using the ¢ distribution of the re-
constructed reactions. However, Eq. (6.38) is not used directly, since the measurement of
¢-dependent cross sections requires precise control of all intrinsic asymmetries of the de-
tector system. This is not possible without introducing additional systematic uncertainties
due to acceptance and efficiency correction. Instead, two different methods are used which
do not require the absolute measurement of the polarized cross section, resulting in much
smaller systematic uncertainties.

6.4.1 Determination Using the Event Yield Asymmetries

One way of measuring the polarization observables is the measurement of asymmetries
instead of cross sections. To achieve this, measurements were performed using two opposite
directions of target polarization 8y = 8 and 8, = 8 + 180° as well as two orthogonal
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Figure 6.23: Definition of coordinate systems and polarization directions. The z-axis, which
is not shown in the figure, points along the beam axis, i.e. toward the reader.

directions of beam polarization o = a and a+ = a + 90°, resulting in four different
combinations of beam and target polarization. This allows the measurement of the following
asymmetries:

ot + ol — ol — 5l N
As(¢) = % e e S % : ‘17"“ = ¥ cos(2(a — ¢)) (6.39a)
o +op +opta e
(R | I
o toxr—o) —0 —
Ap(g) = L OO T O LTy s — g (6.39D)
Aolyotvol 4ot A orto
) ) 1 4
L1 | |
1 oy —0op —0oy+0 )
Apr () : 1 v T L_q.p cos(2(a — ¢))sin(fB — ¢) (6.39¢)

:m.g%+af+0¥+0ﬂ
+d- H sin(2(a — ¢)) cos(8 — ¢)

As the acceptance and other systematic effects of the detector are the same for each setting,
the cross sections o can be replaced by the normalized event yield V.

An additional difficulty arises from the fact that, in general, the degrees of beam and target
polarization are different for each of the four combinations. This can be taken into account
by normalizing the event yields to the corresponding polarization values, resulting in

1 Nt NI 1 /1 1
As (o) = T . <5L -7 ) —5 (5l _ 5”) (6.40a)
1 Ny N 1 (1 1
Ar(9) = 50 </1¢ /u) 5 <AT /1¢> (6.40b)
[ [
1 Ni N: NN/
APH(¢) - ’ T AL s1LaLl + (6.400)
4Ny 5T AT (5¢ Ai 5¥A¥ (ﬂ/@

A (11 _AT.(1_1>+1.(1_1). 11
2\ A A 2 \eL o) Tat st T el) T\ A A
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with the polarization weighted average event yields given by

/L all/L =
N N 1 1
NI/ =Ny (1= 6/ S cos2(a—¢)) = | ——+ | - +
( ) AT T QI AT AT

[ 1 -1
N N 1 1
. - B e VA VA
Ny = NO'(”AMTSIH(B‘@)_( It )( 5T )
O/ T O3 Ot

—1
N, NT”—FNTL+N¢H+Nj 1+1+1+1
0= T AL AL | T AL T AL
A A sy ) G Ea
The statistical errors o4, of the asymmetries A; are calculated from the statistical errors
on of the normalized counts using Gaussian error propagation.

2 2
DA +< 0Ai>2+ 0A; +< 0Ai>2 (6.41)
0A;, = g || — ONL 7T Ol — ONL 7T .
Ni 9 NTII + ON;- N g N¢H L ON}-

This, however, requires the number of events in each (E,,cosf, ¢) bin and for each polar-
ization setting to be > 1. With the available data sample, it is therefore not possible to
analyze the 7 reaction (where several (E,,cosf,¢) bins are empty because of statistical
fluctuations) using this method. For the 7" reaction, the data above E, > 1900 MeV also
need to be excluded from the analysis due to the limited sample size. An alternative anal-
ysis, which is also feasible for these excluded data, will be presented in Section 6.4.2. Only

for the reaction vp — pr® the polarization observables X, T, P, and H are determined by
a x2-fit to the ¢ distributions of Ay, Ap, and App, respectively.

6.4.1.1 Beam Asymmetry X

Using Eq. (6.39a), the beam asymmetry Y can be determined with a one-parameter x2-fit,
with fixed o = 45°. The fits are shown for one energy bin in Fig. 6.24, all fits are shown
in Appendix B. It can be seen that in forward direction there are too few reconstructed
events for the fit to work. This is due to vanishing acceptance in that region.

To judge the quality of all fits, the confidence level of all fits is plotted in a histogram in
Fig. 6.25. If the statistical errors of all data points are correct, and the data match the fit
hypothesis, the confidence level is expected to be uniformly distributed between 0 and 1.
For most fits this is the case, but additionally there is a peak at low confidence levels. These
are fits of bins with vanishing acceptance (in forward direction), in which a few background
events result in a Ay (¢) distribution which cannot be described by the fit function. Also,
the assumption of Gaussian errors may not hold in these bins. If all bins with an acceptance
below 10 % (cf. Section 5.5) are excluded, the confidence level distribution is indeed flat,
as can be seen in Fig. 6.25. Therefore, only bins with an acceptance larger than 10 % are
retained for further analysis.

In addition, it is possible to confirm the angle of the photon polarization plane, which was
set up to @ = 45°. This is done by including « as a free parameter in the fit to Ax(¢).

113



Chapter 6 Determination of the Polarization Observables

< fcos 6 =-0.96 xz/nd' 13.93/17] ' fcos 6 =-0.87 lend' 10.32/17] ' fcos 6 =-0.79 lend' 13.65/17| ' fcos 6 =-0.71 lend' 1333/17 < fcos 0 =-0.62 xz/ndf 10.67/17| <'

cos 6 =-0.54 xz/ndf 1243117

+ 0.06 + 0.06| 3 025+0.04[ 034+0.03 4 41+0.03] 3 .43+ 0.03 3 2:+0.03
o05f + og osf osf + o5 o.5F
bt -
OM of of of o of
4
-0.5F t 0.5 -0.5F + -0.5F -0.5F ¥ | o8k
-t -+ -+ -+ -+ -+
90 180270 70560 90 180 2707 560 90 180 270,360 90~ 180 2707560 90 180 270,360 90 180 27050
<' fcos 6 =-0.46 lendl 11.35/17| ' fcos 6 =-0.37 f/ndl 18.06 /17| ' fcos 6 =-0.29 f/ndl 10.08/17| ' fcos 6 =-0.21 lendv 16.32/17| ' foos 6 =-0.12 xz/ndf 7.65/17| ' fcos 6=-0.04 xz/ndf 17.66 /17
+ 0.47 +0.03] 3 058+0.03[ 056+0.03 4f 0.63 +0.03] 3 0.60 0.03| 3 059 0.03|
+
o5F 0.5 0.5F 0.5F 0.5k 0.5F ++
-0.5F 0.5 -0.5F -0.5F -0.5F 0.5F
¥
-t -+ - -1 -+ -+
90 180 270,360 90 180 270360 90 180 270, 360 90 180 210,360 90 180 270,360 90 180 270, 360
< feos e =0.04 x’lndl 13.34/17] < fcos6=0.13 lendv 13.39/17] < feos 6=0.21 lendl 14.83/17] <' feos 6=029 f/ndv 9.06/17] < foos 6-038 lendizssslﬂ < fooso-0% lendf1591/17
+ 0.65+0.03] 3 066+0.03[ 067+0.03 4 0.67 +0.03] 3 0.75+0.03| 3 068+ 0.03|
05F o5 0.5F 0.5F osf +
of of ofF of of
-0.5F o8 0.5F 0.5 +4/'| o8 &
+
3 _+ i =3 _+
90 180 2707360 50 180 270, 360 50 90 180 2707360 90 180 270,360 90 180 270,360
< feos 6=054 y/ndf 18.47/17] < fcos 6=063 x*/ndi 8.44/17] < fcos 6=071 x*/hdi 11.32/17] 0s 6=079 %2/ ndf 79.19/17] ' dfib2.32 /7] <' fcos 6 = 0[96] %/ hdf 92.06 / 17]
+ I 065+004[ £ r 0674006 z 9 +0.26 1167+ 0, 3 z 46 +0.26|
og 0.5| 0.5 o.5F
of o of oF
0 05f 0.4 [ 0.5F
+ + _ +
S S S NS SN N NS S S S | L -
90 180270 7 560 90 180 2707 560 90 180 2707360 90 180 2707560 90 180 270,360 90 180 270,360

Figure 6.24: The fits to Ay (¢) for the energy bin 833 MeV < E., < 868 MeV for the reaction
vp — pr¥. Bins with an acceptance < 10 % are marked in yellow.
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Figure 6.27: The beam asymmetry X}, as obtained using the fit to the event yield asymme-
try Ax. The error bars represent the statistical uncertainty only. The missing
data points at large cosf are due to the low acceptance in that kinematic
region (cf. Section 5.5, Fig. 5.29a).

As can be seen in Fig. 6.26, the average from all fits is compatible with o = 45°, as is the
mean value determined by a multi-Gaussian'® fit to the histogram. Since the distribution
of the values of the fit parameter « is rather wide, « is fixed to its expected value for the
fits used to determine the polarization observables.

The resulting beam asymmetry X' is shown in Fig. 6.27. The error bars shown include
statistical errors only. A detailed discussion of systematic uncertainties will be given in
Chapter 7.

It should be noted at this point that the beam asymmetry X' determined in this experiment
is not identical to the beam asymmetry of reactions off the free proton, but instead contains
also the beam asymmetry of reactions off bound nucleons in the butanol target:

Y =d- Efree =+ (1 — d) . Zbound =: Ebut (6.42)

The results for Y are therefore not used any further, except for a qualitative comparison
to other high-precision measurements of X' performed by other experiments using a liquid
hydrogen target. This comparison will be presented in Chapter 8.

6.4.1.2 Target Asymmetry T

Using Eq. (6.39b) the target asymmetry T' can be determined with a one-parameter Y 2-fit,
with fixed 8 = 99.7°.17 The fits are shown for one energy bin in Fig. 6.28, all fits are shown

6 For each (E,,cosf) bin, the determined value of o has a different statistical uncertainty, which is
influenced by the number of events and the amplitude of the asymmetry in that bin. The distribution
of all n a values is therefore given by the sum of n Gaussian distributions with the same mean and
different widths. An adequate description can already be achieved by the sum of two Gaussians f(«) =
Aj exp(—(a — agt)?/201) + Az exp(—(a — aay)?/203), as can be seen in Fig. 6.26.

'7See Section 4.2, Eq. (4.3). -
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6.4 Determination of the Polarization Observables

in Appendix B. The confidence level of all fits is plotted in a histogram in Fig. 6.29. Again,
the confidence level distribution is flat, except for a peak at low values which is eliminated
if only bins with an acceptance > 10 % are used. The results for T are shown in Fig. 6.31.
Again, it is possible to confirm the angle of the target polarization direction, which was de-
termined to 8 = (99.7 £ 0.3)° using the deflection of electromagnetic background particles
by the magnetic field surrounding the target (for details, see Eq. (4.3) in Section 4.2). As
can be seen in Fig. 6.30, the average from all fits is compatible with this value. Hence, 3
is fixed to its expected value for the fits used to determine the polarization observables.
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Figure 6.31: The target asymmetry 7" as obtained using the fit to the event yield asymmetry
Ap. The error bars represent the statistical uncertainty only. A detailed
discussion of the results will be given in Chapter 8.
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Chapter 6 Determination of the Polarization Observables

6.4.1.3 Recoil Polarization P and Double Polarization Observable H

Using Eq. (6.39¢c) the recoil polarization P and the double polarization observable H can
be determined simultaneously from

Apg =d- P cos(2(a — ¢))sin(B — ¢) +d - H sin(2(a — ¢)) cos(8 — ¢)

(6.43)

with a two-parameter y2-fit, with fixed a = 45° and 8 = 99.7°. The fits are shown for one
energy bin in Fig. 6.32, all fits are shown in Appendix B. The confidence level of all fits is
plotted in a histogram in Fig. 6.33. As with the fits for X' and T, a peak is visible at low
confidence level values, which is eliminated by excluding bins with an acceptance < 10 %

from further analysis.

Unlike the fits to Ay, and A7, the fit to Apy has more than one parameter. It is therefore
necessary to consider a possible correlation between the results for P and H. As can be
seen in Fig. 6.34, however, the correlation coefficient is small for all fits. Therefore, P and
H can be treated as uncorrelated. The results for P are shown in Fig. 6.35, and the results

for H are shown in Fig. 6.36.
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Figure 6.32: The fits to Apg(¢) for the energy bin 833MeV < E, < 868 MeV for the
reaction vyp — pr¥. Bins with an acceptance < 10 % are marked in yellow.
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Figure 6.35: The recoil polarization P as obtained using the fit to the event yield asymmetry
Appg. The error bars represent the statistical uncertainty only. A detailed
discussion of the results will be given in Chapter 8.
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Figure 6.36: The double polarization observable H as obtained using the fit to the event
yield asymmetry Appy. The error bars represent the statistical uncertainty
only. A detailed discussion of the results will be given in Chapter 8.

6.4.2 Determination Using an Event Based Maximum Likelihood Fit

In case of a very limited number of events, the previous method to determine the polariza-
tion observables cannot be used: the event yield asymmetry method requires the number
of events in each (E,,cosf,¢) bin, for each polarization setting, to be > 1, in order to
correctly calculate the statistical errors using the Gaussian approximation. This, however,
is not the case for the highest E, bins for the reaction yp — pr¥, and the majority of bins
for the reaction vp — pn. On the other hand, if the total number of events is not too large,
an event based maximum likelihood fit is possible without too much computational cost.
The data are still binned in E, and cos@, but the polarization observables are extracted
from the ¢ distribution of the events in an unbinned fit.

In case of a flat detector acceptance, the azimuthal distribution of the measured events is
given by the cross section as stated in Eq. (6.38). The normalizedf probability density
function (PDF) for one event is thus given by'?

Jony (6,0, A, X, T, P,H) =1— 06X cos(2(a — ¢)) + AT sin(5 — ¢) (6.44)

— AP cos(2(a — ¢)) sin(f — ¢)
— dAH sin(2(a — ¢)) cos(8 — ¢).

18 For improved readability, all probability density functions in this chapter are normalized to 27. To
calculate actual probabilities, a factor of % has to be included in each PDF. However, for the likelihood
fit the normalization only needs to be constant, i.e. it must not depend on any fit parameter. The factor
i can thus be omitted, resulting in fpny = d—g (g—g)o.

19 Please note that the dilution factor is not included in Eq. (6.44) to avoid the complicated treatment of
its uncertainty in the fit. As a result, the values for the observables obtained from the fit are diluted

and need to be corrected afterwards by the dilution factor.
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6.4 Determination of the Polarization Observables

This can be rewritten as a Fourier series

3
Jony =1+ Z ay sin(ke) + by, cos(ke) (6.45)
k=1

with the coefficients

a1 = —AT cos(B) — $0A (P — H) [sin(2c) sin(B) + cos(2a) cos()]
by = +AT sin(B) — 364 (P — H) [cos(2a) sin(B) — sin(2a) cos(B)]
ay = —6X sin(2a)

by = —6X cos(2a)

az = —36A (P + H) [sin(2a) sin(B) — cos(2a) cos(3)]

b3 = —36A (P + H) [cos(2a) sin(B) + sin(2a) cos(B)].

~—

The likelihood function £ for a data set consisting of n events is defined as the product of
the probabilities given by the PDF for each event [Bar89]:

L(X,T,P,H) =[] fony(éi, 6, A, £,T, P, H) (6.46)

i=1

In the limit n — oo, £ approaches a 4-dimensional Gaussian, as a consequence of the
central limit theorem. The best estimator for the parameters X/, T', P, and H is given by
the position of the maximum of £ [Bar89], and the uncertainty of the estimators is given
by the o of the Gaussian in the corresponding dimension. An equivalent approach, but
much better suited for numerical calculations, is the minimization of —In(£) instead of the
maximization of £. The smallest 1o interval for the parameter estimators is then given by
the interval in which

—In(£) < —In(Lmax) + 0.5. (6.47)

Before this method can be applied to extract the observables from the selected events, two
additional problems need to be considered:

1. For the binned analysis, random coincidences between the tagged beam photons and
the reaction products were eliminated by a sideband subtraction in the time difference
spectrum (see Section 5.4). In an unbinned fit, the subtraction of sideband events
is not possible. Instead, the sideband events, and the values of the observables for
the sideband-background, need to be included in the likelihood function. The latter
is done by replacing the PDF in the likelihood function by individual PDFs for the
signal and the background contribution, resulting in

L=]1¢ foy+1—8) £2E. (6.48)
=1

where £ is the fraction of signal events after the cut around the coincidence peak. The
PDF for the background f&%y is given by Eq. (6.45) as well, but with different values
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Chapter 6 Determination of the Polarization Observables

for the polarization observables and therefore the coefficients a;,b;. To determine
these values, the sideband events are also included in the likelihood function, with
only fsﬁy contributing since no signal events are expected in the sideband.

The combined likelihood function for peak (i = 1,...,n) and sideband (j = 1,...,m)
events is thus given by

L= H§ ' fphy(¢i75i7/1i7 27T7 P7 H) + (1 - §) : fphy(¢i75’i7/1i7 Ebgv Tbgv Pbg7 Hbg)
i=1

Fony (0,65, A;, ZP8 T8 Pe [b8), (6.49)

I
—

J

The weighting factor £ can be calculated from the total number of peak events n and
sideband events m using
n—s-m

f="—, (6.50)

where s = 20 is the ratio between the cut width around the peak and the sideband

cut width (cf. Eq. (5.15)).

In general, the detector acceptance is not flat in ¢. While it cancels in the calculation
of asymmetries and does not need to be considered for the binned analysis discussed
previously, the acceptance needs to be incorporated into the PDF for the unbinned
analysis. If the acceptance fget is known, this can be trivially accomplished:

F(0) = Fong(0) - faer (0) (6.51)
Since f is not normalized, the normalized full PDF is given byﬁ
f(9)
= 2 ) 6.52
e o J flp)dy (6.52)

However, fget(¢) is not precisely known. But even an unknown fqet can be incorpo-
rated into the PDF, using its normalized Fourier series decomposition:

F(9) = fony(9) - faer(9) = fony(9) - (i cx sin(kg) + dy cos(k¢)> ; (6.53)
k=0

where ¢y = 0 and dy = 1 without loss of generality. Using the definition of fyp, given

in Eq. (6.45) one obtains

<1 + Z?): ag sin(ke) + by, cos(k:gb)) . (1 + i% e sin(ko) + di cos(kqﬁ))
f(9) = ~—"= =

13 . (6.54)
1+ = > apcp + brdy
25=1

20 As a reminder, all the PDFs given in this chapter are normalized to 27 instead of 1 for improved
readability.
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6.4 Determination of the Polarization Observables

Because of the orthogonality of the sin and cos functions, only the diagonal terms
contribute to the normalization in the denominator of Eq. (6.54).

From Eq. (6.54) one might think that the parameters aj and cg, as well as by and
dy, are not independent, and therefore cannot be determined unambiguously. This
is of course true for a data set with only one direction of beam and target polariza-
tion. However, by using all four combinations of the beam and target polarization
directions, the coefficients a; and by, appear with different signs®! for each of the
four combinations, while the coefficients ¢; and dj remain unchanged. This allows
the unambiguous separation of the physics coefficients a; and b from the detector
efficiency coefficients ¢, and dy.

Obviously, it is impossible to use an infinite number of parameters in the fit. The
question is therefore, up to which order the Fourier expansion of the detector accep-
tance PDF needs to be done. To study this, it is useful to expand the product of
the two Fourier series in the numerator of Eq. (6.54), and regroup the terms with the
same coefficients ¢, and dj, resulting in an equation of the form

R [e's) 1 3 '
flo)=> - 5 > —agcos((k+€)¢) + besin((k + £)o) (6.55)
k=0 =—3
1 3
+di o | D Hasin((k+0)g) + brcos((k + £)g)
1=—3
with a_y := —a4g, b_p := +byy, ap = co = 0, and bg = dyp = 1. The coefficients ¢

and dj are occurring only in front of sin and cos terms of at least order k — 3 in the
trigonometric functions. For the determination of the coefficients ai and bx, which
contain the polarization observables, only terms of total order up to 3 are relevant.
Thus, it is sufficient to include only the detector asymmetry coefficients ¢ and dy
that are influencing these terms. All coefficients ¢; and dj for k > 6 can therefore
be ignored without influencing the results for the polarization observables because of
the orthogonality of the sin(k¢) and cos(k¢) functions.

The full likelihood function is hence given by
=11 (& F(64: 05, A, S, T, P, Hocn, g, da, - de) (6.56)
=1
+ (1 =€) f(¢i, 0is Ay, S5, T, PP HYE, 38, cg® d%, ... dE¥))
: ﬁ F(j,8;, Aj, X°8 TP pPe pbe (b8 cbe gbe o abey,
j=1

with f given by Eq. (6.54). This function has 32 free parameters: 4 polarization observables,

2lTn Eq. (6.45) the change of the beam polarization direction o — « + 90° is equivalent to changing the
sign of the polarization degree § — —§. Analogously, 8 — 8 + 180° is equivalent to A — —A.
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12 Fourier coefficients of the detector asymmetry, and another 4 + 12 parameters®? for the
sideband background.

Before the full likelihood function as given in Eq. (6.56) is used to extract the polarization
observables, one needs to ascertain that the fit result is unbiased and the statistical errors
obtained from the fit are correct. This can be studied using a toy Monte Carlo simulation.

6.4.2.1 Toy Monte Carlo Simulation

A toy Monte Carlo experiment is performed by generating pseudo events using a simple
Monte Carlo simulation and applying the likelihood fit to the simulated events. By com-
paring the result with the simulation input, the likelihood method discussed above can be
tested. One such experiment is done in the following steps:

1. Choose parameters:

Beam and target polarization (§ and A) are set to plausible given values. Additionally,
values are chosen for the fraction of background events £ and the ratio s between peak
and sideband cut width, as well as for the total number of events n,g that are to be
generated for each direction of the beam (a)) and target () polarization.

Generate signal events:

The parameters of the polarization observables in fy, are also set to given values,
and an arbitrary function fge is chosen for the detector efficiency.?®> Then, for each
beam and target polarization direction, the number of signal events that are to be
generated needs to be determined. Since the number of signal events detected in
a single experiment is not fixed but follows a Poisson distribution, this is done by
choosing a random number n(s;% which is distributed according to Pois((1 — &) - nag)-

The simulated events can then be generated by choosing ”:% random angles ¢ which

are distributed according to fyony - fdet With the given parameters.

Generate background events:

This is done the same way as the signal events, but with different values for the
polarization observables and possibly a different detector efficiency. However, this
needs to be done twice: First, nggﬁ ~ Pois(§ - no) background events are generated
and combined with the signal events. Then, additional nzige ~ Pois(s-£-nqp) sideband
events are generated.

. Perform the likelihood fit on the generated events:

Using the likelihood function given in Eq. (6.56), the polarization observables and
their statistical uncertainties can be determined from the simulated events using the
maximume-likelihood method described previously in this chapter. The fit result can
then be compared to the values originally used as input for the simulation.

22 One might naively expect that the 12 Fourier coefficients of the detector asymmetry are identical for
the signal and the sideband background. However, since the background events are due to random
coincidences between the tagged beam photons and the reaction products, the beam energy and therefore
the reaction kinematics are not identical. Because of the kinematic cuts used for the event selection, the
differences in kinematics between signal and background events are small, but nevertheless non-negligible
because of the finite width of the cuts. As a consequence, the detector asymmetry can be different for
the signal and the sideband background.

23 Here, it is not necessary to use the Fourier series decomposition of faet, but any function can be used.
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parameter value k@ 1
N 10000 i
7|t 500 0.8
nLT 750 =
n”¢ 900 :
niy 660 06k
6HT7 AHT +0.65, +0.60 r
6LT7ALT —0.55,40.70 i
5J_¢,AJ_¢ *060,*055 :
X, xhe +0.5, 0.5 L
T,The —0.3,40.3 0.2
P, Pbe +0.2,-0.2 L
H, H"s —0.4,40.4 F ‘ ‘ ‘
13 0.05 % /2 T 3n/2 2n
s 20 I}

Table 6.5: Parameters used for the Figure 6.37: Detector efficiency fqet which was
toy Monte Carlo simulation that is used as the worst case scenario for the toy Monte
shown here as an example. Carlo simulation.

In order to obtain statistically significant information on the quality of the fit procedure, a
large number N of toy Monte Carlo experiments are performed. The quantities of interest
are the normalized residuals of the polarization observables O:

oo = 2fit = Oinput with O € {%,T, P, H}, (6.57)

%

where o, is the statistical uncertainty of the best estimator Ogs, as determined by the fit
using Eq. (6.47). Ideally, the distribution of po should be normal, i.e. a Gaussian with mean
1 =0 and width ¢ = 1. A biased fit would result in x4 # 0, and over- or underestimation
of statistical errors would lead to o < 1 or ¢ > 1, respectively.

Extensive studies were done with the toy Monte Carlo simulation, using various values for
the parameters and different simulated detector efficiencies. For each of the simulations,
the normalized residuals of the polarization observables have not shown any significant de-
viation from the normal distribution. It can thus be concluded that the likelihood function
given in Eq. (6.56) provides an unbiased method to determine the polarization observables,
and the statistical errors are accurately estimated.

The results of one simulation are shown here as an example, with the parameters as given in
Table 6.5, and a detector efficiency fget describing an acceptance hole with sharp edges as
shown in Fig. 6.37, as a worst case scenario. The distributions of the parameters obtained
from the fit are shown in Fig. 6.38 for the polarization observables, and in Fig. 6.39 for the
Fourier coefficients of the detector efficiency. The distributions of the normalized residuals
of the polarization observables are shown in Fig. 6.40, together with a normal distribution,
showing good agreement with the expectations. The detector efficiency reconstructed from
the Fourier coefficients is—in this extreme example with a large acceptance hole—only
a very poor approximation of the actual efficiency, as can be seen in Fig. 6.41. Clearly,
additional higher order coefficients would be needed to achieve an adequate description
of the efficiency. It is, in principle, possible to include these higher order coefficients as
parameters in the fit, although at the expense of a huge increase in computational effort.
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Figure 6.38:

The distribution of the polarization observables as obtained from the likeli-

hood fit to the toy Monte Carlo data. The solid histogram shows the signal
observables, with the simulated value indicated as a vertical line, and the dot-
ted histogram shows the background observables which are in this simulation
expected to have the exact opposite sign.
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Figure 6.39: The distribution of the Fourier coefficients c; and di, of the detector efficiency
fdet, as obtained from the likelihood fit to the toy Monte Carlo data.
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Figure 6.40: The distribution of the normalized residuals of the polarization observables,
compared to a normal distribution.

Indeed, this leads to a better reconstruction of the detector efficiency, as can be seen in
Fig. 6.41 for kpax = 18 and kyax = 54. But since these coefficients do not influence the
determination of the polarization observables (because of the aforementioned orthogonality
of the sin(k¢) and cos(k¢) functions), and since precise knowledge of any ¢-asymmetry of
the detector is not needed for this analysis, the higher order coefficients are not included

in the fit.

S
N
F [\
1.2 [
1: -ﬁ / ,L
F
0.8/
0.6@
0.4 —— generated
0.2F reconstructed (Kpay = 6)
E reconstructed (Kpa = 18)
Us 1/ reconstructed (K. = 54)
E L ‘x/‘ | | L L L | L
) /2 T 3/2

Figure 6.41: Detector efficiency fqet which was used as the worst case scenario for the toy
Monte Carlo simulation, compared to the efficiency reconstructed from the
Fourier coefficients as determined by the fit.
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6.4.2.2 Results for the Polarization Observables

The likelihood fit can be used independently for each (E,,6) bin to determine the four
polarization observables. The values obtained from the fit are, however, not the polarization
observables for a free proton target, but also receive contributions from the bound protons
in the carbon and oxygen nuclei of the butanol target. For T, P, and H, where the
unpolarized bound protons dilute the measured observables, the values obtained from the
fit are divided by the dilution factor (see Section 6.3) to obtain the observables for a
free proton target. Since the bound protons also contribute to the beam asymmetry (see
Eq. (6.42)), the beam asymmetry for a free proton target cannot be obtained this way, and
only Xyt for the butanol is determined.

The results for the polarization observables Xy, T, P, and H in the bins where the fit did
converge,ﬁ and where the acceptance is larger than 10 %, are shown in Figs. 6.42 to 6.45
for the reaction vp — pr®, and in Figs. 6.46 to 6.48 for the reaction yp — pn. A detailed
discussion of the results will be given in Chapter 8.
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Figure 6.42: The beam asymmetry Y, for the reaction yp — pn® as obtained using the
event based likelihood fit (blue). The error bars represent the statistical un-
certainty only. Additionally, the results as obtained using the event yield
asymmetry are shown for comparison (red).

241n a few bins the fit did not converge. These are mostly the bins where the x? fit to the event yield
asymmetry resulted in a low confidence level. In all bins with an acceptance > 10 % the fit did converge.
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Figure 6.43: The target asymmetry T for the reaction yp — pn¥ as obtained using the event
based likelihood fit (blue). The error bars represent the statistical uncertainty
only. Additionally, the results as obtained using the event yield asymmetry
are shown for comparison (red). With the likelihood fit, results in 5 additional
energy bins are obtained.
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Figure 6.44: The recoil polarized P for the reaction vp — pn°® as obtained using the event
based likelihood fit (blue). The error bars represent the statistical uncertainty
only. Additionally, the results as obtained using the event yield asymmetry
are shown for comparison (red).
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Figure 6.45: The double polarization observable H for the reaction yp — pr® as obtained
using the event based likelihood fit (blue). The error bars represent the sta-
tistical uncertainty only. Additionally, the results as obtained using the event
yield asymmetry are shown for comparison (red).
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Figure 6.46: The beam asymmetry 3}, for the reaction yp — pn as obtained using the

event based likelihood fit. The error bars represent the statistical uncertainty

only.
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Figure 6.47: The target asymmetry 7" for the reaction vp — pn as obtained using the event

based likelihood fit. The error bars represent the statistical uncertainty only.
A detailed discussion of the results will be given in Chapter 8.
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Figure 6.48: The recoil polarization P and the double polarization observable H for the
reaction yp — pn as obtained using the event based likelihood fit. The error
bars represent the statistical uncertainty only. A detailed discussion of the
results will be given in Chapter 8.

Additionally, the Fourier coefficients of the detector efficiency are shown in Fig. 6.49. Most
coefficients are close to 0, corresponding to a flat detector efficiency, as expected. The few
outliers are a result of some inefficient detector channels.

A comparison of the ¥ results with the results obtained using the event yield asymmetry
method reveals no obvious discrepancy. By plotting the result of the likelihood fit versus
the result of the event yield asymmetry method for each bin that has been analyzed using
both methods (see Fig. 6.50), it can be easily seen that the two methods produce compat-
ible results. Plotting the statistical uncertainties of the two methods versus each other it
becomes obvious that the likelihood method is more precise in most of the bins. Therefore,
the event yield asymmetry method is not used any further, except for a more detailed
statistical analysis of possible systematic differences between the two methods, which will
be discussed in Section 7.4.1. But first, the systematic uncertainties are discussed in detail
the next chapter.
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Figure 6.49: Histograms of the Fourier coefficients ¢, and dj of the detector efficiency fqet,
as obtained from the likelihood fit to the 7% data. Except for a few outliers,
the coefficients are distributed around 0.
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Figure 6.50: The results from the event yield asymmetry method plotted versus the event
based likelihood fit. Top row: values, bottom row: statistical uncertainties.
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Chapter 7
Discussion of Systematic Uncertainties

Before the results will be discussed in the next chapter, a detailed investigation of possible
systematic uncertainties is presented. First, the dominant contributions are given, and
then combined into an estimate for the total uncertainty. After that, further checks of
consistency will be shown.

7.1 Dominant Contributions to the Systematic Uncertainty

7.1.1 Uncertainty of the Polarization Degree

The relative uncertainty of the polarization degree (cf. Section 6.2) contributes directly to
the uncertainty of the determined polarization observables, since the measured asymmetry
is the product of the observable and the corresponding polarization degree. For the target
asymmetry T’ only the target polarization degree A contributes, resulting in

ATy AA
T A

(7.1)

whereas for the observables P and H also the beam polarization degree § contributes. Since
the two polarizations are uncorrelated, this results in

AP, AH,, AAN? A5\ ?
P = le_\/(/l) () (7.2)

The uncertainty of the target polarization degree is identical for each data point, the
resulting systematic errors are therefore fully correlated between all bins. For the beam
polarization, this is also true for all bins with the same E, (and different angles), but the
correlation between data points at different E, is unknown. It is nevertheless reasonable to
assume a large correlation between neighboring bins, which is decreasing with the distance
of the bins in E,.

7.1.2 Uncertainty of the Dilution Factor

The relative systematic uncertainty of the dilution factor d (cf. Section 6.3) contributes the
same way as the uncertainty of the polarization degree:

ATgn _ APs _ AHan _ Ad

T P H d (7.3)
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Chapter 7 Discussion of Systematic Uncertainties

Since the systematic uncertainty of the dilution factor is a result of energy and angle
dependent deviations of the carbon scaling factor from its global average (cf. Section 6.3.2.1)
the correlation between the individual data points is unknown.

7.1.3 Background Contamination

The selected data samples still contain some background events from other reactions. Since
the background events can, in general, also exhibit an asymmetry, the measured observable
Omeas also contains a contribution from the background events, resulting in

Omeas = (1 - 5) O + f Obga (74)

where ¢ is the relative background contamination of the data sample. If O and & are
known, the actual observable can be calculated. In principle, Oy, could be measured using
a sideband analysis, e.g. by selecting events which are next to the 7% or 1 peaks in the vy
invariant mass spectrum. However, the total amount of background is very low, and the
observables measured using such an analysis have a statistical uncertainty in the order of
+100 %. It is therefore not possible to constrain Oy, in any significant way.

An alternative approach is to neglect the background, using O = Opeas. This of course
introduces an additional systematic uncertainty, which needs to be estimated for each data
point, i.e. for each observable in every bin. Given the large number of data points, this
allows for a statistical estimate of the uncertainty. The expected absolute error caused by
neglecting the background is given by

2
(AO)2 =K ((O - OmeaS)Q) (%) E <<1 f 5 (Omeas - Obg)) ), (75)
where E denotes the expected value. With Oy, distributed according to the probability
density function f(Oy,g), the expected value can be calculated using

2
(A0)2 = / (1 ff (Omeas - Obg)) . f(Obg) dobg- (76)
In order to calculate (AO)? one needs to make an assumption about f. Without further
information, the most reasonable assumption—motivated by the principle of maximum
entropy [Jay57]—is that any value for Oy, from the physically allowed interval [—1,1] is
equally probable. In that case, performing the integral in Eq. (7.6) yields

€\ /1 £l 1
(AO)2 = (1_5) <3 + Or2neas) ~ 52 <3 + Or2neas) . (77)
With Opeas € [—1, 1] an upper bound for AO is given by
AO<&fE (using O = 1). (7.8)

This upper bound overestimates the error, because for nearly all data points the values of

02, are significantly smaller than 1. A more realistic, and at the same time much simpler

estimate is given by

AO < €. (7.9)
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7.1 Dominant Contributions to the Systematic Uncertainty

It is still a strict upper bound for all bins with |Omeas| < v/2/3 &~ 0.82 (cf. Eq. (7.7)).
For larger values, which occur only in very few bins, it slightly underestimates the error
(by at most ~ 15% for |Omeas| = 1). However, for large values of |Opeas| the absolute
values of the previously discussed relative uncertainties due to polarization degree and
dilution factor are also large, dominating the total systematic uncertainty. Thus, the slight
underestimation for large |Opeas| has no significant impact, and the systematic uncertainty
of the polarization observables due to background contamination can be approximated by

ATy, = APy = AHy, = €. (7.10)

What remains is the determination of the background contamination £ in each bin. This
can be done using the v+ invariant mass spectrum where the background is clearly visible,
as can be seen in Fig. 7.1. This background is mostly caused by other reactions with
multiple particles in the final state, with one or more particles having escaped detection.
It is only marginally reduced if the reactions off bound protons are subtracted using the
carbon data. Therefore, the background contamination can be determined for the butanol
data set alone. This results in a minor overestimation of the background contamination,
but keeps it independent of the carbon scaling factor. Assuming a featureless shape of

10°°

0 100 200 300 400 500 600 700
M,, / MeV

Figure 7.1: Estimation of the background contamination using a linear extrapolation in
the v invariant mass spectrum. A linear function describing the background
was fitted to the data in the region 200 MeV < M., < 400 MeV (green) and
extrapolated over the full range (blue). This extrapolation overestimates the
background at the n peak slightly. However, since the extrapolation is only used
to estimate the systematic uncertainty, this overestimation is of no consequence.
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Chapter 7 Discussion of Systematic Uncertainties

the background underneath the 7% and 7 peaks,i the background contamination can be
estimated using a linear extrapolation from the region between the two peaks. This is done
by fitting a linear function

fog(Myy) = a+b- M, (7.11)

to the background in the region 200 MeV < M., < 400 MeV. For a bin-wise determination
of the background contamination, this needs to be done for each bin. However, there are
less than 21000 background events between the 7¥ and 7 peaks in the full data set. With
720 (E,,cosf) bins for the 7¥ analysis, this results in an average of less than 30 events
per bin, which is not enough to determine the shape of the background. On the other
hand, a one-dimensional investigation, i.e. integrating over either E, or cosf, shows no
significant change of the background shape with angle or energy. It is therefore reasonable
to assume the same background shape for each bin. The background contamination in
each (I, cos ) bin can then be estimated by counting the background events in the region
200 MeV < M., < 400 MeV, and extrapolating that number to the 70 or n peak using the
global background shape. The relative background contamination is then given by

Mg Mg
k- [ h(M,E,, cosf)dM | fog(M)dM
€(B,cos0) — —% with & — A]ng (7.12)
I (M, B, ,cos 0) dM I Fog(M) dM
My Mo

where h(M, E., cosf) is the measured ~y invariant mass distribution in a given (E,, cos )
bin, Mslfg‘;” and M;gp are the cut limits used to select the 7 or n events in that bin,?
and Mé%w = 200 MeV and Mf)lgp — 400 MeV define the region in which the background is
evaluated for extrapolation. The factor x takes care of the extrapolation based on the
global background shape f,s. The resulting background contamination is shown in Fig. 7.2
for both the 7¥ and the 1 data samples. The overall background contamination is very low.
In particular for £, < 1600 MeV, it is below 1 % in all bins with non-vanishing acceptance.
At higher energies, the overall background contamination is slightly higher. In particular
in the bins where the acceptance is small (cf. Section 5.5, in particular Fig. 5.29) it can get
as high as 5 %.

! The shape of the background was investigated using Monte Carlo simulated data for various possible
background reactions. Almost all final states that have been considered (e.g. prl7l, prto, p7°n) show
no peak-like structures in the v invariant mass spectrum, with the exception of nw7° which shows a
tiny peak at the 7° mass. However, the probability to misreconstruct the nm ™7 final state as pr°® after
all cuts have been applied is ~ 107°, as determined from the simulation. Since the cross sections for
multi-meson final states are smaller than the pr® cross section below E, < 2CGeV (cf. Fig. 2.1) and even
beyond E, = 3GeV at most an order of magnitude larger, the contamination with nz' 70 events is at
most 10™* and can therefore be neglected.

% Since the width of the 7° and n peak depends on both E., and cos § and a 20 cut are used (cf. Section 5.4),
ME¥ and M1 are (slightly) different for each bin (cf. Appendix C).

sig sig
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cos 6

R > 1 R
~ [%2] -
an 8 wn
3 0.5 3
2 o 2
-05 1 ~0.5/— 1
L b e S 0 e s R |
1000 1500 2000 2500 3000 1000 1500 2000 2500
E,/MeV E,/MeV
0
(a) yp — pm (b) vp — pn

Figure 7.2: The background contamination ¢ for the reactions yp — pn® and vp — pn.
Note that the large relative background contamination in the kinematic region
of vanishing acceptance (cf. Fig. 5.29) is of no consequence, since no results
were obtained in that region.

7.2 Combined Systematic Uncertainty

Since the uncertainty of the polarization degree, the uncertainty of the dilution factor, and
the uncertainty due to background contamination are uncorrelated, the combined system-
atic uncertainty can be obtained by adding the individual contributions in quadrature.
All contributions except for the background contamination are relative contributions, they
are multiplied by the value of the observable itself. This value, however, is not exactly
known because of its uncertainty. This is particularly problematic in bins where the deter-
mined value is smaller than its statistical uncertainty. In that case, the absolute systematic
uncertainty can be underestimated. To avoid that, the conversion function

A0 = AO™L . |O| (7.13)

sys sys

which converts the relative uncertainty of observable O into an absolute uncertainty needs
to be convoluted with the probability density function for the true value of the observable
O, given its measured value O with statistical uncertainty op. This probability density
function is given by the normal distribution N:

A 1 5 _ 0O)2
N(O = 0,0p) = ———exp (—(020)> . (7.14)
\/2m0d 205
Writing down the convolution integral yields
AOGE = / AOG; - |0 = 2] - N, 0p) da. (7.15)

The integration is done numerically, the integration range can be restricted to £5 gp with-
out a significant influence on the result.
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Chapter 7 Discussion of Systematic Uncertainties

Combining all the contributions, the total systematic uncertainty for the three observables
is then given by

2
ATy = 5/0T\/<A/i/1>2 + (Add>2 NT = 2| - N(z, o) dz | + &2 (7.16a)
—b0r
T AAY  (ASY  (AdY 2
APyys = _5[13 (/1) + <5> + (d) |P—z| - N(z,op)dz| + & (7.16b)
U AANY. (AGY /AT 2
AHgys = EZH\/<A> + <5) + <d> |H —z| - N(z,0)dz| + & (7.16¢)

where % and % are the relative uncertainties in the target and beam polarization, % is

the relative uncertainty in the dilution factor, and € is the relative background contamina-
tion of the event sample.

In the low energy region, where the background contamination is small and the dilution
factor is large, the total uncertainty is dominated by the polarization degree. In particular
for the observables P and H, which require the linear polarization of the beam, all other
contributions are negligible. At higher energies, where only the observable T' can be mea-
sured in this analysis, the systematic uncertainty increases due to a smaller dilution factor
and slightly more background. However, the statistical uncertainty is also much larger at
higher energies due to the lower cross section and the smaller dilution factor. Therefore,
the systematic uncertainty is still significantly smaller than the statistical error, as can be

seen in Fig. 7.3.
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Figure 7.3: The systematic uncertainty of each data point plotted versus the statistical
uncertainty. (7: blue, P: green, H: red)
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7.3 Systematic Uncertainty of the Bin Position

7.3 Systematic Uncertainty of the Bin Position

So far, the uncertainty of the value of the observables in each bin has been discussed.
Additionally, there is also an uncertainty of the bin position, i.e. an uncertainty of E, and
cosf. The uncertainty of E, is a result of the uncertainty of the tagger calibration (see
Section 5.2.3), it is shown in Fig. 7.4 for the bins used in the analysis.
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Figure 7.4: The systematic uncertainty of the beam energy, as a function of the beam
energy. The increase above E, 2 2500MeV is due to fact that there are no

calibration measurements available in that energy range and the calibration is
extrapolated to higher energies using a simulation (cf. Section 5.2.3).

The uncertainty of cos @ is a bit more complicated to estimate. It is discussed here for the
reaction yp — pr®. The absolute uncertainty is of similar size for the reaction yp — pn.
However, due to the larger size of the cos 6 bins, the uncertainty is only of minor importance
for the n analysis.

Since cosf is not measured directly, but is calculated from various measured quantities,
its uncertainty also depends on these quantities and their uncertainties. In order to get
an estimate, the Monte Carlo simulation (see Section 5.1.3) is used to compare, for each
simulated event, the measured value cos 6 with the generated value cos . From the resulting
distribution of cos @ — cos 6, in each (E, cos ) bin, the uncertainty of cosé in that bin can
be estimated. The statistical uncertainty—caused by the detector resolution—is given by
the standard deviation o, and any systematic uncertainty is indicated by a non-vanishing
mean value pu.

Using the Monte Carlo dataset (1), one gets a lower limit for the uncertainty under ideal
conditions. The resulting systematic and statistical uncertainties are shown in Fig. 7.5.
The statistical uncertainty is at least a factor of 2 smaller than the bin width, which is
Acosf = 1/12 for 24 bins. It is rather independent of E,, and smaller toward negative
cos 6. The systematic uncertainty is negligible in this ideal scenario, since it is significantly
smaller than the bin width. Nevertheless, there are some structures visible in Fig. 7.5a,
which directly correspond to the structures visible in the acceptance (cf. Fig. 5.29a).
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Figure 7.5: The uncertainty of the center-of-mass angle 6 for each data point. Using the
Monte Carlo simulation, the difference between measured and generated cos 6
can be studied. The mean value p of the deviation indicates a systematic uncer-
tainty, and the standard deviation o corresponds to the statistical uncertainty
due to the detector resolution.
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Figure 7.6: The systematic uncertainty of cos@ caused by a shift AE, in the measured

beam energy. Using the Monte Carlo simulation, the mean difference between
measured and generated cosf can be determined as a function of AFE,, the
results are shown for the two worst-case scenarios.

Since the measured cos 6 also depends on the beam energy FE., the systematic uncertainty
of E, also contributes to the systematic uncertainty of cosf. To study the magnitude of
this influence, an offset AE, is added to the beam energy in the analysis of the Monte
Carlo data. Even for a shift of AE, = £10MeV, which is larger than the systematic
uncertainty, the effect is small, as can be seen in Fig. 7.6. Nevertheless, a small anti-
correlation between E, and cos @ is visible. A shift of AE, = £10MeV leads to an average
change of A cosf = F0.0022. This corresponds to ~ 3 % of the bin width and is therefore
completely negligible.
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Figure 7.7: The systematic uncertainty of cos 8 caused by a shift Az of the target position
along the beam axis. Using the Monte Carlo simulation, the mean difference
between measured and generated cosf can be determined as a function of Az,
the results are shown for the two worst-case scenarios.

The uncertainty of the target position is also expected to have an influence on cos 6, since
a shift of the target along the beam axis influences all measured angles. To study the
magnitude of this influence, the Monte Carlo datasets (5) and (6), where the target position
is shifted by Az = +1cm along the beam axis, are used. The magnitude of this shift is
larger than the alignment precision of the experimental setup,® thus providing a worst-case
estimate. The resulting limits for the systematic uncertainty are shown in Fig. 7.7. The
uncertainty is as high as 33 % of the bin width for a wide range of the data points. For
simplicity, the dependence on E, and cosf can be neglected, and a global upper limit of
Acosf = 0.03sys can be used for all bins, and also for the reaction yp — pn.

7.4 Additional Checks of Consistency

7.4.1 Comparison Between the Event Based Maximum Likelihood Fit and the
Binned Event Yield Asymmetry

Since, at least for the reaction yp — pr® below E, <1900 MeV, the polarization observables
have been determined using two different methods, the results can be compared for an
additional check of consistency. All systematic uncertainties discussed so far influence both
methods in exactly the same way. Any statistically significant difference between the two
methods would, therefore, indicate an additional systematic error.

A visual comparison of the results yields no obvious discrepancy (cf. Figs. 6.42 to 6.45).
Instead, a statistical analysis needs to be performed. For each data point and each observ-
able O, the difference AO between the two results, and its error opp, are calculated. If the

two methods are indeed compatible, % is expected to be normal-distributed with mean

3 The alignment precision of the detectors is in the order of a few mm [Wen08; Wall16; Han17].
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Chapter 7 Discussion of Systematic Uncertainties

u =0 and width ¢ = 1. Any deviation would indicate an additional systematic error in at
least one of the two methods.

One challenge with this approach is the calculation of opnp. Since the results obtained
using the two different methods are based on the same data sample, they are expected to
be highly correlated. The error of the difference is thus given by

0o = 0% 4+ 05 — 2K 0109 (7.17)

where o1 and o9 are the errors of the results from the two methods, and k € [—1,1] is the
correlation coefficient. Its exact value is unknown, but expected to be large; negative values
for k can safely be excluded. To make things more complicated, x can be different for each
data point and each observable. To get a meaningful estimate on oa(p, it is necessary to
constrain x further. For this purpose, Eq. (7.17) is rewritten by decomposing the individual
errors o; (i = 1,2) into a common, fully correlated error 6 and individual, uncorrelated
errors &;:

ol=6+57 (i=1,2). (7.18)
Only the individual errors contribute to the error of the difference.

0o =61+ 53 (7.19)

This error is minimal if one of the &; vanishes, i.e. if the common error ¢ is maximal and
identical to the smaller of the two errors.

~2 _ 2 2 e =2
2 ot =01 —03 itg5 =0 (7.20)
AOmin — 5_2 _ 2 2 f ~2 _ 0 ’

2 =03 — 07 ooy =

By combining Egs. (7.17) and (7.20), this lower bound for opp provides an upper bound
for the correlation coefficient k.

—20%  if5i=0

—2 Kmax 0102 = 7.21

e T {—20% it 62 =0 (7:21)
o2/0 if 63 =0

— Kmax = 2/01 L (7.22)
o1/02 itey =0

The largest possible correlation coefficient is thus given by the ratio of the smaller and the
larger error. A histogram of this upper bound in each bin is shown in Fig. 7.8.

Assuming maximum correlation, it is possible to calculate UA—O for each data point.* His-
tograms of the resulting values for each observable are shown in Fig. 7.9. The distributions
can indeed be described by a Gaussian distribution. There are, however, some deviations
from p = 0 and o = 1, the most prominent being the width of the distribution in case of the
observable T', which deviates by more than 6 standard deviations from o = 1. While this
seems highly significant, one needs to take in to account the possibility that the correlation
is smaller than the maximum allowed value. And indeed, if the correlation is assumed to be
just 4 % smaller than maximum, the width is consistent with 1, as can be seen in Fig. 7.10.
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Figure 7.8: Histograms of the upper bound kpyax for the correlation coefficient between the
two different analysis methods.
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Figure 7.9: Histograms of the difference between the results obtained using the different
analysis methods, divided by its statistical uncertainty assuming maximum
correlation Kmax. A Gaussian with mean p and width o was fitted to the
histograms using the binned-likelihood method [BC84].
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Figure 7.10: Histograms of the difference between the results for T obtained using the
different analysis methods, divided by its statistical uncertainty assuming a
reduced correlation of kK = 0.96 Kmax-
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There is, in fact, a strong indication that the correlation is indeed smaller than maximum.
Maximum correlation is only possible if, for each data point, only one of the two methods
has an individual, uncorrelated error & (cf. Egs. (7.18) and (7.19)). It is reasonable to as-
sume that this would be the same method in each data point, i.e. for maximum correlation
one would expect one method to be always at least as precise as the other one. However,
while the unbinned likelihood method is indeed more precise than the binned method for
most of the data points, this is not the case for all data points.” This indicates that the
correlation has to be smaller than the maximum possible value. It is therefore reasonable
to assume that the width of the JAA—g distribution is in agreement with the expected width,
and the too large width of the distribution for Kk = kpax is only caused by overestimating
the correlation.

The remaining issue that needs to be addressed is the deviation from g = 0 by 2 standard
deviations in case of the observables T and P. This deviation could still be attributed to
random chance; nevertheless, this is worth investigating further. To that end, it is useful to
look at the distributions of AO directly, without dividing them by their uncertainty. The
results are shown, for each observable, in Fig. 7.11. Since the uncertainty for each data
point differs, the distributions are not necessarily Gaussian. Nevertheless, the mean of the
distribution can be used to judge any systematic discrepancy between the two analysis
methods.

In all cases, the difference to 0 is less than 0.01, the average for all observables combined
is 0.0041 + 0.0018. Since this deviates from 0 by more than 2 standard deviations, it is
added to the total systematic uncertainty of each data point. However, it should also
be mentioned that this additional uncertainty is, for nearly all data points, much smaller
compared to the other systematic uncertainties and has thus hardly any influence on the
total uncertainty.

* 450 mean = 0.0033 £ 0.0022 ® mean = 0.0099 * 0.0042 ® mean = 0.0013 = 0.0043
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35F
30F
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20>

(b) P

Figure 7.11: Histograms of the difference between the results obtained using the different
analysis methods, together with the arithmetic mean and its statistical uncer-
tainty.

4With an individual value of kmax for each data point.

® For the observables P and H the value obtained using the unbinned likelihood fit is more precise in all
176 bins, for the observable T' the unbinned likelihood fit is more precise in 512 bins, whereas the binned
method is more precise in 12 bins.
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7.4.2 Comparison Between the n — 2v and n — 37° Decay Modes

The reaction yp — pn can also be studied using the decay mode 1 — 37° — 6. Since the
reconstructed event sample for this decay channel contains only about 25 % as many events
as the n — v event sample, and it also contains more than 10 % background events at
higher E,, these events have not been used for the analysis, as was already mentioned in
Section 5.4.2. However, below £, < 1GeV the background contamination is below 3 %. It
is therefore possible to compare the results for the polarization observables in that energy
range for the two decay channels. This is discussed in the following.

The analysis of the n — 37° event sample was done exactly the same way as for the
n — 27 event sample, as described in Chapter 6. The dilution factor was determined
as described in Section 6.3, and the observables were determined using the event based
maximum likelihood fit described in Section 6.4.2, but limited to the energy of the coherent
peak below £, = 950 MeV. At higher energies, the number of reconstructed n — 370 events
per bin is too small and the statistical uncertainty of each data point is close to 1. The
results for the observables T', P, and H for both decay channels are shown in Fig. 7.12. No
obvious discrepancies between the two decay modes can be seen.
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Figure 7.12: The polarization observables T, P, and H for the reaction yp — pn, compared
between the decay modes 1 — 27 (blue) and 1 — 370 (green).

For a quantitative comparison of the two data sets, a statistical analysis needs to be per-
formed. Similar to the previous section, the difference AO between the two decay channels
and its uncertainty opo are calculated for each observable O and each data point. However,
this time the results for the two data sets are completely uncorrelated, which drastically
simplifies the calculation of opp. A histogram of % is shown in Fig. 7.13 for each ob-
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servable. The distributions are in good agreement with a Gaussian distribution with mean
p = 0 and width ¢ = 1. Thus, the analysis of the two decay modes yields compatible
results, showing no evidence for additional systematic errors.
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Figure 7.13: Histograms of the difference between the results obtained using the two differ-
ent decay modes v — 2y and v — 379, divided by its statistical uncertainty.
A Gaussian with mean p and width o was fitted to the histograms using the
binned-likelihood method [BC84].
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Chapter 8

Discussion of the Results

8.1 Comparison to Previous Measurements

8.1.1 Beam Asymmetry ¥

The beam asymmetry X' has already been measured by several experiments (cf. Section 2.2).
Since it is also obtained as a by-product in this analysis, a comparison of the results serves
as a cross-check. However, as was mentioned in Section 6.4.1.1, the beam asymmetry
measured using a butanol target is not identical to the beam asymmetry of reactions off
the free proton. Instead, it also contains contributions from reactions off bound nucleons:

X =d- Yo + (1 - d) * Ybound, <81)

where the relative contribution of Ygee and Ypoung is given by the dilution factor d. Never-
theless, bound protons still behave as protons, and the contribution from bound neutrons
is suppressed because of the lower detection efficiency for neutrons (g, < 0.3 [Jae+11)).
Therefore, Xyound is expected to be similar to Ygee, except for additional blurring in energy
and angle due to Fermi motion. The effect of the blurring is expected to be most prominent
in kinematic regions where Y exhibits a large variation with energy or angle. But even
then, the rather large dilution factor still ensures X ~ Y.

8.1.1.1 Reaction vp — pm?

The most precise measurement of the beam asymmetry for the reaction vyp — pr¥ was
performed by the GRAAL collaboration [Bar+05a]. A direct comparison of their results
with the results from this analysis is shown in Fig. 8.1. As can be seen, the agreement
between the two data sets is quite good.

8.1.1.2 Reaction vp — pn

Also for the reaction vp — pn, the most precise measurement was done by GRAAL
[Bar+07]. Again, the two data sets are in excellent agreement, as can be seen in Fig. 8.2.
This confirms that the influence of the bound protons on the result of the measurement is
indeed small. It also proves that the method used to extract the polarization observables
from the data works as expected, and the systematics are well under control.i

! Although it should be noted that the agreement on X does not prove that the target polarization degree
and the dilution factor are well under control, since X' is independent of the target polarization.
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Figure 8.1: The results for the beam asymmetry X in the reaction vp — pr® (blue points,
systematic uncertainty shown as gray bars), compared to the measurement by
the GRAAL collaboration [Bar+05a]. Since the GRAAL data were measured
E., in between our bins, both the nearest data points at smaller (red) and larger
(green) E. are shown in for each bin.
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Figure 8.2: The results for the beam asymmetry X in the reaction yvp — pn (blue points,
systematic uncertainty shown as gray bars), compared to the measurement by
the GRAAL collaboration [Bar+07] (red). The GRAAL data were measured
at slightly different F,.

8.1.2 Target Asymmetry T
8.1.2.1 Reaction vp — pm°

The target asymmetry T in the reaction yp — pr¥ has previously been measured by various
experiments (cf. Section 2.2). Most of these measurements are limited to a narrow kinematic
region, both in energy and angle. The notable exception are the measurements performed
at the NINA synchrotron at Daresbury Laboratory in the 1970s [Boo+77; Bus+79al, which
cover an energy range from E, ~ 700MeV up to E, ~ 2200 MeV, with full polar angle
coverage up to E, ~ 1500 MeV and just a few missing data points in backward direction
at higher energies. The error bars of the previous measurements are significantly larger. A
comparison between the older data and this analysis is shown in Fig. 8.3. As can be seen,
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Figure 8.3: The results for the target asymmetry 7 in the reaction vp — pr® (blue points,
systematic uncertainty shown as gray bars), compared to previous measure-
ments. The data points measured at Daresbury Laboratory [Boo+77; Bus+79a]
are shown in red. The recently published results from MAMI [Ann-+16], which
were measured in parallel to this work, are shown in green. All other mea-
surements [Gor+74; Gor+75; Gor+78; Fel+76; Her+77; Fuk+78; Aga+89;
Asa+86], each in a rather limited kinematic region, are shown in orange. Due
to different binning, the energies differ by up to half of the bin size.
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Chapter 8 Discussion of the Results

the present analysis extends the kinematic coverage to higher energies up to £, = 3 GeV,
and exceeds the older data in precision, in particular for £, < 950 MeV.

In parallel to this work, the target asymmetry was also measured by the A2 collaboration
at MAMI [Ann+16], for photon energies below 1.45GeV. The number of angular bins
of the MAMI data set is lower compared to this analysis, as is their statistical precision.
The MAMI data cover a slightly larger polar angle range in forward direction, where this
analysis has vanishing acceptance, in particular in the lower energy bins. However, the
very forward angles close to cosf = 1 are also missing in the MAMI data.

The agreement between this analysis and the other data is excellent, which is a strong
indication that no systematic effects have been overlooked in this analysis, in particular
regarding the target polarization and the dilution factor.

8.1.2.2 Reaction vp — pn

For the reaction vp — pmn, the target asymmetry 7T has previously been measured by
the PHOENICS collaboration at ELSA [Boc+98], with complete angular coverage up to
E, =~ 900MeV and a few additional data points at energies up to E, ~ 1100 MeV in back-
ward direction. Achieving an adequate description of the PHOENICS data has proven quite
challenging for the PWA groups. In particular, a sign-change in the angular distribution of
T close to threshold cannot be reproduced by either BnGa [Ani+12], SAID [M+10], or the
n-MAID isobar model [Chi+03]. Only a model-independent fit by Tiator et al. [Tia+99] is
able to describe the data. However, it requires a strongly energy dependent phase difference
between the N(1535)1/27 and N(1520)3/2" resonances, which is entirely unexpected for
two close-by resonances of similar width. The nature of this phase change has hitherto not
been understood. It should, however, be noted that the PHOENICS measurement of T
close to threshold is still perfectly compatible with 7' = 0 at all angles (x?/ndf = 5.9/6),
and there might be no sign change after all. And indeed, the results from the present
analysis show no evidence of any negative value for T close to threshold.

While the discrepancy between the two data sets close to the threshold could still be
attributed to chance, a further comparison of the two data sets, which is shown in Fig. 8.4,
reveals little agreement. Over all bins combined, the discrepancy between the two data
sets appears signiﬁcant.z

In parallel to this work, the target asymmetry was also measured by the A2 collaboration
at MAMI [Ako+14]. As can be seen in Fig. 8.4, their results show a compatible shape, in
particular also no zero-crossing close to threshold. However, the absolute values of T seem
systematically lower compared to this analysis. This indicates an additional systematic
error in one of the two analyses. Since each data point seems to be affected in the same
way, the most probable source of this error is the polarization degree of the target. In that
case, the systematic error should influence the results for other reactions in the same way.
However, the results for the reaction yp — pr¥ from this analysis are in excellent agreement
with previous measurements. Therefore, an additional systematic error in our measurement
of the polarization degree seems unlikely. Other systematic errors limited to the reaction

2Due to the different binning in energy and angle, the discrepancy is hard to quantify. But just a visual
inspection of the data reveals that roughly half of the PHOENICS data points deviate from the results
of this analysis by more than 1o, which is significantly more that expected for two compatible data sets.
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Figure 8.4: The results for the target asymmetry 7' in the reaction vp — pn (blue points,
systematic uncertainty shown as gray bars), compared to previous measure-
ments by the PHOENICS collaboration [Boc+98] (red), and the recently pub-
lished results from MAMI [Ako+14] (green) which were measured in parallel to
this work. Due to different binning, the energies differ by up to half of the bin
size.

vp — pn, e.g. background contamination of the event sample, should also influence the
measurement of the other observables. But again, the measurement of the beam asymmetry
X is also in excellent agreement with previous measurements (see Section 8.1.1).

In conclusion, there is no indication of any additional systematic error in this analysis.
Thus, we expect the source of the discrepancy to be found more likely in the MAMI data.
For further details, a quantitative discussion of the discrepancy is given in Appendix E.

8.1.3 Recoil Polarization P
8.1.3.1 Reaction vp — pm?

The recoil polarization P has previously been measured for the reaction vp — pr® by vari-
ous experiments (cf. Section 2.2). Some measurements at higher energies (£, > 1300 MeV)
were done in a double polarization experiment involving linearly polarized photon beams
and transversely polarized target protons, similar to this analysis. But most experiments,
in particular all experiments in the energy range covered by this analysis, directly measured
the transverse polarization of the recoiling proton in a secondary scattering process. These
types of measurements have, in general, the disadvantage of low analyzing power and lim-
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Figure 8.5: The results for the recoil polarizations P in the reaction vp — pr® (blue points,
systematic uncertainty shown as gray bars), compared to previous measure-
ments [Gor+74; Bel+83; Kat+80; Bra+80; Bra+86; Mal61] (red). Due to
different binning, the energies differ by up to half of the bin size.

ited acceptance, leading to large uncertainties and limited angular coverage. Nevertheless,
these previous results are in rather good agreement with the results from this analysis, as
can be seen in Fig. 8.5.

The new results exceed the older data in precision, both statistical and systematic. Instead
of several experiments, each with different and rather large, in some cases even uninvesti-
gated, systematic uncertainties, the energy range from E, = 640 MeV to 975 MeV is now
covered by a single experiment with small, and well-under-control systematic uncertainties.

8.1.3.2 Reaction vp — pn

For the recoil polarization in the reaction yp — pn, only very few data points with very
large uncertainty exist. Heusch et al. [Heu+70] measured a positive polarization value at
0 = 90°, at five different energies between £, = 800 MeV and 1.1 GeV. However, the large
uncertainty of their measurement does not allow any further conclusions. The positive
values are consistent with this analysis (cf. Fig. 6.48a).

Hongoh et al. [Hon+71] reported possible evidence for a sign change of P at E, = 890 MeV,
with P = 0.27+£0.25 at = 108.3° and P = —0.15+0.30 at § = 82.3°. Regarding the
huge uncertainty of the negative data point this conclusion seems far-fetched, and indeed
it is not confirmed by this analysis.

8.1.4 Double Polarization Observable H

For both reactions vp — pr® and yp — pn, there are no previous results available in the
energy range covered in this work, so no comparison is possible.

154



8.2 Comparison to Model Predictions

8.2 Comparison to Model Predictions

8.2.1 Reaction vp — pm®°

Even though the reaction yp — pr¥ is the best-studied photoproduction reaction, the data
available prior to this work are insufficient for the complete experiment (see Section 2.3).
However, close to threshold, where only few partial waves contribute, the measurement of
g—g and X has proven to be sufficient for a determination of the S- and P-wave amplitudes
[Sch+01]. Below the 270 threshold, the Fermi-Watson theorem [Wat54] helps to provide
further constraints from the w/N scattering data, by relating the complex phases of the
photoproduction multipoles to the pion-scattering phase shifts. But even above the 27w
threshold, in the second resonance region, where the t-channel contributions to the higher
multipoles are still small [Sar16] and can be neglected, the number of observables needed for
a determination of the multipoles in a truncated PWA can be expected to be smaller than
the 8 observables needed for the complete experiment [WBT14]. One would therefore expect
similar predictionsi from the various analysis groups for the polarization observables in the
second resonance region.? At even higher energies, beyond the second resonance region,
higher partial waves also contribute and the previously available data provide insufficient
constraints.

For the observable H, where no other results are available, the shape is accurately predicted
by all PWAs in the lower energy bins, as can be seen in Fig. 8.8. And even in the higher
energy bins, the data deviate mostly only by a constant offset from the predictions by
SAID, MAID, and BnGa. Only the Jiilich-Bonn model shows a larger deviation here.

For the observable P, shown in Fig. 8.7, the agreement between PWAs and data is even
better, although this is not surprising considering the fact that this observables has already
been measured by other experiments. Nevertheless, the new data will be able to constrain
the PWAs further due to the significantly smaller uncertainty compared to the older data.
The observable 1" exhibits a more surprising behavior, as can be seen in Fig. 8.6. While
the overall agreement between the PWAs and the data is still pretty good, there is an
unexpectedly large discrepancy around W = 1600 MeV between MAID (and to a smaller
extent also SAID) on one hand, and the other PWAs and the data on the other hand. An
similar discrepancy has also been observed recently for the observables G [Thi+12] and E
[Got+14]. This discrepancy for G, which is even more pronounced over a wider energy
range compared to 7', has been traced by Thiel et al. [Thi4+12] to differences between
the PWAs in the multipoles Fypy and Fy_. These deviations between the PWAs clearly
show that a model-independent PWA has not been possible up to now, and highlight the
importance of the new double polarization data from this work, combined with the recent
results on E and G, to resolve the remaining ambiguities in the PWAs.

3For the observables T' and P, which have previously been measured (albeit with large uncertainty),
these are strictly speaking not predictions, but nevertheless completely independent from the results
presented here. On the other hand, the observable H has not previously been measured in the energy
range covered by this analysis, so here one can truly speak of predictions.

* Although it should be noted that recently published results on G [Thi+12] and E [Got4-14] already
showed unexpectedly large deviations between the PWAs.
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Figure 8.6: The results for the target asymmetry 7" in the reaction vp — pr®, compared to
the predictions by the SAID [Wor+12b] (blue), BnGa [Ani+12] (red) solutions
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2011-01 (dashed) and 2011-02 (solid), and MAID [DKTO07] (green) partial wave

analyses, and the Jilich-Bonn model [Rén+15] (orange).
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Figure 8.7: The results for the recoil polarization P in the reaction vp — pr®, compared to
the predictions by the SAID [Wor+12b] (blue), BnGa [Ani+12] (red) solutions
2011-01 (dashed) and 2011-02 (solid), and MAID [DKTO07] (green) partial wave
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Figure 8.8: The results for the double polarization observable H in the reaction yp — pn®,
compared to the predictions by the SAID [Wor+12b] (blue), BnGa [Ani+12]
(red) solutions 2011-01 (dashed) and 2011-02 (solid), and MAID [DKT07
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8.2.2

Reaction vp — pn

A comparison between the PWAs and the measured data for the observables T', P, and

H in

the reaction yp — pn is shown in Figs. 8.9 and 8.10. Close to threshold, where

the N(1535)1/2 resonance dominates the cross section, the observables are rather small
and featureless, although T and P are clearly positive around W = 1535 MeV, while H
is negative. But even at higher energies, T exhibits fewer structures compared to the 7°
reaction. Only above W 2 1900 MeV, more structures appear in the angular distributions
of the data.

Unlike 7 photoproduction, where N scattering data provides additional important con-
straints, there is essentially no agreement among the various PWAs, and no good agree-
ment between any PWA and the data. Already close to threshold, the predictions from the
PWASs cannot even agree on the sign of the observables P and H. At higher energies, the
predictions are completely diverging, and exhibit very different structures in the angular
distributions of 7. Only the MAID and Jiilich-Bonn model predict the correct sign over
a wide energy range up to W < 1900 MeV, but are not able to describe all the structures
observed in the angular distributions.

Clearly, n photoproduction cannot presently be considered understood at all. The results
from this analysis, together with recent measurements of the observables E [Miill7], F
[Ako+14], and G [Griil6b] are therefore crucial to further constrain the PWAs.
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Figure 8.9: The results for the target asymmetry T in the reaction yp — pn, compared
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to the predictions by the SAID [M+10] (bluc), BnGa [Ani+12] (red) solutions
2011-01 (dashed) and 2011-02 (solid), and MAID [Chi4-03] (green) partial wave
analyses, and the Jiilich-Bonn model [Rén+15] ( ).
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Figure 8.10: The results for the recoil polarization P and the double polarization observable
H in the reaction yp — pn, compared to the predictions by the SAID [M+10]
(blue), BnGa [Ani+12] (red) solutions 2011-01 (dashed) and 2011-02 (solid),
and MAID [Chi+03] (green) partial wave analyses, and the Jiilich-Bonn model
[Ron+15] ( ).

The impact that the new data will have on the PWA will be discussed in more detail in
Section 8.4. But first, a more model-independent approach is discussed, which at least
seems feasible for the reaction yp — pn® with the newly available data.

8.3 Energy-Independent Extraction of Multipoles

The first step to obtain information on the contributing resonances from the polarization
observables is the determination of the multipole amplitudes. As described in Section 2.1,
this can be done by expanding, for each energy, the angular dependence of the corresponding
profile function for each observable in powers of cos @ (see Eq. (2.20)).

To obtain the corresponding profile functions O = O - 3—6 for each measured observable
O, the unpolarized cross section 3—?) is needed. Here, the fit of the SAID CM12 analysis
[Wor+12b] is used. In contrast to using an individual measurement of the cross section this
has the advantage that the fit describes the full world database of measurements, leading

to negligible uncertainties.®

5 Of course, this introduces a possible model-dependence; however, in particular for the differential cross
section the SAID fit is in excellent agreement with the measurements, so the model-dependence can be
neglected compared to the precision of the measured polarization observables.
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Chapter 8 Discussion of the Results

For the observables T', P, and H, the explicit form of the expansion is given by (cf. Eq. (2.20)
with « =1 and g = —1)

2lmax—1

O(H)z%sin(@) S aQ(W)cos™(9), (8.2)

k=0

where the phasespace factor ¢/k is given by the CM momenta of the initial and the final
states:

B \/(W2 — (my + mwom)z) . (W2 — (myp — mﬂow)?). (8.3)

2 _ 2
w mg

ENIES

To simplify the expansion, all data points ca be divided by the factor %sin(@) to form the
reduced profile functions O, which are just polynomials in cos 6.

) Wpnax—1
O(cos ) = Z aQ (W) cos™ () (8.4)

K
k=0

To perform the expansion, functions of this form are fitted to the angular distributions of
the reduced profile functions. The expansion is truncated at f,.x between 1 and 4. The
fits are shown in Figs. 8.11 to 8.13 for the reaction vp — pr®. The x? of the fits for various
fmax are shown in Figs. 8.14 to 8.16.

As can be seen, a truncation at £y, = 1 is inadequate to describe the data for the observ-
ables T and P, resulting in x2/ndf > 1 for all measured energies. For E, < 950 MeV it
is, however, possible to achieve a satisfactory description of the data with a truncation at
lmax = 2. For the observable H, even £y, = 1 is sufficient with the available precision. At
higher energies, where only the results for T' are available, contributions from higher angu-
lar momenta are getting more important. Nevertheless, ¢ax = 3 is sufficient to describe
the data up to E, < 1300MeV. With fy,.c = 4 it is possible to adequately describe the
data over the full energy range. However, it should be noted that this does not exclude any
contribution from partial waves with higher angular momentum,’ it merely shows that the
available data sample for the individual observables is not sensitive to these contributions.
This becomes particularly apparent for the reaction vp — pn, where the available data
for the observables T, P, and H can be described reasonably well with just fpax = 1.7
The statistical quality of the n data is simply insufficient to gain much information from
the individual measurements. Therefore, the energy independent analysis of the individual
observables is not pursued any further for the reaction yp — pn. Instead, the data on
all measured observables needs to be analyzed simultaneously in a multi-channel PWA
to extract the most possible information from the data. This approach will be discussed
in more detail in Section 8.4. On the other hand, in case of 7 photoproduction, the
data quality is sufficient to gain some information on the multipole amplitudes from the
performed expansion. This will be discussed in the following.

5 Even if no s-channel resonances above a given £ contributes, there can also be t-channel contributions.
7 Since the expansion of the individual observables is essentially meaningless because of the large statistical
uncertainty, the fits are not shown here.
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Figure 8.11: The reduced profile function T for the target asymmetry in the reaction vp —
pr¥, fitted by functions of the form given in Eq. (8.4) with truncation at
lmax = 1 (red), lmax = 2 (blue), lmax = 3 (green), and pax =4 ( ). The
error bars shown include only the statistical uncertainty of the polarization
observable, the dominant systematic uncertainty (the polarization degrees, cf.
Chapter 7) is only a global uncertainty and does not affect the shape of the
angular distributions.
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Chapter 8 Discussion of the Results

The coefficients ag of the expansion, which are shown in Figs. 8.17 to 8.19 as a function
of the CM energy W, depend on the multipoles E,+ and Mgy (see Eq. (2.21)). In case
of truncation at £y.x = 2, which is reasonable below W < 1.63 GeV, there are 8 complex
multipoles contributing: Eo, F14, M1y, My_, Eoy, Fa_, Moy, MQ_.E

Obviously, the 12 real coefficients a’,al’ all (x € {0,1,2,3}) are not sufficient to deter-
mine the 8 complex multipoles. However, it is possible to obtain additional coefficients by
performing the same expansion on other polarization observables that have been measured
with high precision, namely g—g [Wor+12b], X' [Bar+05a], G [Thil2; Thi+12; Thi+17], and
E [Got13; Got+14]. From the expansion coefficients for all these observables it should be
possible to constrain the multipoles for each W by numerically solving Eq. (2.21). A better
approach is to directly express the expansion coefficients a9 in terms of the multipoles and
simultaneously fit the multipoles to all observables. A further improvement is not to ne-
glect the £ = 3 and higher multipoles, but use their values from the BnGa PWA [Gut+14]
instead. This of course introduces a small model-dependence, but is expected to yield
more realistic results since the higher multipoles also contribute to the lower expansion
coefficients through interference terms with the lower multipoles.

An energy-independent fit to the data, performed by Anisovich [H+14], reveals only neg-
ligible contribution from the multipoles Fyy, Foy, and Moy for all W < 1.63 GeV. The
other multipoles are shown in Fig. 8.20 as a function of W. Since one overall phase remains
undetermined, all phases are shown relative to Ms_. For this fit, the statistical and system-
atic errors of the individual data points were added quadratically. This overestimates the
errors of the determined multipoles because the systematic errors are correlated to some
degree (cf. Chapter 7). Nevertheless, it is a better approach than to neglect the systematic
errors, which would underestimate the errors of the multipoles significantly.

For some multipoles, in particular Ey; and M;_, a strong variation of the magnitude is
observed around W = 1.51 GeV, which is not accompanied by a strong variation of the phase
that one would expect in the presence of a resonance. As it turns out, the variation of the
magnitude is an artifact of the fit: the y? shows not only one isolated minimum. Instead,
other local minima exist that describe the data with similar quality. To choose among these
solutions, a penalty function can be applied which adds the squared difference between the
fitted multipole and the multipole from the full BnGa PWA [Gut+14], normalized to the
corresponding squared statistical uncertainty of the fitted multipole, to the x? of the fit.
This introduces an additional model-dependence by favoring the solution closest to the
energy-dependent BnGa PWA. However, the penalty has hardly any visible impact on the
fit to the observables E, G, T, P, and H, and the resulting multipoles are in most cases
compatible with the results without penalty, but show a much smoother variation with
W, as can be seen in Fig. 8.20. Thus, the penalty function successfully eliminates the
fit artifacts without significantly changing the actual results. To achieve a truly model-
independent fit without the penalty function, more data with smaller statistical errors
would be required.

In case of a rather isolated resonance it is possible to extract resonance parameters directly
from the multipoles. This is e.g. possible for the N (1520) 3/2™ resonance, which contributes

8 The exact relations between the coefficients and the multipoles are rather lengthy and not given here.
Up t0 fmax = 2 they can be found e.g. in [Wun12].
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dent fit [H+14]. The results of an unbiased fit are shown in red, and results
of a fit with a penalty function are shown in black (for details see text). The
blue curve represents a Breit-Wigner plus background fit to the black data
points for Es_ and Ms_. The full energy-dependent BnGa2014 PWA solution
[Gut+14] is shown for comparison as the green curve. In addition, the largest
multipoles for ¢ > 3 (taken from the BnGa PWA) are shown, with F5_ and
M>_ receiving contributions from the N (1680)5/2" resonance.



8.3 Energy-Independent Extraction of Multipoles

to the Es_ and Ms_ multipoles. The A(1700)3/27 is far enough away, its phase variation
in the W = 1500 MeV region has been found to be smooth by the BnGa PWA [Ani+12].
By fitting the Fo_ and M»_ magnitudes and their respective phase difference using a Breit-
Wigner plus background amplitude (blue curve in Fig. 8.20) the helicity couplings A, /5 and
Agjp of the N(1520) 3/27 can be determined [WTS13], resulting in [H+14]

Ay jg = (= 0.022 £ 0.0065ta; = 0.0075ys) GeV /2 (8.5a)
Agjo = 0.118 £ 0.010sta; = 0.0195y5) GeV /2, (8.5b)

The systematic error receives contributions from several sources, which are added in quadra-
ture:

1. The uncertainty of the incoming photon energy (see Section 7.3): The data on T,
P, and H (this analysis) were combined with the data on the other observables with
relative energy shifts of 0 MeV, +5 MeV and 410 MeV. No evidence for any systematic
shifts was found, but an additional spread of the results was observed. This spread is
taken as an additional systematic uncertainty. It amounts to AA; /, = 0.005 GevV—1/2

and AAz) = 0.015 GeV—1/2,

2. The background amplitude: It is assumed to be a constant, linear, or quadratic
function in s, or given by the A(1700) 3/2™ amplitude of the BnGa PWA. The spread
of the different background parameterizations is used to define a systematic error. It
amounts to AA; 5 = 0.005 GeV~1/2 and AAzjy =0.011 GeV—1/2,

3. The N(1520)3/2~ branching ratio: It is needed to calculate the helicity coupling
from the Breit-Wigner fit. Here, the value LLL - 0.63 £ 0.03, given by the BnGa

Total
PWA [Ani+12], is used. Its uncertainty is a further systematic error.

A comparison of the determined helicity couplings to the results from other analyses is
shown in Table 8.1. The various results for A/, are in good agreement, but previous
determinations of Ag/y are significantly larger compared to result from this analysis. It
is still compatible with the BnGa PWA [Ani+12], but strongly disagrees with the ex-
tremely precise results given by the SAID group [Wor+12a; Wor+12b]. It should be noted
that the result from the energy-independent fit is expected to exhibit the smallest model-
dependence, even though it is not completely model independent because of the penalty
function used for the fit, and the use of the higher-order multipoles from the BnGa PWA.

Table 8.1: A comparison of the N(1520)3/2™ helicity couplings (in GeV~'/2) determined
by various analyses.

this analysis SAID CM12 SAID SN11 BnGa 2011 PDG
[H+14] [Wor+12b] [Wor+12a] [Ani+12] [Nak-+10]

Ayjp —0.022+0.009 —0.019+£0.002 —0.016+0.002 —0.022+0.004 —0.024+0.009
Az /o 0.118+0.021 0.141+0.002 0.156+0.002 0.131+£0.010 0.166£0.005
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A similar analysis is possible to determine the helicity coupling of the N(1535)1/2" res-
onance from the FEyy multipole.i However, the result exhibits a much stronger depen-
dence on the background model used, resulting in a coupling in the range 0.070 GeV—1/2
to 0.140 GeV~1/2, including systematic uncertainties [H+14].

Since the energy-independent determination of the multipole amplitudes can, in principal,
be done in a model-independent way, it should be the preferred method. It is, however,
only possible if high precision data are available for a large enough number of observables,
which is currently only the case for the reaction yp — pr¥ at low energies. To extract
significant information from lower-statistics data samples, it is indispensable to utilize
the correlation between neighboring energies and also data from other reaction channels
to provide further constraints, instead of analyzing each energy bin individually. This
approach is implemented e.g. by the BnGa PWA group, the impact of the new results on
the PWA will be discussed in the following.

8.4 Energy-Dependent Partial Wave Analysis

8.4.1 Reaction vp — pm°

The first analysis group that included the new double polarization data in their fit was the
BnGa PWA group. Starting from the solutions BnGa2011-01 and BnGa2011-02 [Ani+12]
(cf. Section 2.3.2) new data were included for the reaction yp — pm¥, namely the results
on the observables T, P, and H from this analysis, and recent results on the observables
G [Thil2; Thi+12] and E [Gotl3; Got+14]. In addition, new data were included for
other reactionS,E but these are expected to have only a minor influence on the multipole
decomposition for the reaction vp — pr®.

For the new fit, the 12 different solutions from 2011 were taken as starting values, and all
parameters were optimized with the addition of the new data. All fits converged, but 6
fits resulted in a significantly worse description of the data compared to the other fits, and
could thus be eliminated [H415]. The best fit achieves a reasonably good description of the
results from this work, as can be seen in Fig. 8.21 for the target asymmetry, in Fig. 8.22 for
the recoil polarization, and in Fig. 8.23 for the double polarization observable H. There
are, however, a few minor deviations visible, e.g. around W = 1480 MeV the fit seem to
require larger negative values for T' than were measured. Also around W = 1690 MeV
some deviations remain, although the refit achieves a much better description of the data
compared to the solutions from 2011. These deviations could indicate an inconsistency in
the world data base, but with the available data it is presently impossible to identify a
single inconsistent measurement.

From the new fits the multipole amplitudes for the reaction yp — pr° can be derived.
The errors can be estimated from the distribution of the different solutions. Since 6 of the
12 solutions were eliminated by the refit, one would expect a decrease of the errors. And
indeed, as can be seen in Fig. 8.24, the error bands of the multipoles are significantly smaller

9 The N(1535) 1/27, having J = 1/2, cannot be excited from a helicity 3/2 state; hence, there is only one
coupling A ,.

19 Most of these are multi-meson final states like pr°7® [Sok+15b; Sok+15a] and pr°n [Gut+4-14], but also
final states with strangeness. For a full list see Ref. [25] in [H+15].
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Figure 8.21: The results for the target asymmetry 7 in the reaction vp — pr’, together

with a BnGa refit [H415] (blue). The older BnGa solutions [Ani+12] (red)
2011-01 (dashed) and 2011-02 (solid) are also shown for comparison.
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Figure 8.24: Multipole decomposition of the yp — pr® transition amplitudes [H+15]. The
red shaded areas give the range derived from a variety of different fits from
BnGa2011-01 and BnGa2011-02 [Ani+12]. The blue shaded area represents
the range of solutions when the new data are included in the fit. The curves
representing the MAID fit [DKT07] (black), SAID (green) CM12 [Wor+12b
(solid) and SN11 [Wor+12a] (dashed), and JiBo 2015 [Ron+15] (orange) are

shown for comparison. Note that an error band is presently not provided by
the other analyses.

for the refit compared to the solution from 2011. In particular, substantial improvement
can be seen for the M;_ multipole, to which the Roper resonance N(1440)1/2% and the
N(1710) 1/2% contribute, and for the Ey, multipole to which the J¥ = 5/2~ resonances
contribute. Averaged over all multipoles and energies, the errors are reduced by a factor
of 2.25 [H+15]. The values of the multipoles, on the other hand, were not changed very
much by the refit. While there are some minor changes visible e.g. in the imaginary part
of the F14 multipole, the refit is compatible with the old solutions at the 2o level over the
full mass range.

171



Chapter 8 Discussion of the Results

10 T T T T T T 10

E E

G G
~ g P.H ~ g P.H
c T c T
“ “—
o 0
o 6r o 6F
- -
~ ~
N 4f N 4f
i —
=4 =4
S 2} S 2}

1400 1600 1800 2000 2200 2400 1400 1600 1800 2000 2200 2400
W/ MeV W/ MeV
(a) without new data (b) with new data

Figure 8.25: The pairwise variances between BnGa, JiiBo, and SAID analyses, summed
over all yp — pr® multipoles up to £ = 4 [Ani+16]. Blue: SAID, BnGa; black:
SAID, JuBo; red: BnGa, JiiBo. The range covered by the new results on T, P,
H (this work), E [Got+14], and G [Thi+12; Thi+17] is indicated by shaded
areas.

The other analyses, which did not yet include the new double polarization data, show
significant deviations to the BnGa, both the old solution and the refit. This is most
obvious for the Es; and M multipoles, but also for the M;_ multipole. Since for these
multipoles the new data resulted in a drastic reduction of the errors in the BnGa PWA,
one can hope that with the inclusion of the new data all analyses will converge to a single
solution.
This was investigated in a combined effort by the various analysis groups [Ani+16]. To
quantify the differences between two partial wave analyses, the variance, defined as the
sum over the squared differences of the 16 complex multipole amplitudes M up to £ = 4,
can be used:
1 16
var(1,2) = 5 > (Mi(1) = Mi(2)) (M (1) — M;(2)). (8.6)
i=1

The pairwise variances between the BnGa, JiiBo, and SAID analyses are shown in Fig. 8.25a
before and in Fig. 8.25b after the new data on the observables T, P, and H from this
work, as well as new data on F [Got+14] and G [Thi+12; Thi+17] were included in the
fits. The combined variance of all three analyses is shown in Fig. 8.26. Overall, the
variance is reduced considerably due to the impact of the new polarization observables.
A significant fraction of the improvements stems from the Eyy multipole [Ani+16]. The
multipole amplitudes from the different analyses indeed converge to similar values in the
energy range covered by the new data.

8.4.1.1 Evidence for resonance A(2200)7/2~

As already mentioned in Section 1.3, many experimentally observed excited baryon states
appear as nearly mass-degenerate doublets with the same total angular momentum J and
opposite parity P, an observation that is in contrast to the constituent quark models [CI86;
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Figure 8.26: The variance between BnGa, JiiBo, and SAID analyses, summed over all yp —
pr¥ multipoles up to £ = 4 [Ani+16]. The range covered by the new results
on T, P, H (this work), E [Got+14], and G [Thi+12; Thi+17] is indicated
by shaded areas. Over the largest part of the energy range the new data
have enforced an improvement of the overall consistency. The improvement is
displayed as light green area. Ranges with an overall deterioration are marked
in red.

LMPO01] and lattice QCD calculations [Edw—+11]. A similar observation also holds for the
meson sector [Oli+14]. Since the observed mass gap of the lower-mass chiral partners like
the p(770) (J¥=17) and the a,(1260) (J=1%) or the N(938) 1/2" and the N(1535)1/2~
is a consequence of the spontaneous chiral symmetry breaking, this has lead to the conjec-
ture that chiral symmetry might be effectively restored in highly excited hadrons [Glo00;
Glo04] and has stimulated a vivid discussion in the literature [JPS06; Glo07; Afo07; SV08].
Consider the A* resonances around M =~ 1900 MeV. The Particle Data Group [Oli+14]
lists seven states with a rating of at least %, i.e. with at least fair evidence of existence:

A(1910) 1/27F A(1920) 3/27F A(1905) 5/27F A(1950) 7/27F
A(1900) 1/2~ A(1940) 3/27 A(1930)5/27.

Restoration of chiral symmetry would imply that there should also be a parity partner
of the A(1950)7/2" at a similar mass. However, the only J¥ = 7/27 state listed by
the Particle Data Group is the A(2200) 7/27 [Oli+14]. The mass splitting of 250 MeV
is unexpectedly large if chiral symmetry were restored in highly excited hadrons, but in
good agreement with the prediction of the quark model [LMPO1]. However, the Particle
Data Group assigned only a rating of x to the A(2200)7/27, i.e. its evidence is only poor
[Oli4-14]. To decide on this issue, it is essential to refute or confirm the existence of this
state.
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Based on the new double polarization data on yp — pr’ from this work (observables T,
P, H) and [Spa+10; Thi+12; Got13] (observables X, G, E), and on vp — nn' from
CLAS [Dug+13; Ani+17] (observables X', F), the BnGa group performed a new partial
wave analysis [Ani+17] to determine the properties of the A(1950)7/2% and A(2200) 7/2~
(among many other resonances). The new data were fitted jointly with data on N7, Nn,
AK, YK, Nm7% and N7% from both photo- and pion-induced reactions, for a full list
see [Ani+12; Ani+13; Sok+15b; Gut+14].

The fit to the data confirms both the A(1950) 7/2% and A(2200) 7/2" resonances [Ani+17],
their resulting properties are listed in Table 8.2. Again, the values and uncertainties are
derived from the mean values and the spread of the results of various fits. Within their
uncertainties, most properties of the well-established %x4x resonance A(1950)7/27 are in
good agreement with those reported by the Particle Data Group [Oli414].

To explicitly search for a mass-degenerate parity partner of the A(1950)7/ 27, the BnGa
group did additional fits to the data, trying to impose a A(1950)7/2” (with its mass
restricted to the range 1920 MeV to 1980 MeV) in addition to the A(2200) 7/27. However,
in all fits, its helicity couplings converged to zero: there is no mass-degenerate parity
partner of the A(1950) 7/27 in the data [Ani+17]. In conclusion, the observed mass of the
A(2200) 7/2" is in conflict with the effective restoration of chiral symmetry and favors the
quark model.

A comparison of the N7 branching ratios of the A(1950) 7/2" and A(2200) 7/2" resonances
(see Table 8.2) explains why the A(1950)7/2% is a well-established resonance and the
A(2200) 7/27 is not: in elastic 7N scattering, the N7 branching ratio contributes twice,
both from the coupling to the initial and to the final state, resulting in a more than 100
times weaker contribution from the A(2200)7/27. Nevertheless, with the new analysis
including the new photoproduction data, the greatest evidence for the A(2200) 7/2™ comes
from single pion photoproduction, in spite of the small N7 branching ratio [Ani+17]. This
underlines the importance of the new double polarization data, and highlights their power
in constraining the partial wave analysis.

Table 8.2: Properties of the A(1950)7/2" and A(2200)7/2” resonances, obtained from
the BnGa fit [Ani+17]. Previous estimates by the Particle Data Group (only
available for the A(1950) 7/27) are shown in parentheses. The helicity couplings

Ay and Agjy are given in units of 1073 GeV—1/2,
A(1950) 7/27 oxokr A(2200)7/27 %
M = 1917+4MeV (1915 to 1950 MeV) M = 2176 =40 MeV
I' = 251+8MeV (235 to 335 MeV) I' = 210£70MeV
Ay = —67+5 (—76+12) Ay = 60420
Agjp = —94+4 (—97 +10) Agjp = 2048
BR: BR:
Nm:  46+2% (35 to 45 %) Nm: 35+15%
YK: 06+02% (seen) YK: 4+3%
Amr: 4+3% (20 to 30 %) Am: 85+33%
An: 0.3£0.3% Am: ~1%
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8.4.2 Reaction vp — pn

In a next step, new data on the reaction yp — pn were included in the BnGa PWA. In
addition to the results on the observables T', P, and H from this work, recent results on
the observables E [Miill7] and G [Griil6b], as well as recent MAMI results on 7" and F'
[Ako+14] were added to the data base. For the BnGa refit, all couplings to multi-meson
final states like 797% and 7%)p were frozen to simplify the fitting procedure. After the
refit, the BnGa PWA is able to describe the data for all observables, as can be seen in
Figs. 8.27 and 8.28. Only at higher energies, above W > 2 GeV, there are some deviations
remaining, which will be discussed in Section 8.4.2.2 in more detail. But first, the results
of the refit are presented.

8.4.2.1 Branching ratios for for N* — N7 decays

The N* resonances used in the BnGa refit are listed in Table 8.3. From the best fit, the
branching ratios for the decays of the N* resonances into the np final state can be calculated
[Gut+14]. The uncertainty of the branching ratios is estimated from the distribution of
different PWA solutions after a variation of the fit hypothesis [M+17] E
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Figure 8.27: The results for the target asymmetry 7T in the reaction vp — pn, together with
the BnGa refit [M+17] without any new resonances (blue), and with a new
N 5/27 resonance added (green). The older BnGa solutions [Ani+12] (red)
2011-01 (dashed) and 2011-02 (solid) are also shown for comparison.

1 This is the same method used to estimate the uncertainty of the 7° photoproduction multipoles, see
Section 8.4.1.
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Figure 8.28: The results for the recoil polarization P and the double polarization observable
H in the reaction vyp — pn, together with the BnGa refit [M+17] without any
new resonances (blue), and with a new N 5/27 resonance added (green). The
older BnGa solutions [Ani+12] (red) 2011-01 (dashed) and 2011-02 (solid) are

A comparison of the newly obtained branching ratios with the results from the BnGa2011
PWA solution [Ani+12] or the values listed by the Particle Data Group [Oli+14], which
are also shown in Table 8.3, reveals first of all significantly smaller uncertainties due to
the inclusion of the new data in the fit. Apart from this, there are further interesting
observations. While most new values agree with earlier results within their error bars, two
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(a) Recoil polarization P

also shown for comparison.

branching ratios changed significantly:

1. The N(1650)1/27 — Nn branching ratio of (32 4+ 4) % is substantially larger than
the estimate by the Particle Data Group (between 5% and 15%). In 2010, before
the earlier BnGa results were included, the estimate by the PDG was even smaller
at (2.3 £ 2.2) % [Nak+10]. The new value is much closer to the N(1535)1/2~ — Nn
This is remarkable, because the supposedly large
difference between the resonances N(1535)1/27 and N(1650) 1/27 has always been
a challenge for models. Various interpretations within quark models are found in the
literature [IK77; GR96], but also explanations by pentaquarks [Zou08| or quasi-bound
KX or KA states [MBM12; KSW95].12 With the significantly increased branching

branching ratio of (42 +4)%.
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ratio, these interpretations have to be revised based on the new result.

12 A more detailed summary on the discussion in the literature can be found in [KS03].
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8.4 Energy-Dependent Partial Wave Analysis

2. The N(1900)3/2" — N7 branching ratio changes from ~12% to (3 +1) %.

In addition, with the new data it is possible to obtain some previously undetermined
branching ratios, even though they are small. This clearly shows the power of polarization
observables to constrain PWAs.

Table 8.3: Branching ratios for N* — N7 decays obtained from the BnGa2014 fit to the
new double polarization data [M+17], compared to the values (where available)
from the previous BnGa2011 solution [Ani+12] and the Particle Data Group
[Oli+14]. Additionally, the values given by the Particle Data Group in 2010
[Nak+10], before the earlier BnGa PWA results were included, are shown.

Resonance BnGa2014 BnGa2011 PDG2014 PDG2010
N(1535) 1/2* 0.42 £+ 0.04 0.33 £+ 0.05 0.42 £+ 0.10 0.45 to 0.60
N(1650) 1/2~ 0.32 +£0.04 0.18 £ 0.04 0.05 to 0.15 0.023 4 0.022
N(1895) 1/2* 0.10 £+ 0.05 0.21 £+ 0.06 - -
N(1710) 1/2% 0.27 £0.09 0.17 £ 0.10 0.10 to 0.30 0.062 £ 0.010
N(1880) 1/27 0.19 +£0.07  0.25 * &30 - -
N(2100) 1/2Jr 0.25 £+ 0.10 - 0.61 £+ 0.61 0.61 £+ 0.61
N (1520) 3/2~ < 0.001 - 0.0023 £ 0.0004 0.0023 £ 0.0004
N(1700) 3/2~ 0.01 £+ 0.01 - 0.00 + 0.01 0.00 + 0.01
N(1875) 3/2~  0.02+0.01 0.05+0.02 0.012 £ 0.018 3
N(2120) 3/2- < 0.01 i i 0.035 + 0.035_
N(1720) 3/2"' 0.03 £ 0.02 0.03 £ 0.02 0.021 + 0.014 0.04 + 0.01
N(l 00) 3/2Jr 0.03 £+ 0.01 0.10 £+ 0.04 ~ 0.12 014 £+ 0.05
N( 7 )3/2t%  0.04 £ 0.02 - - -
N(1675) 5/2~ 0.005 £ 0.005 - 0.000 4 0.007 0.00 & 0.01
N(QOGO) 5/2* 0.04 £+ 0.01 0.04 £+ 0.02 - -
N(1680) 5/2% 0.002 £ 0.001 - 0.000 £ 0.007 0.00 & 0.01
N(1860) 5/2+ 0.02 =+ 0.02 - _ :
N(2000) 5/2%  0.02 + 0.01 - 0.02 £ 0.02 -
N(2190) 7/2~ 0.025 £ 0.005 - 0.00 + 0.01 0.00 + 0.01
N(1990) 7/2F <0.01 - - -

13 Before 2012, the Particle Data Group listed only one state N(2080)3/2” instead of the two states
N(1875)3/2™ and N(2120)3/2".

4 Note: The N(?)3/2" resonance with a pole-position below M < 2GeV is needed to achieve good
convergence of the fit, but its properties remain badly defined, so its existence is uncertain [M+17].

177



Chapter 8 Discussion of the Results

8.4.2.2 Indication for a new resonance N (2200)5/2™

As was mentioned before, the BnGa refit did not reproduce well the high-mass range above
W > 2GeV (see Fig. 8.27). This can be quantified, the x? of the best fit to the T' data is 223
for 147 data points [Sar16] E This discrepancy is not limited to the observable T": the new
data on the observable E' [Miill7], which is the only other observable presently available in
the high-mass range, is described even worse by the fit, with a y? of 193 for 93 data points.
Therefore, the BnGa group tried to improve the fit by adding one additional resonance
with JP = 1/2%,...,9/2%. The best result was achieved by introducing a J = 5/2~
resonance with M = (2200.0 = 5.0) MeV and I" = (260.0 + 5.0) MeV [M+17]. Figure 8.29
shows the performed mass scan where, starting from the best fit solution, a Breit-Wigner
amplitude was added. Its mass was fixed to various values, while all other parameters were
fitted freely. While the total improvement of the x? is not overwhelming, the fact that the
x? scan for both observables shows a clear minimum at approximately the same mass is at
least an indication for the presence of an additional N(2200)5/2" resonance. Of course,
this state still needs independent confirmation. It should, however, be noted that in the
2010 edition of the Review of Particle Physics [Nak+10] a N(2200)5/2" state is listed,
observed in 7N — 7N [Cut+79]. In 2012, the Particle Data Group removed this state
in favor of the newly added N(2060)5/2~ which was found by the earlier BnGa analysis
[Ani+12]. The new data indicate that these are in fact two separate states.

N, ~_, 50
= 20f < s0f
152' 305—
10f 20t
o3 10f

% . . . ok, .
2100 2200 2300 2100 2200 2300
M(5/27) / MeV M(5/27) / MeV
(a) T (b) E

Figure 8.29: Mass scan for a resonance with J* = 5/27. Shown is the x2-change for the
observables £ and T as a function of the imposed mass [M+17]. Ax? = 0
corresponds to the best fit in the respective mass scan, which is not equal to
the global best fit solution.

!5 The total x? value of the fit is meaningless, because some of the data (multi-meson final states) are
fitted using an event-based likelihood fit, where the likelihood value £ is converted into a pseudo-y?
using Xf)seudo = —2In L. Also, various data sets are included in the fit with different weights, for details
see e.g. [Ani+12]. Therefore, instead of the total x2, an individual x? for each data set is calculated
(with the weight factor set to unity) for the best fit solution.
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Chapter 9
Summary and Outlook

In this work, the analysis and the results of a double polarization measurement performed
with the Crystal Barrel/TAPS experiment at the accelerator facility ELSA in Bonn have
been presented. The photoproduction of single 7° and 7 mesons using a linearly polarized
photon beam impinging on a transversely polarized proton target was investigated. A nearly
background-free data sample of approximately 1.7 million yp — pr® and 170 thousand
~vp — pn events has been selected by fully reconstructing the pyy final state in an incoming
photon energy range from 640 MeV to 3000 MeV.

To extract the polarization observables from the data, a new method was developed using
an event-based maximum-likelihood fit. Compared to previously used methods, e.g. using
event yield asymmetries or a Fourier moments analysis, the event-based method yields, on
average, smaller statistical uncertainties. Systematic errors were investigated in detail and
found to be significantly smaller compared to the statistical uncertainty of the data. The
new event-based method has been adopted for other analyses of Crystal Barrel/ TAPS data
(e.g. [Seil7]) and is also being used by the A2 collaboration at MAMI for their analyses of
double polarization data (e.g. [SpilT7]).

The target asymmetry 7' was measured for both reactions yp — pn® and yp — pn as
a function of the beam energy and the scattering angle, for the full energy range of the
available event sample and with nearly complete angular coverage (except for a few data
points missing at forward angles due to acceptance). The results are more precise compared
to earlier data from other experiments, and extend the covered range in energy and angle
substantially. In the incoming photon energy range below 975 MeV, where a high degree of
linear polarization of the photon has been achieved, also the recoil polarization P and the
double polarization observable H were measured simultaneously. In 7 photoproduction,
it is the first measurement of H and the first measurement of P not restricted to a very
limited angular coverage. In 7° photoproduction, it is the first measurement of H in the
energy range E, < 1300 MeV.

Within the Bonn-Gatchina partial wave analysis, the new results, together with the results
obtained on E [Got+14] and G [Thi+12; Thi+17], lead to a significant narrowing of the er-
ror band for the 7% photoproduction multipoles, a more precise determination of resonance
parameters, in particular N* — Nn branching ratios, and indications for a new resonance
N(2200)5/27. Another analysis within the BnGa formalism, based—among others—on
the results of this work, reveals further evidence for the baryon resonance A(2200)7/2™
[Ani+17], the lowest-mass J¥ = 7/2~ A-resonance, whose evidence of existence has been
hitherto only poor.

If the published results on yp — pr¥ are included not only in the BnGa analysis, but also
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in the JiiBo and SAID analyses, their differences are significantly reduced. Their multipole
amplitudes now converge toward similar values in the energy range covered by the new data
[Ani+16]. A similar improvement can also be expected for the reaction yp — pn. This will
be investigated as soon as these results are also published and thus made available to the
other analysis groups.

In the near future, additional measurements with the Crystal Barrel/TAPS experiment are
planned to further reduce the statistical uncertainty of the results and, more importantly,
to extend the covered energy range of the P and H measurements up to E, ~ 1600 MeV.
These data, analyzed with the technique developed in this work, will provide important
constraints for the PWA in the third resonance region and beyond, allowing for a precise
determination of resonance parameters and hopefully leading to a better understanding of
the bound states of QCD in the baryon sector.
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Appendix A

Data Points

The results for the polarization observables T', P, and H are listed here for all (£, cos6)
bins. The individual systematic uncertainties are shown, as well as the total systematic
uncertainty obtained by quadratically adding the individual contributions. The individual
systematic uncertainties allow for a correct treatment of their correlations (see Chapter 7)
in a fit to these results.

In addition, the experimentally determined effective dilution factor d is shown, including
its systematic uncertainty because of the carbon scaling factor.

A.1 Reaction vp — pn®

Table A.1: Energy bin 641 MeV < E, <667 MeV. Systematic uncertainty AFE, = 10 MeV.

cos 0 d oq  Adsys T or AT, ATA  ATd  ATYY

sys sys sys sys

—0.958 0.947 0.022 0.005 —0.2347 0.1162 0.0130 0.0047 0.0013 0.0120
—0.875 0.894 0.016 0.011 —0.3951 0.0626 0.0100 0.0079 0.0047 0.0041
—0.792 0.864 0.013 0.014 —0.6364 0.0447 0.0170 0.0127 0.0100 0.0052
—0.708 0.866 0.011 0.013 —0.6353 0.0384 0.0163 0.0127 0.0099 0.0028
—0.625 0.875 0.009 0.013 —0.7356 0.0321 0.0182 0.0147 0.0105 0.0018
—0.542 0.891 0.008 0.011 —0.7394 0.0303 0.0174 0.0148 0.0090 0.0020
—0.458 0.770 0.012 0.023 —0.8678 0.0373 0.0313 0.0174 0.0260 0.0023
—0.375 0.914 0.007 0.009 —0.8138 0.0290 0.0180 0.0163 0.0076 0.0007
—0.292 0.877 0.007 0.012 —0.7941 0.0285 0.0194 0.0159 0.0111 0.0010
—0.208 0.861 0.007 0.014 —0.8363 0.0281 0.0215 0.0167 0.0135 0.0013
—0.125 0.904 0.006 0.010 —0.8483 0.0263 0.0192 0.0170 0.0090 0.0009
—0.042 0.866 0.007 0.013 —0.8696 0.0263 0.0220 0.0174 0.0134 0.0015

0.042 0.884 0.007 0.012 —0.8191 0.0267 0.0196 0.0164 0.0107 0.0008
0.125 0.900 0.006 0.010 —0.7985 0.0276 0.0183 0.0160 0.0089 0.0008
0.208 0.882 0.007 0.012 —0.7950 0.0282 0.0192 0.0159 0.0107 0.0013
0.202 0.893 0.007 0.011 —0.7761 0.0300 0.0181 0.0155 0.0093 0.0015
0.375 0.909 0.008 0.009 —0.7501 0.0342 0.0169 0.0150 0.0075 0.0019
0.458 0.883 0.016 0.012 —0.6165 0.0628 0.0158 0.0123 0.0081 0.0055
cos f P op AP AP APA. AP AP H o AHg, AHS. AHA AHL AHLY

—0.958 —0.0966
—0.875 —0.8668
—0.792 —0.8925
—0.708 —0.8655
—0.625 —0.9108

.3531 0.0178 0.0117 0.0058 0.0016 0.0120 0.6849
.1908 0.0403 0.0347 0.0173 0.0103 0.0041 0.7038
.1375 0.0426 0.0357 0.0178 0.0141 0.0052 0.7696
.1162 0.0411 0.0346 0.0173 0.0134 0.0028 0.6570
.0994 0.0428 0.0364 0.0182 0.0130 0.0018 0.4071
—0.542 —0.8595 0.0945 0.0399 0.0344 0.0172 0.0105 0.0020 0.2596
—0.458 —0.8886 0.1104 0.0479 0.0355 0178 0.0266 0.0023 0.3205

0 3000 0.0332 0.0275 0.0137 0.0038 0.0120
0
0
0
0
0
0
—0.375 —0.9916 0.0890 0.0453 0.0397 0198 0.0093 0.0007 0.1650
0
0
0
0
0
0
0

1831 0.0328 0.0282 0.0141 0.0083 0.0041
1335 0.0369 0.0308 0.0154 0.0121 0.0052
1158 0.0312 0.0263 0.0131 0.0102 0.0028
1005 0.0192 0.0163 0.0081 0.0058 0.0018
0939 0.0122 0.0104 0.0052 0.0032 0.0020
1093 0.0174 0.0128 0.0064 0.0096
0.0077 0.0067 0.0033 0.0016
0871 0.0047 0.0039 0.0020 0.0014
0825 0.0035 0.0027 0.0014 0.0011

0
0
—0.292 —0.7755 0.0866 0.0363 0.0310 0155 0.0108 0.0010 0.0823 0
. . 0.
0791 0.0030 0.0025 0.0013 0.0007 0.0009
0
0
0
0

—0.208 —0.9943 0.0836 0.0473 0.0398 0199 0.0161 0.0013 —0.0208
—0.125 —0.7867 0.0803 0.0362 0.0315 0157 0.0084 0.0009 0.0030
—0.042 —0.8572 0.0791 0.0406 0.0343 0171 0.0132 0.0015 —0.0263
0.042 —0.7480 0.0799 0.0349 0.0299 0150 0.0098 0.0008 —0.1242
125 —0.6504 0.0844 0.0300 0.0260 0130 0.0072 0.0008 —0.2648 0822 0.0122 0.0106 0.0053 0.0029
208 —0.5954 0.0852 0.0278 0.0238 0119 0.0080 0.0013 —0.2624 0865 0.0123 0.0105 0.0052 0.0035 O.
292 —0.8415 0.0914 0.0390 0.0337 0.0168 0.0100 0.0015 —0.2975 0.0888 0.0139 0.0119 0.0059 0.0035 0.0015
375 —0.6139 0.1047 0.0282 0.0246 0.0123 0.0061 0.0019 —0.2383 0.0983 0.0111 0.0096 0.0048 0.0024 0.0019
0.458 —0.6919 0.1871 0.0327 0.0277 0.0138 0.0091 0.0055 —0.7399 0.1644 0.0349 0.0296 0.0148 0.0098 0.0055

0803 0.0035 0.0027 0.0014 0.0010
0809 0.0060 0.0051 0.0026 0.0017
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Appendix A Data Points

Table A.2: Energy bin 667 MeV < E, <700 MeV. Systematic uncertainty AE, = 10 MeV.
cos 0 d  oq Adsys T or AT, AT, ATL. ATY,
—0.958 0.935 0.018 0.006 —0.2910 0.0935 0.0118 0.0058 0.0020 0.0101
—0.875 0.900 0.014 0.010 —0.3098 0.0513 0.0093 0.0062 0.0035 0.0060
—0.792 0.877 0.011 0.012 —0.5048 0.0385 0.0135 0.0101 0.0071 0.0055
—0.708 0.885 0.009 0.012 —0.6201 0.0326 0.0152 0.0124 0.0081 0.0037
—0.625 0.871 0.009 0.013 —0.6715 0.0294 0.0169 0.0134 0.0099 0.0027
—0.542 0.895 0.007 0.011 —0.7326 0.0262 0.0171 0.0147 0.0086 0.0016
—0.458 0.802 0.010 0.020 —0.8218 0.0308 0.0262 0.0164 0.0202 0.0021
—0.375 0.907 0.006 0.009 —0.7712 0.0270 0.0173 0.0154 0.0079 0.0007
—0.202 0.896 0.006 0.010 —0.7853 0.0245 0.0182 0.0157 0.0091 0.0010
—0.208 0.871 0.006 0.013 —0.7530 0.0244 0.0188 0.0151 0.0112 0.0010
—0.125 0.899 0.006 0.010 —0.7824 0.0232 0.0180 0.0156 0.0088 0.0009
—0.042 0.878 0.006 0.012 —0.8046 0.0227 0.0196 0.0161 0.0112 0.0008
0.042 0.879 0.006 0.012 —0.7894 0.0231 0.0192 0.0158 0.0108 0.0010
0.125 0.894 0.006 0.011 —0.7542 0.0239 0.0176 0.0151 0.0089 0.0008
0.208 0.870 0.006 0.013 —0.7628 0.0247 0.0191 0.0153 0.0114 0.0014
0.292 0.900 0.006 0.010 —0.7192 0.0256 0.0165 0.0144 0.0080 0.0012
0.375 0.921 0.006 0.008 —0.6392 0.0263 0.0140 0.0128 0.0055 0.0019
0.458 0.876 0.010 0.012 —0.4949 0.0380 0.0128 0.0099 0.0070 0.0039
cos 0 P op APy, AP, APA. APL. APRY, H on  AH., AHS  AHA  AHL S AHDS,
—0.958 —0.5206 0.2506 0.0258 0.0210 0.0105 0.0036 0.0101  0.2073 0.2348 0.0153 0.0102 0.0051 0.0018 0.0101
—0.875 —0.6742 0.1443 0.0317 0.0270 0.0135 0.0075 0.0060  0.9018 0.1393 0.0420 0.0361 0.0180 0.0101 0.0060
—0.792 —0.9304 0.1053 0.0440 0.0372 0.0186 0.0131 0.0055  0.6832 0.1021 0.0325 0.0273 0.0137 0.0096 0.0055
—0.708 —0.9645 0.0903 0.0451 0.0386 0.0193 0.0125 0.0037  0.5652 0.0922 0.0266 0.0226 0.0113 0.0073 0.0037
—0.625 —0.8838 0.0818 0.0417 0.0354 0.0177 0.0130 0.0027  0.3866 0.0791 0.0184 0.0155 0.0077 0.0057 0.0027
—0.542 —1.0109 0.0722 0.0468 0.0404 0.0202 0.0119 0.0016  0.4778 0.0742 0.0222 0.0191 0.0096 0.0056 0.0016
—0.458 —1.0186 0.0841 0.0520 0.0407 0.0204 0.0251 0.0021  0.3289 0.0846 0.0169 0.0132 0.0066 0.0081 0.0021
—0.375 —0.9313 0.0723 0.0427 0.0373 0.0186 0.0095 0.0007  0.1069 0.0715 0.0052 0.0044 0.0022 0.0011 0.0007
—0.292 —0.8264 0.0668 0.0382 0.0331 0.0165 0.0096 0.0010  0.1218 0.0678 0.0058 0.0049 0.0025 0.0014 0.0010
—0.208 —0.8621 0.0652 0.0406 0.0345 0.0172 0.0128 0.0010  0.1563 0.0653 0.0075 0.0063 0.0031 0.0023 0.0010
—0.125 —0.8182 0.0629 0.0377 0.0327 0.0164 0.0092 0.0009 —0.0266 0.0629 0.0027 0.0022 0.0011 0.0006 0.0009
—0.042 —0.9389 0.0614 0.0440 0.0376 0.0188 0.0131 0.0008 —0.0573 0.0615 0.0033 0.0028 0.0014 0.0010 0.0008
0.042 —0.8107 0.0621 0.0379 0.0324 0.0162 0.0111 0.0010 —0.0344 0.0624 0.0029 0.0023 0.0011 0.0008 0.0010
0.125 —0.8287 0.0641 0.0383 0.0331 0.0166 0.0098 0.0008 —0.2296 0.0625 0.0107 0.0092 0.0046 0.0027 0.0008
0.208 —0.8298 0.0664 0.0392 0.0332 0.0166 0.0124 0.0014 —0.2113 0.0660 0.0101 0.0085 0.0042 0.0032 0.0014
0.292 —0.7176 0.0682 0.0331 0.0287 0.0144 0.0080 0.0012 —0.3612 0.0670 0.0167 0.0144 0.0072 0.0040 0.0012
0.375 —0.5002 0.0716 0.0229 0.0200 0.0100 0.0043 0.0019 —0.3648 0.0700 0.0167 0.0146 0.0073 0.0031 0.0019
0.458 —0.3791 0.1030 0.0182 0.0152 0.0076 0.0054 0.0039 —0.4883 0.0939 0.0233 0.0195 0.0098 0.0069 0.0039
Table A.3: Energy bin 700 MeV < E, <731 MeV. Systematic uncertainty AE, = 10 MeV.
cos 6 d  og Adsys T or AT, ATH, AT ATY
—0.958 0.991 0.009 0.001 —0.1807 0.0873 0.0049 0.0036 0.0002 0.0033
—0.875 0.899 0.016 0.010 —0.1715 0.0483 0.0078 0.0034 0.0019 0.0067
—0.792 0.904 0.012 0.010 —0.3143 0.0355 0.0101 0.0063 0.0033 0.0072
—0.708 0.893 0.011 0.011 —0.3088 0.0337 0.0077 0.0062 0.0037 0.0028
—0.625 0.863 0.011 0.014 —0.4782 0.0299 0.0124 0.0096 0.0076 0.0021
—0.542 0.890 0.010 0.011 —0.5701 0.0273 0.0135 0.0114 0.0070 0.0020
—0.458 0.803 0.013 0.020 —0.5966 0.0329 0.0190 0.0119 0.0147 0.0021
—0.375 0.889 0.008 0.011 —0.6151 0.0285 0.0146 0.0123 0.0077 0.0018
—0.292 0.917 0.007 0.008 —0.6366 0.0271 0.0140 0.0127 0.0058 0.0012
—0.208 0.883 0.008 0.012 —0.6260 0.0251 0.0151 0.0125 0.0083 0.0015
—0.125 0.895 0.007 0.011 —0.6562 0.0243 0.0153 0.0131 0.0077 0.0010
—0.042 0.887 0.007 0.011 —0.6182 0.0237 0.0147 0.0124 0.0079 0.0013
0.042 0.888 0.007 0.011 —0.6294 0.0236 0.0149 0.0126 0.0079 0.0008
0.125 0.889 0.007 0.011 —0.6058 0.0244 0.0143 0.0121 0.0076 0.0012
0.208 0.881 0.007 0.012 —0.5626 0.0249 0.0137 0.0113 0.0076 0.0013
0.292 0.892 0.008 0.011 —0.4708 0.0259 0.0110 0.0094 0.0057 0.0010
0.375 0.893 0.008 0.011 —0.4243 0.0274 0.0099 0.0085 0.0051 0.0007
0.458 0.901 0.010 0.010 —0.3004 0.0314 0.0069 0.0060 0.0033 0.0011
0.542 0.861 0.022 0.014 —0.2506 0.0635 0.0109 0.0050 0.0040 0.0088
cos 6 P op AP, AP APA. AP APY. H o AH., AHS. AHA, AHZ  AHDY,
—0.958 —0.2704 0.2169 0.0135 0.0117 0.0058 0.0003 0.0033  0.6911 0.1931 0.0311 0.0276 0.0138 0.0006 0.0033
—0.875 —0.5782 0.1210 0.0275 0.0231 0.0116 0.0065 0.0067  0.5863 0.1171 0.0278 0.0235 0.0117 0.0066 0.0067
—0.792 —0.7529 0.0877 0.0353 0.0301 0.0151 0.0080 0.0072  0.5403 0.0881 0.0258 0.0216 0.0108 0.0057 0.0072
—0.708 —0.5958 0.0829 0.0277 0.0238 0.0119 0.0072 0.0028  0.6486 0.0814 0.0302 0.0259 0.0130 0.0078 0.0028
—0.625 —0.7623 0.0739 0.0362 0.0305 0.0152 0.0121 0.0021  0.4614 0.0724 0.0220 0.0185 0.0092 0.0073 0.0021
—0.542 —0.6857 0.0682 0.0319 0.0274 0.0137 0.0085 0.0020  0.3164 0.0670 0.0148 0.0127 0.0063 0.0039 0.0020
—0.458 —0.8160 0.0803 0.0417 0.0326 0.0163 0.0201 0.0021  0.3175 0.0767 0.0163 0.0127 0.0063 0.0078 0.0021
—0.375 —0.7997 0.0685 0.0372 0.0320 0.0160 0.0100 0.0018  0.1174 0.0690 0.0059 0.0048 0.0024 0.0015 0.0018
—0.202 —0.7618 0.0641 0.0348 0.0305 0.0152 0.0069 0.0012  0.1389 0.0637 0.0065 0.0056 0.0028 0.0013 0.0012
—0.208 —0.7138 0.0594 0.0333 0.0286 0.0143 0.0095 0.0015  0.1395 0.0590 0.0067 0.0056 0.0028 0.0019 0.0015
—0.125 —0.8536 0.0579 0.0395 0.0341 0.0171 0.0101 0.0010  0.0116 0.0573 0.0024 0.0019 0.0009 0.0005 0.0010
—0.042 —0.7473 0.0556 0.0348 0.0299 0.0149 0.0095 0.0013 —0.0522 0.0575 0.0032 0.0025 0.0013 0.0008 0.0013
0.042 —0.6480 0.0560 0.0301 0.0259 0.0130 0.0082 0.0008 —0.1878 0.0562 0.0088 0.0075 0.0038 0.0024 0.0008
0.125 —0.6314 0.0579 0.0293 0.0253 0.0126 0.0079 0.0012 —0.1317 0.0568 0.0063 0.0053 0.0026 0.0017 0.0012
0.208 —0.5525 0.0595 0.0258 0.0221 0.0110 0.0075 0.0013 —0.3074 0.0575 0.0144 0.0123 0.0061 0.0042 0.0013
0.292 —0.5135 0.0608 0.0238 0.0205 0.0103 0.0062 0.0010 —0.3451 0.0605 0.0160 0.0138 0.0069 0.0042 0.0010
0.375 —0.4276 0.0646 0.0198 0.0171 0.0086 0.0051 0.0007 —0.4088 0.0642 0.0189 0.0164 0.0082 0.0049 0.0007
0.458 —0.2640 0.0744 0.0122 0.0106 0.0053 0.0029 0.0011 —0.4830 0.0711 0.0223 0.0193 0.0097 0.0053 0.0011
0.542  0.0870 0.1567 0.0111 0.0058 0.0029 0.0023 0.0088 —0.2357 0.1371 0.0144 0.0096 0.0048 0.0039 0.0088
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A.1 Reaction vp — pr®°

Table A.4: Energy bin 731 MeV < E, <768 MeV. Systematic uncertainty AE, = 9MeV.
cos 0 d  ogq Adsys T or AT, AT, ATL  ATZS,
—0.958 0.956 0.011 0.004 —0.0065 0.0601 0.0050 0.0010 0.0002 0.0049
—0.875 0.905 0.010 0.010 —0.1003 0.0354 0.0067 0.0020 0.0011 0.0063
—0.792 0.904 0.007 0.010 —0.1251 0.0265 0.0059 0.0025 0.0013 0.0052
—0.708 0.893 0.007 0.011 —0.2403 0.0252 0.0062 0.0048 0.0029 0.0027
—0.625 0.863 0.007 0.014 —0.3231 0.0226 0.0087 0.0065 0.0051 0.0027
—0.542 0.904 0.006 0.010 —0.3433 0.0210 0.0081 0.0069 0.0037 0.0023
—0.458 0.812 0.008 0.019 —0.4476 0.0238 0.0139 0.0090 0.0104 0.0025
—0.375 0.879 0.006 0.012 —0.4805 0.0231 0.0118 0.0096 0.0066 0.0018
—0.202 0.908 0.005 0.009 —0.4618 0.0207 0.0104 0.0092 0.0047 0.0012
—0.208 0.865 0.005 0.014 —0.4914 0.0200 0.0125 0.0098 0.0077 0.0013
—0.125 0.881 0.005 0.012 —0.4895 0.0195 0.0119 0.0098 0.0066 0.0011
—0.042 0.885 0.005 0.011 —0.4932 0.0187 0.0118 0.0099 0.0064 0.0008
0.042 0.876 0.005 0.012 —0.4511 0.0185 0.0111 0.0090 0.0064 0.0012
0.125 0.892 0.005 0.011 —0.4204 0.0191 0.0099 0.0084 0.0051 0.0009
0.208 0.876 0.005 0.012 —0.3980 0.0190 0.0098 0.0080 0.0057 0.0010
0.292 0.893 0.005 0.011 —0.3505 0.0195 0.0082 0.0070 0.0042 0.0008
0.375 0.883 0.005 0.012 —0.2969 0.0207 0.0072 0.0059 0.0039 0.0008
0.458 0.901 0.006 0.010 —0.2068 0.0221 0.0049 0.0041 0.0023 0.0015
0.542 0.859 0.010 0.014 —0.0746 0.0349 0.0031 0.0015 0.0012 0.0024
cos f p op AP AP, APA. AP AP H o AHg, AHS, AHA, AHL  AHD.
—0.958 —0.3182 0.1365 0.0151 0.0128 0.0064 0.0015 0.0049  0.3743 0.1224 0.0175 0.0150 0.0075 0.0017 0.0049
—0.875 —0.5269 0.0817 0.0250 0.0211 0.0105 0.0055 0.0063  0.5686 0.0823 0.0269 0.0227 0.0114 0.0060 0.0063
—0.792 —0.4169 0.0610 0.0199 0.0167 0.0083 0.0044 0.0052  0.4278 0.0610 0.0203 0.0171 0.0086 0.0045 0.0052
—0.708 —0.6288 0.0577 0.0292 0.0252 0.0126 0.0075 0.0027  0.5102 0.0570 0.0238 0.0204 0.0102 0.0061 0.0027
—0.625 —0.5510 0.0520 0.0263 0.0220 0.0110 0.0087 0.0027  0.3454 0.0514 0.0166 0.0138 0.0069 0.0055 0.0027
—0.542 —0.6285 0.0480 0.0290 0.0251 0.0126 0.0067 0.0023  0.2539 0.0472 0.0119 0.0102 0.0051 0.0027 0.0023
—0.458 —0.6485 0.0541 0.0328 0.0259 0.0130 0.0151 0.0025  0.1183 0.0542 0.0065 0.0048 0.0024 0.0028 0.0025
—0.375 —0.6871 0.0511 0.0322 0.0275 0.0137 0.0094 0.0018 —0.0024 0.0504 0.0026 0.0016 0.0008 0.0006 0.0018
—0.202 —0.5899 0.0457 0.0271 0.0236 0.0118 0.0059 0.0012  0.0613 0.0454 0.0032 0.0026 0.0013 0.0007 0.0012
—0.208 —0.5754 0.0436 0.0273 0.0230 0.0115 0.0090 0.0013  0.0011 0.0435 0.0021 0.0014 0.0007 0.0005 0.0013
—0.125 —0.6391 0.0427 0.0299 0.0256 0.0128 0.0086 0.0011 —0.0729 0.0426 0.0037 0.0030 0.0015 0.0010 0.0011
—0.042 —0.5792 0.0409 0.0270 0.0232 0.0116 0.0075 0.0008 —0.0920 0.0407 0.0044 0.0037 0.0018 0.0012 0.0008
0.042 —0.5349 0.0409 0.0251 0.0214 0.0107 0.0076 0.0012 —0.1701 0.0411 0.0081 0.0068 0.0034 0.0024 0.0012
0.125 —0.4867 0.0418 0.0226 0.0195 0.0097 0.0059 0.0009 —0.2367 0.0405 0.0110 0.0095 0.0047 0.0029 0.0009
0.208 —0.4805 0.0416 0.0226 0.0192 0.0096 0.0068 0.0010 —0.2323 0.0412 0.0109 0.0093 0.0046 0.0033 0.0010
0.292 —0.3692 0.0427 0.0171 0.0148 0.0074 0.0044 0.0008 —0.3003 0.0415 0.0139 0.0120 0.0060 0.0036 0.0008
0.375 —0.2731 0.0455 0.0128 0.0109 0.0055 0.0036 0.0008 —0.3733 0.0444 0.0174 0.0149 0.0075 0.0049 0.0008
0.458 —0.2096 0.0491 0.0098 0.0084 0.0042 0.0023 0.0015 —0.3631 0.0472 0.0168 0.0145 0.0073 0.0040 0.0015
0.542 —0.1277 0.0780 0.0067 0.0052 0.0026 0.0021 0.0024 —0.3601 0.0707 0.0173 0.0144 0.0072 0.0059 0.0024
Table A.5: Energy bin 768 MeV < E, <798 MeV. Systematic uncertainty AE, = 9MeV.
cos § d  oq Adsys T or ATy, ATH, ATL  ATY
—0.958 0.975 0.008 0.003  0.0463 0.0585 0.0035 0.0012 0.0002 0.0033
—0.875 0.920 0.009 0.008  0.1323 0.0366 0.0060 0.0026 0.0011 0.0053
—0.792 0.907 0.007 0.009  0.0445 0.0276 0.0051 0.0009 0.0005 0.0050
—0.708 0.891 0.007 0.011 —0.0232 0.0263 0.0028 0.0006 0.0004 0.0027
—0.625 0.865 0.007 0.014 —0.0779 0.0242 0.0036 0.0016 0.0012 0.0030
—0.542 0.878 0.007 0.012 —0.1595 0.0243 0.0044 0.0032 0.0022 0.0021
—0.458 0.798 0.009 0.020 —0.2233 0.0265 0.0075 0.0045 0.0056 0.0021
—0.375 0.894 0.006 0.011 —0.2416 0.0263 0.0059 0.0048 0.0029 0.0018
—0.292 0.895 0.005 0.011 —0.2927 0.0238 0.0069 0.0059 0.0034 0.0012
—0.208 0.861 0.006 0.014 —0.3299 0.0232 0.0086 0.0066 0.0053 0.0014
—0.125 0.889 0.005 0.011 —0.3355 0.0218 0.0079 0.0067 0.0042 0.0008
—0.042 0.880 0.005 0.012 —0.3474 0.0213 0.0085 0.0069 0.0047 0.0011
0.042 0.861 0.006 0.014 —0.3470 0.0215 0.0090 0.0069 0.0056 0.0013
0.125 0.882 0.005 0.012 —0.2714 0.0218 0.0066 0.0054 0.0036 0.0010
0.208 0.860 0.006 0.014 —0.2711 0.0219 0.0071 0.0054 0.0044 0.0010
0.292 0.869 0.006 0.013 —0.2062 0.0226 0.0053 0.0041 0.0031 0.0011
0.375 0.858 0.006 0.014 —0.1492 0.0245 0.0041 0.0030 0.0025 0.0014
0.458 0.876 0.007 0.012 —0.1210 0.0256 0.0030 0.0024 0.0017 0.0006
0.542 0.855 0.009 0.015 —0.0288 0.0317 0.0022 0.0007 0.0006 0.0020
0.625 0.502 0.044 0.050  0.0972 0.1432 0.0169 0.0028 0.0138 0.0093
cos 0 P op AP, AP APA. APL. APY H o AHg, AHS . AHA AHL  AHD,
—0.958 —0.4154 0.1261 0.0189 0.0166 0.0083 0.0011 0.0033  0.0902 0.1147 0.0062 0.0047 0.0024 0.0003 0.0033
—0.875 —0.4090 0.0814 0.0194 0.0164 0.0082 0.0035 0.0053  0.5257 0.0786 0.0245 0.0210 0.0105 0.0046 0.0053
—0.792 —0.4264 0.0612 0.0202 0.0171 0.0085 0.0044 0.0050  0.4968 0.0591 0.0233 0.0199 0.0099 0.0051 0.0050
—0.708 —0.4886 0.0580 0.0228 0.0195 0.0098 0.0060 0.0027  0.4427 0.0573 0.0207 0.0177 0.0089 0.0054 0.0027
—0.625 —0.4239 0.0530 0.0203 0.0170 0.0085 0.0066 0.0030  0.4071 0.0527 0.0195 0.0163 0.0081 0.0064 0.0030
—0.542 —0.3875 0.0531 0.0183 0.0155 0.0077 0.0054 0.0021  0.2764 0.0532 0.0131 0.0111 0.0055 0.0038 0.0021
—0.458 —0.4504 0.0574 0.0232 0.0180 0.0090 0.0114 0.0021  0.2139 0.0573 0.0112 0.0086 0.0043 0.0054 0.0021
—0.375 —0.4596 0.0545 0.0213 0.0184 0.0092 0.0054 0.0018  0.1299 0.0546 0.0063 0.0052 0.0026 0.0015 0.0018
—0.202 —0.4150 0.0494 0.0192 0.0166 0.0083 0.0049 0.0012  0.0276 0.0486 0.0024 0.0018 0.0009 0.0005 0.0012
—0.208 —0.4826 0.0481 0.0230 0.0193 0.0097 0.0078 0.0014  0.0093 0.0475 0.0023 0.0015 0.0008 0.0006 0.0014
—0.125 —0.4447 0.0451 0.0207 0.0178 0.0089 0.0056 0.0008 —0.0329 0.0446 0.0022 0.0018 0.0009 0.0006 0.0008
—0.042 —0.4627 0.0440 0.0217 0.0185 0.0093 0.0063 0.0011 —0.0230 0.0439 0.0021 0.0016 0.0008 0.0005 0.0011
0.042 —0.4541 0.0448 0.0216 0.0182 0.0091 0.0073 0.0013 —0.1237 0.0445 0.0060 0.0050 0.0025 0.0020 0.0013
0.125 —0.3379 0.0454 0.0158 0.0135 0.0068 0.0045 0.0010 —0.0469 0.0451 0.0027 0.0022 0.0011 0.0007 0.0010
0.208 —0.3664 0.0454 0.0175 0.0147 0.0073 0.0060 0.0010 —0.2039 0.0446 0.0098 0.0082 0.0041 0.0033 0.0010
0.202 —0.1835 0.0468 0.0087 0.0073 0.0037 0.0028 0.0011 —0.2088 0.0464 0.0099 0.0084 0.0042 0.0031 0.0011
0.375 —0.1890 0.0508 0.0091 0.0076 0.0038 0.0031 0.0014 —0.3096 0.0493 0.0148 0.0124 0.0062 0.0051 0.0014
0.458 —0.0912 0.0542 0.0044 0.0037 0.0019 0.0013 0.0006 —0.4154 0.0511 0.0195 0.0166 0.0083 0.0059 0.0006
0.542  0.0852 0.0675 0.0048 0.0037 0.0018 0.0016 0.0020 —0.4500 0.0643 0.0216 0.0180 0.0090 0.0077 0.0020
0.625 —0.4940 0.3235 0.0564 0.0205 0.0102 0.0507 0.0093 —0.9909 0.3035 0.1082 0.0396 0.0198 0.0982 0.0093
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Appendix A Data Points

Table A.6: Energy bin 798 MeV < E, <833 MeV. Systematic uncertainty AE, = 9MeV.

cos 0 d  oq Adsys T or AT, AT, ATL. ATY,

—0.958 0.974 0.009 0.003  0.1152 0.0553 0.0040 0.0023 0.0003 0.0033

—0.875 0.909 0.009 0.009  0.2244 0.0336 0.0069 0.0045 0.0023 0.0048

—0.792 0.896 0.008 0.010  0.2045 0.0264 0.0064 0.0041 0.0024 0.0044

—0.708 0.900 0.007 0.010  0.1537 0.0246 0.0047 0.0031 0.0017 0.0032

—0.625 0.858 0.008 0.014  0.0475 0.0242 0.0031 0.0010 0.0008 0.0029

—0.542 0.878 0.007 0.012  0.0142 0.0237 0.0028 0.0004 0.0003 0.0027

—0.458 0.790 0.009 0.021 —0.0596 0.0270 0.0033 0.0012 0.0016 0.0026

—0.375 0.845 0.008 0.016 —0.1109 0.0264 0.0036 0.0022 0.0020 0.0019

—0.202 0.899 0.006 0.010 —0.1347 0.0244 0.0035 0.0027 0.0015 0.0016

—0.208 0.854 0.006 0.015 —0.2089 0.0239 0.0057 0.0042 0.0036 0.0014

—0.125 0.873 0.006 0.013 —0.2251 0.0233 0.0057 0.0045 0.0033 0.0011

—0.042 0.869 0.006 0.013 —0.1707 0.0234 0.0044 0.0034 0.0026 0.0011

0.042 0.855 0.006 0.015 —0.2301 0.0230 0.0061 0.0046 0.0039 0.0011

0.125 0.873 0.006 0.013 —0.2453 0.0232 0.0061 0.0049 0.0036 0.0010

0.208 0.847 0.006 0.015 —0.2233 0.0235 0.0061 0.0045 0.0040 0.0011

0.292 0.851 0.007 0.015 —0.1532 0.0245 0.0042 0.0031 0.0027 0.0012

0.375 0.854 0.007 0.015 —0.1464 0.0252 0.0041 0.0029 0.0025 0.0013

0.458 0.858 0.008 0.014 —0.0688 0.0275 0.0020 0.0014 0.0011 0.0009

0.542 0.821 0.010 0.018  0.0627 0.0330 0.0030 0.0013 0.0014 0.0023

0.625 0.626 0.028 0.037  0.1004 0.0835 0.0096 0.0022 0.0066 0.0067

cos 0 P op AP, AP APA APL. APY. H o AHg, AHY. AHA. AHS. AHDY,
—0.958 —0.2353 0.1201 0.0111 0.0095 0.0048 0.0006 0.0033  0.0621 0.1084 0.0056 0.0040 0.0020 0.0003 0.0033
—0.875 —0.3138 0.0737 0.0152 0.0126 0.0063 0.0032 0.0048  0.4575 0.0730 0.0215 0.0183 0.0091 0.0046 0.0048
—0.792 —0.3878 0.0567 0.0184 0.0155 0.0078 0.0045 0.0044  0.3987 0.0561 0.0189 0.0159 0.0080 0.0046 0.0044
—0.708 —0.2743 0.0525 0.0130 0.0110 0.0055 0.0030 0.0032  0.3481 0.0514 0.0164 0.0139 0.0070 0.0039 0.0032
—0.625 —0.3491 0.0517 0.0169 0.0140 0.0070 0.0058 0.0029  0.3112 0.0516 0.0151 0.0124 0.0062 0.0051 0.0029
—0.542 —0.3363 0.0507 0.0160 0.0135 0.0067 0.0047 0.0027  0.2324 0.0504 0.0112 0.0093 0.0046 0.0032 0.0027
—0.458 —0.3672 0.0577 0.0193 0.0147 0.0073 0.0097 0.0026  0.2004 0.0573 0.0107 0.0080 0.0040 0.0053 0.0026
—0.375 —0.3810 0.0541 0.0185 0.0152 0.0076 0.0070 0.0019  0.1391 0.0538 0.0070 0.0056 0.0028 0.0026 0.0019
—0.202 —0.3667 0.0493 0.0170 0.0147 0.0073 0.0041 0.0016  0.0714 0.0486 0.0038 0.0030 0.0015 0.0008 0.0016
—0.208 —0.3687 0.0485 0.0177 0.0147 0.0074 0.0063 0.0014  0.0630 0.0481 0.0035 0.0027 0.0013 0.0012 0.0014
—0.125 —0.2211 0.0472 0.0105 0.0088 0.0044 0.0032 0.0011  0.0049 0.0469 0.0021 0.0015 0.0008 0.0005 0.0011
—0.042 —0.2568 0.0468 0.0122 0.0103 0.0051 0.0039 0.0011 —0.1348 0.0454 0.0065 0.0054 0.0027 0.0020 0.0011
0.042 —0.2795 0.0463 0.0134 0.0112 0.0056 0.0048 0.0011 —0.1354 0.0451 0.0066 0.0054 0.0027 0.0023 0.0011
0.125 —0.2283 0.0469 0.0108 0.0091 0.0046 0.0033 0.0010 —0.1520 0.0446 0.0072 0.0061 0.0030 0.0022 0.0010
0.208 —0.2405 0.0475 0.0116 0.0096 0.0048 0.0043 0.0011 —0.2065 0.0462 0.0100 0.0083 0.0041 0.0037 0.0011
0.292 —0.1428 0.0490 0.0070 0.0057 0.0029 0.0025 0.0012 —0.2136 0.0487 0.0103 0.0085 0.0043 0.0037 0.0012
0.375  0.0411 0.0515 0.0029 0.0021 0.0011 0.0009 0.0013 —0.3272 0.0502 0.0157 0.0131 0.0065 0.0056 0.0013
0.458 —0.0011 0.0566 0.0023 0.0018 0.0009 0.0007 0.0009 —0.4517 0.0549 0.0216 0.0181 0.0090 0.0075 0.0009
0.542  0.1700 0.0681 0.0088 0.0068 0.0034 0.0037 0.0023 —0.5037 0.0656 0.0252 0.0201 0.0101 0.0110 0.0023
0.625  0.3108 0.1768 0.0245 0.0127 0.0063 0.0189 0.0067 —0.4811 0.1622 0.0365 0.0193 0.0096 0.0288 0.0067
Table A.7: Energy bin 833 MeV < E, <867 MeV. Systematic uncertainty AFE, = 9MeV.

cos 0 d  oq Adsys T or ATy, ATH, aTd  ATY

—0.958 0.972 0.008 0.003  0.2578 0.0525 0.0066 0.0052 0.0007 0.0040

—0.875 0.919 0.009 0.008  0.2456 0.0342 0.0067 0.0049 0.0022 0.0041

—0.792 0.882 0.008 0.012  0.2348 0.0272 0.0074 0.0047 0.0031 0.0048

—0.708 0.906 0.007 0.009  0.1962 0.0253 0.0055 0.0039 0.0020 0.0033

—0.625 0.856 0.008 0.014  0.0898 0.0248 0.0039 0.0018 0.0015 0.0031

—0.542 0.890 0.007 0.011  0.0817 0.0243 0.0032 0.0016 0.0010 0.0025

—0.458 0.770 0.010 0.023  0.0049 0.0283 0.0030 0.0005 0.0007 0.0029

—0.375 0.821 0.008 0.018 —0.0830 0.0299 0.0036 0.0017 0.0018 0.0026

—0.292 0.891 0.006 0.011 —0.0816 0.0261 0.0025 0.0016 0.0010 0.0017

—0.208 0.844 0.007 0.016 —0.1037 0.0263 0.0034 0.0021 0.0019 0.0019

—0.125 0.867 0.006 0.013 —0.1858 0.0259 0.0048 0.0037 0.0029 0.0012

—0.042 0.849 0.007 0.015 —0.2035 0.0255 0.0057 0.0041 0.0036 0.0016

0.042 0.840 0.007 0.016 —0.2197 0.0258 0.0062 0.0044 0.0042 0.0010

0.125 0.879 0.006 0.012 —0.1871 0.0257 0.0046 0.0037 0.0026 0.0009

0.208 0.817 0.008 0.018 —0.2183 0.0271 0.0067 0.0044 0.0049 0.0013

0.292 0.828 0.008 0.017 —0.1321 0.0285 0.0041 0.0026 0.0027 0.0016

0.375 0.833 0.008 0.017 —0.1264 0.0293 0.0037 0.0025 0.0025 0.0010

0.458 0.805 0.010 0.020 —0.0129 0.0327 0.0026 0.0006 0.0007 0.0025

0.542 0.814 0.011 0.019  0.0263 0.0357 0.0019 0.0007 0.0008 0.0016

0.625 0.617 0.026 0.038  0.1544 0.0793 0.0115 0.0031 0.0097 0.0053

cos 0 P op APy, AP, APA. APL. APY, H on  AH, AHS AHA  AHL S AHDY,
—0.958 —0.3965 0.1088 0.0182 0.0159 0.0079 0.0011 0.0040  0.2751 0.1044 0.0130 0.0110 0.0055 0.0008 0.0040
—0.875 —0.3017 0.0730 0.0143 0.0121 0.0060 0.0026 0.0041  0.1925 0.0720 0.0097 0.0077 0.0039 0.0017 0.0041
—0.792 —0.2102 0.0576 0.0109 0.0084 0.0042 0.0028 0.0048  0.2911 0.0571 0.0144 0.0116 0.0058 0.0039 0.0048
—0.708 —0.3021 0.0538 0.0142 0.0121 0.0060 0.0031 0.0033  0.3291 0.0538 0.0155 0.0132 0.0066 0.0034 0.0033
—0.625 —0.3235 0.0533 0.0158 0.0129 0.0065 0.0054 0.0031  0.1714 0.0520 0.0087 0.0069 0.0034 0.0029 0.0031
—0.542 —0.2447 0.0517 0.0116 0.0098 0.0049 0.0030 0.0025  0.1743 0.0508 0.0085 0.0070 0.0035 0.0022 0.0025
—0.458 —0.2419 0.0598 0.0133 0.0097 0.0048 0.0072 0.0029  0.1488 0.0606 0.0085 0.0060 0.0030 0.0045 0.0029
—0.375 —0.3250 0.0611 0.0164 0.0130 0.0065 0.0071 0.0026  0.2067 0.0605 0.0106 0.0083 0.0041 0.0045 0.0026
—0.202 —0.2818 0.0523 0.0132 0.0113 0.0056 0.0035 0.0017  0.1211 0.0527 0.0059 0.0049 0.0024 0.0015 0.0017
—0.208 —0.2619 0.0527 0.0128 0.0105 0.0052 0.0048 0.0019  0.0602 0.0510 0.0037 0.0026 0.0013 0.0012 0.0019
—0.125 —0.2121 0.0517 0.0101 0.0085 0.0042 0.0033 0.0012  0.0797 0.0510 0.0041 0.0033 0.0016 0.0013 0.0012
—0.042 —0.1580 0.0509 0.0078 0.0063 0.0032 0.0028 0.0016 —0.0494 0.0511 0.0032 0.0023 0.0012 0.0010 0.0016
0.042 —0.1669 0.0511 0.0082 0.0067 0.0033 0.0032 0.0010 —0.1176 0.0513 0.0058 0.0047 0.0024 0.0023 0.0010
0.125 —0.1588 0.0517 0.0075 0.0064 0.0032 0.0022 0.0009 —0.2159 0.0505 0.0101 0.0086 0.0043 0.0030 0.0009
0.208 —0.1166 0.0547 0.0060 0.0047 0.0023 0.0026 0.0013 —0.2067 0.0532 0.0104 0.0083 0.0041 0.0046 0.0013
0.292 —0.0439 0.0570 0.0033 0.0023 0.0012 0.0012 0.0016 —0.2562 0.0560 0.0127 0.0102 0.0051 0.0053 0.0016
0.375 —0.0101 0.0595 0.0026 0.0019 0.0010 0.0010 0.0010 —0.2584 0.0588 0.0127 0.0103 0.0052 0.0052 0.0010
0.458  0.1991 0.0667 0.0104 0.0080 0.0040 0.0048 0.0025 —0.5079 0.0637 0.0260 0.0203 0.0102 0.0123 0.0025
0.542  0.3667 0.0741 0.0185 0.0147 0.0073 0.0084 0.0016 —0.6147 0.0724 0.0309 0.0246 0.0123 0.0140 0.0016
0.625  0.7275 0.1662 0.0560 0.0291 0.0146 0.0452 0.0053 —0.7194 0.1443 0.0553 0.0288 0.0144 0.0447 0.0053
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A.1 Reaction vp — pr®°

Table A.8: Energy bin 867 MeV < E, <901 MeV. Systematic uncertainty AE, = 8 MeV.
cos 0 d  ogq Adsys T or AT, AT, ATL  ATZS,
—0.958 0.956 0.015 0.004  0.1587 0.0650 0.0061 0.0032 0.0007 0.0051
—0.875 0.896 0.015 0.010  0.2594 0.0428 0.0075 0.0052 0.0030 0.0044
—0.792 0.861 0.012 0.014  0.2351 0.0341 0.0085 0.0047 0.0038 0.0060
—0.708 0.893 0.010 0.011  0.2136 0.0320 0.0062 0.0043 0.0026 0.0038
—0.625 0.837 0.012 0.016  0.1950 0.0312 0.0069 0.0039 0.0038 0.0042
—0.542 0.855 0.012 0.014  0.0517 0.0310 0.0031 0.0011 0.0009 0.0028
—0.458 0.753 0.016 0.025  0.0660 0.0370 0.0040 0.0013 0.0022 0.0031
—0.375 0.831 0.013 0.017 —0.0341 0.0394 0.0032 0.0009 0.0009 0.0029
—0.292 0.885 0.010 0.011 —0.0973 0.0343 0.0029 0.0019 0.0013 0.0018
—0.208 0.829 0.012 0.017 —0.0740 0.0351 0.0035 0.0015 0.0015 0.0028
—0.125 0.836 0.011 0.016 —0.1341 0.0345 0.0042 0.0027 0.0026 0.0019
—0.042 0.851 0.010 0.015 —0.1594 0.0328 0.0044 0.0032 0.0028 0.0011
0.042 0.837 0.011 0.016 —0.1330 0.0349 0.0040 0.0027 0.0026 0.0014
0.125 0.864 0.010 0.014 —0.1914 0.0350 0.0049 0.0038 0.0030 0.0008
0.208 0.800 0.013 0.020 —0.2212 0.0377 0.0072 0.0044 0.0055 0.0012
0.292 0.783 0.015 0.022 —0.1307 0.0398 0.0048 0.0026 0.0036 0.0016
0.375 0.817 0.013 0.018 —0.1711 0.0424 0.0054 0.0034 0.0038 0.0015
0.458 0.753 0.017 0.025 —0.1218 0.0450 0.0053 0.0024 0.0040 0.0025
0.542 0.797 0.017 0.020  0.0295 0.0466 0.0017 0.0009 0.0011 0.0010
0.625 0.731 0.028 0.027 —0.0338 0.0689 0.0043 0.0012 0.0023 0.0034
cos § P op AP AP APA. AP APY H o AHy, AHS. AHA AHL AHL
—0.958 —0.4631 0.1396 0.0214 0.0185 0.0093 0.0021 0.0051  0.1968 0.1251 0.0105 0.0081 0.0041 0.0009 0.0051
—0.875 —0.2121 0.0929 0.0108 0.0085 0.0043 0.0025 0.0044  0.3630 0.0915 0.0174 0.0145 0.0073 0.0042 0.0044
—0.792 —0.2977 0.0740 0.0154 0.0119 0.0060 0.0048 0.0060  0.2334 0.0727 0.0126 0.0093 0.0047 0.0038 0.0060
—0.708 —0.2917 0.0697 0.0140 0.0117 0.0058 0.0035 0.0038  0.3203 0.0686 0.0153 0.0128 0.0064 0.0039 0.0038
—0.625 —0.1937 0.0673 0.0103 0.0078 0.0039 0.0038 0.0042  0.2500 0.0689 0.0129 0.0100 0.0050 0.0049 0.0042
—0.542 —0.1199 0.0682 0.0065 0.0049 0.0024 0.0021 0.0028  0.2678 0.0681 0.0131 0.0107 0.0054 0.0045 0.0028
—0.458 —0.1512 0.0800 0.0090 0.0061 0.0031 0.0050 0.0031  0.2720 0.0799 0.0154 0.0109 0.0054 0.0089 0.0031
—0.375 —0.0808 0.0813 0.0055 0.0038 0.0019 0.0019 0.0029  0.2842 0.0796 0.0143 0.0114 0.0057 0.0058 0.0029
—0.202 —0.2068 0.0697 0.0098 0.0083 0.0041 0.0027 0.0018  0.0486 0.0711 0.0037 0.0028 0.0014 0.0009 0.0018
—0.208 —0.2526 0.0718 0.0128 0.0101 0.0051 0.0052 0.0028  0.3425 0.0707 0.0171 0.0137 0.0069 0.0071 0.0028
—0.125 —0.1860 0.0696 0.0093 0.0074 0.0037 0.0037 0.0019  0.0047 0.0698 0.0033 0.0022 0.0011 0.0011 0.0019
—0.042 —0.2554 0.0673 0.0123 0.0102 0.0051 0.0045 0.0011 —0.0060 0.0669 0.0028 0.0021 0.0011 0.0009 0.0011
0.042 —0.2313 0.0710 0.0114 0.0093 0.0046 0.0045 0.0014 —0.0898 0.0690 0.0049 0.0038 0.0019 0.0019 0.0014
0.125 —0.0435 0.0720 0.0033 0.0027 0.0014 0.0011 0.0008 —0.1443 0.0711 0.0069 0.0058 0.0029 0.0023 0.0008
0.208 —0.1392 0.0774 0.0074 0.0057 0.0028 0.0035 0.0012 —0.2919 0.0754 0.0150 0.0117 0.0058 0.0073 0.0012
0.292 —0.0560 0.0822 0.0045 0.0032 0.0016 0.0022 0.0016 —0.2914 0.0840 0.0154 0.0117 0.0058 0.0081 0.0016
0.375  0.1148 0.0882 0.0063 0.0049 0.0025 0.0027 0.0015 —0.6170 0.0845 0.0309 0.0247 0.0123 0.0138 0.0015
0.458  0.1916 0.0934 0.0110 0.0077 0.0039 0.0063 0.0025 —0.5752 0.0923 0.0320 0.0230 0.0115 0.0189 0.0025
0.542  0.4868 0.0986 0.0251 0.0195 0.0097 0.0124 0.0010 —0.7282 0.0945 0.0375 0.0291 0.0146 0.0186 0.0010
0.625  0.4007 0.1475 0.0235 0.0160 0.0080 0.0148 0.0034 —0.7425 0.1393 0.0432 0.0297 0.0149 0.0273 0.0034
Table A.9: Energy bin 901 MeV < E, <933 MeV. Systematic uncertainty AE, = 8 MeV.
A d bg
cos 0 d o4 Adsys T or ATSYS ATgyg ATqyg ATDyb
—0.958 0.987 0.007 0.001  0.2048 0.0719 0.0044 0.0041 0.0003 0.0016
—0.875 0.915 0.011 0.009  0.2242 0.0408 0.0081 0.0045 0.0021 0.0065
—0.792 0.869 0.011 0.013  0.1627 0.0344 0.0065 0.0033 0.0025 0.0050
—0.708 0.891 0.009 0.011  0.1126 0.0312 0.0054 0.0023 0.0014 0.0047
—0.625 0.833 0.011 0.017  0.1236 0.0313 0.0053 0.0025 0.0025 0.0040
—0.542 0.862 0.010 0.014  0.0538 0.0320 0.0039 0.0011 0.0009 0.0037
—0.458 0.765 0.014 0.024 —0.0115 0.0390 0.0030 0.0006 0.0010 0.0028
—0.375 0.770 0.014 0.023 —0.0810 0.0434 0.0039 0.0016 0.0024 0.0026
—0.292 0.856 0.010 0.014 —0.0770 0.0389 0.0027 0.0016 0.0013 0.0017
—0.208 0.812 0.011 0.019 —0.0570 0.0383 0.0033 0.0012 0.0014 0.0027
—0.125 0.829 0.011 0.017 —0.1535 0.0386 0.0047 0.0031 0.0032 0.0015
—0.042 0.830 0.010 0.017 —0.1621 0.0394 0.0052 0.0032 0.0033 0.0024
0.042 0.819 0.011 0.018 —0.1992 0.0389 0.0061 0.0040 0.0044 0.0016
0.125 0.842 0.011 0.016 —0.1802 0.0401 0.0051 0.0036 0.0034 0.0011
0.208 0.780 0.014 0.022 —0.2733 0.0453 0.0097 0.0055 0.0077 0.0024
0.292 0.771 0.014 0.023 —0.3418 0.0463 0.0123 0.0068 0.0101 0.0009
0.375 0.802 0.014 0.020 —0.3188 0.0476 0.0104 0.0064 0.0079 0.0023
0.458 0.744 0.016 0.026 —0.2214 0.0531 0.0090 0.0044 0.0076 0.0019
0.542 0.759 0.018 0.024 —0.2098 0.0538 0.0081 0.0042 0.0067 0.0019
0.625 0.673 0.027 0.033 —0.2021 0.0700 0.0113 0.0040 0.0098 0.0037
0.708 0.455 0.081 0.054 —0.0657 0.2452 0.0306 0.0041 0.0242 0.0181
cos f P op AP AP APA. AP AP H o AHg, AHS. AHA AHL AHLY,
—0.958 —0.2540 0.1638 0.0119 0.0105 0.0053 0.0003 0.0016 —0.1649 0.1417 0.0083 0.0073 0.0036 0.0002 0.0016
—0.875 —0.3661 0.0931 0.0179 0.0146 0.0073 0.0034 0.0065  0.3476 0.0918 0.0171 0.0139 0.0070 0.0032 0.0065
—0.792 —0.2968 0.0788 0.0149 0.0119 0.0059 0.0045 0.0050  0.0238 0.0785 0.0059 0.0026 0.0013 0.0010 0.0050
—0.708 —0.3300 0.0719 0.0160 0.0132 0.0066 0.0041 0.0047  0.1807 0.0718 0.0096 0.0072 0.0036 0.0022 0.0047
—0.625 —0.2498 0.0726 0.0129 0.0100 0.0050 0.0050 0.0040  0.2101 0.0727 0.0110 0.0084 0.0042 0.0042 0.0040
—0.542 —0.1859 0.0740 0.0096 0.0074 0.0037 0.0030 0.0037  0.1427 0.0723 0.0078 0.0058 0.0029 0.0023 0.0037
—0.458 —0.1718 0.0900 0.0098 0.0069 0.0035 0.0054 0.0028  0.1163 0.0881 0.0073 0.0050 0.0025 0.0038 0.0028
—0.375 —0.2090 0.0974 0.0116 0.0084 0.0042 0.0063 0.0026  0.3891 0.0959 0.0211 0.0156 0.0078 0.0116 0.0026
—0.202 —0.1427 0.0833 0.0072 0.0058 0.0029 0.0025 0.0017  0.1828 0.0818 0.0089 0.0073 0.0037 0.0031 0.0017
—0.208 —0.0589 0.0816 0.0049 0.0033 0.0016 0.0019 0.0027  0.1546 0.0816 0.0083 0.0063 0.0031 0.0036 0.0027
—0.125 —0.2392 0.0820 0.0119 0.0096 0.0048 0.0049 0.0015  0.1042 0.0827 0.0057 0.0045 0.0022 0.0023 0.0015
—0.042 —0.2597 0.0847 0.0130 0.0104 0.0052 0.0053 0.0024  0.0223 0.0830 0.0041 0.0027 0.0014 0.0014 0.0024
0.042 —0.2132 0.0845 0.0108 0.0085 0.0043 0.0047 0.0016 —0.0260 0.0849 0.0039 0.0028 0.0014 0.0016 0.0016
0.125 —0.2222 0.0872 0.0108 0.0089 0.0045 0.0042 0.0011  0.0037 0.0849 0.0035 0.0027 0.0014 0.0013 0.0011
0.208 —0.1310 0.0994 0.0078 0.0056 0.0028 0.0039 0.0024 —0.2969 0.0997 0.0159 0.0119 0.0059 0.0084 0.0024
0.292 —0.0804 0.1017 0.0057 0.0042 0.0021 0.0031 0.0009 —0.2702 0.1018 0.0145 0.0108 0.0054 0.0080 0.0009
0.375 —0.0449 0.1046 0.0052 0.0036 0.0018 0.0022 0.0023 —0.3302 0.1036 0.0170 0.0132 0.0066 0.0081 0.0023
0.458 —0.0482 0.1148 0.0059 0.0040 0.0020 0.0034 0.0019 —0.5214 0.1124 0.0295 0.0209 0.0104 0.0179 0.0019
0.542  0.1396 0.1202 0.0087 0.0062 0.0031 0.0049 0.0019 —0.4908 0.1129 0.0270 0.0196 0.0098 0.0156 0.0019
0.625  0.1140 0.1597 0.0111 0.0063 0.0032 0.0077 0.0037 —0.3336 0.1543 0.0225 0.0134 0.0067 0.0163 0.0037
0.708 —0.2611 0.5985 0.0691 0.0209 0.0104 0.0625 0.0181 —0.1277 0.5308 0.0585 0.0174 0.0087 0.0521 0.0181
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Table A.10: Energy bin 933 MeV < E,, <974 MeV. Systematic uncertainty AE, = 8 MeV.
cos 0 d  oq Adsys T or AT, AT, ATL. ATY,
—0.958 0.944 0.014 0.006  0.3742 0.0787 0.0087 0.0075 0.0022 0.0038
—0.875 0.888 0.012 0.011  0.2243 0.0441 0.0079 0.0045 0.0028 0.0059
—0.792 0.858 0.012 0.014  0.2656 0.0349 0.0083 0.0053 0.0044 0.0047
—0.708 0.871 0.010 0.013  0.1284 0.0324 0.0062 0.0026 0.0019 0.0053
—0.625 0.810 0.012 0.019  0.1296 0.0333 0.0063 0.0026 0.0030 0.0049
—0.542 0.841 0.011 0.016 —0.0445 0.0329 0.0039 0.0009 0.0009 0.0036
—0.458 0.768 0.014 0.023  0.0047 0.0390 0.0034 0.0006 0.0009 0.0032
—0.375 0.752 0.016 0.025 —0.1955 0.0451 0.0086 0.0039 0.0064 0.0042
—0.202 0.842 0.012 0.016 —0.0094 0.0414 0.0024 0.0007 0.0006 0.0023
—0.208 0.808 0.012 0.019 —0.1130 0.0412 0.0045 0.0023 0.0027 0.0027
—0.125 0.844 0.011 0.016 —0.1988 0.0397 0.0058 0.0040 0.0037 0.0021
—0.042 0.833 0.012 0.017 —0.2916 0.0411 0.0084 0.0058 0.0058 0.0013
0.042 0.785 0.014 0.022 —0.2686 0.0456 0.0091 0.0054 0.0074 0.0007
0.125 0.782 0.015 0.022 —0.3696 0.0467 0.0128 0.0074 0.0103 0.0020
0.208 0.782 0.015 0.022 —0.3825 0.0484 0.0133 0.0076 0.0107 0.0021
0.292 0.780 0.015 0.022 —0.4253 0.0487 0.0148 0.0085 0.0120 0.0019
0.375 0.752 0.017 0.025 —0.4241 0.0510 0.0167 0.0085 0.0140 0.0035
0.458 0.798 0.015 0.020 —0.3004 0.0494 0.0100 0.0060 0.0076 0.0022
0.542 0.754 0.018 0.025 —0.2908 0.0532 0.0115 0.0058 0.0095 0.0029
0.625 0.797 0.018 0.020 —0.0837 0.0525 0.0039 0.0017 0.0022 0.0027
0.708 0.647 0.046 0.035  0.0031 0.1365 0.0066 0.0022 0.0059 0.0020
cos 0 P op APy, AP, APA. APL. APRY, H og  AH, AHS  AHA  AHL S AHDS
—0.958 —0.0930 0.1959 0.0148 0.0139 0.0035 0.0010 0.0038  0.0656 0.1785 0.0131 0.0122 0.0030 0.0009 0.0038
—0.875 —0.3834 0.1128 0.0325 0.0307 0.0077 0.0048 0.0059  0.1055 0.1111 0.0120 0.0101 0.0025 0.0016 0.0059
—0.792 —0.1721 0.0904 0.0154 0.0139 0.0035 0.0029 0.0047  0.0962 0.0909 0.0104 0.0088 0.0022 0.0018 0.0047
—0.708 —0.2288 0.0824 0.0199 0.0183 0.0046 0.0034 0.0053  0.0793 0.0833 0.0095 0.0076 0.0019 0.0014 0.0053
—0.625 —0.2176 0.0863 0.0193 0.0174 0.0044 0.0051 0.0049  0.0771 0.0866 0.0095 0.0076 0.0019 0.0022 0.0049
—0.542 —0.2150 0.0852 0.0186 0.0172 0.0043 0.0041 0.0036  0.1108 0.0864 0.0107 0.0095 0.0024 0.0022 0.0036
—0.458 —0.1798 0.1017 0.0164 0.0146 0.0037 0.0055 0.0032  0.0921 0.0998 0.0103 0.0089 0.0022 0.0034 0.0032
—0.375 —0.1924 0.1119 0.0179 0.0157 0.0039 0.0065 0.0042  0.2461 0.1117 0.0223 0.0198 0.0049 0.0081 0.0042
—0.292 —0.0833 0.1007 0.0093 0.0085 0.0021 0.0020 0.0023  0.2515 0.1028 0.0214 0.0202 0.0050 0.0047 0.0023
—0.208 —0.0305 0.1002 0.0077 0.0067 0.0017 0.0020 0.0027  0.3115 0.1006 0.0269 0.0249 0.0062 0.0074 0.0027
—0.125 —0.2391 0.0983 0.0204 0.0192 0.0048 0.0044 0.0021  0.1545 0.0961 0.0136 0.0127 0.0032 0.0029 0.0021
—0.042 —0.1965 0.1002 0.0169 0.0159 0.0040 0.0040 0.0013  0.1909 0.1032 0.0165 0.0155 0.0039 0.0039 0.0013
0.042 —0.2423 0.1099 0.0212 0.0195 0.0049 0.0067 0.0007 —0.0823 0.1100 0.0097 0.0089 0.0022 0.0031 0.0007
0.125 —0.1602 0.1129 0.0148 0.0134 0.0034 0.0047 0.0020 —0.4198 0.1133 0.0366 0.0336 0.0084 0.0117 0.0020
0.208 —0.3709 0.1158 0.0324 0.0297 0.0074 0.0103 0.0021 —0.2360 0.1171 0.0208 0.0190 0.0048 0.0066 0.0021
0.292 —0.3326 0.1195 0.0291 0.0266 0.0067 0.0094 0.0019 —0.1740 0.1210 0.0160 0.0146 0.0036 0.0051 0.0019
0.375 —0.2084 0.1272 0.0193 0.0171 0.0043 0.0070 0.0035 —0.2744 0.1284 0.0247 0.0221 0.0055 0.0091 0.0035
0.458 —0.1427 0.1241 0.0138 0.0126 0.0032 0.0040 0.0022 —0.1396 0.1209 0.0135 0.0124 0.0031 0.0039 0.0022
0.542  0.2088 0.1315 0.0193 0.0172 0.0043 0.0070 0.0029 —0.1427 0.1366 0.0148 0.0131 0.0033 0.0053 0.0029
0.625  0.2392 0.1362 0.0212 0.0195 0.0049 0.0062 0.0027 —0.2626 0.1277 0.0230 0.0212 0.0053 0.0067 0.0027
0.708  0.8785 0.3578 0.0871 0.0704 0.0176 0.0480 0.0020 —0.0823 0.3242 0.0265 0.0214 0.0053 0.0146 0.0020

Table A.11: Energy bin

974 MeV < B, <1015 MeV. Systematic uncertainty AE, = 8 MeV.

cos 0 d  oq Adsys T or ATy, ATH, ATS ATY
—0.958 0.942 0.014 0.006  0.5776 0.0775 0.0123 0.0116 0.0035 0.0023
—0.875 0.917 0.010 0.008  0.3187 0.0468 0.0072 0.0064 0.0029 0.0015
—0.792 0.883 0.008 0.012  0.2626 0.0366 0.0065 0.0053 0.0035 0.0015
—0.708 0.874 0.008 0.013  0.1015 0.0344 0.0025 0.0020 0.0015 0.0004
—0.625 0.809 0.009 0.019 —0.0154 0.0344 0.0009 0.0006 0.0007 0.0001
—0.542 0.847 0.008 0.015 —0.0213 0.0327 0.0008 0.0006 0.0006 0.0001
—0.458 0.782 0.011 0.022 —0.0811 0.0397 0.0028 0.0016 0.0023 0.0003
—0.375 0.771 0.011 0.023 —0.0580 0.0464 0.0023 0.0013 0.0019 0.0002
—0.292 0.859 0.009 0.014 —0.1366 0.0436 0.0036 0.0027 0.0022 0.0005
—0.208 0.831 0.010 0.017 —0.0720 0.0448 0.0021 0.0015 0.0015 0.0001
—0.125 0.836 0.010 0.016 —0.2295 0.0450 0.0065 0.0046 0.0045 0.0006
—0.042 0.818 0.011 0.018 —0.3024 0.0472 0.0091 0.0060 0.0067 0.0007
0.042 0.807 0.011 0.019 —0.3905 0.0494 0.0122 0.0078 0.0093 0.0006
0.125 0.835 0.011 0.017 —0.3860 0.0472 0.0109 0.0077 0.0076 0.0009
0.208 0.799 0.011 0.020 —0.4884 0.0483 0.0157 0.0098 0.0123 0.0009
0.292 0.803 0.011 0.020 —0.5171 0.0487 0.0164 0.0103 0.0127 0.0010
0.375 0.785 0.011 0.022 —0.4446 0.0480 0.0151 0.0089 0.0122 0.0011
0.458 0.793 0.012 0.021 —0.3446 0.0476 0.0114 0.0069 0.0090 0.0008
0.542 0.808 0.011 0.019 —0.1690 0.0450 0.0053 0.0034 0.0040 0.0006
0.625 0.850 0.011 0.015 —0.0189 0.0442 0.0010 0.0008 0.0007 0.0000
0.708 0.770 0.021 0.023  0.1404 0.0772 0.0051 0.0028 0.0042 0.0002
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Table A.12: Energy bin 1015 MeV < E, <1058 MeV. Systematic uncertainty AE, = 7MeV.
cos 0 d  ogq Adsys T or AT, AT, ATL  ATZS,
—0.958 0.943 0.010 0.006  0.7299 0.0794 0.0163 0.0146 0.0044 0.0057
—0.875 0.900 0.008 0.010  0.3039 0.0511 0.0073 0.0061 0.0034 0.0021
—0.792 0.880 0.006 0.012  0.1550 0.0374 0.0038 0.0031 0.0021 0.0007
—0.708 0.866 0.006 0.013  0.0207 0.0362 0.0009 0.0007 0.0005 0.0001
—0.625 0.829 0.006 0.017 —0.0441 0.0356 0.0014 0.0010 0.0010 0.0002
—0.542 0.834 0.006 0.017 —0.0648 0.0361 0.0019 0.0013 0.0013 0.0002
—0.458 0.777 0.008 0.022 —0.0788 0.0426 0.0028 0.0016 0.0023 0.0003
—0.375 0.762 0.009 0.024 —0.0477 0.0523 0.0022 0.0012 0.0018 0.0002
—0.292 0.854 0.007 0.015 —0.1956 0.0469 0.0052 0.0039 0.0033 0.0006
—0.208 0.804 0.008 0.020 —0.2094 0.0516 0.0067 0.0042 0.0051 0.0009
—0.125 0.810 0.008 0.019 —0.2342 0.0517 0.0072 0.0047 0.0055 0.0004
—0.042 0.818 0.008 0.018 —0.2493 0.0517 0.0075 0.0050 0.0056 0.0006
0.042 0.828 0.008 0.017 —0.3623 0.0495 0.0105 0.0072 0.0075 0.0006
0.125 0.833 0.008 0.017 —0.3296 0.0490 0.0093 0.0066 0.0066 0.0004
0.208 0.816 0.008 0.018 —0.3425 0.0477 0.0103 0.0069 0.0077 0.0006
0.292 0.832 0.007 0.017 —0.2749 0.0479 0.0078 0.0055 0.0055 0.0003
0.375 0.806 0.007 0.019 —0.1784 0.0458 0.0056 0.0036 0.0043 0.0003
0.458 0.824 0.007 0.018 —0.0357 0.0442 0.0014 0.0009 0.0010 0.0001
0.542 0.791 0.007 0.021  0.0984 0.0406 0.0033 0.0020 0.0026 0.0002
0.625 0.832 0.007 0.017  0.0845 0.0396 0.0024 0.0017 0.0017 0.0002
0.708 0.782 0.010 0.022  0.1616 0.0559 0.0056 0.0032 0.0045 0.0004
Table A.13: Energy bin 1058 MeV < E, <1100 MeV. Systematic uncertainty AE, = 7MeV.
cos § d  oq Adgys T or AT, ATA, AT ATY
—0.958 0.959 0.010 0.004  0.4894 0.1017 0.0106 0.0098 0.0021 0.0036
—0.875 0.887 0.011 0.011  0.4192 0.0682 0.0104 0.0084 0.0053 0.0030
—0.792 0.857 0.009 0.014  0.1895 0.0513 0.0051 0.0038 0.0031 0.0013
—0.708 0.859 0.008 0.014 —0.0490 0.0463 0.0015 0.0011 0.0009 0.0002
—0.625 0.807 0.009 0.019 —0.0195 0.0477 0.0013 0.0008 0.0010 0.0001
—0.542 0.831 0.008 0.017 —0.0904 0.0475 0.0026 0.0018 0.0019 0.0004
—0.458 0.774 0.010 0.023 —0.1419 0.0548 0.0051 0.0028 0.0042 0.0007
—0.375 0.723 0.012 0.028 —0.2401 0.0688 0.0105 0.0048 0.0092 0.0016
—0.292 0.840 0.009 0.016  0.0381 0.0614 0.0016 0.0012 0.0011 0.0001
—0.208 0.801 0.010 0.020 —0.1907 0.0653 0.0061 0.0038 0.0048 0.0005
—0.125 0.807 0.010 0.019 —0.0543 0.0663 0.0022 0.0014 0.0017 0.0002
—0.042 0.804 0.010 0.020 —0.2911 0.0658 0.0092 0.0058 0.0071 0.0007
0.042 0.803 0.010 0.020 —0.2863 0.0636 0.0091 0.0057 0.0070 0.0007
0.125 0.799 0.009 0.020 —0.2345 0.0595 0.0075 0.0047 0.0059 0.0003
0.208 0.807 0.009 0.019 —0.2789 0.0579 0.0087 0.0056 0.0067 0.0005
0.292 0.820 0.008 0.018 —0.1497 0.0554 0.0045 0.0030 0.0033 0.0003
0.375 0.808 0.008 0.019 —0.0893 0.0502 0.0028 0.0018 0.0022 0.0001
0.458 0.807 0.008 0.019  0.0503 0.0523 0.0019 0.0012 0.0014 0.0001
0.542 0.752 0.009 0.025  0.1695 0.0487 0.0065 0.0034 0.0056 0.0004
0.625 0.792 0.008 0.021  0.2652 0.0474 0.0088 0.0053 0.0069 0.0009
0.708 0.793 0.010 0.021  0.3465 0.0574 0.0114 0.0069 0.0090 0.0013
Table A.14: Energy bin 1100 MeV < E, <1154 MeV. Systematic uncertainty AE, = 7MeV.
cos 0 d  og Adsys T or ATy, ATH, ATS  ATY
—0.958 0.918 0.016 0.008  0.4172 0.1130 0.0095 0.0083 0.0037 0.0026
—0.875 0.855 0.014 0.014  0.2969 0.0801 0.0080 0.0059 0.0050 0.0018
—0.792 0.834 0.012 0.017  0.0702 0.0618 0.0022 0.0016 0.0016 0.0004
—0.708 0.842 0.011 0.016 —0.1116 0.0563 0.0032 0.0023 0.0021 0.0007
—0.625 0.801 0.011 0.020 —0.1281 0.0544 0.0041 0.0026 0.0032 0.0006
—0.542 0.780 0.012 0.022 —0.2518 0.0569 0.0088 0.0050 0.0071 0.0013
—0.458 0.726 0.013 0.027 —0.2375 0.0642 0.0102 0.0047 0.0089 0.0011
—0.375 0.645 0.018 0.035 —0.1599 0.0870 0.0096 0.0032 0.0089 0.0015
—0.292 0.834 0.012 0.017 —0.0247 0.0734 0.0017 0.0012 0.0012 0.0001
—0.208 0.793 0.013 0.021 —0.1260 0.0756 0.0043 0.0026 0.0034 0.0003
—0.125 0.757 0.014 0.024 —0.2607 0.0763 0.0099 0.0052 0.0084 0.0011
—0.042 0.766 0.012 0.023 —0.2466 0.0729 0.0090 0.0049 0.0075 0.0006
0.042 0.793 0.011 0.021 —0.2361 0.0674 0.0078 0.0047 0.0062 0.0002
0.125 0.789 0.011 0.021 —0.2473 0.0613 0.0083 0.0049 0.0066 0.0004
0.208 0.799 0.010 0.020 —0.2540 0.0581 0.0082 0.0051 0.0064 0.0004
0.292 0.820 0.009 0.018 —0.0784 0.0545 0.0024 0.0016 0.0018 0.0001
0.375 0.790 0.009 0.021  0.0253 0.0526 0.0016 0.0009 0.0012 0.0001
0.458 0.805 0.009 0.019  0.1019 0.0517 0.0032 0.0021 0.0025 0.0002
0.542 0.730 0.011 0.027  0.2974 0.0523 0.0125 0.0059 0.0110 0.0008
0.625 0.759 0.011 0.024  0.4005 0.0519 0.0150 0.0080 0.0127 0.0007
0.708 0.739 0.012 0.026  0.5059 0.0585 0.0206 0.0101 0.0179 0.0021

A.1 Reaction vp — pr®°
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Table A.15: Energy bin 1154 MeV < E, <1197 MeV. Systematic uncertainty AE, = 6 MeV.

cos 0 d oq  Adsys T or AT, ATA  ATd  ATPI

sys sys sys sys

—0.958 0.947 0.013 0.005 0.4682 0.1166 0.0101 0.0094 0.0026 0.0025
—0.875 0.881 0.015 0.012 0.1089 0.0925 0.0030 0.0024 0.0016 0.0007
—0.792 0.773 0.016 0.023 0.1398 0.0896 0.0054 0.0029 0.0042 0.0015
—0.708 0.771 0.015 0.023 —0.3212 0.0838 0.0117 0.0064 0.0095 0.0021
—0.625 0.740 0.015 0.026 —0.2826 0.0783 0.0115 0.0057 0.0099 0.0014
—0.542 0.772 0.014 0.023 —0.2007 0.0753 0.0072 0.0040 0.0059 0.0012
—0.458 0.745 0.015 0.026 —0.1216 0.0800 0.0050 0.0025 0.0043 0.0007
—0.375 0.608 0.020 0.039 —0.1134 0.1154 0.0090 0.0027 0.0086 0.0007
—0.292 0.826 0.014 0.017 —0.0032 0.0991 0.0023 0.0016 0.0017 0.0000
—0.208 0.804 0.014 0.020 0.0240 0.0955 0.0025 0.0016 0.0019 0.0001
—0.125 0.716 0.016 0.028 —0.2814 0.1010 0.0125 0.0056 0.0111 0.0009
—0.042 0.772 0.014 0.023 —0.3391 0.0856 0.0121 0.0068 0.0100 0.0011
042 0.777 0.013 0.022 —0.2164 0.0826 0.0076 0.0043 0.0062 0.0005
125 0.804 0.011 0.020 —0.2339 0.0771 0.0074 0.0047 0.0057 0.0008
208 0.805 0.011 0.019 —0.3610 0.0700 0.0113 0.0072 0.0087 0.0005
292 0.800 0.010 0.020 —0.2074 0.0680 0.0066 0.0041 0.0052 0.0002
375 0.764 0.011 0.024 0.0988 0.0657 0.0038 0.0021 0.0032 0.0003
458 0.754 0.012 0.025 0.2513 0.0691 0.0097 0.0050 0.0082 0.0008
542 0.705 0.013 0.029 0.4350 0.0710 0.0202 0.0087 0.0182 0.0018
625 0.705 0.013 0.030 0.6164 0.0707 0.0287 0.0123 0.0258 0.0025
708 0.692 0.015 0.031 0.7050 0.0780 0.0344 0.0141 0.0313 0.0018
792 0.432 0.038 0.057 0.7164 0.2503 0.0952 0.0143 0.0941 0.0025

[elelololololo}olole]

Table A.16: Energy bin 1197 MeV < E, <1246 MeV. Systematic uncertainty AE, = 6 MeV.

cos 0 d o0q  Adgys T or AT, ATA AT ATYS

sys sys sys sys

—0.958 0.908 0.016 0.009 0.5658 0.1124 0.0130 0.0113 0.0057 0.0028
—0.875 0.879 0.014 0.012 0.1935 0.0831 0.0048 0.0039 0.0027 0.0010
—0.792 0.789 0.016 0.021 —0.0703 0.0809 0030 0.0018 0.0023 0
—0.708 0.814 0.014 0.019 —0.1696 0.0741 0053 0.0034 0.0039 O
—0.625 0.724 0.017 0.028 —0.2545 0.0834 0111 0.0051 0.0097 O
—0.542 0.734 0.016 0.027 —0.2034 0.0803 0085 0.0041 0.0074 O
—0.458 0.736 0.016 0.026 —0.1403 0.0805 0059 0.0029 0.0051 O
—0.375 0.595 0.023 0.040 —0.1308 0.1226 0106 0.0030 0.0101 O
—0.292 0.784 0.018 0.022 —0.0585 0.1069 0033 0.0020 0.0027 0O
—0.208 0.764 0.017 0.024 —0.2442 0.1031 0091 0.0049 0.0076 O
—0.125 0.743 0.017 0.026 —0.4329 0.1008 0173 0.0087 0.0150 O
—0.042 0.801 0.013 0.020 —0.4735 0.0820 0.0095 0.0117 0.0011
042 0.778 0.013 0.022 —0.5653 0.0817 0197 0.0113 0.0161 O
125 0.782 0.012 0.022 —0.5233 0.0737 0181 0.0105 0.0146 O
208 0.769 0.013 0.023 —0.3864 0.0764 0140 0.0077 0.0116 0
292 0.809 0.011 0.019 —0.2584 0.0707 0080 0.0052 0.0061 O
375 0.763 0.012 0.024 0.0607 0.0733 0029 0.0015 0.0024 O
458 0.729 0.014 0.027 0.1599 0.0772 0068 0.0032 0.0060 O
542 0.651 0.016 0.035 0.7361 0.0814 0422 0.0147 0.0394 0
625 0.682 0.016 0.032 0.8055 0.0782 0409 0.0161 0.0376 O
708 0.715 0.015 0.029 0.6776 0.0759 0304 0.0136 0.0271 0.
792 0.628 0.029 0.037 0.7250 0.1427 0.0453 0.0145 0.0429 0.0004
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Table A.17: Energy bin 1246 MeV < E <1301 MeV. Systematic uncertainty AE, = 6 MeV.

cos d g Adsys T or AT, ATA  aATd  ATYS

sys sys sys sys

—0.958 0.924 0.012 0.008 0.3338 0.0899 0.0073 0.0067 0.0028 0.0014
—0.875 0.867 0.012 0.013 0.3082 0.0753 0.0079 0.0062 0.0047 0.0017
—0.792 0.788 0.014 0.021 0.0947 0.0714 0.0035 0.0020 0.0027 0.0008

—0.708 0.800 0.014 0.020 —0.1905 0.0701 0.0062 0.0038 0.0048 0.0013
—0.625 0.735 0.016 0.027 —0.1416 0.0744 0.0060 0.0029 0.0052 0.0008
—0.542 0.725 0.016 0.027 —0.1688 0.0808 0.0073 0.0034 0.0064 0.0009
—0.458 0.715 0.017 0.028 —0.0421 0.0843 0.0034 0.0015 0.0030 0.0003
—0.375 0.621 0.022 0.038 —0.0824 0.1155 0.0074 0.0023 0.0070 0.0006
—0.292 0.793 0.016 0.021 0.0792 0.0978 0.0034 0.0020 0.0027 0.0004
—0.208 0.790 0.015 0.021 —0.2359 0.0873 0.0079 0.0047 0.0063 0.0007
—0.125 0.764 0.015 0.024 —0.3659 0.0952 0.0136 0.0073 0.0113 0.0016

—0.042 0.805 0.013 0.020 —0.6249 0.0782 0.0197 0.0125 0.0152 0.0019
042 0.775 0.013 0.023 —0.6611 0.0764 0.0234 0.0132 0.0192 0.0013
125 0.750 0.013 0.025 —0.6655 0.0749 0.0260 0.0133 0.0222
208 0.802 0.011 0.020 —0.5436 0.0687 0.0174 0.0109 0.0134
292 0.772 0.013 0.023 —0.2649 0.0779 0.0095 0.0053 0.0078
375 0.746 0.013 0.025 —0.2309 0.0749 0.0092 0.0046 0.0079
458 0.769 0.013 0.023 0.2912 0.0746 0.0106 0.0058 0.0088
542 0.658 0.017 0.034 0.6755 0.0853 0.0377 0.0135 0.0351
0.0351 0.0151 0.0315
0.0303 0.0146 0.0264
0.0233 0.0120 0.0199

625 0.705 0.016 0.029 0.7550 0.0765
.708 0.734 0.014 0.027 0.7300 0.0676
0.792 0.751 0.018 0.025 0.6018 0.0887
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Table A.18: Energy bin 1301 MeV < E, <1353 MeV. Systematic uncertainty AE
cos 0 d  ogq Adsys T or AT, AT, ATL  ATZS,
—0.958 0.937 0.012 0.006  0.3369 0.0939 0.0072 0.0067 0.0023 0.0013
—0.875 0.874 0.014 0.013  0.3011 0.0788 0.0075 0.0060 0.0043 0.0010
—0.792 0.805 0.013 0.020 —0.0390 0.0661 0.0020 0.0012 0.0015 0.0003
—0.708 0.814 0.014 0.019 —0.0738 0.0665 0.0025 0.0017 0.0019 0.0004
—0.625 0.748 0.016 0.025 —0.0765 0.0744 0.0035 0.0018 0.0030 0.0007
—0.542 0.728 0.017 0.027 —0.2321 0.0821 0.0099 0.0046 0.0087 0.0010
—0.458 0.703 0.020 0.030  0.0543 0.0934 0.0041 0.0017 0.0037 0.0003
—0.375 0.648 0.023 0.035  0.1484 0.1108 0.0092 0.0032 0.0086 0.0006
—0.292 0.793 0.018 0.021  0.0580 0.1051 0.0032 0.0019 0.0025 0.0003
—0.208 0.776 0.017 0.022 —0.1762 0.0975 0.0063 0.0036 0.0052 0.0007
—0.125 0.770 0.015 0.023 —0.3515 0.0859 0.0127 0.0070 0.0105 0.0008
—0.042 0.798 0.013 0.020 —0.5151 0.0784 0.0167 0.0103 0.0131 0.0016
0.042 0.787 0.014 0.021 —0.7178 0.0770 0.0242 0.0144 0.0194 0.0014
0.125 0.804 0.013 0.020 —0.7255 0.0716 0.0229 0.0145 0.0177 0.0013
0.208 0.761 0.014 0.024 —0.5376 0.0805 0.0202 0.0108 0.0169 0.0025
0.292 0.780 0.014 0.022 —0.5482 0.0808 0.0190 0.0110 0.0154 0.0019
0.375 0.718 0.017 0.028 —0.0564 0.0952 0.0039 0.0018 0.0035 0.0002
0.458 0.715 0.019 0.028  0.2948 0.0996 0.0132 0.0059 0.0117 0.0011
0.542 0.651 0.019 0.035  0.6569 0.0915 0.0376 0.0131 0.0351 0.0029
0.625 0.666 0.018 0.033  0.8678 0.0861 0.0469 0.0174 0.0435 0.0021
0.708 0.737 0.013 0.026  0.6026 0.0646 0.0247 0.0121 0.0215 0.0015
0.792 0.757 0.015 0.024  0.4047 0.0737 0.0153 0.0081 0.0130 0.0010
Table A.19: Energy bin 1353 MeV < E, <1403 MeV. Systematic uncertainty AE, = 5MeV.
cos 0 d  oq Adgsys T or AT, ATH, ATS . ATY
—0.958 0.900 0.025 0.010  0.4575 0.1041 0.0105 0.0092 0.0051 0.0009
—0.875 0.889 0.016 0.011  0.2834 0.0871 0.0069 0.0057 0.0035 0.0017
—0.792 0.785 0.021 0.021  0.0235 0.0790 0.0022 0.0013 0.0018 0.0001
—0.708 0.759 0.025 0.024 —0.1776 0.0863 0.0068 0.0036 0.0057 0.0012
—0.625 0.759 0.026 0.024 —0.2281 0.0894 0.0086 0.0046 0.0072 0.0010
—0.542 0.614 0.037 0.039 —0.0039 0.1125 0.0059 0.0018 0.0056 0.0000
—0.458 0.701 0.028 0.030  0.0102 0.1061 0.0040 0.0017 0.0036 0.0001
—0.375 0.618 0.038 0.038  0.1538 0.1348 0.0111 0.0034 0.0105 0.0006
—0.292 0.804 0.025 0.020  0.2707 0.1157 0.0086 0.0054 0.0066 0.0009
—0.208 0.783 0.025 0.022  0.0500 0.1051 0.0032 0.0019 0.0026 0.0002
—0.125 0.785 0.023 0.022 —0.3222 0.0909 0.0109 0.0064 0.0088 0.0005
—0.042 0.812 0.018 0.019 —0.2620 0.0906 0.0080 0.0052 0.0061 0.0003
0.042 0.770 0.020 0.023 —0.6367 0.0864 0.0229 0.0127 0.0190 0.0012
0.125 0.798 0.021 0.020 —0.6928 0.0824 0.0224 0.0139 0.0175 0.0019
0.208 0.782 0.020 0.022 —0.7787 0.0874 0.0268 0.0156 0.0217 0.0014
0.292 0.780 0.022 0.022 —0.5187 0.1026 0.0182 0.0104 0.0146 0.0033
0.375 0.754 0.026 0.025 —0.2088 0.1212 0.0083 0.0043 0.0070 0.0013
0.458 0.700 0.033 0.030  0.5379 0.1364 0.0255 0.0108 0.0230 0.0019
0.542 0.673 0.030 0.033  0.8162 0.1130 0.0430 0.0163 0.0397 0.0031
0.625 0.710 0.025 0.029  0.8392 0.0994 0.0385 0.0168 0.0342 0.0049
0.708 0.716 0.020 0.028  0.5113 0.0714 0.0227 0.0102 0.0203 0.0016
0.792 0.794 0.018 0.021  0.3559 0.0661 0.0117 0.0071 0.0092 0.0000
Table A.20: Energy bin 1403 MeV < E, <1465 MeV. Systematic uncertainty AE, = 5 MeV.
cos 0 d  oq Adgsys T or AT, ATH, AT ATY
—0.958 0.921 0.015 0.008  0.2549 0.0948 0.0081 0.0051 0.0022 0.0059
—0.875 0.884 0.015 0.012  0.1786 0.0782 0.0048 0.0036 0.0023 0.0021
—0.792 0.792 0.017 0.021  0.0261 0.0711 0.0082 0.0012 0.0016 0.0080
—0.708 0.805 0.016 0.020 —0.1477 0.0691 0.0081 0.0030 0.0036 0.0066
—0.625 0.688 0.021 0.031 —0.1364 0.0838 0.0094 0.0028 0.0063 0.0063
—0.542 0.680 0.022 0.032  0.0804 0.0896 0.0065 0.0020 0.0046 0.0041
—0.458 0.715 0.021 0.028  0.3101 0.0891 0.0148 0.0062 0.0124 0.0053
—0.375 0.622 0.026 0.038  0.4600 0.1141 0.0305 0.0092 0.0280 0.0078
—0.292 0.745 0.022 0.026  0.3580 0.1057 0.0148 0.0072 0.0123 0.0043
—0.208 0.790 0.017 0.021  0.1124 0.0878 0.0053 0.0024 0.0032 0.0035
—0.125 0.794 0.015 0.021 —0.2300 0.0802 0.0081 0.0046 0.0060 0.0029
—0.042 0.795 0.015 0.020 —0.3833 0.0774 0.0126 0.0077 0.0099 0.0018
0.042 0.785 0.015 0.021 —0.4611 0.0754 0.0157 0.0092 0.0126 0.0014
0.125 0.767 0.015 0.023 —0.5825 0.0763 0.0214 0.0117 0.0177 0.0025
0.208 0.764 0.018 0.024 —0.7389 0.0875 0.0272 0.0148 0.0228 0.0016
0.292 0.772 0.021 0.023 —0.6832 0.0971 0.0245 0.0137 0.0201 0.0029
0.375 0.684 0.026 0.032  0.0070 0.1293 0.0056 0.0021 0.0048 0.0021
0.458 0.644 0.033 0.036  0.7862 0.1455 0.0464 0.0157 0.0434 0.0049
0.542 0.568 0.032 0.043  0.9141 0.1417 0.0721 0.0183 0.0694 0.0067
0.625 0.685 0.023 0.031  0.5465 0.0943 0.0275 0.0109 0.0251 0.0021
0.708 0.713 0.014 0.029  0.2893 0.0596 0.0133 0.0058 0.0117 0.0026
0.792 0.770 0.012 0.023  0.1277 0.0534 0.0047 0.0026 0.0038 0.0010
0.875 0.221 0.079 0.078 —0.5765 0.7507 0.2707 0.0153 0.2701 0.0088
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Appendix A Data Points

Table A.21: Energy bin 1465 MeV < E, <1535 MeV. Systematic uncertainty AE, = 5MeV.

cos 0 d oq  Adsys T or AT, ATA  ATd  ATPI

sys sys sys sys

—0.958 0.911 0.031 0.009 0.3642 0.1305 0.0085 0.0073 0.0035 0.0026
—0.875 0.853 0.032 0.015 0.2667 0.1065 0.0134 0.0053 0.0046 0.0114
—0.792 0.764 0.027 0.024 0.1407 0.0935 0.0100 0.0029 0.0045 0.0085
—0.708 0.798 0.028 0.020 —0.1652 0.0965 0.0076 0.0034 0.0043 0.0053
—0.625 0.740 0.031 0.026 —0.1368 0.1112 0.0113 0.0030 0.0052 0.0096
—0.542 0.627 0.041 0.037 0.0372 0.1343 0.0101 0.0022 0.0066 0.0073
—0.458 0.817 0.025 0.018 .2480 0.0989 0.0106 0.0050 0.0056 0.0075
—0.375 0.718 0.030 0.028 .4017 0.1217 0.0180 0.0080 0.0158 0.0034
—0.292 0.807 0.029 0.019 .1615 0.1132 0.0065 0.0034 0.0040 0.0038
—0.208 0.826 0.021 0.017 .0618 0.0932 0.0047 0.0018 0.0019 0.0039
—0.125 0.728 0.029 0.027 —0.0172 0.1025 0.0045 0.0017 0.0031 0.0029
—0.042 0.784 0.024 0.022 —0.2792 0.0944 0.0099 0.0056 0.0077 0.0027
042 0.796 0.022 0.020 —0.1936 0.0918 0.0069 0.0039 0.0050 0.0027
125 0.731 0.029 0.027 —0.5840 0.1047 0.0246 0.0117 0.0215 0.0017
208 0.803 0.027 0.020 —0.5249 0.1105 0.0172 0.0105 0.0129 0.0043
292 0.762 0.042 0.024 —0.2736 0.1341 0.0105 0.0055 0.0086 0.0025
375 0.559 0.068 0.044 —0.6194 0.2160 0.0505 0.0124 0.0490 0.0019
458 0.511 0.069 0.049 1.0260 0.2817 0.1006 0.0205 0.0983 0.0068
542 0.521 0.070 0.048 0.8450 0.2331 0.0797 0.0169 0.0777 0.0058
625 0.636 0.039 0.036 0.2825 0.1327 0.0176 0.0057 0.0163 0.0034
708 0.677 0.027 0.032 —0.1600 0.0815 0.0085 0.0032 0.0077 0.0016
792 0.797 0.017 0.020 —0.0338 0.0623 0.0043 0.0011 0.0015 0.0039
875 0.345 0.082 0.066 0.0518 0.3965 0.0611 0.0064 0.0607 0.0033

0
0
0
0

OO0 O0O0OO0O0O000

Table A.22: Energy bin 1535 MeV < E, <1601 MeV. Systematic uncertainty AE, = 4 MeV.

cos 0 d oq  Adsys T or AT, ATA  ATd  ATPY

sys sys sys sys

—0.958 0.909 0.020 0.009 0.2921 0.1247 0.0076 0.0059 0.0029 0.0039
—0.875 0.834 0.022 0.017 0.0802 0.1087 0.0089 0.0022 0.0022 0.0084
—0.792 0.742 0.023 0.026 —0.0915 0.0962 0.0105 0.0022 0.0038 0.0095
—0.708 0.737 0.023 0.026 —0.2802 0.1026 0.0139 0.0056 0.0100 0.0079
—0.625 0.663 0.029 0.034 —0.1961 0.1249 0.0137 0.0040 0.0103 0.0081
—0.542 0.712 0.025 0.029 0.0280 0.1088 0.0056 0.0018 0.0036 0.0039
—0.458 0.709 0.025 0.029 0.4480 0.1075 0.0223 0.0090 0.0184 0.0089
—0.375 0.670 0.027 0.033 0.3128 0.1203 0.0175 0.0063 0.0154 0.0054
—0.292 0.785 0.021 0.021 0.1368 0.1048 0.0060 0.0029 0.0040 0.0034
—0.208 0.795 0.017 0.020 0.1263 0.0898 0.0066 0.0027 0.0034 0.0050
—0.125 0.777 0.016 0.022 —0.0690 0.0855 0.0034 0.0018 0.0026 0.0013
—0.042 0.800 0.015 0.020 —0.1134 0.0811 0.0050 0.0024 0.0030 0.0032
042 0.740 0.017 0.026 —0.1796 0.0930 0.0077 0.0036 0.0064 0.0022
125 0.761 0.018 0.024 —0.4653 0.0919 0.0175 0.0093 0.0146 0.0027
208 0.799 0.020 0.020 —0.2668 0.1057 0.0087 0.0053 0.0067 0.0015
292 0.704 0.030 0.030 —0.3506 0.1507 0.0166 0.0070 0.0148 0.0027
375 0.572 0.041 0.043 0.1697 0.1990 0.0172 0.0043 0.0160 0.0049
458 0.475 0.058 0.052 0.7734 0.3210 0.0873 0.0155 0.0856 0.0068
542 0.469 0.044 0.053 0.4375 0.2261 0.0516 0.0088 0.0500 0.0090
625 0.543 0.029 0.046 0.1264 0.1364 0.0139 0.0030 0.0129 0.0044
708 0.688 0.016 0.031 —0.2382 0.0708 0.0120 0.0048 0.0108 0.0024
792 0.729 0.014 0.027 —0.0506 0.0601 0.0034 0.0013 0.0024 0.0021
875 0.350 0.049 0.065 —0.1820 0.3105 0.0541 0.0058 0.0537 0.0028
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Table A.23: Energy bin 1601 MeV < E, <1700 MeV. Systematic uncertainty AE, = 4 MeV.

cos 0 d  oq Adsys T op AT, ATA, AT, AT

sys sys sys sys

—0.958 0.944 0.019 0.006 0.4553 0.1446 0.0125 0.0091 0.0027 0.0082
—0.875 0.888 0.026 0.011 0.0872 0.1257 0.0045 0.0025 0.0016 0.0034
—0.792 0.674 0.049 0.033 —0.1173 0.1339 0.0125 0.0029 0.0070 0.0099
—0.708 0.719 0.040 0.028 —0.3561 0.1192 0.0160 0.0071 0.0139 0.0034
—0.625 0.713 0.030 0.029 —0.1381 0.1301 0.0139 0.0031 0.0063 0.0119
—0.542 0.669 0.043 0.033 0.1342 0.1383 0.0110 0.0032 0.0078 0.0071
—0.458 0.615 0.039 0.038 0.4134 0.1287 0.0280 0.0083 0.0259 0.0070
—0.375 0.653 0.034 0.035 0.5518 0.1117 0.0320 0.0110 0.0293 0.0067
—0.292 0.711 0.039 0.029 0.5584 0.1238 0.0255 0.0112 0.0227 0.0030
—0.208 0.795 0.020 0.021 0.2012 0.0883 0.0066 0.0040 0.0052 0.0003
—0.125 0.756 0.024 0.024 0.1762 0.0916 0.0074 0.0036 0.0057 0.0030
—0.042 0.791 0.019 0.021 —0.0018 0.0828 0.0028 0.0013 0.0017 0.0017

042 0.759 0.022 0.024 —0.1461 0.0928 0.0061 0.0030 0.0048 0.0022
125 0.732 0.030 0.027 —0.1333 0.1112 0.0063 0.0029 0.0053 0.0018
208 0.776 0.019 0.022 —0.1681 0.1085 0.0065 0.0035 0.0050
292 0.631 0.058 0.037 0.2338 0.1721 0.0183 0.0050 0.0145
375 0.510 0.066 0.049 0.2082 0.2509 0.0280 0.0053 0.0255
458 0.431 0.098 0.057 1.3990 0.4446 0.1893 0.0280 0.1848
542 0.527 0.063 0.047 0.2079 0.2200 0.0292 0.0050 0.0223
625 0.655 0.035 0.035 —0.4995 0.1226 0.0289 0.0100 0.0264
708 0.670 0.024 0.033 —0.4191 0.0764 0.0226 0.0084 0.0206
792 0.702 0.020 0.030 —0.3997 0.0641 0.0190 0.0080 0.0169
875 0.448 0.057 0.055 —0.6189 0.2260 0.0777 0.0124 0.0762

OO0 O0OO0O0OO000
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Table A.24: Energy bin 1700 MeV < E, <1799 MeV. Systematic uncertainty AE, = 4 MeV.
cos 0 d  ogq Adsys T or AT, AT, ATL  ATZS,
—0.958 0.848 0.042 0.015  0.2385 0.2116 0.0123 0.0053 0.0048 0.0100
—0.875 0.800 0.038 0.020  0.0059 0.1729 0.0080 0.0028 0.0035 0.0067
—0.792 0.737 0.035 0.026 —0.3686 0.1591 0.0186 0.0074 0.0132 0.0109
—0.708 0.690 0.031 0.031 —0.4320 0.1342 0.0283 0.0086 0.0194 0.0186
—0.625 0.665 0.035 0.033  0.0015 0.1527 0.0120 0.0024 0.0061 0.0100
—0.542 0.600 0.033 0.040  0.1876 0.1533 0.0188 0.0041 0.0136 0.0124
—0.458 0.673 0.032 0.033  0.2715 0.1466 0.0151 0.0055 0.0133 0.0044
—0.375 0.628 0.031 0.037  0.6162 0.1416 0.0388 0.0123 0.0366 0.0035
—0.292 0.679 0.026 0.032  0.3560 0.1234 0.0196 0.0071 0.0168 0.0072
—0.208 0.783 0.019 0.022  0.2135 0.1073 0.0089 0.0043 0.0060 0.0050
—0.125 0.739 0.020 0.026  0.0356 0.1084 0.0049 0.0018 0.0032 0.0033
—0.042 0.764 0.018 0.024 —0.1110 0.1010 0.0053 0.0025 0.0039 0.0027
0.042 0.739 0.019 0.026 —0.0908 0.0997 0.0051 0.0022 0.0039 0.0023
0.125 0.732 0.022 0.027 —0.2289 0.1135 0.0100 0.0046 0.0085 0.0027
0.208 0.721 0.028 0.028 —0.2810 0.1542 0.0134 0.0057 0.0111 0.0050
0.292 0.596 0.036 0.040 —0.3069 0.1907 0.0238 0.0063 0.0214 0.0083
0.375 0.551 0.055 0.045  0.1545 0.2810 0.0254 0.0051 0.0210 0.0135
0.458 0.571 0.060 0.043 —0.0283 0.2991 0.0273 0.0048 0.0180 0.0199
0.542 0.580 0.044 0.042 —0.4225 0.2005 0.0364 0.0085 0.0307 0.0176
0.625 0.547 0.030 0.045 —0.4142 0.1420 0.0366 0.0083 0.0344 0.0095
0.708 0.628 0.020 0.037 —0.5332 0.0921 0.0335 0.0107 0.0316 0.0034
0.792 0.617 0.018 0.038 —0.3717 0.0764 0.0244 0.0074 0.0230 0.0034
0.875 0.533 0.030 0.047 —0.2659 0.1464 0.0243 0.0054 0.0237 0.0006
Table A.25: Energy bin 1799 MeV < E,, <1897 MeV. Systematic uncertainty AE, = 3 MeV.
cos 0 d  og Adsys T o AT, AT, ATS  ATYS
—0.958 0.706 0.071 0.029  0.8673 0.3300 0.0415 0.0174 0.0361 0.0109
—0.875 0.744 0.058 0.026 —0.2479 0.2804 0.0235 0.0061 0.0105 0.0201
—0.792 0.794 0.040 0.021 —0.4872 0.1796 0.0188 0.0098 0.0126 0.0099
—0.708 0.561 0.046 0.044 —0.5230 0.2109 0.0440 0.0105 0.0411 0.0119
—0.625 0.638 0.041 0.036 —0.2851 0.1745 0.0184 0.0059 0.0166 0.0054
—0.542 0.627 0.038 0.037  0.2457 0.1619 0.0186 0.0051 0.0152 0.0095
—0.458 0.763 0.029 0.024  0.6863 0.1231 0.0260 0.0137 0.0213 0.0056
—0.375 0.679 0.032 0.032  0.4229 0.1392 0.0223 0.0085 0.0200 0.0051
—0.292 0.638 0.033 0.036  0.4046 0.1560 0.0248 0.0081 0.0229 0.0050
—0.208 0.809 0.021 0.019  0.2534 0.1160 0.0089 0.0051 0.0060 0.0042
—0.125 0.761 0.022 0.024  0.0041 0.1217 0.0064 0.0019 0.0030 0.0053
—0.042 0.737 0.022 0.026 —0.1196 0.1201 0.0063 0.0028 0.0050 0.0026
0.042 0.771 0.020 0.023 —0.1341 0.1124 0.0053 0.0029 0.0044 0.0005
0.125 0.727 0.025 0.027 —0.1924 0.1360 0.0088 0.0040 0.0076 0.0020
0.208 0.687 0.031 0.031 —0.0989 0.1638 0.0082 0.0031 0.0070 0.0030
0.292 0.484 0.049 0.052  0.3010 0.2797 0.0375 0.0068 0.0364 0.0058
0.375 0.534 0.058 0.047  0.3790 0.2929 0.0394 0.0081 0.0355 0.0151
0.542 0.602 0.046 0.040 —0.0694 0.2138 0.0198 0.0036 0.0118 0.0155
0.625 0.563 0.031 0.044 —0.5578 0.1436 0.0456 0.0112 0.0432 0.0091
0.708 0.630 0.021 0.037 —0.7337 0.0949 0.0462 0.0147 0.0431 0.0076
0.792 0.604 0.018 0.040 —0.4844 0.0820 0.0332 0.0097 0.0317 0.0011
0.875 0.589 0.027 0.041 —0.1312 0.1216 0.0111 0.0030 0.0104 0.0026
Table A.26: Energy bin 1897 MeV < E, <1995 MeV. Systematic uncertainty AE, = 3 MeV.
cos 0 d  oq Adgsys T or AT, ATH, AT ATY
—0.958 0.850 0.093 0.015  0.6245 0.4090 0.0198 0.0129 0.0114 0.0097
—0.875 0.747 0.084 0.025  0.1704 0.3484 0.0179 0.0062 0.0105 0.0131
—0.792 0.764 0.076 0.024 —0.9743 0.2712 0.0379 0.0195 0.0300 0.0124
—0.708 0.566 0.081 0.043 —0.2190 0.3273 0.0282 0.0064 0.0244 0.0127
—0.625 0.587 0.071 0.041 —0.7875 0.2841 0.0592 0.0158 0.0554 0.0137
—0.542 0.623 0.057 0.038  0.0346 0.2402 0.0220 0.0039 0.0117 0.0182
—0.458 0.619 0.052 0.038  0.6131 0.2093 0.0400 0.0123 0.0377 0.0053
—0.375 0.662 0.042 0.034  0.5766 0.1760 0.0330 0.0115 0.0295 0.0093
—0.292 0.651 0.040 0.035  0.2453 0.1628 0.0150 0.0051 0.0137 0.0037
—0.208 0.773 0.033 0.023 —0.1466 0.1546 0.0094 0.0035 0.0052 0.0071
—0.125 0.731 0.033 0.027  0.0195 0.1451 0.0061 0.0023 0.0043 0.0036
—0.042 0.719 0.030 0.028 —0.0798 0.1479 0.0097 0.0027 0.0053 0.0077
0.042 0.727 0.030 0.027  0.0724 0.1505 0.0059 0.0027 0.0050 0.0014
0.125 0.693 0.036 0.031 —0.3967 0.1600 0.0195 0.0079 0.0176 0.0027
0.208 0.674 0.043 0.033  0.2782 0.1886 0.0153 0.0058 0.0140 0.0019
0.292 0.611 0.051 0.039 —0.0329 0.2309 0.0182 0.0037 0.0118 0.0133
0.375 0.458 0.073 0.054 —0.1838 0.3764 0.0415 0.0067 0.0397 0.0102
0.458 0.690 0.062 0.031 —0.2775 0.2915 0.0297 0.0066 0.0149 0.0248
0.542 0.475 0.064 0.053 —0.5717 0.3024 0.0659 0.0116 0.0641 0.0103
0.625 0.532 0.041 0.047 —0.7830 0.1789 0.0711 0.0157 0.0688 0.0083
0.708 0.668 0.028 0.033 —0.7820 0.1052 0.0426 0.0156 0.0389 0.0079
0.792 0.574 0.026 0.043 —0.4191 0.1046 0.0324 0.0084 0.0312 0.0025
0.875 0.624 0.030 0.038 —0.0390 0.1225 0.0066 0.0021 0.0062 0.0013
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Table A.27: Energy bin 1995 MeV < E, <2201 MeV. Systematic uncertainty AE, = 3 MeV.

cos 0 d oq  Adsys T or AT, ATA  ATd  ATPI

sys sys sys sys

—0.958 0.725 0.072 0.027 0.6753 0.3220 0.0339 0.0136 0.0257 0.0174
—0.875 0.645 0.078 0.035 —0.3929 0.3197 0.0308 0.0085 0.0234 0.0181
—0.792 0.622 0.095 0.038 —0.2034 0.4589 0.0352 0.0080 0.0244 0.0241
—0.708 0.568 0.082 0.043 —0.6247 0.3254 0.0565 0.0126 0.0481 0.0268
—0.625 0.579 0.057 0.042 —0.8643 0.2483 0.0659 0.0173 0.0629 0.0090
—0.542 0.598 0.048 0.040 —0.1649 0.2088 0.0164 0.0043 0.0145 0.0063
—0.458 0.702 0.035 0.030 0.1188 0.1565 0.0102 0.0032 0.0068 0.0069
—0.375 0.598 0.038 0.040 0.1735 0.1696 0.0166 0.0040 0.0135 0.0089
—0.292 0.563 0.036 0.044 0.4996 0.1632 0.0402 0.0100 0.0388 0.0027
—0.208 0.749 0.026 0.025 0.3947 0.1253 0.0169 0.0079 0.0132 0.0070
—0.125 0.738 0.023 0.026 0.0174 0.1194 0.0056 0.0019 0.0034 0.0040
—0.042 0.740 0.022 0.026 —0.3867 0.1089 0.0158 0.0077 0.0136 0.0025
042 0.744 0.022 0.026 —0.2806 0.1119 0.0126 0.0056 0.0097 0.0059
125 0.723 0.024 0.028 —0.2252 0.1237 0.0123 0.0046 0.0087 0.0074
208 0.739 0.027 0.026 —0.1148 0.1314 0.0074 0.0029 0.0050 0.0046
292 0.605 0.034 0.040 —0.0465 0.1688 0.0122 0.0028 0.0091 0.0075
375 0.593 0.042 0.041 —0.2033 0.1860 0.0217 0.0046 0.0158 0.0142
458 0.554 0.056 0.045 —0.1006 0.2700 0.0436 0.0046 0.0185 0.0392
542 0.550 0.040 0.045 —0.6663 0.1837 0.0577 0.0133 0.0544 0.0139
625 0.534 0.029 0.047 —0.6951 0.1301 0.0627 0.0139 0.0606 0.0085
708 0.608 0.021 0.039 —0.4695 0.0900 0.0338 0.0094 0.0302 0.0119
792 0.562 0.019 0.044 —0.2919 0.0823 0.0239 0.0058 0.0227 0.0044
875 0.652 0.019 0.035 —0.0052 0.0836 0.0048 0.0013 0.0036 0.0028
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Table A.28: Energy bin 2201 MeV < E, <2405 MeV. Systematic uncertainty AE, = 2MeV.

cos 0 d oq  Adsys T or AT,.. ATA AT ATPI

sys sys sys sys

—0.958 0.888 0.048 0.011 0.4795 0.2442 0.0180 0.0097 0.0061 0.0139

—0.875 0.738 0.069 0.026 —0.4685 0.3157 0.0264 0.0098 0.0173 0.0175
—0.708 0.601 0.109 0.040 0.3508 0.3905 0.0311 0.0086 0.0285 0.0089
—0.625 0.553 0.093 0.045 —1.1763 0.4040 0.0980 0.0235 0.0950 0.0060
—0.542 0.485 0.078 0.051 —0.7641 0.3865 0.0849 0.0154 0.0818 0.0168
—0.458 0.634 0.062 0.037 0.0526 0.2558 0.0147 0.0042 0.0120 0.0072
—0.375 0.695 0.046 0.030 —0.1758 0.2007 0.0114 0.0044 0.0095 0.0045
—0.292 0.625 0.052 0.037 0.0932 0.2238 0.0256 0.0039 0.0116 0.0224
—0.208 0.759 0.039 0.024 0.2057 0.1881 0.0097 0.0046 0.0074 0.0043
—0.125 0.780 0.030 0.022 0.2367 0.1683 0.0113 0.0050 0.0070 0.0073
—0.042 0.749 0.032 0.025 0.0787 0.1669 0.0098 0.0030 0.0049 0.0079
0.042 0.735 0.033 0.026 —0.3001 0.1680 0.0133 0.0061 0.0110 0.0042
0.125 0.738 0.034 0.026 —0.2710 0.1876 0.0123 0.0057 0.0101 0.0044
0.208 0.609 0.045 0.039 —0.1411 0.2229 0.0144 0.0042 0.0136 0.0022
0.292 0.574 0.041 0.043 0.3553 0.2042 0.0334 0.0072 0.0268 0.0184
0.375 0.541 0.059 0.046 0.7514 0.2715 0.0688 0.0150 0.0638 0.0208
0.458 0.736 0.049 0.026 —0.2544 0.2315 0.0214 0.0057 0.0103 0.0178
0.542 0.490 0.045 0.051 —0.7026 0.2146 0.0763 0.0141 0.0731 0.0166
0.625 0.614 0.033 0.039 —0.5423 0.1374 0.0389 0.0108 0.0342 0.0152
0.708 0.509 0.033 0.049 —0.5832 0.1497 0.0595 0.0117 0.0563 0.0150
0.792 0.522 0.024 0.048 —0.2245 0.1094 0.0221 0.0045 0.0207 0.0062
0.875 0.628 0.022 0.037 0.0290 0.0985 0.0060 0.0016 0.0049 0.0031

Table A.29: Energy bin 2405 MeV < E, <2607 MeV. Systematic uncertainty AE, = 5MeV.

cos 0 d  oq Adsys T or ATy, ATH, ATS ATY

—0.958 0.651 0.074 0.035 0.2496 0.3029 0.0263 0.0064 0.0171 0.0189
—0.875 0.692 0.064 0.031 —0.3954 0.2825 0.0226 0.0083 0.0186 0.0099

—0.792 0.796 0.086 0.020 —0.8999 0.3018 0.0361 0.0180 0.0231 0.0212
—0.542 0.613 0.100 0.039 —0.1380 0.4262 0.0248 0.0072 0.0226 0.0074
—0.458 0.636 0.072 0.036 —0.6015 0.3197 0.0381 0.0122 0.0349 0.0091
—0.375 0.641 0.072 0.036 —0.7570 0.2932 0.0453 0.0152 0.0424 0.0047
—0.292 0.684 0.065 0.032 —0.1552 0.2702 0.0158 0.0050 0.0116 0.0096
—0.208 0.585 0.084 0.041 —0.3579 0.3989 0.0334 0.0088 0.0311 0.0084
—0.125 0.659 0.066 0.034 —0.4116 0.3022 0.0250 0.0087 0.0225 0.0065
—0.042 0.706 0.054 0.029 —0.5745 0.2607 0.0267 0.0115 0.0241 0.0000

0.042 0.779 0.051 0.022 —0.5004 0.2549 0.0186 0.0101 0.0144 0.0060
0.125 0.699 0.052 0.030 —0.1839 0.2449 0.0121 0.0050 0.0107 0.0026
0.208 0.697 0.050 0.030 0.5047 0.2188 0.0256 0.0101 0.0220 0.0081
0.292 0.653 0.044 0.035 0.0914 0.1822 0.0191 0.0033 0.0087 0.0167
0.375 0.416 0.095 0.058 0.1695 0.4531 0.0719 0.0077 0.0542 0.0466
0.458 0.763 0.045 0.024 0.0426 0.2069 0.0259 0.0034 0.0052 0.0251
0.542 0.606 0.040 0.039 —0.3213 0.1740 0.0240 0.0065 0.0212 0.0094
0.625 0.639 0.038 0.036 —0.6103 0.1640 0.0420 0.0122 0.0344 0.0207
0.708 0.461 0.048 0.054 —1.0163 0.2547 0.1210 0.0203 0.1188 0.0116
0.792 0.531 0.029 0.047 —0.3533 0.1274 0.0325 0.0071 0.0312 0.0057
0.875 0.562 0.027 0.044 —0.0125 0.1217 0.0081 0.0020 0.0076 0.0019
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Table A.30: Energy bin 2607 MeV < E, <3004 MeV. Systematic uncertainty AE

cos 0 d  ogq Adsys T or AT, AT, ATL  ATZS,
—0.958 0.747 0.055 0.025 —0.2805 0.2288 0.0138 0.0061 0.0103 0.0069
—0.875 0.719 0.052 0.028 —0.2602 0.2120 0.0196 0.0057 0.0110 0.0152
—0.625 0.608 0.080 0.039 —0.2543 0.2879 0.0220 0.0063 0.0202 0.0058
—0.542 0.710 0.065 0.029  0.3174 0.2983 0.0173 0.0072 0.0147 0.0053
—0.458 0.673 0.072 0.033 —0.5075 0.2788 0.0302 0.0103 0.0250 0.0136
—0.375 0.423 0.126 0.058 —1.1203 0.5669 0.1559 0.0226 0.1541 0.0069
—0.202 0.571 0.098 0.043 —0.0043 0.4052 0.0277 0.0065 0.0243 0.0115
—0.125 0.666 0.090 0.033 —0.5437 0.4230 0.0358 0.0117 0.0292 0.0170
0.208 0.715 0.054 0.028  0.0461 0.2493 0.0139 0.0040 0.0081 0.0106
0.292 0.584 0.069 0.042 —0.0019 0.2581 0.0465 0.0041 0.0147 0.0439
0.458 0.668 0.067 0.033 —0.1200 0.2450 0.0568 0.0044 0.0109 0.0556
0.542 0.440 0.055 0.056 —0.4416 0.2436 0.0703 0.0090 0.0571 0.0399
0.625 0.610 0.039 0.039 —0.6750 0.1700 0.0523 0.0135 0.0431 0.0263
0.708 0.358 0.061 0.064 —1.1152 0.3546 0.2091 0.0223 0.1997 0.0580
0.792 0.438 0.035 0.056 —0.4112 0.1574 0.0541 0.0082 0.0529 0.0077
0.875 0.612 0.024 0.039 —0.1425 0.0958 0.0103 0.0030 0.0094 0.0030

Reaction vp — pn

A.2 Reaction vp — pn

= 15MeV.

Table A.31: Energy bin 700 MeV < E, <750 MeV. Systematic uncertainty AE, = 9MeV.
cos 0 d  oq Adsys T or AT, AT, ATL  ATZS,
—0.917 0.956 0.016 0.004  0.0909 0.0645 0.0108 0.0019 0.0004 0.0106
—0.750 0.917 0.020 0.008 —0.0052 0.0619 0.0063 0.0010 0.0004 0.0062
—0.583 0.887 0.022 0.011  0.0691 0.0621 0.0036 0.0015 0.0010 0.0030
—0.417 0.894 0.018 0.011  0.1509 0.0588 0.0041 0.0030 0.0018 0.0022
—0.250 0.913 0.018 0.009  0.1988 0.0545 0.0047 0.0040 0.0019 0.0017
—0.083 0.921 0.018 0.008  0.0590 0.0568 0.0022 0.0014 0.0006 0.0016
0.083 0.972 0.014 0.003  0.0218 0.0545 0.0017 0.0009 0.0001 0.0014
0.250 0.969 0.016 0.003  0.1172 0.0630 0.0027 0.0024 0.0004 0.0013
0.417 0.947 0.030 0.005  0.1871 0.0761 0.0042 0.0037 0.0010 0.0015
0.583 0.944 0.051 0.006  0.2960 0.1124 0.0132 0.0059 0.0018 0.0116
0.750 0.908 0.073 0.009 —0.2418 0.1636 0.2346 0.0050 0.0026 0.2346
cos 0 P op AP, AP APA APL. APY H om  AH, AHS  AHA  AHL  AHDY,
—0.917  0.0791 0.1498 0.0123 0.0054 0.0027 0.0006 0.0106 —0.0898 0.1499 0.0124 0.0056 0.0028 0.0006 0.0106
—0.750  0.0814 0.1475 0.0087 0.0054 0.0027 0.0012 0.0062 —0.0765 0.1388 0.0085 0.0051 0.0025 0.0012 0.0062
—0.583 —0.0604 0.1476 0.0067 0.0051 0.0025 0.0016 0.0030  0.1356 0.1420 0.0081 0.0065 0.0032 0.0020 0.0030
—0.417  0.1087 0.1428 0.0071 0.0058 0.0029 0.0017 0.0022 —0.1820 0.1352 0.0092 0.0077 0.0039 0.0023 0.0022
—0.250 —0.1193 0.1349 0.0070 0.0059 0.0029 0.0014 0.0017 —0.2297 0.1315 0.0108 0.0094 0.0047 0.0022 0.0017
—0.083  0.2107 0.1350 0.0100 0.0087 0.0044 0.0019 0.0016 —0.1167 0.1390 0.0069 0.0059 0.0030 0.0013 0.0016
0.083 —0.1783 0.1401 0.0087 0.0077 0.0038 0.0005 0.0014 —0.1864 0.1372 0.0090 0.0079 0.0039 0.0006 0.0014
0.250  0.0777 0.1520 0.0063 0.0055 0.0027 0.0004 0.0013 —0.2704 0.1529 0.0124 0.0110 0.0055 0.0009 0.0013
0.417  0.2383 0.1887 0.0117 0.0103 0.0051 0.0014 0.0015 —0.4093 0.1797 0.0186 0.0164 0.0082 0.0023 0.0015
0.583  0.1568 0.2742 0.0163 0.0101 0.0051 0.0015 0.0116 —0.0702 0.2497 0.0149 0.0083 0.0041 0.0012 0.0116
0.750 —0.1082 0.4310 0.2351 0.0142 0.0071 0.0036 0.2346 —0.3315 0.3635 0.2353 0.0161 0.0081 0.0041 0.2346
Table A.32: Energy bin 750 MeV < E,, <781 MeV. Systematic uncertainty AE, = 9MeV.
cos f d  oq Adsys T or ATy, ATA, ATL  ATY
—0.917 0.941 0.013 0.006  0.0610 0.0560 0.0071 0.0014 0.0004 0.0070
—0.750 0.912 0.013 0.009  0.0542 0.0515 0.0049 0.0012 0.0006 0.0047
—0.583 0.916 0.011 0.008  0.0975 0.0408 0.0035 0.0020 0.0009 0.0027
—0.417 0.901 0.011 0.010  0.0972 0.0374 0.0034 0.0019 0.0011 0.0026
—0.250 0.920 0.010 0.008  0.1827 0.0372 0.0045 0.0037 0.0016 0.0020
—0.083 0.914 0.011 0.009  0.1301 0.0380 0.0032 0.0026 0.0012 0.0015
0.083 0.941 0.009 0.006  0.1573 0.0384 0.0035 0.0031 0.0010 0.0013
0.250 0.925 0.013 0.007  0.1522 0.0454 0.0036 0.0030 0.0012 0.0015
0.417 0.925 0.018 0.007  0.1781 0.0565 0.0040 0.0036 0.0014 0.0013
0.583 0.824 0.045 0.018  0.0272 0.0991 0.0056 0.0016 0.0017 0.0051
cos 0 P op AP, APS. APA. APL. APY H o AHg, AHS . AHA AHL  AHD,
—0.917 —0.1111 0.1252 0.0093 0.0055 0.0027 0.0009 0.0070 —0.0763 0.1128 0.0086 0.0044 0.0022 0.0007 0.0070
—0.750 —0.0620 0.1160 0.0068 0.0042 0.0021 0.0010 0.0047  0.0274 0.1113 0.0063 0.0037 0.0018 0.0009 0.0047
—0.583  0.2096 0.0936 0.0100 0.0084 0.0042 0.0019 0.0027 —0.0941 0.0912 0.0056 0.0043 0.0022 0.0010 0.0027
—0.417  0.0573 0.0866 0.0047 0.0033 0.0017 0.0009 0.0026 —0.2425 0.0861 0.0115 0.0097 0.0049 0.0027 0.0026
—0.250  0.1381 0.0852 0.0068 0.0057 0.0028 0.0012 0.0020 —0.0951 0.0852 0.0052 0.0043 0.0021 0.0009 0.0020
—0.083  0.1308 0.0883 0.0064 0.0054 0.0027 0.0013 0.0015 —0.2750 0.0869 0.0127 0.0110 0.0055 0.0026 0.0015
0.083  0.1669 0.0890 0.0077 0.0068 0.0034 0.0011 0.0013 —0.0167 0.0888 0.0035 0.0029 0.0014 0.0004 0.0013
0.250  0.1218 0.1037 0.0063 0.0054 0.0027 0.0011 0.0015 —0.1599 0.1076 0.0077 0.0067 0.0033 0.0013 0.0015
0.417  0.1794 0.1319 0.0087 0.0076 0.0038 0.0015 0.0013  0.0313 0.1251 0.0048 0.0041 0.0021 0.0008 0.0013
0.583  0.0616 0.2323 0.0108 0.0077 0.0038 0.0041 0.0051 —0.2397 0.2142 0.0142 0.0107 0.0054 0.0057 0.0051
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Table A.33: Energy bin 781 MeV < E,, <816 MeV. Systematic uncertainty AE, = 9MeV.

cos 0 d  oq Adsys T or AT, AT, ATL. ATY,
—0.917 0.919 0.013 0.008  0.0875 0.0512 0.0078 0.0018 0.0008 0.0075
—0.750 0.882 0.013 0.012  0.1570 0.0429 0.0056 0.0031 0.0021 0.0041
—0.583 0.880 0.012 0.012  0.1924 0.0356 0.0058 0.0038 0.0026 0.0034
—0.417 0.862 0.012 0.014  0.1744 0.0348 0.0050 0.0035 0.0028 0.0023
—0.250 0.871 0.012 0.013  0.1086 0.0349 0.0034 0.0022 0.0016 0.0020
—0.083 0.865 0.012 0.014  0.1743 0.0366 0.0047 0.0035 0.0027 0.0016
0.083 0.873 0.014 0.013  0.1632 0.0398 0.0042 0.0033 0.0024 0.0013
0.250 0.834 0.022 0.017  0.0778 0.0553 0.0025 0.0016 0.0016 0.0011
0.417 0.689 0.050 0.031  0.1620 0.1169 0.0085 0.0034 0.0077 0.0015
cos 0 P op AP, APS. APA. AP APY. H om AH., AHS, AHA, AHZ  AHDY,
—0.917  0.1042 0.1096 0.0094 0.0050 0.0025 0.0011 0.0075 —0.1809 0.1013 0.0112 0.0074 0.0037 0.0016 0.0075
—0.750  0.0691 0.0941 0.0061 0.0038 0.0019 0.0013 0.0041 —0.2796 0.0910 0.0137 0.0112 0.0056 0.0037 0.0041
—0.583  0.1199 0.0795 0.0068 0.0050 0.0025 0.0017 0.0034 —0.0807 0.0779 0.0055 0.0037 0.0019 0.0013 0.0034
—0.417  0.0554 0.0773 0.0043 0.0031 0.0015 0.0012 0.0023 —0.2389 0.0777 0.0116 0.0096 0.0048 0.0038 0.0023
—0.250  0.2707 0.0760 0.0129 0.0108 0.0054 0.0040 0.0020 —0.1627 0.0768 0.0080 0.0065 0.0033 0.0024 0.0020
—0.083  0.1069 0.0806 0.0056 0.0046 0.0023 0.0018 0.0016 —0.2153 0.0787 0.0103 0.0086 0.0043 0.0034 0.0016
0.083  0.1880 0.0876 0.0090 0.0076 0.0038 0.0027 0.0013 —0.1790 0.0894 0.0086 0.0072 0.0036 0.0026 0.0013
0.250  0.2896 0.1229 0.0142 0.0116 0.0058 0.0058 0.0011 —0.3646 0.1327 0.0179 0.0146 0.0073 0.0072 0.0011
0.417  0.3445 0.2564 0.0233 0.0146 0.0073 0.0165 0.0015  0.3306 0.2754 0.0230 0.0145 0.0072 0.0163 0.0015
Table A.34: Energy bin 816 MeV < E, <851 MeV. Systematic uncertainty AE, = 9MeV.
cos 6 d  oq Adsys T or ATy, ATH, AT ATY
—0.917 0.900 0.015 0.010  0.1596 0.0548 0.0074 0.0032 0.0018 0.0064
—0.750 0.837 0.015 0.016  0.1961 0.0460 0.0074 0.0039 0.0038 0.0050
—0.583 0.851 0.013 0.015  0.1920 0.0396 0.0060 0.0038 0.0034 0.0031
—0.417 0.837 0.013 0.016  0.2867 0.0384 0.0084 0.0057 0.0056 0.0025
—0.250 0.806 0.014 0.019  0.1998 0.0405 0.0067 0.0040 0.0048 0.0023
—0.083 0.809 0.015 0.019  0.1807 0.0420 0.0058 0.0036 0.0043 0.0017
0.083 0.860 0.014 0.014  0.1029 0.0434 0.0030 0.0021 0.0017 0.0013
0.250 0.736 0.028 0.026  0.1966 0.0713 0.0082 0.0039 0.0071 0.0014
0.417 0.402 0.079 0.060 —0.2574 0.2682 0.0458 0.0061 0.0454 0.0012
cos 6 P op AP, AP APA. APL. APY H o AHg, AHY. AHA AHS. AHJY,
—0.917  0.2412 0.1162 0.0129 0.0097 0.0049 0.0027 0.0064 —0.1001 0.1103 0.0085 0.0049 0.0024 0.0014 0.0064
—0.750 —0.0477 0.0988 0.0066 0.0035 0.0018 0.0017 0.0050 —0.1350 0.0985 0.0086 0.0057 0.0029 0.0028 0.0050
—0.583  0.4232 0.0849 0.0206 0.0169 0.0085 0.0074 0.0031 —0.2614 0.0854 0.0129 0.0105 0.0052 0.0046 0.0031
—0.417  0.2253 0.0827 0.0113 0.0090 0.0045 0.0044 0.0025 —0.2810 0.0870 0.0139 0.0112 0.0056 0.0055 0.0025
—0.250  0.2064 0.0881 0.0108 0.0083 0.0041 0.0050 0.0023 —0.3085 0.0900 0.0158 0.0123 0.0062 0.0074 0.0023
—0.083  0.3163 0.0900 0.0161 0.0127 0.0063 0.0075 0.0017 —0.2269 0.0907 0.0116 0.0091 0.0045 0.0054 0.0017
0.083  0.2948 0.0967 0.0141 0.0118 0.0059 0.0048 0.0013 —0.4294 0.0967 0.0205 0.0172 0.0086 0.0070 0.0013
0.250  0.3143 0.1575 0.0182 0.0127 0.0063 0.0114 0.0014 —0.4346 0.1701 0.0250 0.0174 0.0087 0.0156 0.0014
0.417  0.3786 0.5659 0.0852 0.0220 0.0110 0.0816 0.0012 —0.1214 0.5826 0.0737 0.0190 0.0095 0.0705 0.0012
Table A.35: Energy bin 851 MeV < E,, <884 MeV. Systematic uncertainty AE, = 8 MeV.
cos 0 d  oq Adsys T or AT, ATA. ATL . ATY,
—0.917 0.884 0.018 0.012  0.1383 0.0609 0.0080 0.0028 0.0018 0.0073
—0.750 0.838 0.018 0.016  0.2611 0.0494 0.0090 0.0052 0.0050 0.0054
—0.583 0.848 0.015 0.015  0.2589 0.0450 0.0078 0.0052 0.0046 0.0036
—0.417 0.814 0.015 0.019  0.3207 0.0426 0.0102 0.0064 0.0073 0.0030
—0.250 0.808 0.016 0.019  0.2174 0.0442 0.0072 0.0043 0.0052 0.0025
—0.083 0.778 0.019 0.022  0.1943 0.0490 0.0070 0.0039 0.0056 0.0017
0.083 0.710 0.023 0.029  0.2259 0.0580 0.0104 0.0045 0.0092 0.0018
0.250 0.609 0.036 0.039  0.1839 0.0936 0.0127 0.0037 0.0119 0.0020
cos § P op AP, AP APL. APL. APY H o AHg, AHY. AHA AHS, AHDY,
—0.917  0.2690 0.1304 0.0146 0.0108 0.0054 0.0036 0.0073 —0.0148 0.1161 0.0085 0.0037 0.0019 0.0012 0.0073
—0.750  0.2443 0.1082 0.0131 0.0098 0.0049 0.0047 0.0054 —0.1712 0.1076 0.0101 0.0071 0.0035 0.0034 0.0054
—0.583  0.1946 0.0964 0.0101 0.0078 0.0039 0.0035 0.0036 —0.2623 0.0964 0.0131 0.0105 0.0052 0.0047 0.0036
—0.417  0.2499 0.0928 0.0129 0.0100 0.0050 0.0057 0.0030 —0.1799 0.0939 0.0096 0.0073 0.0036 0.0042 0.0030
—0.250  0.3279 0.0946 0.0168 0.0131 0.0066 0.0078 0.0025 —0.4019 0.0943 0.0205 0.0161 0.0080 0.0095 0.0025
—0.083  0.2819 0.1076 0.0151 0.0113 0.0056 0.0081 0.0017 —0.2490 0.1090 0.0134 0.0100 0.0050 0.0071 0.0017
0.083  0.3584 0.1257 0.0218 0.0143 0.0072 0.0147 0.0018 —0.1301 0.1248 0.0092 0.0060 0.0030 0.0061 0.0018
0.250  0.2382 0.2021 0.0206 0.0105 0.0052 0.0168 0.0020 —0.2203 0.2044 0.0196 0.0100 0.0050 0.0160 0.0020

194



A.2 Reaction vp — pn

Table A.36: Energy bin 884 MeV < E,, <933 MeV. Systematic uncertainty AE, = 8 MeV.

cos 0 d  ogq Adsys T or AT, AT, ATL  ATZS,

—0.917 0.882 0.023 0.012  0.1262 0.0719 0.0068 0.0026 0.0017 0.0061
—0.750 0.784 0.023 0.022  0.3113 0.0601 0.0121 0.0062 0.0086 0.0059

—0.583 0.802 0.020 0.020  0.1867 0.0521 0.0075 0.0037 0.0046 0.0045

—0.417 0.789 0.020 0.021  0.2615 0.0514 0.0092 0.0052 0.0070 0.0029
—0.250 0.765 0.019 0.024  0.1636 0.0518 0.0067 0.0033 0.0050 0.0030

—0.083 0.719 0.024 0.028  0.3560 0.0613 0.0158 0.0071 0.0139 0.0020

0.083 0.745 0.026 0.026  0.1607 0.0703 0.0068 0.0032 0.0055 0.0022

0.250 0.712 0.032 0.029  0.1566 0.0814 0.0074 0.0032 0.0064 0.0021

0.417 0.567 0.063 0.043  0.2186 0.1503 0.0182 0.0046 0.0174 0.0027

cos 0 P op AP AP APA. AP AP H o AHg, AHS, AHA, AHL  AHL.
—0.917  0.1560 0.1590 0.0105 0.0073 0.0037 0.0025 0.0061 —0.1648 0.1558 0.0107 0.0075 0.0038 0.0025 0.0061
—0.750  0.0541 0.1352 0.0085 0.0047 0.0023 0.0032 0.0059 —0.2667 0.1381 0.0153 0.0108 0.0054 0.0074 0.0059
—0.583  0.3955 0.1207 0.0207 0.0158 0.0079 0.0098 0.0045 —0.3457 0.1208 0.0182 0.0138 0.0069 0.0085 0.0045
—0.417  0.3458 0.1169 0.0183 0.0138 0.0069 0.0093 0.0029 —0.3158 0.1119 0.0167 0.0126 0.0063 0.0084 0.0029
—0.250  0.4191 0.1180 0.0229 0.0168 0.0084 0.0129 0.0030 —0.2838 0.1174 0.0157 0.0114 0.0057 0.0087 0.0030
—0.083  0.3651 0.1394 0.0218 0.0146 0.0073 0.0143 0.0020 —0.3489 0.1437 0.0209 0.0140 0.0070 0.0137 0.0020
0.083  0.2081 0.1595 0.0127 0.0089 0.0044 0.0076 0.0022 —0.4682 0.1581 0.0265 0.0187 0.0094 0.0160 0.0022
0.250  0.5160 0.1835 0.0312 0.0207 0.0103 0.0209 0.0021 —0.4820 0.1813 0.0292 0.0193 0.0096 0.0195 0.0021
0.417 —0.0167 0.3504 0.0249 0.0112 0.0056 0.0213 0.0027 —1.1947 0.3599 0.1056 0.0478 0.0239 0.0911 0.0027
Table A.37: Energy bin 933 MeV < E, <1000 MeV. Systematic uncertainty AE, = 8 MeV.

cos § d  oq Adsys T or ATy, ATH, ATL  ATY

—0.917 0.889 0.020 0.011  0.0970 0.0855 0.0062 0.0022 0.0013 0.0056

—0.750 0.800 0.021 0.020  0.4118 0.0671 0.0142 0.0082 0.0103 0.0051

—0.583 0.718 0.025 0.028  0.4098 0.0655 0.0186 0.0082 0.0161 0.0046

—0.417 0.713 0.022 0.029  0.3013 0.0633 0.0141 0.0060 0.0121 0.0039

—0.250 0.687 0.025 0.031  0.2378 0.0681 0.0122 0.0048 0.0108 0.0030

—0.083 0.568 0.032 0.043  0.2790 0.0964 0.0221 0.0056 0.0212 0.0029

0.083 0.711 0.028 0.029  0.4157 0.0822 0.0189 0.0083 0.0169 0.0021

0.250 0.722 0.027 0.028  0.3540 0.0853 0.0155 0.0071 0.0136 0.0022

0.417 0.759 0.030 0.024  0.3252 0.0933 0.0125 0.0065 0.0103 0.0026
Table A.38: Energy bin 1000 MeV < E, <1100 MeV. Systematic uncertainty AE, = 7MeV.

cos 0 d  oq Adsys T or AT, AT, ATL  ATZS,

—0.917 0.740 0.034 0.026  0.5453 0.1500 0.0234 0.0109 0.0192 0.0078

—0.750 0.671 0.025 0.033  0.3411 0.1093 0.0189 0.0068 0.0167 0.0056

—0.583 0.603 0.024 0.040  0.6110 0.1069 0.0423 0.0122 0.0403 0.0045

—0.417 0.648 0.022 0.035  0.3988 0.0956 0.0234 0.0080 0.0217 0.0041

—0.250 0.630 0.022 0.037  0.5449 0.0994 0.0339 0.0109 0.0319 0.0034

—0.083 0.641 0.023 0.036  0.4592 0.1087 0.0274 0.0092 0.0257 0.0026

0.083 0.697 0.020 0.030  0.5353 0.0998 0.0256 0.0107 0.0232 0.0020

0.250 0.757 0.018 0.024  0.4073 0.0915 0.0155 0.0081 0.0131 0.0019

0.417 0.800 0.018 0.020  0.4982 0.0927 0.0160 0.0100 0.0125 0.0015

0.583 0.901 0.023 0.010  0.7411 0.1451 0.0170 0.0148 0.0081 0.0012
Table A.39: Energy bin 1100 MeV < E, <1197 MeV. Systematic uncertainty AE, = 7MeV.

cos 0 d  og Adsys T o AT, AT, ATS  ATES

—0.917 0.799 0.054 0.020  0.7273 0.2314 0.0243 0.0145 0.0183 0.0065

—0.750 0.742 0.036 0.026  0.2666 0.1533 0.0131 0.0054 0.0095 0.0073

—0.583 0.708 0.028 0.029  0.7172 0.1191 0.0332 0.0143 0.0296 0.0046

—0.417 0.745 0.023 0.026  0.4940 0.1044 0.0206 0.0099 0.0169 0.0064

—0.250 0.737 0.025 0.026  0.7819 0.1168 0.0321 0.0156 0.0279 0.0027

—0.083 0.776 0.021 0.022  0.4919 0.1131 0.0175 0.0098 0.0142 0.0028

0.083 0.795 0.020 0.021  0.5174 0.1047 0.0170 0.0103 0.0133 0.0018

0.250 0.768 0.019 0.023  0.5958 0.0915 0.0217 0.0119 0.0180 0.0016

0.417 0.803 0.017 0.020  0.6044 0.0884 0.0193 0.0121 0.0148 0.0027

0.583 0.803 0.020 0.020  0.5082 0.1081 0.0162 0.0102 0.0124 0.0021

0.750 0.686 0.092 0.031  0.4212 0.3992 0.0243 0.0096 0.0220 0.0036

Table A.40: Energy bin 1197 MeV < E, <1301 MeV. Systematic uncertainty AE, = 6 MeV.

cos 0 d  og Adsys T o AT, AT, ATS  ATES

—0.917 0.671 0.067 0.033  0.6492 0.2943 0.0351 0.0130 0.0320 0.0064

—0.750 0.741 0.039 0.026  0.4216 0.1752 0.0185 0.0085 0.0148 0.0073

—0.583 0.636 0.035 0.036  0.5835 0.1677 0.0357 0.0117 0.0334 0.0049

—0.417 0.699 0.025 0.030  0.6065 0.1187 0.0293 0.0121 0.0261 0.0056

—0.250 0.643 0.028 0.036  0.4735 0.1372 0.0283 0.0095 0.0263 0.0040

—0.083 0.721 0.022 0.028  0.3577 0.1186 0.0160 0.0072 0.0138 0.0035

0.083 0.692 0.020 0.031  0.4622 0.1071 0.0227 0.0092 0.0205 0.0029

0.250 0.641 0.022 0.036  0.5369 0.1152 0.0320 0.0107 0.0300 0.0031

0.417 0.702 0.021 0.030  0.5567 0.1047 0.0264 0.0111 0.0236 0.0039

0.583 0.747 0.021 0.025  0.3667 0.1043 0.0148 0.0073 0.0124 0.0034

0.750 0.663 0.048 0.034  1.0149 0.2301 0.0554 0.0203 0.0515 0.0020
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Appendix A Data Points

Table A.41: Energy bin 1301 MeV < E, <1403 MeV. Systematic uncertainty AE, = 5MeV.

cos 0 d oq  Adsys T or AT, ATA  ATd  ATPI

sys sys sys sys

—0.750 0.603 0.079 0.040 0.4741 0.2367 0.0335 0.0096 0.0315 0.0062
—0.583 0.586 0.054 0.041 0.5729 0.2068 0.0425 0.0115 0.0405 0.0058
—0.417 0.651 0.046 0.035 0.5684 0.1584 0.0331 0.0114 0.0304 0.0062
—0.250 0.627 0.043 0.037 0.6143 0.1710 0.0389 0.0123 0.0366 0.0047
—0.083 0.728 0.032 0.027 0.3028 0.1317 0.0133 0.0061 0.0114 0.0034
0.083 0.710 0.027 0.029 0.2367 0.1222 0.0111 0.0048 0.0098 0.0024
0.250 0.685 0.028 0.031 0.3589 0.1179 0.0185 0.0072 0.0165 0.0043
0.417 0.593 0.038 0.041 0.4522 0.1382 0.0327 0.0090 0.0310 0.0050
0.583 0.587 0.032 0.041 0.4516 0.1289 0.0334 0.0090 0.0318 0.0053
0.750 0.568 0.060 0.043 0.3553 0.2062 0.0286 0.0072 0.0276 0.0025

[=jejelelo)eio]

Table A.42: Energy bin 1403 MeV < E, <1547 MeV. Systematic uncertainty AE, = 5MeV.

cos 0 d oq  Adsys T or AT, ATA. ATE AT

sys sys sys sys

—0.750 0.358 0.192 0.064 0.3279 0.5326 0.0912 0.0101 0.0903 0.0073
—0.583 0.564 0.085 0.044 —0.1742 0.2531 0.0208 0.0050 0.0192 0.0062
—0.417 0.597 0.076 0.040 0.0170 0.2095 0.0134 0.0034 0.0113 0.0064
—0.250 0.506 0.070 0.049 0.4368 0.2446 0.0444 0.0089 0.0434 0.0032
—0.083 0.681 0.051 0.032 0.5466 0.1770 0.0280 0.0109 0.0256 0.0037
0.083 0.662 0.046 0.034 0.1233 0.1534 0.0090 0.0032 0.0082 0.0020
0.250 0.631 0.045 0.037 0.1486 0.1513 0.0113 0.0035 0.0102 0.0033
0.417 0.570 0.047 0.043 0.3024 0.1676 0.0243 0.0061 0.0232 0.0039
0.583 0.476 0.045 0.052 0.6069 0.1730 0.0682 0.0121 0.0669 0.0053
0.750 0.439 0.067 0.056 0.8751 0.2561 0.1130 0.0175 0.1117 0.0026

Table A.43: Energy bin 1547 MeV < E, <1747 MeV. Systematic uncertainty AE, = 4 MeV.

cos 0 d o0q  Adsys T or  AT... ATA ATS  ATY

sys sys sys sys

—0.750 0.578 0.091 0.042 0.2710 0.3651 0.0287 0.0074 0.0269 0.0068
—0.583 0.291 0.139 0.071 0.5669 0.6721 0.1751 0.0143 0.1744 0.0072
—0.417 0.617 0.053 0.038 0.7055 0.2435 0.0465 0.0141 0.0438 0.0064
—0.250 0.653 0.060 0.035 0.1244 0.2202 0.0122 0.0041 0.0108 0.0040
—0.083 0.621 0.046 0.038 0.0903 0.2213 0.0125 0.0038 0.0117 0.0021
0.083 0.642 0.041 0.036 —0.1893 0.1726 0.0129 0.0043 0.0119 0.0024
0.250 0.627 0.035 0.037 —0.2150 0.1621 0.0152 0.0046 0.0136 0.0051
0.417 0.530 0.051 0.047 —0.2284 0.2050 0.0263 0.0051 0.0227 0.0123
0.583 0.431 0.044 0.057 0.3367 0.1928 0.0466 0.0069 0.0453 0.0083
0.750 0.537 0.052 0.046 0.4471 0.1589 0.0398 0.0089 0.0386 0.0029

Table A.44: Energy bin 1747 MeV < E, <2043 MeV. Systematic uncertainty AE, = 3 MeV.

cos O d oq  Adsys T or  AT... ATA  aATd  ATYI

sys sys sys sys

—0.917 0.850 0.070 0.015 —0.1205 0.3236
—0.750 0.752 0.056 0.025 0.3188 0.2315
—0.583 0.696 0.059 0.030 0.8299 0.2486
—0.417 0.623 0.066 0.038 —0.1788 0.2375
—0.250 0.677 0.057 0.032 —0.0884 0.2528
—0.083 0.580 0.071 0.042 —0.7400 0.2893
0.083 0.515 0.059 0.048 —0.6786 0.2658
0.250 0.317 0.066 0.068 —0.7013 0.4340
0.417 0.473 0.049 0.053 —0.6839 0.2465
0.583 0.333 0.042 0.067 —0.0132 0.2344
0.750 0.589 0.028 0.041 0.0407 0.1168
0.917 0.385 0.088 0.062 0.2445 0.4629

0123 0.0055 0.0049 0.0099
0192 0.0067 0.0111 0.0142
0408 0.0166 0.0363 0.0083
0163 0.0048 0.0145 0.0056
0119 0.0043 0.0102 0.0044
0.0148 0.0536 0.0036
0.0136 0.0639 0.0024
1560 0.0144 0.1552 0.0058
0793 0.0137 0.0763 0.0168
0390 0.0037 0.0374 0.0101
0079 0.0020 0.0069 0.0033
0677 0.0084 0.0671 0.0038

[clolelololololololelole]
O
[oXd}
Tt
B

Table A.45: Energy bin 2043 MeV < E, <2607 MeV. Systematic uncertainty AE, = 10 MeV.

cos 0 d  oq Adsys T or AT, ATH, ATd  ATY
—0.875 0.808 0.056 0.019  0.6141 0.2394 0.0247 0.0123 0.0146 0.0157
—0.625 0.638 0.062 0.036  0.2333 0.2358 0.0197 0.0055 0.0155 0.0109
—0.375 0.507 0.087 0.049 —0.3621 0.4188 0.0453 0.0090 0.0439 0.0068
—0.125 0.639 0.062 0.036 —0.7217 0.2837 0.0436 0.0145 0.0409 0.0049
0.125 0.616 0.046 0.038 —0.6992 0.2024 0.0460 0.0140 0.0435 0.0051
0.375 0.522 0.038 0.048 —0.2295 0.1692 0.0297 0.0049 0.0222 0.0191
0.625 0.404 0.026 0.060  0.0144 0.1296 0.0210 0.0021 0.0153 0.0142
0.875 0.485 0.029 0.051 —0.0573 0.1369 0.0136 0.0024 0.0126 0.0046
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Appendix B

Fits to the Event Yield Asymmetries

B.1 Fits to As(¢)

The fits to Ax(¢) (see Section 6.4.1.1) are shown here for all bins. Fits with a confidence
level below 0.1 % are shown in red. Bins which have been excluded from further analysis
due to low acceptance are highlighted in yellow.
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Figure B.1: Energy bin 641 MeV < E, < 667 MeV.
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Figure B.2: Energy bin 667 MeV < E, < 700 MeV.
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Figure B.3: Energy bin 700 MeV < E, < 732 MeV.
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B.1 Fits to Ax(¢)
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Figure B.5: Energy bin 768 MeV < E, < 798 MeV.
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Appendix B Fits to the Event Yield Asymmetries
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Figure B.6: Energy bin 798 MeV < E, < 833 MeV.
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Figure B.7: Energy bin 833 MeV < E, < 868 MeV.
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Figure B.8: Energy bin 868 MeV < E, < 901 MeV.

Figure B.9: Energy bin 901 MeV < E, < 933 MeV.
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Appendix B Fits to the Event Yield Asymmetries
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Figure B.10: Energy bin 933 MeV < E, < 974 MeV.

B.2 Fits to AT(¢)

The fits to Ar(¢) (see Section 6.4.1.2) are shown here for all bins. Fits with a confidence
level below 0.1 % are shown in red. Bins which have been excluded from further analysis
due to low acceptance are highlighted in yellow. Note: the fit parameters T" are not the
final results for the observables, because they are not divided by the dilution factor d.
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B.2 Fits to Ap(¢)
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Figure B.11: Energy bin 641 MeV < E, < 667 MeV.
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Figure B.12: Energy bin 667 MeV < £, < 700 MeV.
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Figure B.13: Energy bin 700 MeV < E, < 732 MeV.
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Figure B.14: Energy bin 732 MeV < E, < 768 MeV.
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Figure B.15: Energy bin 768 MeV < E, < 798 MeV.
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Figure B.16: Energy bin 798 MeV < E, < 833 MeV.
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Figure B.17: Energy bin 833 MeV < E, < 868 MeV.
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Figure B.18: Energy bin 868 MeV < £, < 901 MeV.
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Figure B.19: Energy bin 901 MeV < E, < 933 MeV.
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Figure B.20: Energy bin 933 MeV < E, < 974 MeV.
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Figure B.22: Energy bin 1015 MeV < E, < 1058 MeV.
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Figure B.21: Energy bin 974 MeV < E, < 1015 MeV.
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Figure B.23: Energy bin 1058 MeV < £, < 1100 MeV.

=)

-0.5|

Figure B.24: Energy bin 1100 MeV < £, < 1154 MeV.
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Figure B.25: Energy bin 1154 MeV < E, < 1197 MeV.
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Figure B.26: Energy bin 1197 MeV < £, < 1246 MeV.
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Figure B.27: Energy bin 1246 MeV < E, < 1301 MeV.
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Figure B.28: Energy bin 1301 MeV < £, < 1354 MeV.
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Figure B.29: Energy bin 1354 MeV < £, < 1404 MeV.
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Figure B.30: Energy bin 1404 MeV < £, < 1465 MeV.
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B.2 Fits to Ap(¢)
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Figure B.31: Energy bin 1465 MeV < £, < 1535 MeV.
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Figure B.32: Energy bin 1535 MeV < £, < 1601 MeV.
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Appendix B Fits to the Event Yield Asymmetries

<& oo 6=-096 22/ ndf 2496/ 11| < fcos 6=-087 12/ ndi_ 697/ 11 05 6 --0.79 2/ ndf 13.45/11] < fcos 6--0.71 x2/ndl_8.90/11] < foos 6--0.62 f/ndf 1139/ 1] < foos 6--054 72 /ndf 10.92/11
+ q» o051x0.14[ © £ 0.04£0.13 —013x010[ ~030+0.10| 4 ~0.19£0.41 £ ~0.03%0.11
05 04 + 0.5F + + 0.5F + 0.5% 04
0 o oH :H#{# of + of o
05 + 0.5 05F + 0.5 + 05 +++ 0.5 +
- -+ - - -+ -+
L TPy B0 e En, e B0 e S0 E o 9080 A7, 5o EC TP
<& feos 6=-046 2/ndi_186/11] & foos 6--037 x2/ndl 691/11] & foos 0=-029 z2/ndl 15.28/ 11 < foos 6=-021 z2/nal 12,69/ 11| < fcos 6=-012 2 /naf 14.16/11] < [foos 6=-004 xZ/ndl 581/ 11
+ T 024x010| & T 040%009| £ T o0s5z0p[ T T o8| T T 006008 T 0.05%0.08
0.5f 04 + 0.5 0.5H + osf osf
of + of + ++ oF £ + o}—%\#% of ﬁ%%
05F 05 M -0.5F -05f + + 05 + + 0.5F +
- -t - + -+ -+ -+
90180270, ,.360 S0 T80 270, %60 90180 20, .30 S0 180 270,360 90160 270, 360 90180 270, 360
< foos 9-004 x2/naf 14.89/11] & foos 6-0.18 2/ndi 683711 & feos 6-0.21 x2/ndf 1140/ 11 < feos 6-0.29 xz/ndv 2148/ 11| & foos 6038 % /ndt 2071/ 11| < fcos 6-046 z2/ndf 3533/ 11
+ T -010+008| 4 T -008+009| 4 T -002x0d0[ 4 3 T 0.02:0.13 T osgz0.1
osf + os osF 05 ++ ++ 3 ++ + I
0.5F + 0.5 + + -0.5F + -0.5F + + + -05f +
3 -t - -+ -+ +
0w, o 9080 E S0 e S0 E 7, o 90w AR, R0 ECR T
<& feos 6-054 x?/ndi 2239/ 11| & feos 6-068 x2/ndf 12.13/11] & feos 6-071 x2/ndi 635/11 <& foos 6-079 x2/ndi 989/11] & foos 6-088 x2/ndi 980/11
+ 015+0.12[ £ T -04dxot0| f T -030%0.06[ T -036:0.06) = £ T -026:0.12 10/ 0.27
05k + + 04 0.5k 0.5k [X: 3 ++
oF + ok N of- o
4).5‘-% + -0 -0.5f 0.5F ro.s+
90— e0 B0 e ER, e B0 Sk S0 E o 9080 A7, 5o 90 180 270,360
Figure B.33: Energy bin 1601 MeV < E, < 1701 MeV.
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Figure B.34: Energy bin 1701 MeV < E, < 1799 MeV.



B.3 Fits to APH(qb)
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Figure B.35: Energy bin 1799 MeV < £, < 1897 MeV.

B.3 Fits to APH(¢)

The fits to Apu(¢) (see Section 6.4.1.3) are shown here for all bins. Fits with a confidence
level below 0.1 % are shown in red. Bins which have been excluded from further analysis
due to low acceptance are highlighted in yellow. Note: the fit parameters P and H are not
the final results for the observables, because they are not divided by the dilution factor d.
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Figure B.36: Energy bin 641 MeV < E, < 667 MeV.
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Figure B.37: Energy bin 667 MeV < E, < 700 MeV.
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Figure B.38: Energy bin 700 MeV < E, < 732MeV.
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Figure B.39: Energy bin 732 MeV < E, < 768 MeV.
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Appendix B Fits to the Event Yield Asymmetries
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Figure B.40: Energy bin 768 MeV < E, < 798 MeV.
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Figure B.41: Energy bin 798 MeV < E, < 833 MeV.
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B.3 Fits to App (o)
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Figure B.42: Energy bin 833 MeV < E, < 868 MeV.
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Figure B.43: Energy bin 868 MeV < E, < 901 MeV.
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Figure B.44: Energy bin 901 MeV < E, < 933 MeV.
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Figure B.45: Energy bin 933 MeV < E, < 974 MeV.
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Appendix C

Cut Limits

The limits of the kinematic cuts used during the event selection (see Section 5.4) are
shown here. The cut limits depend on the kinematic variables E. and cos@. Their width
corresponds to 20, i.e. they are set such that ~95% of the signal events are retained for
each cut.

C.1 Reaction vp — pm®°

o
° =)
~ —
S I
<

>

)

=

=

-

W
= =
£ €
= =
3
3 3
= =
@
3 g
Q <]
S -

Figure C.1: Cut limits for the azimuthal angle
difference Ag.
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Appendix D
Measurement of the GIM Efficiency

Initially, the idea of the FluMo detector was to allow for a measurement of the photon flux
at rates higher than the saturation rate of the GIM, by measuring only a known—i.e. to be
calibrated—fraction of the photons [Die08]. But as it turned out, the FluMo is also ideally
suited to measure the detection efficiency of the GIM, as will be presented in this section.
The GIM is designed to measure all impinging photons by detecting the Cherenkov light
that is emitted in the PbFs crystals by the charged particles of the electromagnetic cascade
that is produced by the high-energy photons. The FluMo only detects charged particles, i.e.
electrons and positrons, that are produced in the conversion foil of the FluMo!. But these
electrons and positrons also produce an electromagnetic cascade in the PbFy crystals, the
GIM cannot distinguish them from photons. This allows a measurement of the detection
efficiency of the GIM: all eTe™ pairs measured by the FluMo also have to be detected by
the GIM. The efficiency is therefore just given by the number of coincident hits in GIM
and FluMo, normalized to all hits in the FluMo.

NFE1uMonGIM (D.1)

EGIM =
NFluMo

To get the efficiency as a function of the photon energy E,, an additional coincidence with
a hit in the Tagging System is required.

can(E,) = NT;]gger/\FluMo/\GIM (D.2)
Tagger AFluMo

The number of coincident hits can be determined by requiring the time difference between

the hits in the different detectors to be smaller than 10ns? and performing a sideband-

subtraction to eliminate background due to random coincidences. For coincidences involv-

ing only two detectors this is a simple subtraction. However, for the triple coincidence

Tagger A FluMo A GIM there are several classes of random coincidences:

N fully random Completely uncorrelated individual hits in all three detectors at
the same time.

N FluMo random A coincident hit in the Tagger and the GIM, and an additional
uncorrelated hit in the FluMo at the same time.

NN GIM random A coincident hit in the Tagger and the FluMo, and an additional

uncorrelated hit in the GIM at the same time.

L Or further upstream in case the veto scintillator did not detect them due to its efficiency being < 1.
2 Corresponding ~ 50 of the combined time resolution.
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Appendix D Measurement of the GIM Efficiency

N Tagger random A coincident hit in the GIM and the FluMo, and an additional
uncorrelated hit in the Tagger at the same time.

Nfully random a1y he determined by adding a different time offset to the measured times of
the three detectors before applying the time cut. The other three are determined by adding
only a time offset to the measured times of the corresponding uncorrelated detector. The
resulting NFluMo random NGIM random and NTagger random each also contain Nfully random

) Y N
The full sideband subtraction is therefore done using

FluMo random GIM random Tagger random
NTagger/\FluMo/\GIM - N - N — N7988

) Nfully random‘ (D.3)

To determine the efficiency of the GIM without any deadtime effects due to high rates
(which is discussed in Section 6.1.2.2), the efficiency measurement needs to be performed
at a low beam current such that the condition

N - tppr < 1 (with tppr ~ 12ns) (D.4)

is fulfilled, i.e. for N < 100kHz. The resulting GIM efficiency is shown in Fig. D.1. It
approaches 98 % at high F, and drops significantly below E, < 1GeV because of the
threshold of the readout electronics.

1
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Figure D.1: The GIM efficiency ¢ as a function of the beam photon energy E,.
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Appendix E

Discussion of Systematic Deviations from
MAMI results for T in vyp — pn

As was discussed in Section 8.1.2 there is, for the observable T in the reaction yp — pn,
a systematic discrepancy between the results from this work and the results from the A2
collaboration at MAMI [Ako+14]. Even though the source of the discrepancy is more likely
to be found in the MAMI data (cf. Section 8.1.2), a quantitative discussion of the deviations
is indispensable. A direct comparison is severely complicated by the different binning used
for the two analyses. Therefore, our analysis was repeated in the same (E.,, cos ) bins that
were used for the analysis of the MAMI data. The results are shown in Fig. E.1, together
with the MAMI data. Again, it is clearly visible that the MAMI values are systematically
smaller. As can be seen in Fig. E.2, where a histogram of the ratio of results from the two
analyses is shown, the deviation is, on average, 40 %.

For a statistical comparison of the two results, the difference AT between the two results is
calculated for each data point. Since the two experiments are completely independent, the
statistical uncertainty of the difference is just given by the squared sum of the individual
statistical uncertainties. All given point-to-point systematic uncertainties are signiﬁcantly
smaller than the statistical uncertainties and can be neglected. A histogram of the 2L e L for
each bin is shown in Fig. E.3a. If the two data sets were compatible, the histogram would
follow a normal distribution with mean ¢ = 0 and width o = 1. But since the MAMI results
are at systematically smaller values, the distribution is of course shifted. If, however, the
MAMI data are multiplied by a factor of 1.4, the two data sets are in perfect agreement,
as can be seen in Fig. E.3b. It can therefore be concluded that the two data sets are fully
compatible except for a global normalization factor. The most probable systematic error
that can explain such a behavior is the target polarization degree. All other sources of
systematic errors, e.g. the effective dilution factor or background contamination, should
depend on E, and 6. If one assumes that only one of the two experiments made an error
in the determination of the target polarization degree A, the two possible scenarios are:

1. Our measured target polarization is too small
measured |

real _
~ Aptsa = ARLSA 1.4

2. The target polarization measured by the A2 collaboration is too large
~ Area Ameasured /1 4
MAMI — “MAMI :

However, scenario 1 can immediately be excluded: Our average measured polarization is
(74.2 £1.5) %. Multiplying it by a factor 1.4 would result in a polarization degree > 1,
which is impossible.
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Appendix E Discussion of Systematic Deviations from MAMI results for T in vp — pn

As an additional cross check, to exclude the (unlikely) case that both measurements are
wrong, our results for the observable T in the reaction vp — pn®, which are based on the
same data set as the 7 analysis, can also be compared to previous measurements. The only
existing measurement with large coverage in energy and angle was performed at the NINA

synchrotron at Daresbury [Boo+77].

For a better comparison, our analysis was repeated

at the same (F,,cosf) points as the NINA data. As can be seen in Fig. E.4, the average
ratio of the two results is compatible with 1. A histogram of the difference for each data
point, normalized to the statistical uncertainty, is compatible with a normal distribution
with mean p = 0 and width o = 1, as can be seen in Fig. E.5. This means that the two
measurements are in good agreement, with no significant systematic deviation.

Very recently, the A2 collaboration at MAMI also published results on the target asymmetry

T in the reaction vp — pn®

[Ann+16].

Again, our analysis was repeated in the same

(Ey,cosf) bins that were used for the analysis of the MAMI data. The results are shown
in Fig. E.6, the two data sets seem to be compatible. And indeed, the average ratio of the
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Figure E.1: The results for the target asymmetry 7 in the reaction vp — pn (blue points,
systematic uncertainty shown as gray bars), compared to the recently pub-
lished results from MAMI [Ako+14] (green) which were measured in parallel
to this work. For a better comparison, our analysis was repeated in the same
(E, cosf) bins that were used for the analysis of the MAMI data.
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results from MAMI [Ako+14]. A Gaussian with mean p and width o was fitted
to the histograms using the binned-likelihood method [BC84]. To exclude the
outliers, which correspond do data points with large uncertainty, the fit range
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was limited to 0 < Tgrsa/Tvamr < 3.
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Figure E.3: Histograms of the difference AT = Tyiant —TELsa, normalized to the statistical

. _ 2 2 . .
uncertainty oar = \/ R el N between the results from this analysis

and the recently published results from MAMI [Ako+14]. A Gaussian with
mean p and width o was fitted to the histograms using the binned-likelihood
method [BC84]. Only if the MAMI results are multiplied by a factor 1.4 are
the two data sets in good agreement.
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uncertainty oar =

\/ O-%NINA + O-%ELSA’ between the results from this analysis

and the older results from NINA [Boo+77]. A Gaussian with mean p and width
o was fitted to the histograms using the binned-likelihood method [BC84].
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two results is compatible with 1, as can be seen in Fig. E.7. A histogram of the difference
for each data point, normalized to the statistical uncertainty, is compatible with a normal
distribution with mean p = 0, as can be seen in Fig. E.8. The width ¢ is ~ 15% larger
than 1 (30, deviation), because all given systematic uncertainties of both data sets have
been neglected. Since the statistical errors are smaller compared to the n reaction, the
systematic errors have a significant, but nevertheless still small, contribution to the 7°
reaction. Thus, the two data sets for the reaction vp — pr® are in excellent agreement.

In summary, the systematic deviations from the MAMI results for 7" in the reaction vp — pn
are rather mysterious. The deviations can be explained by a global factor of =~ 1.4. However,
this deviation is not observed in the reaction yp — pn®, where both our results and the
MAMI results are based on exactly the same measurements as for the 7 reaction. That
should exclude any errors in the determination of the target polarization degree, since these
would influence both reactions in the same way.

Our results for both the 7% and the 7 reactions are obtained using exactly the same analysis
method (using exactly the same software to analyze the data, and only changing the cuts
in the event selection (cf. Section 5.4) to select either 7° or n events), the source of the
deviation can therefore be expected to be found in the MAMI data. As a final a remark,
it might be noteworthy that the factor of ~ 1.4 is numerically close to v/2.
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