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Abstract

The CPLEAR experiment at CERN is designed to study CP violation in
the neutral kaon system. K° and R° are produced in pp annihilations at rest
through the reactions pp — K~ 71K° and pp — K+7~K°. The strangeness of
the neutral kaon is determined by identifying the charged kaon. The parameters
describing CP violation are extracted from the asymmetries between the decay
rates of initially pure K° and R states into a given final state.

The contribution of the PSI group to the CPLEAR detector are the two multi
wire proportional chambers (PC1 and PC2). The two chambers were constructed
successfully and thorough tests showed good performance. The efficiency for
charged particles to be detected in PC1 and/or PC2 is

n(PCl or PC2) =995%.

The spatial resolution of a chamber amounts to
Orp = (3361 6) ym .

A substantial fraction of the annihilations pp — K‘FW*KO(KO) proceeds through
an intermediate K*(892) meson, i.e. pp — KK (KK*). In this work, 33’132
events of the type pp — K’FW*KO(T{'O) are used to determine the mass splitting
between the neutral and charged modes of the K*(892) meson. This search
is stimulated by the systematic discrepancy in the mass difference for different
experiments, measuring either only K** or K*O(.K—*o), or both K** and K*O(K*O)
simultaneously. The value for the K* mass splitting is found to be

Amg+ = mygeo — mges = (4.4 £1.7) MeV/c?,

in excellent agreement with the difference between the world averages of the
individual K* masses, (mgeo) — (mgez) = (4.27 + 0.37) MeV/c?, and lower by
one standard deviation than the average of three previous measurements of
Amgs, (Amg+) = (6.6 + 1.3) MeV/c?.




Zusammenfassung

Das CPLEAR-Experiment am CERN untersucht die CP -Verletzung im System
der neutralen Kaonen. Urspriinglich reine K°- und K'- Zustinde werden durch
pP-Annihilationen in Ruhe erzeugt, pp — K~7+K° und pp — K+7~K°. Die
Seltsamkeit des neutralen Kaons wird durch die Identifikation des ensprechenden
geladenen Kaons bestimmt. Die Parameter der CP-Verletzung erhilt man aus
den Asymmetrien zwischen den Zerfallsraten von urspriinglich reinen K°- und

®- Zustanden.

Die beiden Proportionalkammern PC1 und PC2 sind der Beitrag der PSI-Gruppe
zum CPLEAR-Detektor. Die Kammern wurden am PSI gebaut und erfolgreich
am CERN im Detektor installiert. Ausfiihrliche Testmessungen zeigten, dass
die Kammern gut funktionieren. Die Wahrscheinlichkeit, dass ein geladenes
Teilchen von PC1 und/oder PC2 nachgewiesen wird ist

NP1 oder PC2) = 99-5%

Das raumliche Auflosungsvermégen einer Kammer betrigt
Orp = (336 £6) ym .

In einem wesentlichen Anteil der Annihilationen pp — K*wiKo(Ko) werden
intermedidre K*(892) Mesonen erzeugt, also pp — KK* (T{-K*) In dieser Ar-
beit wurden 33’132 Ereignisse vom Typ pp — K:FW*KO(K ) verwendet, um
die Massendifferenz zwischen dem neutralen und dem geladenen Zustand des
K*(892) Mesons zu bestimmen. Die Motivation fiir diese neue Messung liegt
in der systematischen Diskrepanz der Massendifferenz fiir verschiedene Expe-
nmente, die entweder nur K** oder K*O(?o) oder beide Zustinde K** und
K*(K" ) gleichzeitig messen. Der aus dieser Arbeit resultierende Wert fiir die
Massendifferenz

Amg» = myso — Myt = (4.4 + 1.7) MeV/c?

ist in guter I"Jbereinstimmung mit der Differenz zwischen den Mittelwerten fiir
die neutrale und geladene K* Masse, (myuo) — (mys+) = (4.27 £ 0.37) MeV/c2,
und liegt um eine Standardabweichung tiefer als der Durchschnittswert der drei
vorherigen Messungen von Amge, ({Amg+) = (6.6 + 1.3) MeV/c2.




1 Introduction

The origin of CP violation is one of the most fundamental and still unsolved questions
in particle physics. So far, CP violation has only been observed in two-pion and
semileptonic decays of the long-lived neutral kaon, i.e.

K¢ — xtax~ (7°2°) and KQ — 7tlFv.

In the standard model of electroweak interactions, the violation of CP symmetry is a
consequence of the complex quark mixing matrix. However, with the present experi-
mental data, other models suggesting different mechanisms for the breakdown of CP
invariance cannot be excluded (see for example [1}). Thus, it is important to improve
the precision of the parameters describing CP violation in the two-pion decay channels
of the neutral kaon. In addition, other neutral kaon decay modes as well as processes
outside the neutral kaon system should be searched for CP violation.

The CPLEAR experiment at CERN (PS195) uses the intense antiproton beam pro-
vided by LEAR to produce initially pure K° and K states in proton-antiproton anni-
hilations at rest of the type

pp— K 7tK® and pp— K+r K .

In these reactions, K° and K are produced at equal rates with the same kinemat-
ics. The strangeness of the neutral kaon is identified through the observation of the
accompanying charged kaon. '

The intense and tagged sources of K° and K® are used to measure the differential
(time-dependent) and the integral (time-integrated) asymmetries between the decay
rates of initially pure K° and K states into a given final state f, i.e.

Rf('o - f(t) — Byo _, f(t)

As(t) = B.!—{o_)f(t) T B 500
and o t) dt “ R d
L. BV LR L EYCL

PR, 0d + [ Bo_ 0)d

where R, &)= #(t) is the time-dependent decay rate of K° (K°) into one of the final
states f = ntn~, #%2%, #*x~ 70 and vyy. This method allows the determination of
CP violation parameters in two-pion decays of K° and R° with different systematic
errors as compared to earlier experiments.




The work of this thesis comprises two main parts, namely an instrumental work and
a physics analysis:

o The construction of two multi wire proportional chambers, their installation in
the CPLEAR detector and their testing.

o The physics analysis of the isospin mass splitting of the K*(892) meson.

The resonances K*(892) and a,(1320) are produced as intermediate states in
the reactions pp — KK (KK*) — KKr and pp — ma; — KKr. The data
collected by the CPLEAR experiment allows a determination of the masses and
widths of these resonant states with high statistics. Of special interest is a new
measurement of the mass splitting between the neutral and charged modes of the
K* meson. This is because the difference between the world averages of the K*
masses, {mg+o) — (mge+), differs by ~1.8 standard deviations from the average
value of previous measurements of the K* mass splitting, (mgso — mgez).

Section two of this thesis gives an introduction to CP violation and to the CPLEAR
experiment. First, CP violation in the standard model and the phenomenology of CP
violation in the neutral kaon system are discussed. Then the physics program of the
CPLEAR experiment is outlined and an overview of the CPLEAR detector is given.

Section three is dedicated to the multi wire proportional chambers, describing the
construction of the chambers, their installation in the detector and their performance.

In section four, the physics analysis of the isospin mass splitting of the K*(892) meson is
presented. The mass difference between K*O(?O) and K** is obtained by analysing the
event density in the Dalitz-plot M7, (K%, x¥) vs M2, (K 7%). After a description of
the event selection algorithms and an estimation of the background in the selected data
sample, two possible parameterizations of the Dalitz-plot population are discussed.
One of these parameterizations is then used in a fit to the experimental Dalitz-plot.

In the last section, the result obtained for the isospin mass splitting of the K*(892)
meson is compared to previous measurements.




2 CP Violation and the CPLEAR Experiment

2.1 CP Violation in the Standard Model

In this part, a short description of CP violation within the framework of the standard
model of electroweak interactions is given. More details on this subject can be found
in [1],[2] and [3].

In the standard model, the mass eigenstates of the quarks are grouped into n left-
handed weak isospin doublets and right-handed singlets, i.e.

(Ui) and U,'R, D,‘R (z = 1,...,n) N
D;/

where U; represents an up-type quark (u,c,%,...), D; represents a down-type quark
(d,s,b,...) and ¢ is the quark family index.

In charged weak interactions, only left-handed quarks take part. The Lagrangian
density for the interactions of quarks with the charged gauge boson W is given by

Lint < gW,UL4*Df; + gW;DI UL, , (2.1)

where Uj; (D1l;) are the weak interaction eigenstates of the left-handed up (down)
quarks. In general, the interaction eigenstates are not identical to the mass eigen-
states. However, without loss of generality, the up-quark interaction eigenstates can
be identified with the mass eigenstates, i.e.

U, =Un (i=1,...,n). (2.2)
The mass and interaction eigenstates of the down-quarks are then related by
Dii = V}j DLJ' (i=1,...,n) N (2.3)
where V' is the n X n unitary quark mixing matrix. V can be parameterized with
n(n — 1)/2 real angles and (n — 1)(n — 2)/2 physically meaningful phases (2n — 1
phases can be eliminated by redefining the phases of the quark fields).
With equation 2.3, the Lagrangian density can be written as
Lins gWuﬁL;’)’“VijDLj + gW;DLjV;-;'}’”UL,' . (2.4)

The CP-transformed Lagrangian density is obtained by substituting the quark opera-
tors by the CP-transformed ones. This yields

L5y < gWiDrViiy*Uri + gW,Uriv*Vi;Di; . (2.5)




Comparing equation 2.4 and 2.5, one sees that for a complex quark mixing matrix
the Lagrangian density L;,; is not invariant under the CP transformation, i.e.

Line # LSF for Vii # V3. (2.6)

This shows that CP invariance can be broken by complex phases in the quark mixing
matrix.

With two quark families, V' is the Cabibbo matrix, which can be parameterized with
one real angle. In order to have a complex mixing matrix, at least three quark families
are needed. For three quark generations, V' is the KM (Kobayashi-Maskawa) matrix
of three angles (6;2, 613, 623) and one complex phase (¢*). A possible parameterization
is [4]

[ Vi Vus Vip
V = Vcd Vcs Vcb) (2.7)
\ Vu Vi Vi
( C12€13 $12€13 sige™®
= —312023—6123233136i5 012623—3123233136i6 S23C13 ) s
\ $12823 — 012623313ei8 —C12823 — ~91262.r3~9136i's C23C13

where ¢;; = cos;; and s;; = sinf;;. Several conditions must be fulfilled for CP to be
violated in the standard model with three quark generations [3]:
1. The imaginary part of €* should not vanish, i.e. sin§ # 0.

2. There should be no mass degeneracy among the three up-quarks (u, c, ) or among
the three down-quarks (d, s, b).

3. The sines and cosines of the three mixing angles #;5, 6,3 and 6,3 should be

different from zero.

The above conditions for CP violation in the standard model with three quark families
can be summarized as

UMZ)-D(M3)-J # 0, (2.8)
where
UM = (m}—m2)(m?—ml)(mi—ml), (2.9)
D(M7) = (mj—mi)(mi—md)(mi—mi), (2.10)
J = cia-C3-Cly-512- 823813 -5iné . (2.11)

The function J of the mixing angles and the phase can be written in a form that is
explicitly parameterization independent:

| J |=| Im(V;; Vi VIV |, (2.12)

for any choice of i # l and j # k. It can be shown that all CP-violating observables
are proportional to J.




-~

2.2 Phenomenology of CP Violation in the Neutral Kaon
System

This part gives a short introduction of the phenomenological description of the neutral
kaon system and defines the parameters commonly used to describe CP violation in this
system. The consequences of CPT non-conservation are ignored here. More detailed
treatments of this topic can be found in many text books and articles, e.g. [1], [3], [6],

[7] and [8].

The two neutral kaon states produced in hadronic interactions are called K° and T
Ilole strong and electromagnetic interactions, responsible for the production of K° and
K", conserve strangeness, i.e.

[Hg + Hem, S] =0, (2.13)

where S is the strangeness operator and Hy (Hem) is the Hamiltonian of the strong
(electromagnetic) interactions. K° and K° are the simultaneous eigenstates of S and
Hg + Hem, with

SIK%) = +[K° and (2.14)
SK% = —[K%. (2.15)

Weak interactions do not conserve strangeness and allow the decay of K® and K’ into
lighter, non-strange pions and leptons. This means that strangeness is not a good
quantum number for the complete Hamiltonian H, i.e.

[H,5] #0, (2.16)

where H = Hy, + Hem + Hux and Hyy is the Hamiltonian for the weak interactions.
Hence, K° and K are not eigenstates of the complete Hamiltonian H.

The time dependence of an arbitrary state

50 = @I + SO = (50) @)

is described by a system of coupled Schrodinger equations:
ot \ B(?) My Ms 2\ Iy Ty pt))’ .

where M;; and T;; are two Hermitian matrices, called the mass and decay matrices,
respectively. Using perturbation theory and the selection rule |[AS| <1 for first-order




weak interactions, the elements of the mass matrix can be expanded as

M, = mgo + (Koleleo) + ZL—I:—I‘:I—E,??')'L ) (219)
mgo — iy,
K'|Hy
My = mgp + (K|Ha/K) + Z———————'( | _“Z)I + e, (2.20)
K'|Hy Hy K°
My = M, = E( [Husln) (o[Hui[ K7) (2.21)

n mygo — En

where |n) denotes any intermediate state with energy E,. Conditions on the ele-
ments of the decay matrix are derived from the equation that describes conservation
of probability, i.e.

6O 190) + 2 > p(F) KFIEml ()P (2:22)

where the sum is over all possible final states |F') resulting from K° and X decays,
and p(F) is the phase space factor of the final state |F). With equation 2.18, one
obtains for the elements of the decay matrix

I'n = 2« ;p(F) (F|HalK%)?, (2.23)

P = 2n¢ ;P(F) I(FIHwkIKO)P ) (2.24)

Tn = [ =2rY p(F) (K [Hexl F){F|Hu K°) . (2.25)
F

CPT invariance implies My; = My, and Ty; = Ty,
Under the CP operation, the states [K°) and [K°) transform as

CPIK® = +[K") and (2.26)
CPK’) = +K9), (2.27)

where the choice of phase is convention. The CP eigenstates, named |K;) and |K,),
are then

K1) = 7(|K°>+|K ))  and (2.28)
K = 75 (%) - [K%) , (2.29)
with eigenvalues
OPIKi) = +[Ki)  and (2.30)
CPK;) = —|Ks). (2.31)




The observable particle states are the eigenstates of M;;—4T';;, for which the Schrddinger
equation decouples, i.e.

SN (3 ) () e

The two solutions are given by

K3(t)) = e Tst/2emimst|KQ(0)  and (2.33)
Ke(t) = e Trt/2e~imet Ky(0)), (2.34)

where mg (my) is the mass and 1/T'g (1/T) is the lifetime of K§ (K?). The mass
eigenstates can be written as

KY) = ———[[Ks) + [K2)] (2.35)

1+ [el?

1 o s\
= m[(1+€)lK)+(1 &K%

J’#‘TEF elKs) + [Ka)] | (2:36)

- 1
2(1 + [ef*)

K2) =
[a+e)K) - (1)K ,

and the strangeness eigenstates as

0 VI+IER o L o
K% = m(le) +|KL)) » (2.37)
K) = Vil (K2 —IK)) , (2.38)

V2(1 —¢)

where the parameter ¢ is given by

. _ _Im(Ty)/2 + ilm(Myy)
~ iTs—TL)/2 — (ms—myp)

(2.39)

If the relative phase between |K°) and IR-O) is chosen according to the Wu-Yang gauge
[9] (see below), then |e| is small compared to 1, Re(e) ~ Im(e) and & becomes a
measurable quantity. With this phase convention, one finds from equation 2.35 and
2.36

(K2|K2) ~ 2Re(e), (2.40)

i.e. |K?) and |K3) are only orthogonal if CP is conserved, which implies e=0.

A consequence of CP violation in the decay matrix and/or in the mass matrix is
therefore a CP impurity in the physical states, measurable by the parameter ¢.




A possibility to determine Re(e) is the measurement of the charge asymmetry in
semileptonic K° and K decays. If one assumes the validity of the AS = AQ rule, the
charge of the pion (7) and the lepton (I = e, 1) in semileptonic K° and K’ decays is
fixed as

K = =ty (AS=AQ=-1) and
K - r 5 (AS=AQ=+1).

Assuming again CPT invariance and using equation 2.36, the charge asymmetry § in
K? decays is given by

R(K)—7=l*y)) — R(KS—nti~i)

6= R(KY—7~T*y) + R(K2—7ti-7)

&~ 2 Re(e) - (2.41)

Another possible source of CP violation is in the transition matrix. This can be
shown by analysing neutral kaon decays into #t7~ and 7°#°. Bose statistic and the
conservation of angular momentum define the quantum numbers for the two pion final
state as

CP |rr) = + |rx) (lrm) = |77~} or |x%20)) ,
Lx = 0 (angular momentum) ,
- = QOor2 (isospin) .

The observation of K? — = is proof of CP violation, since either the mass eigenstate
|K?) is not equal to the CP eigenstate |Ky) (i.e. € # 0), or the CP symmetry is violated
in the decay process, or both. '

The experimentally observable quantities are

(7r+7r— lele?_,)

_=|ppo| et = and 2.42
7+ |77+ l (7r+7T—IHwkIKg) ( )
a..0 0
= igo _ (mom |Hux|K7)
Moo = |noo| € (PO Hy [KD) (2.43)

To parameterize 7, _ and 599, one decomposes the 2r final state into isospin eigenstates
with I = 0 and 2, i.e.

(=] = 2/3(I=0| + /1/3(I=2|, (2.44)
(7°7° = /2/3(I=2| — /1/3(I=0], (2.45)
and defines the following two transition matrix elements for K°:

Ao = (1 =0,77|Hu K% , (2.46)
Ay = e (I =2, 7x|[Hu|KO). (2.47)

10




Assuming CPT invariance and adjusting the relative phase between |K°) and IK ) to
make Ag real (Wu-Yang gauge), the corresponding matrix elements for K® are then
given by

Ao e (I =0, 1r7r|Hwk]K0) and (2.48)
A = e B(1=2 mr|[Hu|K) . (2.49)

With the help of equation 2.35 and 2.36, one obtains

_ V2e Ao+ €275 (¢ ReAs +iImA,)
T = T/ Ay + €-%) (Red; + i€ ImAy)
£ Ag — /2 ei(62—%) (¢ ReAz + ¢ ImA,)

_ : , 2.51
oo Ag - \/é ei(62—%) (ReA2 +1¢ ImAz) ( )

and (2.50)

From the AI = 1/2 rule, the ratio A;/Ay must be small. Expanding 7, and 7go in
powers of Az/Aq and € and keeping only the first order terms, one finds the relations:

N =~ e+¢ and (2.52)
o =~ e€-—2¢, (2.53)
with 1 Im(4)
g = 2 1(52 —60+1r/2)
=% A (2.54)

Thus CP violation in the decay K° (K ) — m is possible even for € = 0. The parameter
¢’ is a measure of the CP violation in the decay and is suppressed by the Al = 1/2
rule. The relationship between 7, _, 70o, € and &' can be represented in the Wu-Yang
triangle, shown in figure 2.1.

Alm

=c+¢
=g—-2¢
=62_60+7\—/2

Figure 2.1: The Wu-Yang triangle, showing the relationship between the parameters
N+-> Too, € and ¢'.

11




Combining equations 2.52 and 2.53, one finds:

e 1 Moo
—=ll—-—]. 2.
e 3 ( 77+—) (255)

2.3 The CPLEAR Experiment

CPLEAR is an experiment at the CERN Low Energy Antiproton Ring (LEAR). With
the a.ntlprotons from LEAR, it is possible to produce well defined and equal sources
of K° and K° at low energies through the two annihilation channels (the ”golden”
channels)

pp(atrest) — K+r K (BR~2-107%),
pp(atrest) — K 7tK° (BR~2-107%).

Because of strangeness conservation in strong interactions, the neutral kaon state (K°
or K° ) can be identified through the detection of the accompanying charged kaon
(stra.ngeness tagging). With a stop rate of ~ 10° P’s per second, roughly 10® K° and
K are produced per day.

This intense sources of tagged K° and K’ allow to study CP violation in several decay
channels of the neutral kaons. The method used by the CPLEAR experiment is to
measure the dlﬁ"erentla,l and integral asymmetries between the decay rates of initially
pure K° and K° states into the final state , e. g. 7tn~, 7%°, 7t 7~ 2° and vy. With
this method, CP violation can be investigated with systematlc errors of different nature
compared to previous experiments and in decay channels where CP violation has never
been observed before (xt7~#° and 47). In addition, many of the systematic errors
cancel to first order in the asymmetries (differences and ratios of rates).

Usmg equation 2.37 and 2.38, one can write down the decay rates of initially pure K°
and K° states into the final state f as

Ryo . 4(t) = MqﬂAP-*ﬂ+|AP-*ﬂ (2.56)

+2 | As||AL] e 3T cos(Amt + ¢s — 1)) |

Beo 0 = g [Asf e 4 4P el (2.57)
—2|Ag||A| e 3Ts+TL) cos(Am t + ¢5 — ¢L)] ,
with
plg = e
V2(1 +[e?)
Am = mp—mg,

Asgy = (flHwlKSg,)
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where ¢g(z) is the phase of Agz) and ¢ is the eigentime of K° (KO) The time-dependent
asymmetry, A;(t), is then given by

B [(8) — o - 40
Rﬁo — f(t)' + RK° — f(t)

3(Cs=T1)t cos(Amt — d5)
T+ oy P eteTor

As(t) (2.58)

— 2Re(€) _ 2|77fle

b

where 5y = Ap/As and ¢y is the phase of n;.

Since Am ~ T's/2, it is possible to observe the oscillation of the interference term
between Ag and Ay before the K component has died away. Therefore, both the
magnitude and the phase of the ratio 7; can be obtained from the asymmetry function
Ay(t) in the region of interference.

In the following, a brief description of the CPLEAR physics program is given. More
details may be found in [10].

2.3.1 Decays into two Pions

We intend to determine |7y _|, |700|, ¢+ and @po by measuring the time-dependent
asymmetries A +,-(t) and Agono(t) (see equation 2.58) in the region of interference
between the decay amplitudes (77| Hyi|K2) and (r*7~| Hu[K{), ie. in the K°
(KO) decay eigentime interval of 575 to 207s. In the interference region, the decay rates
of KQ and K2 into 77 are comparable and the asymmetry is large (see figure 2.2).
The measurement of the phase difference (¢4 — ¢oo) Will provide a valuable test of
CPT invariance, since the Wu-Yang triangle (see figure 2.1) is expected to close if CPT
is an exact symmetry.

The determination of ¢’/¢ is unlikely to be possible from the measurements of 7, and
noo because of the limited vertex resolution and resulting eigentime resolution. An
alternative way to determine ¢’/¢ is to measure the integral asymmetries, defined as

P Reo | (t)dt — % Rko — »r(t) dt
O Reo () dt + % Ryo _ »n(t) dt

Lrx(to) = (2.59)

The integral asymmetries I..(fo) are insensitive to the upper integration limit for
to > 20rs, since the decay-rates for K° and R° become equal. We expect to measure
¢'[e using the relationship

Re(e) 1 (1 _ L-o) , (2.60)
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Figure 2.2: The expected asymmetry function A,.(t) for neutral kaon decays into
x*tx~ and 7%7°.

2.3.2 Decays into three Pions

For the first time, it is intended to measure CP violation in the 77~ #° decay mode
of the neutral kaons. The corresponding observable is defined as

) + 7~ 70 H [KQ)
_ z¢+—0=(7r7r7rlwk S
N+-0 = [n4+-o| € (rtr~ x| Hei|KE)

(2.61)

The interference term in the time-dependent asymmetry function A,_o(t) is expected
to reach its maximum at early decay times (¢ < 575) and allows the determination of
In+—ol- The real part of ,_o can be obtained from the integral asymmetry I, _o(Zo)
and the phase ¢,_q can then be extracted from

Cos gy o= —RTG;%HO;IO) . (2.62)

2.3.3 Semileptonic Decays

One can define the following decay rates of initially pure K® and K states into the
semileptonic final states 7~ Ity and =tI-7:

R+(t) RKo—m’l'hl(t) ’ (2'63)
RB_(t) = Repo__,, (1), (2.64)
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which are decays allowed by the AS = AQ rule for £ = 0, and

Ro(t) = Ruomrrislt), (2.65)
Rilt) = Rgo_, (0, (2.66)

which are decays forbidden by the AS = AQ rule for ¢ = 0. The semileptonic decays
of the neutral kaons are of interest for the following three reasons:

1. We intend to test the AS = AQ rule. A violation of this rule can be expressed
by the complex parameter z, defined as

-1+ <° +-5 0
o= (7r—l+u|Hwk|K0) = o= (r*l V[HwkIEO) . (2.67)
(m~*v|He|K®) (CPT) (rt "7 Ha K )
The time-dependent total rate of semileptonic decays, defined as
Rin(t) = Ry(t) + R-(t) + R+(t) + R-(2), (2.68)

is sensitive to Re(z), and the asymmetry

Fl) + Bl = Re®) + B0 o0
(7 (0) + B-@)] + [Re(®) + B (D)

Aﬂrlu(t) =

depends on Im(z).

2. We expect to measure for the first time the T violation associated with CP
violation, assuming CPT invariance holds. A non-zero value of the asymmetry
function _

E.() — R(1)

R.(t) + R-(1)

proves T violation, assuming the AS = AQ rule. This is because the rate of

traansi_tions K°—KO is then not equal to the rate of the time-reversed process

K°—K".

Ar(t) = (2.70)

3. We intend to improve the accuracy of the mass difference value Am = my—mg
by measuring the difference of the asymmetries

D(t)-D(t) = [Rs(t) = B-(t)] — [Rs() —R-(t)] o eTs+TD2 cos(Amt).
' (2.71)

In table 2.1, the present precision in the determination of the various parameters is
compared to the precision expected from the CPLEAR experiment, based on ~ 10°
reconstructed K° and K° decays.
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parameter CPLEAR present
(expected) precision
o (I¢'/el) 1.5-1073 ~1-10~3
o (In4-1) /ln+-| | 5-1073 10103
@ (Inool) /lmoo] <2-1072 1-10~2
o(¢4-) }F 0.3° 1.2°
o ($o0) | 1° ~16°
U —d) | T° ~16°
o (|n4—ol) I 1-10-3 < 0.35
o(Re(z)), o(Im(z)) | <1-10-3 20-10-3
o (Ar) /AT 6-10-2 ..
o (Am) [Am H 2-1073 45-1073

Table 2.1: Comparison between the present precision for various parameters and the
precision expected from the CPLEAR experiment.

2.4 The CPLEAR Detector

The CPLEAR detector has cylindrical geometry. The coordinate system defined for
the experiment is explained in diagram 2.3. It is right-handed, with the origin at
the center of the detector (the center of the target) and the z-axis pointing along the
cylinder axis in the direction of the incoming antiproton beam. The transverse plane,
the zy-plane, is perpendicular to the cylinder axis, with the y-axis pointing upwards.

-------.\.‘ ............. \POy:2) r=sqrt(E + y?)

\ X sing =y/r
. 0 R
' >Z cosg =x/r
!

,,' / \j tan®@ =r/z

~ upstream downstream
side side

Figure 2.3: Definition of the coordinate system for the CPLEAR experiment.

Figure 2.4 shows a side view of the CPLEAR detector. The antiprotons from LEAR
enter the detector with a momentum of 200 MeV/c and are stopped in the gaseous
hydrogen target. The beam profile in the transverse plane is monitored with two small
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multi wire proportional chambers, the beam monitor. The beam counter consists of a
plastic scintillator in front of the entrance window of the target and signals an incoming
antiproton. The target is surrounded by two cylindrical multi wire proportional cham-
bers (PC1 and PC2), six drift chambers (DC1 to DC6), two layers of streamer tubes
(ST1 and ST2), the Particle Identification Detector (PID), consisting of a 32 sector
scintillator-Cerenkov counter-scintillator sandwich, and an 18-layer lead-gas-sampling
electromagnetic calorimeter. The detector components are placed inside a solenoid of
3.6 m length and 1 m radius, which produces a magnetic field of 0.44 Tesla parallel to
the z-axis.

In order to achieve the physics goals of the experiment, the main requirements on the
detector are: '

o Definition of the strangeness (strangeness tagging)

In order to determine the strangeness of the neutral kaon in a "golden” event,
identification of the accompanying charged kaon and the sign of its charge are
required. Since annihilations into pionic final states constitute ~ 95% of all
events, a fast and efficient pion/kaon separation is needed. This is realized with
the PID, which provides the following possibilities for the particle identification:

1. Cerenkov signal discrimination.
2. Energy loss measurement (dE/dz) in the inner scintillator layer (S1).

3. Time-of-flight (TOF) measurement with the beam counter ("START” sig-
nal) and S1 ("STOP” signal). Examined is the difference of TOF between
two tracks. This is because the time difference between the passage of the
incoming antiproton through the beam counter and the annihilation has an
event-to-event fluctuation of the same order as the TOF of the pions and
kaons themselves.

The sign of the kaon charge is obtained from the track curvature in the transverse
plane due to the magnetic field. The curvature is measured with the tracking

devices (PC’s, DC’s and ST’s).
¢ Minimization of regeneration

Because strong interactions conserve strangeness, several reactions between K
and matter have no counterpart for K°, and therefore the total cross-section of
K° on a nucleus is bigger than the corresponding total cross-section of K°. The
interaction of K (K2) with matter leads then to an admixture of K§ (K?), since
the two components K° and K® of the mass eigenstates are altered differently.
This regeneration of K§ and K must be accounted for in the analysis, since it
changes the asymmetry functions Af(t) (see equation 2.58). In order to minimize
the effect of regeneration on A4(t), the amount of material in the K§ decay region
'is kept as low as possible by choosing
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— a gaseous hydrogen target with thin walls and
— extremely light tracking chambers.

e Detection of the neutral kaon decay products

In pp annihilations at rest, the decay products are isotropically distributed.
Therefore, the detector must cover a large solid angle in order to have a good
detection efficiency. This is realized with the cylindrical geometry, corresponding
to a solid angle of { ~ 0.8 - 4« steradians.

The tracking chambers should contain the region of interference between the
decay amplitudes of K and K¢ into 77 (5—207s). This requirement determines
the outer radius of the detector.

The charged decay products are reconstructed with the tracking devices, while
the neutral pions are detected by converting the two photons from the decay
7%—~7 in the electromagnetic calorimeter.

e Collection of the required number of events

The determination of the parameters listed in table 2.1 with the intended pre-
cision requires ~ 10° reconstructed K° and 'Y decays. This corresponds to
~ 103 antiproton annihilations in the target if the small branching ratios for
the ”golden” channels, the neutral kaon decays outside the detector and the de-
tector inefficiency are taken into account. To collect the necessary number of
events in a reasonable time (~ 150 days of data taking), the required stop rate is
~ 108 P/sec. In order to handle this event rate, the "golden” channels must be
recognized online. This is realized with a sophisticated multi-level trigger, which
reduces the event rate to ~ 10° Hz at low dead-time. The sequential decisions
are provided by dedicated trigger processors.

Figure 2.5 shows a transverse view of the CPLEAR detector with typical events of the
type

pp — Ktr K, K - rtr (fig. 2.5 (a)) and
5 = KK, K — 20 (fig. 2.5 (b)) .

In the following, a brief description of the subdetectors, the trigger and the data acqui-
sition system (DAQ) are given. Some of the physical parameters of the subdetectors
are summarized in table 2.2. For a more detailed description of the CPLEAR detector
see [11], and in particular section 3 for the proportional chambers, [12] for the drift
chambers, [13] for the PID, [14] for the calorimeter, [15][16] for the trigger and [17] for
the DAQ.
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Figure 2.5: Transverse view of the CPLEAR, detector with two typical events of the
type pp — K+¥r K, K — 7tz- (a) and R — 7970 (b).

sub- mid-plane | active | active number of
detector radius thickness | length elements

[em] | [em] | [em] _wire I U-strips I V-strips
PC1 953 | 060 | 700 | 576 246 262
PC2 12.70 0.60 70.0 768 310 325
DC1 25.46 1.00 233.6 160 275 285
DC2 30.56 1.00 233.6 192 324 336
DC3 35.65 1.00 233.6 224 378 385
DC4 40.74 1.00 233.6 256 424 432
DC5 " 45.84 1.00 233.6 288 465 477
DCé6 50.93 1.00 233.6 320 510 520
ST1 " 58.22 1.76 252.0 32 * 6 tubes
ST2 59.97 1.75 252.0 32 * 6 tubes
S1 63.84 3.00 310.0 32 sectors
o} " 69.43 8.00 310.0 32 sectors
S2 74.21 1.40 310.0 32 sectors
CAL " 87.52 19.11 264.0 | 17’112 I 22’896 | 23’040

Table 2.2: Some physical parameters of the CPLEAR subdetectors
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The Target

The target is made of a laminated Kevlar sphere with a radius of 7 cm and a wall
thickness of 800 gm. It is filled with gaseous hydrogen at 15 bar pressure. The entrance
window, made of mylar, has a diameter of 11 mm and is 120 pm thick.

The Proportional Chambers PC1 and PC2

The two multi wire proportional chambers are the innermost tracking devices. The
radius of PC2 corresponds to a time of flight for neutral kaons of ~ 575 in eigentime,
which allows online selection of neutral kaon events with ¢ > 575. This reduces the
necessary number of recorded K° (T{_O) — wt7~ decays for the determination of the
asymmetry Ag+.-(t) by a factor of ~ 100 without a loss in precision (An+.-(t) ~ 0
for t < 57). In addition, the fraction of events with semileptonic K° and ' decays
is enhanced in the recorded data.

The surface density of one chamber is only 41.5 mg/cm?, which corresponds to 1.1-10~3
radiation lengths. Both chambers provide anode wire and cathode strip information
(the strip readout electronics is not yet installed). Due to the small wire pitch of
1 mm, the proportional chambers have a very short response time (~30 ns maximum
drift time) and achieve a spatial resolution of o,, ~ 350 um. The overall detection
efficiency of the two chambers (signal in PC1 or PC2) is ~ 99.5%.

The Drift Chambers DC1 to DC6

The six drift chambers constitute the main part of the tracking devices. On aver-
age, the material represented by one chamber corresponds to only 6.6 - 10~ radiation
lengths. All drift chambers provide ¢ (wires) and z (strips) information. The sense
wires are constructed in doublets in order to avoid left-right ambiguities. A small half
drift cell size of 0.5 cm gives a fast detector response (200 ns maximum drift time).
The mean detection efficiency is ~ 97% for the wire plane and ~ 90% for the strips.
The spatial resolution was determined to be o,, ~ 300 ym and o, ~ 2 mm.

The Streamer Tubes ST1 and ST2

The streamer tubes are arranged in two layers which are staggered by a half tube in
order to avoid dead space. Each layer is divided into 32 modules consisting of 6 tubes.
The streamer tubes provide a very fast (900 ns) z information for charged tracks by
measuring the time difference between the signals arriving at the two ends of the tube.
The overall detection efficiency is 97.5 % and the z resolution is o, ~ 1 cm.

The momentum resolution of the tracking devices is o(p)/p ~ 5 % at 300 MeV/c.

The Particle Identification Detector (PID)

The PID is divided into 32 sectors, consisting of an inner scintillator (S1), a Cerenkov
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counter (C) and an outer scintillator (S2). It is designed to give a high efficiency for
the kaon/pion separation in the relevant momentum range of 300 to 750 MeV/c. The
PID provides three methods for particle identification: Cerenkov signal discrimination,
energy loss (dE/dz) measurement in S1 and time-of-flight (TOF) measurement (S1)
with an excellent time resolution of oror ~180 ps.

Requiring a S1 * C * S2 signature in a PID sector for a kaon candidate, i.e. coincident
signals in the scintillators S1 and S2 and no signal in the corresponding Cerenkov
sector, gives a pion rejection at the first trigger level (60 ns) of ~ 3-10~2 with a kaon
detection efficiency of ~ 75 %. In a later trigger stage (2 ps), using dE/dz and TOF
information, the pion rejection can be improved by a further factor of 4. In the offline
analysis, the PID achieves for

¢ 350 MeV/c tracks: 7 rejection: 4-107% K efficiency: 60 %
K rejection: <1-107® 7 efficiency: 90 %,

e 650 MeV/c tracks 7 rejection: 2.-107* K efficiency: 40 %
K rejection: 1-1073 7 efficiency: 40 %.

The Electromagnetic Calorimeter (CAL)

The calorimeter is made of 18 layers corresponding to a total of 6.2 radiation lengths.
A layer consists of an Al-Pb-Al converter plate (1.5 mm lead with 0.3 mm aluminium
on each side) and a series of streamer tubes (4 x 4.5 mm?) sandwiched by cathode strips
at an angle of £30 degrees with respect to the direction of the streamer tube wires.
The high granularity of the calorimeter (~64’000 channels) provides a good shower
foot resolution of the photons, which is important for the neutral vertex reconstruction
(K® — #%7°). The important characteristics of the calorimeter are

e spatial resolution : ~ 5 mm,

e energy resolution : a(E) ~ 20%/+/E[GeV] ,

o efficiency for photons : 90-95 % for E, > 130 MeV,
o 2 70 vertex resolution : o ~1.5cm (0.5 C *Ts).

The Trigger

The two main tasks of the trigger are to identify events containing a neutral kaon and
to classify such events by the neutral kaon decay mode as well as the decay time. With
~ 10 antiproton annihilations per second in the target, the neutral kaon production
rate 1s a few times 10° Hz. In order to collect the required number of ~ 10° K°
and K° decays, it is thus important that the trigger keeps dead time to a minimum.
This is realized by sequential trigger decisions in time regimes of 60 ns to 25 us as
information becomes available from the subdetectors. The trigger is composed of ECL

22




. o g decision | reduction
trigger stage _J‘ task descrlfitlon - | time factor
EDL cut on: - n°. of S1 % C * S2 s-i-gna,tu-res | 60ms 5.3

in PID
- n°. of hits in S1
pr- cut cut on: - transverse momenta of 500 ns 6.3
S1 * C * S2 tracks
IDL " cut on: - n°. of primary tracks 600 ns 1.9
- n°. of charged tracks
- n°. of kaon tracks
Track - reconstruct and parameterize all tracks 2 us 2.3
Reconstruction || - decide on event topology (total charge,
charged or neutral K° (K°) decay)
Charged Track || cut on: - missing mass at primary vertex 3 ps 4.7
Kinematics - invariant mass and opening
Trigger | angle of secondary tracks
in parallel with :
PID Trigger - confirm primary K*7¥ pair using
e dE/dx in the scintillators
e time of flight
e Cerenkov pulse height
Calorimeter - reconstruct and count shower clusters 25 us 2
Shower Trigger | - veto events with K° decay outside
the detector
Neutral Particle || cut on: - number of photons ~1 ms 2
Trigger - decay eigentime in K°—n%x°
(not installed) decays

Table 2.3: The main stages of the CPLEAR trigger with the corresponding decision

times and event rate reduction factors.

based electronics, except the last stage, which will be implemented in software on a

RISC processor farm.

In table 2.3, the tasks of the major trigger parts are summarized, together with the
corresponding decision times and reduction factors. Because the data used in the
analysis of the K*(892) mass difference (see section 4) were taken in run period P8
(October 1990), only the trigger stages already installed at that time will be described

here.

23




The trigger logic is launched by the beam counter signal. In order to avoid a super-
position of tracks in the detector, it is required that no other antiproton enters the
target within the next 130 ns.

e The Early Decision Logic (EDL)

The very first trigger level uses information from the PID to estimate the number
of charged tracks in the event and to look for a kaon candidate. A kaon candidate
is identified by an S1+C*S2 signature in a PID sector, and the number of charged
tracks is estimated by counting the number of S1 sectors which gave a signal. In
order to select events with a charged kaon, the EDL requires at least one kaon
candidate and at least one additional hit in S1. For events accepted by the EDL,
the trigger sends a strobe to the subdetectors front end electronics (FE) to start
the conversion of data.

e The pt -cut

The task of the pr-cut is to reject events with a low momentum pion (p, <
200 MeV/c) that fakes a kaon in the Cerenkov counter. For this purpose, the
transverse momentum of the S1 * C * S2 track is required to be above a certain
threshold. The pr-cut logic uses information from DC1 and DC6 to estimate the
curvature of the kaon candidate track in the transverse plane, as explained in
diagram 2.6. First, the wire hit by the S1 * C % S2 track in DC6 is identified and
the corresponding wire number in DC1 (same ¢) is calculated. Then, assuming
the kaon candidate track originates from the center of the target, the pr-cut
requires a hit in DC1 within a sector of +4, £3, 2 or +1 half drift cells around
the calculated wire number in DC1, which corresponds to a minimum transverse
momentum of 200, 270, 400 or 640 MeV /c, respectively. In order to define regions
of half drift cells, left-right ambiguities must be solved online. For this reason,
the sense wires of the drift chambers are constructed in doublets.

o The Intermediate Decision Logic (IDL)

The IDL tests whether there are enough hits in the tracking chambers to be
associated with tracks, and counts the number of tracks originating from inside
the PC’s (primary tracks), the number of charged tracks and the number of kaon
tracks.

Besides the S1 and the S1*C * S2 sector hit maps obtained during the EDL and
pr-cut stage, the IDL decisions are based on the sector hit maps of (PC1 "OR”
PC2), (DC1 "OR” DC2) and (DC5 "OR” DC6), where the tracking chambers
are logically subdivided in 64 sectors. The different track types are then defined
in the following way:

e primary track : hit in (PC1 OR” PC2) AND (DC1 "OR” DC2) AND
(DC5 »OR” DC6) AND (S1),

o charged track : hit in (DC5 ”OR” DC6) AND (S1) ,
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e kaon track : hit in (PC1 "OR” PC2) AND (S1C * S2) AND
(pT > pr-cut value) .

target
wire plane
DC1
wire plane
DC6
PID sector
(S1+CxS2)

%

sense wires =—;
(doublets)

py > 200 MeV/c
pr > 270 MeV/c
L pr> 400 MeV/c
pr > 640 MeV/c

Figure 2.6: Principle of the pr-cut logic.

In the run periods P7, P8 and P9 (second half of 1990), data were taken with the
following trigger configurations:

¢ The "minimum bias” trigger

The data taken with this trigger type are used for detector calibration and to
control the biases introduced on the selected data by the other trigger types.
The only condition imposed by the trigger (EDL) is:

e At least one hit in S1.

o The trigger 233 (short distance trigger)

The data collected with the trigger 233 are used to study the detector perfor-
mance, to investigate the fraction and type of background events, to determine
the ratio between the number of tagged K° and K’ events and to measure the
detector acceptance for K° (K ) decays as a function of the decay eigentime. The
trigger conditions are:

o At least one kaon track (with a pr-cut value of 400 MeV/c).
e At least two primary tracks.
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e The trigger 433 (long distance trigger)

The trigger 433 selects data for the physics analysis of K° (-KO) — aty—, 7 Fy
decays with a neutral kaon decay eigentime ¢ > 5 75. The trigger conditions are:

o At least one kaon track (with a pr-cut value of 400 MeV/c).
e Exactly two primary tracks.
o At least four charged tracks.

The data used in the analysis of the K*(892) mass difference (section 4) were taken
with the trigger 233.

The Data Acquisition System (DAQ)

The CPLEAR data acquisition system is based on the VALET-Plus, a VME based
microprocessor system [17], and controlled from the CPLEAR VAX cluster. It allows
two simultaneous data streams:

1. In the main data stream, the complete detector and trigger information is
written to tape ( ~ 2500 bytes/event) at a rate of ~ 800 events per second.
The events recorded in this data stream are used for the determination of the
time-dependent asymmetries and in the analysis of the semileptonic decays.
The data from the subdetectors are first converted in the front end electron-
ics (FE). For events passing the trigger conditions, the data are sent from the
FE to the corresponding Root-Read-Out (RRO) valet. The RRO allows online
monitoring of the subdetector event information, and passes the data on to the
event builder (EB) valet. In the EB, the data from the different subdetectors are
merged to one event, which is then sent via an optical data link to tape recording
and online event monitoring.

2. In the fast data stream, only certain information collected by the various
trigger stages is written to tape (~ 1000 bytes/event), but at an increased rate of
~ 1200 events per second. ThlS fast data stream is needed to collect the required
statistic of several 10° K° (K ) — @7 events for the anticipated precision in the
determination of &'/e with the integral asymmetries I, _ and Iyo.
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3 The Proportional Chambers PC1 and PC2

PC1 and PC?2 are two extremely light, cylindrical multi wire proportional chambers
with good spatial resolution. They are the innermost tracking devices of the CPLEAR
detector. The two chambers are identical except for some geometrical quantities. They
provide both wire and strip information, allowing the reconstruction of two points on
each charged particle track traversing the chambers. The wire information is used by
the online trigger-logic to validate a track and to identify it as primary or secondary
track.

Since access to the chambers is only possible from the downstream side of the detector,
PCl and PC2 are supported and read out from this side, including high voltage and
gas supply connections.

3.1 Principle of Operation of Proportional Chambers

A brief description for the operation of such a multi wire proportional chamber is
described below, whereas more details may be found in [18], [19].

Multi wire proportional chambers consist of an anode plane made of many thin parallel
wires, placed between two cathode planes. The cathode planes are often foils, carrying
a thin layer of metal in the form of strips. The volume between the cathode planes is
filled with a suitable gas. Figure 3.1 shows the important geometrical parameters of
such a chamber.

cathode plane

I: half gap
s: wire pitch
a: wire radius

Zz X’ anode plane

cathode plane

Figure 3.1: The important geometrical parameters of a multi wire proportional cham-
ber. For PC1 and PC2 they are [ = 3 mm, s = 1 mm and 2a = 15 pm.

The analytic expressions for the electrical potential V(z',y’) and the electric field
E(z',y") are given below. The formulae are obtained with the convention that the
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potential is zero at the cathode planes and has the value V, at the surface of the anode
wires. The coordinate system (2',y’, 2’) is defined in figure 3.1. The expressions for V
and FE are [18]

V) = 2 .(2—“-1n (4 [sin2(1:—')+sinh2(%y'])) o (3.1)

47e, s

[v)

CV, sin(%Z)- cos(ZZ)

E.(d,y) = v — 3.2
@)= s T + sint(2) &
CV, sinh(ZL)- cosh(Z)
E, (z',y) = z. 2 poor el 3.3
) = e () 1 st () 3)
E (z',y) = 0, (3.4)
_ CV, |1+ tan?(==)tanh?(Z£)
E I, ] = . - S ": R 3.5
| E(=y) | 2e,8 J tan?(Z£) 4 tanh®(ZL) (3:5)
with ore
iy
C=——-"F, 3.6
T () o
where Vo is the potential difference between anode and cathode,
C is the capacitance per unit length of one anode wire with respect to

the cathode planes,

is the gap between anode and cathode planes (half gap),
is the distance between two wires (wire pitch) and

a is the wire radius.

&n ™~

Figure 3.2 shows the electrical potential and the field strength for the geometry of PC1

and PC2 at a voltage of V, = 2700 V. The electric field strength at the anode wires

(E,) and at the cathode planes (E.) are approximately given by
LCV, 1 U2

ore, a and B~ 26,8

(3.7)

A charged particle traversing the chamber interacts with the chamber gas, mainly
by Coulomb-interaction. The energy loss in the gas is given by the Bethe-Bloch for-
mula [18]:

dE _dE Zp 2mc? B2 Ey
=& [ (Fem) -7 o
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Figure 3.2: The electrical potential (a) and the electric field strength (b) for PC1 and
PC2 with V, = 2700 V, s = 1 mm, [ = 3 mm and a = 7.5 pm.

with z = X-p,
K = 27N z2et ,
mc?
2mc?p?
Bu = 174
where Z,A are the mediums atomic number and atomic mass,
p,I are the density and effective ionization potential of the medium,
z is the charge of the traversing particle,

m,e are the mass and charge of the electron and
N is Avogadro’s number.

Gas molecules are ionized along the particle trajectory, due to the interaction of the
particle with the chamber gas. The resulting number of electron-ion pairs, N, is

AE
Np=np't=-ﬁ-'t, (39)
where n, = number of electron-ion pairs per unit length,
t = track length in gas volume,
AFE = total energy loss in the chamber and
W; = mean effective energy needed to produce one electron-ion pair.
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This process of primary ionization is the basis for detecting charged particles in wire
chambers. Under the influence of the electric field, the ions move towards the cathode,
while the electrons drift to the closest anode-wire. Close to the wire, the electric
field becomes very strong, and the electrons gain enough kinetic energy to ionize
more gas molecules. This secondary ionization, also called gas amplification, leads
to an avalanche of electrons and produces a charge large enough to be detected with
electronic devices. The gas amplification factor, M, is usually in the range of 10* to

108.

The drift of electrons and ions in the electric field reduces the electrostatic energy
stored in the chamber, and hence induces a negative signal on the anode wire hit by
the avalanche and a positive signal on the cathodes. The drift of electrons produces
the fast rise of the output signal but contributes little to the pulse height. This is
because the electron drift velocity is high, but the mean drift length is short, since
most of the electron-ion pairs are produced by gas amplification, which starts only a
few wire radii away from the anode wire. The main contribution to the pulse height
comes from the positive ions, which have a long drift length.

v X u
p .
\ E,i : . pulse height
/ lnte;%cttlon . distribution
!

v

strips of strips of
cathode 1 cathode 1
anode anode
wires wires
strips of strips of
cathode 2 cathode 2

Figure 3.3: Pulse height distribution on anode wires and cathode strips, which allow
the reconstruction of the intersection point between the particle trajectory and the
anode plane.

The electric signals induced on anode wires and cathodes allow the reconstruction of
the intersection point between the particle trajectory and the anode plane, as explained
in figure 3.3. The anode wire signals determine the z’-coordinate with an intrinsic
precision of £s/2. For the reconstruction of the z’-coordinate, the cathode planes
are subdivided in strips which form an angle of +o to the wires. Two planes of
strips at different angles to the wires are needed in order to reconstruct more than
one intersection point in the same event unambiguously . The induced pulse height
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distributions on the strips, which is Gaussian and centered at the intersection point,
allow the determination of the coordinates perpendicular to the strip direction (u and
v). The z'-coordinate can then be calculated from the u- and v-coordinates.

electrostatic properties | gas amplification properties

C = 446 pF/m|dEJ/dX = 285 keV/em
E, = 28-100" V/m | W; = 24 eV
E. = 6.80-10° V/m Ny 112 cm™?

M ~ 2.10°

Table 3.1: Electrostatic and gas amplification properties of PCl and PC2 for
V,=2700 V, [=3 mm, s=1 mm, a = 7.5 ym and a gas mixture of 79.5 % argon,
20.0 % isobutane and 0.5 % freon.

In table 3.1, the electrostatic and gas amplification properties for the geometry and
gas mixture of PC1 and PC2 are listed. The quoted number of primary electron-ion
pairs, n,, does not take into account the freon in the gas mixture, which captures a
fraction of the primary electrons (see section 3.8.1).

3.2 Geometry of PC1 and PC2

ter shieldi, kapton foil with
SN <«— rohacell
<— outer cathode (kapton foil with
aluminium strips)
</- anode wires
gas mixture
<— inner cathode (kapton foil with
<~_ rohacell aliminitim strips)
N\t <~ inner shielding (kapton foil with
B aluminium layer)
(not to scale)

Figure 3.4: Transverse view of a chamber wall section.

Each of the proportional chambers PC1 and PC2 consists of two cylinders with different
radii. The smaller cylinder carries the inner cathode and the anode wires, while the
larger one supports the outer cathode. Figure 3.4 shows a transverse view of a chamber
wall section.
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parameter " PC1 | PC2
outer radius 10025 mm | 132.00 mm
radius of outer strips 98.25 mm 130.00 mm
radius of wires 95.25 mm 127.00 mm
radius of inner strips 92.25 mm 124.00 mm
inner radius 90.25 mm 122.00 mm
active length 700.00 mm 700.00 mm
outer wall thickness 2.00 mm 2.00 mm
inner wall thickness 2.00 mm 2.00 mm
full gas gap 6.00 mm 6.00 mm

| wire spacing 1.039 mm 1.039 mm
number of wires " 576 768
wire diameter 15 pm 15 pm
strip width 1.721 mm 1.721 mm
strip gap 0.500 mm 0.500 mm
number of outer strips 262 325
number of inner strips 246 310
outer strip print pitch 2.356 mm 2.513 mm
inner strip print pitch 2.356 mm 2.513 mm
dp/dz of outer strips —0.2062 Deg/mm —0.2332 Deg/mm
dp/dz of inner strips +0.2196 Deg/mm +0.2445 Deg/mm
angle o betw. strips and wires || +19.474 Deg +27.888 Deg
covered solid angle | 0.965- 47 steradians | 0.940 - 4r steradians

Table 3.2: Geometrical parameters for PC1 and PC2.

The activelength of a chamber is 700 mm and the radius of the anode plane is 95.25 mm
for PC1 and 127.00 mm for PC2. The covered solid angle is (0.965 - 47) steradians for

PC1 and (0.940 - 47) steradians for PC2.

With a wire pitch of 1.039 mm, both chambers have an intrinsic spatial resolution of

0rp = 300 pm. In table 3.2, the geometrical parameters are listed in more detail.

3.3 Gas Mixture

To find a good gas mixture, we made extensive tests with a small prototype chamber
(see [19]). As a result of these tests, two mixtures were found with equally good -

characteristics, such as plateau length, plateau start, gain etc. (see section 3.8.2).
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The two mixtures are:

e 79.5 % argon, 20.0 % isobutane, 0.5 % freon  and
® 69.0 % argon, 30.0 % ethane, 1.0 % freon.

For PC1 and PC2, the latter mixture with ethane (C;Hg) as the main quenching com-
ponent was initially chosen due to the then, supposedly less problematic consequences
of aging in this mixture. However, both cathode foil etching (due to high electric field)
and polymerization resulting in anode wire deposits (due probably to higher quencher
concentration) were experienced after high rate source tests. After thorough clean-
ing of both chambers, we decided to change to the isobutane mixture with a lower
quencher concentration and thus a lower working voltage. So far, no deposits have
been noticed and no further cathode foil etching has occurred.

The functions of each gas component are [18]:

Argon: Avalanche multiplication can start at much lower electric fields in nobel gases
than in complex molecules, where many non-ionizing energy dissipation modes
are available. Thus, a mixture with a noble gas as the main component has the
advantage of a low working voltage. Within the family of nobel gases, argon
is the best compromise between a high ionization yield and low cost. However,
using argon alone leads already with low gains to a permanent discharge for the
following two reasons:

o In the process of the gas amplification, atoms are ionized and excited. The
only way an excited argon atom can return to the ground state is by emitting
a photon. Since the minimum energy of the photon (11.6 eV for argon) is
always above the ionization potential of the cathode material (5.96 eV for
aluminium), the photon can extract an electron from the cathode, which
then initiates a new avalanche.

e Under the influence of the electric field, the argon ions drift to the cathode
and are neutralized by extracting an electron from the cathode material.
The difference in energy is compensated by the emission of a photon or the
emission of a second electron from the cathode (secondary emission). Both
processes can lead to a new avalanche.

Isobutane: Isobutane (C4H;o), the quenching component of the mixture, makes a
stable high-gain operation of the chambers possible by:

photon absorption: Isobutane has many rotational and vibrational degrees of
freedom. This allows the absorption of photons over a wide energy range.
The excess energy can be dissipated either by elastic collisions or dissocia-
tion into simpler radicals. '
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charge exchange: The ionization potential for isobutane (10.8 eV) is lower
than for argon (15.8 V), resulting in a very efficient charge exchange mech-
anism:

Art + CH;o — Ar + CHf

Although most of the primary ions are argon atoms, mainly isobutane ions
neutralize at the cathode.

suppression of secondary emission: When isobutane ions neutralize at the
cathode, the radicals either break up into simpler molecules {dissociation)
or form larger complexes (polymerization). Secondary emission is very un-

likely.

Freon: Freon (CF3Br), an electronegative gas, captures free electrons and forms neg-
ative ions which are too heavy to induce avalanches. We added freon to the gas
mixture for three reasons.

e If freon is present in the gas in such a concentration that the mean free path
for electron capture, Ay, is shorter than the distance from the anode to the
cathode, electrons liberated at the cathode (either by photon absorption or
secondary emission) will have a very small probability to reach the anode.

o Freon reduces the mean wire hit multiplicity, especially for inclined tracks,
since only electrons within a distance of A, can reach the anode. This
results in an improved spatial resolution of the chamber.

e Freon reduces the maximum electron drift time and hence improves the rate
capability of the chamber.

3.4 Materials Used in the Construction

In order to minimize regeneration effects (see 2.4), the proportional chambers are
required to have a low mass in the active region of the detector. This implies a
construction of the chamber walls with either light or very thin materials. On the
other hand, the chambers must be strong enough to withstand the stress produced by
the wire tension (~ 230 N for PC2) and to be supported on one side in the detector,
since access is only possible from the downstream side.

To meet these requirements, a self-supporting sandwich structure of rohacell and kap-
ton foils was used for the chamber walls. The resulting surface density for one complete
chamber is only 41.5 mg/cm?, representing 1.1 - 10~ radiation lengths (X,). The dif-
ferent contributions are listed in table 3.3.

The chambers are made of rohacell (a polymethacrylimide hard foam), kapton poly-
imide films, stesalit rigid sheet materials, araldite glue and goldplated tungsten-rhenium
wires. The purpose of each material is explained below, whereas their properties are
summarized in table 3.4.
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contribution surface density | radiation lengths
from [mg/em?] | [107°X,]

1 kapton foil (25 pm) 35 | 87
1 rohacell sheet ( 2 mm) 10.0 25.2

1 araldite layer 1.5 4.0

anode wires 0.3 5.1

gas ( 6 mm) 1.2 5.0

1 chamber wall “ 20.0 50.6

1 chamber 41.5 111.3

Table 3.3: The different contributions to the surface density and the radiation lengths

of a chamber.

material

Rohacell

Kapton
H

Luma Wire

Stesalit

Araldite

constant

50

_861

4411 W

__Standard

density

[kg/m’]

50

1.42-10%

19.2-10°

1.8-10%

1.1-10%

coeflicient of
thermal expansion

[m/(m ° K)]

3.3-10°°

2.0-107°

4.5-107°

11.5-10°¢

~T7-107°

coefficient of hygro-
scopic expansion

[m/(m - %rel.hum.)]

1.3-107°

2.2-10°°

tensile modulus

| |

7.0 - 107

3.0-10°

4.1-10"

24-10"

~5-108

max. tensile strength ||

[N/m?]

1.9-108

1.7-108

3.5-10°

6.6 - 108

1.5.107

dielectric strength
[kV /mm]

280

19

17

radiation lengths
[m]

7.94

0.29

3.5-1073

0.35

Table 3.4: The important properties of the materials used in the construction of PC1

and PC2.

Rohacell is a hard foam with a good relation between density and stiffness. The
2 mm thick plate gives the chamber wall the required rigidity.

Kapton polyimide film is a 1igf1t and extremely tough insulator. The two 25 ym
thick foils reinforce the chamber walls and help to keep the form as cylindrical
as possible. The foils are aluminised, either completely for electrical shielding
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or in strips for the cathodes. The aluminium layer for the shielding is 0.03 xm
thick, while the strips have a thickness of 0.1 um. Since the strips can be easily
damaged by scratches, the foils must be handled with care.

Stesalit is made of layered glass fibre mats and epoxy. The rings support and protect
the fragile chamber walls and the readout prints, contain the gas inlets, and
provide connections to further support structures.

Luma Wire is made of a tungsten based alloy with 3 % rhenium and has a goldplated
surface (0.15 pm). The addition of rhenium increases the tensile strength of the
wire, while the goldplated surface ensures good electrical properties.

3.5 Construction of PC1 and PC2

PCl and PC2 consist of an inner cylinder (inner chamber wall) carrying the inner
cathode and the anode wires and an outer cylinder supporting the second cathode
plane. Both cylinders are made of a self-supporting sandwich structure, consisting of
rohacell with two kapton foils glued on either side with araldite. At the ends of the
cylinders, stesalit rings and the read-out prints are glued on. Diagram 3.5 shows a
side view of the chambers.

For the construction of each chamber wall, a precisely machined hollow steel cylinder
was used, with a vacuum pump connection and many small holes in the wall. This
allowed an underpressure to be maintained in the steel cylinder which helped to press
the different layers tightly against the cylinder. In this way, air-pockets were avoided
and irregularities in the cathode radii could be reduced.

The construction of an inner wall is described here. Before the construction could
start, the rohacell sheet had to be preshrunk in an oven for 6 hours at a temperature
of 180 °C. The sheet was then cut to the right form, wound around the steel cylinder
and pressed against it with teflon tape. The whole cylinder was again placed in the
oven under the same conditions, allowing the tension in the rohacell due to the bending
to be removed and leaving the rohacell in a cylindrical form.

The next step is the sandwich construction of the chamber wall. In order to remove
the completed chamber wall from the steel cylinder without damaging the innermost
aluminium layer, a thin film of teflon was first sprayed onto the steel cylinder. Then
we put a mylar foil around it which again was sprayed with teflon. This procedure
is particularly important for the outer cylinder, where the cathode strips are on the
inside (see figure 3.4).

For the inner wall, the first layer is the fully aluminised kapton foil with the aluminium
layer on the inside of the cylinder. On top of it, the 2 mm thick rohacell sheet was
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Figure 3.5: Cut along the z-axis through both chambers.
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glued and finally the kapton foil with the aluminium strips was added with the strips
being on the outside.

To glue the different layers together, an amount of araldite corresponding to 3 mg/cm?
was first spread on an separate mylar foil. The amount of glue was split between the
cylinder and the foil by winding the foil around the cylinder and removing it again
several times. In this way, we achieved an araldite layer of only 1.5 mg/cm? uniformly
spread on the cylinder surface and the next layer could be added.

aluminium
strips

w : width of cylinder

¢ :circumference of
cylinder

: strip length

o :angle between
strips and wires

L3 >
l

Figure 3.6: Preparation of a kapton foil.

The layers are cut in the form of a parallelogram, as shown in fig. 3.6. For the inner
kapton foil and the rohacell sheet, the angle « is 45 degrees, while for the cathode
foils a is equal to the angle between the strips and the anode wires (see table 3.2).
The inner kapton foil, carrying the shielding layer, has a width of 740 mm, while the
rohacell and the cathode foils are 750 mm wide. This difference in width is necessary
to avoid sparking at the end of the cylinder due to the potential difference between
the cathode and the shielding.

Before the cathode foil was added, the rohacell was ground down to the exact radius.
In order to glue the cathode foil on the rohacell, a kapton band, 5 mm wide, was
placed along the joint between the rohacell and the foil. This was necessary to ensure
good contact between the cathode foil and the rohacell sheet along the joint, where
the two ends must not overlap.

Two wire supports (see figure 3.5), made of rohacell bands 5 mm wide and 3 mm high,
and the two stesalit rings carrying the anode prints were then glued in place on the
cathode foil. The stesalit rings and the wire support structures were ground down
until the anode prints matched perfectly. Finally, a kapton band was glued on top of
the wire support bands.
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The wire supports are necessary to avoid displacements of the anode wires due to
electrostatic forces. The relationship between the wire tension 7 and the critical un-
supported wire length L, is given by [18]

s
== fImear, 3.10
L oV, Awe,T (3.10)

where s is the wire pitch, C is the capacitance per unit length of one anode wire
with respect to the cathode planes (equation 3.6) and V, is the potential difference
between cathode and anode. The maximum allowed tension for the Luma wire is 0.62
N (see table 3.4). We choose a tension of 0.3 N, which corresponds to a critical length
L.=48 cm for a high voltage of V,=2700 V. With the wire supports at z = £17 cm
for PC1 (z=%15 cm for PC2), the maximum distance between two supports is 34 cm
and hence uncritical.

The inner chamber wall was removed from the steel cylinder and most of the remain-
ing stesalit rings and the cathode readout prints could be glued in place. We used
small metal bands to connect the cathode strips to the printed circuit boards. The
approximately 1 cm long and 0.2 mm wide bands had been soldered on the print in
advance and suitably bent. Once the cathode print was in position, these metal bands
pressed against the cathode strips and could easily be contacted with conductive silver
paint. The connections were covered with araldite for protection.

At the non-readout side, all the cathode strips were interconnected with a high resistive
graphite paint in order to avoid a charging up of partially disconnected strips. The
resistance between two strips is in the range of 10 k2 to 100 k2 and hence has no effect
on the cathode signals. The electronic components were then mounted on the cathode
print and two layers of electrically insulating varnish (Scotchcal 3930) were sprayed
to avoid sparking. Next, the anode print and the last stesalit rings were added. Both
cathode and anode prints were reinforced with several smaller stesalit rings.

Finally, the anode wires had to be soldered. The Luma wire, on rolls of 800 m, was
stretched by machine onto a large frame, with a tension of 0.3 N and a pitch of 1 mm.
From this frame, the wire was soldered to smaller frames, leaving the tension and pitch
unchanged. One of these smaller frames was then mounted together with the inner
cylinder on a specially designed apparatus, from where the wires could be soldered
directly on to the prints. The positional adjustment of the wire on the solder pad was
made by eye, using a magnifying glass.

For PC2 with 768 wires, the wire tension produces a stress of 230 N on the chamber
wall, causing the cylinder to shrink a little. To have equal tension for all wires, the
inner cylinder was precompressed with a load equal to the total wire tension and then
this load was reduced gradually during the soldering. In order to keep the stress on
the inner chamber wall symmetric, only every eighth wire was soldered in one turn.
When all the wires were soldered, they were glued to the wire supports with araldite.
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Figure 3.7: Design for the anode (a) and cathode (b) print sector, each containing 16
channels.

Figure 3.7 shows the design of the anode and cathode print sector, corresponding
to 16 channels. The anode print contains an integer number of sectors and no high
voltage connections. The cathode prints are more complicated, because they carry
high voltage and ground potential tracks close together and contain not an integer
number of sectors. The channels are interconnected with 100 k() resistors in order to
keep disconnected strips (e.g. broken readout cables) from charging up. The cathode
signals are decoupled from the high voltage with capacitors of 680 nF. Due to the high
density of strip channels on the print, we used small (5 X 4 x 2.5 mm?®) surface mount
device (SMD) capacitors and arranged them in two rows.

During the construction of the chamber, the following tests were performed:

1. The connections between the cathode strips and the readout prints were tested.
Only connections with a resistance of less than 8 Q were accepted.

2. Before mounting the capacitors on the cathode prints, they were kept under
a high voltage of 1500 V for 24 hours. Capacitors showing any current were
rejected.

3. Several kinds of varnish suitable for high voltage insulation were tested to cover
the cathode prints. For each kind, a fully equipped print sector was prepared
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and sprayed with two layers of varnish. The sector sprayed with Scotchcal 3930
held the highest voltages.

. The tension of every wire was measured before it was glued to the wire supports.
This was done by placing the wire in a magnetic field and inducing an alternating
current in the wire. The frequency of the current was then varied until the first
harmonic was observed. The basic frequency v, and the wire tension 7 are related
as [20]
1 T

=57 i (3.11)
where p;, = a?zp is the wire mass per unit length, a is the wire radius and L is
the wire length. The frequency for a wire tension of 0.3 N is 209 Hz. We accepted
basic frequencies in the range of 205 Hz to 225 Hz. This corresponds to a lower
limit for the wire tension of T, = 0.29 N and an upper limit of e, = 0.35 N.

Yo

. The change of the critical high voltage V., above which electrostatic instabilities
of the anode wires may occur, was calculated for the following three effects:

e A wire pitch reduction, As, due to inaccurate wire positioning on the
solder pad.

e A temperature change, AT.

e A change in the relative humidity, AH.

From equation 3.10 and 3.6, V,,;; is given by

s 1 /7 27a
Verit = —C—Z-\/47rso1' = f"reo [wl — sln (——s—)] . (3.12)

The wires of PC1 were soldered at T, = 21.5°C and H, = 42 %. PCl is the
more critical chamber, since the maximum unsupported wire length is L. =
0.34 m, while for PC2 L., = 0.30 m. Inserting the values Tpi, = 0.29 N and
L., = 0.34 m in equation 3.12, one finds for PC1 a critical high voltage of
Virie 2 3800 V.

The influence of a gap reduction on Vi can be obtained from equation 3.12 as

’ OV 1 [T 21a
ds L\ e, [1 B ln( s )] ) (3.13)

The calculation of the dependence on temperature and relative humidity is based
on the following assumptions:

¢ The values quoted above for 7,,,;, and V,,;; are valid for the initial conditions
T, and H, during the wire soldering.

o The gas mixture, which determines the conditions for the kapton foils ad-
joining to the gas volume, has a temperature Tg = 20°C and a relative
humidity Hg = 0 %.
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¢ Outside the chamber (and for the outer kapton foils), the temperature and
relative humidity change to T;,,; = T, + AT and H,,; = H,+ AH.

¢ In the rohacell between the kapton foils, the temperature and the relative
humidity is given by (Tg + Tout)/2 and (Hg + Hout)/2, respectively.

e Kapton foils and rohacell, as well as inner and outer cylinder are fixed
rigidly.

The change in the cylinder length AL (and thereby AV,;) is then calculated
by balancing of forces produced by all the changes in length of the different
materials under the new conditions.

Taking into account the changes in temperature and relative humidity due to the
gas mixture, but leaving the conditions outside the chambers unchanged, Vi is
lowered by ~ 200 V to

Verit ~ 3600 V.

The dependence of V,,;; on s, T,y and H,y; is, to a good approximation, linear
in the considered range and was calculated to be

ach1‘£1&
“Bs
achri't
aTout
a‘/c'rit
OH
Since the temperature in the experimental hall is guaranteed to be above 10 °C

and the wires are easily positioned within 100 um of the nominal position on the
400 pm wide solder pads, the worst case is given by

~ 1.2V/um, (3.14)

~ 6.8V/°C, (3.15)

~ 4.1 V/%rel. humidity. (3.16)

s =800pm — As ~—-200pm— AV,;~-—240V,
Tows = 10°C - AT, ~—-115°C— AV,;~— 80V,
Hout =0 % — AHo‘u.t ~ —42.0 % — AVm-t ~ —~ 170 V.

Thus, one finds for the lower limit of the critical voltage
Verit > 3110V,

which is still well above the required high voltage of ~ 2750 V for fully efficient
anode wires (see section 3.8).

3.6 Installation in the CPLEAR Detector

The proportional chambers were assembled and connected to their support structure
outside the experimental area. The support structure shown in diagram 3.8 consists
of several flanges and two disks and has the following purposes:
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o The PC coupling flange connects the support structure with PC1 and PC2.

e The drift chamber end flange is attached to the main PC support structure via
the intermediate DC coupling flange, which allows both vertical and horizontal
adjustment of the structure with the adjustment screws.

e The chariot coupling flange provides a connection to the ”chariot”, needed to
insert the chambers into the detector.

o The support disks guide the target extraction tube and support the PC readout
cables, high voltage cables and the gas tubes.
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Figure 3.8: Support structure for the proportional chambers.

All readout cables were tested for continuity prior to mounting them on the prints.
After the cabling, all channels were checked again for continuity and proper contact
between cables and print connectors.

The proportional chambers were then transported to the experimental area, mounted
on the ”chariot” and inserted into the detector. The "chariot” was removed again
after the support structure was fastened to the DC flange.

With the help of several survey markers and a set of cross wires, placed on the up-
stream stesalit rings, the chambers were surveyed and both vertically and horizontally
adjusted.
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3.6.1 Expected Sag of the Proportional Chambers

Since the proportional chambers are supported from only the downstream side, the
opposite side sags mainly due to the weight of the stesalit rings. The size of this effect
was calculated with the following assumptions:

1. The complete structure of PC1 and PC2 consists of

¢ 8 kapton cylinders
¢ 4 rohacell cylinders and
¢ 2 tungsten-rhenium cylinders with a cross section equal to the sectional

area of the anode wires.

The araldite layers are neglected.
2. All cylinders are fixed rigidly.

3. The bending radius at each point along the cylinder axis is calculated by bal-
ancing of the torques produced by the weight of the unsupported stesalit rings
and the expansion and compression of the different cylinders. The weight of the
chamber walls is neglected.

y
T L *length of cylinder

F :weight of stesalit
rings

g

y(Z') : cylinder axis
(neutral axis)

Yme - Maximum vertical
deviation

R(z"): bending radius
(z'-dependent)

R(Z)

Figure 3.9: Sag of the proportional chambers due to the weight of the unsupported
stesalit rings.

The definitions and the coordinate system used for the following calculation are ex-
plained in figure 3.9. For a slight bending of the chambers, the vertical displacement
of the cylinder axis can be approximated by

(o
y(Z) - Btot 2 L 3 ’ (3.17)




with

Btat = Z Ei ° Ji )

all cylinders
.\ 4
5= 3= 6]

where L is the length of the cylinders (0.71 m), F' is the weight of the unsupported
stesalit rings (=~ 49 N), E; are the tensile moduli (or Young’s moduli) of the cylinder
material and ri* (r¢*) is the inner (outer) radius of the cylinder. With this model
calculation, the following results were found:

1. The maximum vertical deviation of the PC cylinder axis from the detector axis
is
~Ymaz = —y(L) =0.98 mm .

2. By adjusting the vertical position of the upstream cylinder end with the mech-
anism described above, this maximum deviation is reduced. Assuming both
cylinder ends on the detector axis, one finds

—Ymaz = —Y(2]) = 0.19 mm
for 2, = 0.30 m.

3. The maximum gap reduction, Al, due to bent cathode planes but straight anode
wires between supports is

Al =0.045mm (PC1),

and thus less than 2 %.

4. The weight of the stesalit rings is carried in the following way:

¢ 34.5 % (= 16.9 N) by the outer cylinder of PC2,
® 35.9 % (~~17.6 N) by the inner cylinder of PC2,
© 14.9 % (~ 7.3 N) by the outer cylinder of PC1,
¢ 14.7 % (~ 7.2 N) by the inner cylinder of PC1.

To verify the calculation, a stress test was performed with a chamber wall having the
same geometry as the inner cylinder of PC2. One side of the chamber wall was rigidly
attached to the test stand. The deviation of the unsupported cylinder end from its
initial position was measured, while the load on this side was gradually increased up
to 30 N. Good agreement was found between the measured and calculated values, as
shown in diagram 3.10.
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Figure 3.10: Result of the stress test with a cylinder equivalent to the inner wall of
PC2.

3.7 Readout of the Wire Information

So far, only the wire information of the proportional chambers is read out. For the
cathode strips, a readout with Analog-to-Digital Converters (ADC’s) is planed in the
near future at least for one chamber.

Figure 3.11 shows the readout chain for the PC wires. The wire signals are first
passed through the preamplifier and discriminator module, and then arrive at the
cluster processors (CP’s). The preamplifier-discriminator cards are identical to those
used for the drift chambers and are built by Saclay [12]. The cluster processors, built
at PSI, communicate with the trigger and send the wire information to the PC Root
Read Out (PC RRO). The CP’s are controlled by an IBM AT.

3.7.1 The Cluster Processors

Each proportional chamber has its own dedicated cluster processor, consisting of

o 1 cluster processor interface (CPI300) and
® 4 (6) cluster processor modules (CP300) for PC1 (PC2), each capable of handling
144 channels. '
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Figure 3.11: Readout chain for the proportional chamber wires.

The CP provides fast proportional chamber wire information to the trigger logic and,
if an event is validated by the trigger, passes the wire information on to the PC RRO.
The operation of the cluster processor is now discussed in more detail:

"STROBE-FE” from trigger: If an event passes the early decision logic (EDL), the
trigger sends a "STROBE-FE” signal to the subdetectors front-end electronics
(FE). Receiving the ’STROBE-FE”, the CPI300 generates and distributes a gate
signal to the CP300 modules. The distributed gate signal opens the coincidence
gate of the CP300 input registers for ~ 80 ns, and the wire hit signals are latched.
The cluster processor then performs the following logical functions:

gap filling: Neighboring hits with no more than one missing wire between them
are grouped together in hit clusters. The ”"gap filling” logic, which can be
enabled or disabled, fills missing hits in a cluster.

cluster center address: The address of each cluster center is calculated.

sector pattern of cluster centers: For the communication with the trigger,
each proportional chamber is logically subdivided in 64 sectors, one sector
corresponding to 9 (12) wires for PC1 (PC2). The CP calculates the sector

hit pattern of the cluster centers.

Approximately 150 ns after the input signals are latched, the sector pattern
is sent to the intermediate decision logic (IDL). For events reaching the track
parameterization stage, the cluster processor provides the trigger with the cluster
center addresses.

PYREADOUT?” from trigger: The trigger distributes a "READOUT” signal to the
FE if an event is validated. This causes the CPI300 to initiate the data transfer
to the PC RRO. The time needed for the transfer depends on the number of hits
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and is ~ 20 ps for "golden” events. The data registers are reset as soon as the
data transfer is completed.

PCLEAR?” from trigger: For events failing the trigger conditions, a ”CLEAR?” sig-
nal is sent, causing the CPI300 to reset all data registers in ~ 200 ns.

In addition, the cluster processor provides at the front panel a "FAST OR” of the wire
hit signals and a "GATE” output, which may be used to set the gate timing and for
test purposes. :

3.7.2 Control of the Cluster Processors

An IBM AT compatible computer is used to program, setup and control the cluster
processors. The AT, connected via the parallel ports to the CP’s, has the following
functions:

chip loading: The CP300 logic is realized with Xilinx circuits. The program deter-
mining the chips internal architecture and connections is loaded from the AT.

gate setting: The delay between the arrival of "STROBE-FE” and the distribution
of the gate signal to the CP300 modules (0 - 200 ns), as well as the width of the
gate (50 - 300 ns), can be set from the AT.

wire masking: The CP’s allow masking of noisy channels. The AT controls the mask
pattern and enables or disables the mask option.

testing: Two programs running on the AT perform an internal test of the cluster
processors and test the data transfer between CP and PC RRO.

3.8 Performance
3.8.1 Gas Amplification

The gas amplification factor M (see section 3.1) can be determined by a measure-
ment of the total current pulled by the proportional chamber, Ipc, for a known pp
annihilation rate, R,;. The current pulled by the chamber is given by

Q
Ipc=&§'ﬁch"ﬁg'n;ff'M'ea (3.18)
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where R is the pp annihilation rate,
Tis is the mean charged particle multiplicity,
Qpc is the solid angle covered by the proportional chamber,
nf! is the mean number of primary electron-ion pairs per track, within
a distance Ay, of an anode wire,
M s the gas amplification factor and
e is the electron charge magnitude.

mean charged particle multiplicity ficy: For the determination of 7, only anni-
hilations into pions are considered. The branching ratios for pionic annihilation
channels, constituting approximately 95 % of all annihilations, are [21]:

e multi #° : BRx~ 32%
et 7= +4+n7® (>0) : BR~414%
027t 27 +n7® (n>0) : BR~476%
e37t3r +n7x® (n>0) : BR~ 36%

With this branching ratios, one finds

Mep, ™~ 3.1.

solid angle Qpc: The chamber current Ipc was measured for PC1. The solid angle
covered by PC1 is (see table 3.2)

Qpc = 0.965 - 47 steradians.

effective number of primary ion pairs ngﬁ: The electronegative freon (CF3Br)

in the gas mixture captures a part of the primary electrons. The mean free
path for electron capture, )y, is approximately given by [18]

1
Acap 2 (—1—5—'}3')'mm ~ 1.33mm, (3.19)

where P is the concentration of freon in percent (P = 0.5). We assume that only
the primary electrons produced within a distance of A, of an anode wire can
initiate an avalanche. The freon thus defines an active gas volume around the
anode wires with a mean thickness d given by (see diagram 3.12)

- F 4 rs/2
= —_—= - 2 g2 !~
d . . /0 VA%, —2?ds’ ~ 26 mm, (3.20)

where F is the active area per wire and s is the wire pitch.
For isotropic track directions, the mean track length 7 in the active gas volume
(see figure 3.13) is derived to be

—d-In(tan(6/2)) 4mm, (3.21)

- _ 1 xf2 _
b= (7r/2 - Omin) Omin t(a) d0 = (7('/2 — Hm,-n)
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Figure 3.12: Active gas volume defined by the mean free path for electron capture.

active gas _particle track
volume N R :radius of anode
t(0).- plane
e e T --: W e = 3 - t ( e) : tr a ck l en gth in
) '[ R active gas volume
aio > Z .
O - Minimum polar

angle

Figure 3.13: Track length in the active gas volume for a given polar angle.

where ¢(9) is the track length for a given polar angle 8, and 8,,,;, is the minimum
polar angle (~ 15.2 degrees for PC1).

With the approximation of minimum ionizing particles, one finds the effective
number of primary electrons to be

ntfl o~ n, T~ 45, (3.22)

where n, is the number of primary electron-ion pairs per unit length, listed in
table 3.1.

Inserting the values for i, Qpc and n;f f into equation 3.18, one gets for the gas
amplification factor M:

M ~ (45-107) - %&{f‘% (3.23)
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Figure 3.14: PC1 chamber current versus pp annihilation rate, measured for five dif-
ferent high voltage values.

Vo [V] | Ipc [#A]/Rpp [kHz] | M
2500 1.2-1002 ] 0.6-10%
2600 2.1-10-3 1.0-10°
2650 3.0-10—° 14-10°
2700 42102 1.9-10°
2750 7.7-10-3 35.10°

Table 3.5: Gas amplification factors M for different high voltage values.

Figure 3.14 shows the PC1 chamber current for several high voltage values, plotted
versus the pp annihilation rate. The ratios Ipc/ Rz, determined with straight line fits,
and the gas amplification factors M are listed in table 3.5. For our working voltage of
V, = 2750 V, we obtained

M ~35-10°.
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3.8.2 Chamber Efficiency

The particle detection efficiency of a proportional chamber is determined by the total
amount of charge produced in the chamber due to the traversing particle, the resulting
pulse height on anode wires and cathode strips as well as the sensitivity of the readout
electronics.

e The total amount of charge, @y, is given by the product of the number of
primary electrons produced within a distance A, of an anode wire, n¢/f, and
the gas amplification factor, M. The gas mixture determines n¢//. The gas
amplification factor is given to first order by the chamber geometry, the applied
high voltage and the gas mixture. However, at high ionizing particle rates M
can be reduced due to the accumulation of a positive space charge close to the
anode wires, which distorts the electric field.

o The induced pulse height on wires and strips is proportional to Qy.; and depends
further on the differentiation time constant 7 = R - C [18], where R is the
impedance of the wire (strip) termination and C is the capacitance of the wire
(strip) with respect to the cathode (anode). High impedance terminations (and
thus long differentiation time constants) have the advantage of maximum pulse
heights, while low impedances shorten the pulses and thereby increase the rate
capability of the chamber.

o The amplification factor and the discriminator threshold of the readout electron-
ics finally decide whether the induced signal can be detected.

The results presented here for the chamber efficiency are based on:

1. Tests with a planar prototype chamber, using electrons from a ®°Sr source.
2. Measurements with the test chamber under beam conditions.
3. An offline analysis of the PC performance during run periods 8 and 9.

First, the experimental setup of the source and beam tests with the prototype chamber
are described. - '

3.8.2.1 Source Test Setup

The experimental setup for the %Sr source test is sketched in diagram 3.15. The
prototype chamber has an active area of 20 x 20 cm? and is equipped with 167 anode
wires and cathode strips at an angle of + 45 degrees with respect to the wires. 32
anode wires and 27 strips for each cathode plane can be read out. The parameters of
the chamber geometry (half gap, wire pitch and diameter), as well as the width and
the gap between cathode strips, are the same as for PC1 and PC2.
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Figure 3.15: Experimental setup for the source test with the prototype chamber.

The 9°Sr source, placed on top of the chamber, had an activity of 10 pCi. A traversing
beam of electrons was defined with a plastic scintillator, positioned below the chamber.
The electrons emitted by the source originate from the two S-transitions

0 %S - PY with Ty, =285y and Epme =0.55MeV  and
¢®Y — OZr with Ty =64h and Epmpmer = 2.28 MeV.

Only electrons from the transition ®Y — %Zr can have enough kinetic energy to
produce a scintillator signal which is above the discriminator threshold.

For the efficiency measurements, the counting rate of the scintillator (~250 Hz) was
compared to the coincidence rate between the scintillator and the "OR” of 32 anode
wires (27 cathode strips). More details about the prototype chamber and the readout
electronics are given in [19].

3.8.2.2 Beam Test Setup

A test of the prototype chamber under beam conditions was performed at PSI in
October 1987, using a 220 MeV /c momentum beam of pions and electrons. Figure 3.16
shows the setup for the test measurement.

Two pill counters (S1,52), placed on either side of the test chamber, defined a very
narrow, traversing particle beam. The type of particle could be identified by the
time of flight measurement between the production target and the scintillator S1
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Figure 3.16: Experimental setup for the beam test with pions and electrons at incident
momenta of 220 MeV/c.

(~ 15 m). The time spectrum displayed in figure 3.17 was obtained with the S1
signal as "START” and the next accelerator RF-signal as ”STOP”.

The profile chamber in front of S1 was used for beam alignment and beam profile
measurements. The beam intensity was monitored by the scintillators S3 and S4.
At CPLEAR, with ~ 10° pp annihilations per second and a mean charged particle
multiplicity of ~ 3.1, the maximum flux density for PC1 (z=0) is

Per ~ 27 Hz/mm? .
The measurements were performed at the following two beam intensities:

¢ "low rate” : @, =~ 1.2 kHz/mm?  ; @4, /OB ~ 45 and

® high rate” : ®p;y, ~ 4.9 kHz/mm? ; Phign/ PP ~ 180 .

For the efficiency measurements, accidental coincidences between the gate, generated
by ”S1 AND S$2”, and the "OR” of the 32 anode wires must be accounted for. The
chamber efficiency, 7, pc, can be obtained from the equation

S =Nywre + Muwre 1 — Muwpc) * Roeam * Tyate 5 (3.24)
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Figure 3.17: Beam composition, as determined by time of flight measurement.

with
_ CR(GATE,MW PC)

S = CR(S1,52) ’
where Rje.n is the total rate of charged particles on the 32 anode wires (1.0 MHz
[4.1 MHz] for ”low” ["high”] rate), Tyas is the gate width (150 ns), CR(S1, 52) is the
coincidence rate between the scintillators S1 and S2 and CR(GATE, MW PC) is the
coincidence rate between the gate and the OR” of the 32 anode wires.
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3.8.2.3 Anode Wire Efficiency Curve for two Gas Mixtures

As mentioned in section 3.3, we found, as a result of extensive gas tests with the
prototype chamber, two equally good mixtures

® 79.5 % Argon, 20.0 % Isobutane, 0.5 % Freon  and
0 69.0 % Argon, 30.0 % Ethane, 1.0 % Freon.

o
o 100 -
< E :
.g R dreemeserennnns T At e freemennee i Rt LR dpreneees
= H ' e argon:isobutane:freon
° : = 79.5%:20.0%:0.5%
60 50 % efficiency : 2395 V
H plateau start . 2680V
: platecuend 3170V
40 S ST T
a argon.ethane:freon
: = 69.0%:30.0%:1.0%
20 b 50 7% efficiency . 2560 V
plateau start . 2950 V
plateau end - 3460V
2000 2200 2400 2600 2800 3000 3200 3400

high voltage V, [V ]

Figure 3.18: Anode wire efficiency curve for two gas mixtures. The lines are intended
to guide the eye.

Figure 3.18 shows the anode wire efficiency curve for the two mixtures, measured with
the test chamber and the %Sr source. The lines connecting the data points are intended
to guide the eye. We defined that the efficiency plateau is reached for an efficiency of
99 %, and that it ends if the chamber current exceeds the minimum current limit of
the high voltage power supply.

For tracks perpendicular to the wire plane, the effective number of primary ion pairs,
n;f 7, is ~ 30 for the isobutane mixture, and ~ 13 for the ethane mixture (higher freon
concentration). This explains the somewhat steeper rise of the efficiency curve for the
gas mixture with isobutane (smaller relative fluctuations in the number of primary ion
pairs) compared to the ethane mixture.
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While the plateau length is almost equal for the two gases, the isobutane mixture
reaches the plateau ~ 270 V before the ethane mixture, thus allowing a lower working
voltage.

3.8.2.4 Cathode Strip Efficiency Curve

The induced signal on the cathode is split between the two planes and distributed over
several strips (see figure 3.3). The resulting pulse heights on the cathode strips are
thus only a fraction of the anode wire pulse height.

~
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b B
o i A S o 1 o anode wires
i ] 50 7% efficiency . 2395V
: : : : plotecu start 2680V
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high voltage V, [ V]

Figure 3.19: Comparison between anode wire and cathode strip efficiencies. The lines
are intended to guide the eye.

In figure 3.19, the efficiency curves for anode wires and cathode strips are compared.
Both curves are measured with the source test setup and the isobutane mixture. As
expected, the cathode strips reach the efficiency plateau only for much higher gas
amplifications. The resulting shift in high voltage is ~ 340 V for the readout electronics
used in our test setup which is not adequate for cathode strip signals. At CPLEAR, we
intend to lower the plateau start voltage for the strips using low-noise preamplifiers.
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3.8.2.5 Rate Dependence of Plateau Efficiency

The prototype chamber with the ethane gas mixture behaved very well under beam
conditions. The anode efficiency curve measured with the ®Sr source was well repro-
duced for the "low rate” beam intensity which already corresponds to ~ 45 times the
maximum flux density for PC1 (see diagram 3.20). The beam test showed, that the
expected charged particle flux at CPLEAR is uncritical for PC1 and PC2. This was
confirmed by measurements during the first CPLEAR run periods (see section 3.8.1).
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Figure 3.20: Anode efficiency for "low” and "high” beam intensities compared to
source measurements. The lines are intended to guide the eye.

At even higher rates, space charge effects lower the maximum attainable efficiency.

For the "high rate” beam intensity, the plateau efficiency is decreased by ~ 7 %.

3.8.2.6 Inefficiency due to Wire Supports

In the region of the wire supports (see section 3.5) gas amplification cannot take place
and the proportional chambers are inefficient. To measure this effect, the prototype
chamber was equipped with a wire support structure for the beam test.

Figure 3.21 shows that the region with reduced efficiency extends over ~ 10 mm along
the wires. At the support structure (5 mm wide), the efficiency drops below 10 %.
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Figure 3.21: Chamber inefficiency due to the wire support structure. The line is
intended to guide the eye.

Averaged over the active length of the chambers, i.e. for tracks perpendicular to the
anode plane and uniformly distributed along the wires, the wire supports for the PC’s
(two per chamber) cause an detection inefficiency of ~ 2 %.

3.8.2.7 Efficiency of PC1 and PC2 for Run Periods 8 and 9

The performance of the proportional chambers during the run periods 8 and 9 was
analysed by T.Ruf [22]. The data used in the analysis were taken with the "minimum
bias” trigger (see 2.4) and no magnetic field. The operational parameters for PC1 and
PC2 were

e a high voltage of 2700 V,
e a discriminator trigger threshold of 0.4 pA (0.5 pA) for PC1 (PC2) and
e a coincidence gate width of 80 ns (90 ns) for PC1 (PC2).

Straight tracks defined by the pattern recognition and track fit procedures were used
to determine the chamber alignment with respect to the drift chambers, their efficiency
and their spatial resolution. The tracks were required to pass within 2 cm of the origin
in the zy-plane and have hits in all six drift chambers. The alignment and the spatial
resolution will be discussed in the next section.
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The detection efficiencies for the individual chambers, corrected for defect readout
channels, were found to be :

NMpcy = (91.7£0.2)% and
Mpce = (922£0.2)%.

Note that the maximum attainable efficiency is =~ 98 % due to the wire support struc-
tures. For the trigger decisions at the IDL level, one hit in either of the proportional
chambers is sufficient. The efficiency for at least one hit in PC1 or PC2 was determined
to be

Npc1orpPoz) = 99.5% .

The ~ 6% inefficiency of the chambers was due to the high voltage which was purposely
kept low for these two run periods, for the following three reasons:

1. The relevant trigger efficiency 7)pg; or poz) Was already at a maximum (99.5 %).

2. The preamplifiers and discriminators were pending modification to improve the
grounding and thus the signal to noise ratio, allowing a gain in efficiency by
reducing the discriminator threshold.

3. In order to minimize aging effects.

3.8.3 Spatial Resolution

Prior to the spatial resolution analysis, the position of the proportional chambers with
respect to the drift chambers has to be determined. The displacement of PCl and
PC2 is expressed by a shift in the z- and y- directions and a rotation of the cylinder
by an angle a. The values obtained for run period 8 are listed in table 3.6.

| [ Pci__ [ _vor ]
zshift | +0.673 mm| +0.883 mm
y-shift —0313 mm| — 0397 mm
rotation (a) | + 0.0635 rad | + 0.0567 rad

Table 3.6: Results of the PC alignment analysis.

For the evaluation of the spatial resolution, all neighboring hits in the PC’s with
no more than one missing wire between are grouped together in hit clusters. The
theoretically expected resolution, aﬁf,, for a wire pitch s and a mean cluster size (n;:)
is given by

| oth = {hit) -5 3.25
e V12 (3:25)
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Under the operating conditions of the chambers during the data taking, the mean
cluster size was { ng; ) ~ 1.17. Thus, the expected resolution is

0':’; ~ 340pum .

The experimentally determined spatial resolutions for the proportional chambers are

oFC1 = (382+£26)pum and

TP

oF? = (2944 27)pm.

o
Until now, no explanation was found for the different resolutions of PC1 and PC2.

Using the constraint 0£°! = 7% (see [22]) in the analysis, a proportional chamber
resolution of

oF? = (336 £ 6) pm

was obtained, which is in good agreement with the expected value.

The spatial resolution along the wire direction obtained by the strips, o, was analysed
with the planar prototype chamber, using a 150 MeV/c momentum beam at PSI. The
experimental setup and a detailed description of the analysis can be found in [23].
Two different methods were investigated to reconstruct the u- and v- coordinates (see
figure 3.3) of the intersection point between the particle trajectory and the anode
plane.

analogue method: The center of gravity of a strip hit cluster is approximated by the
weighted average of the strip center coordinates, with the induced pulse heights
as weights. This method requires a readout of the cathode strips with ADC’s.

digital method: The cluster center is calculated with equal weights for all strips in
the cluster. In this case a digital readout of the cathode strips is sufficient.

The resolutions obtained for the two methods are

analog

o = (229 £55)pm and

U

odigital — (623 +42)um .

u,v

The relationship between o, , and o, is given by

a‘u.‘v
"y = .26
%= sina’ (3:26)
where a is the angle between strips and wires. Inserting the values o = 19.474
(27.888) degrees, corresponding to PC1 (PC2), one expects the following resolutions

in z-direction for the proportional chambers:

PC1 PC2

oonalos ; . (0,69 £ 017) mm (049 & 0.12) mm
gligitel . (187 £ 0.13) mm  (1.33 £ 0.09) mm
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4 Isospin Mass Splitting of the K* (892) Meson

The aim of this analysis is to determine the mass difference between the neutral and
the charged states of the K*(892) meson. The K* mesons are members of the SU(3)
vector meson octet. They are grouped into the two isospin doublets

e K** K*0 with strangeness S = +1  and

° ?o, K*~ with strangeness S = —1 .
pseudoscalar : vector
mesons mesons
K+ KH-
ﬂ-l-» p-l-
| I
T 17
R° K™
(@) SfF=0" (b) F=1-

Figure 4.1: SU(3) octets for pseudoscalar (a) and vector (b) mesons.

Shown in figure 4.1 are the octets for the pseudoscalar and the vector mesons. The
mass difference is defined to be

AmK‘ = Igso — Mgt . (4.1)

4.1 Physics Motivation

There are two reasons for a new measurement of the K* mass difference:

1. The individual masses of the neutral and charged K* mesons have been measured
by many experiments and the values are well established. The average values
listed in [4] are determined from about 20 measurements for each state. They
are:

(mge+) = (891.83 + 0.24) MeV/c?  and
(mgw) = (896.10 & 0.28) MeV/c2.
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The K* mass difference calculated from these averaged mass values is
(mK:o) - (mK.:!:) = (4.27 + 0.37) MeV/C2- (4:.2)

Most of the experiments measuring the K* masses observe either the charged
or the neutral state of the K*, but not both. So far, only three experiments
could detect both states simultaneously and measure Amg+ from the same data
sample. They are:

Barash et al., 1967 [24]: Annihilations of antiprotons at rest in hydrogen were
analysed by exposing a 30 inch bubble chamber to a low energy antiproton
beam. From a sample of 851 events of the type pp (at rest) — K3K*7¥,
the neutral and charged K* masses were determined by fitting the invari-
ant mass distributions My, (K=, 7F) and Mi,,(K, %), respectively, in the
range of 0.68 to 1.1 GeV/c?. With a statistics of 170425 (113£20) events
in the K*® (K**¥) peak, the value for the K* mass difference was found to
be

Amgs = (6.3 £ 6.1) MeV/c? (enlarged error) . (4.3)

Aguilar et al., 1971 [25]: Reactions of the type K~p— K~ 7% n, K"p— K-7%
and K" p— Koﬂ'-p were analysed by exposing an 80 inch hydrogen bubble
chamber to K~ beams of 3.9 and 4.6 GeV /c? incident momenta. The mass
of K*° was obtained by a fit on the K™n* invariant mass spectrum in the
region of 0.8 < M, (K-7+) < 1.0 GeV/c?, while for the K*~, the two
spectra M;,,,(K~7°) and M,-M,(Kow") were combined. The data analysed
contained 2934:+109 (4404+100) K™ (K*-) and the K* mass difference was
determined as

Amg. = (5.7 £ 1.8) MeV/c? (enlarged error) . (4.4)

Aguilar et al., 1978 [26]: This determination of the K* mass difference is
based on 6453 events of the type pp — K3K*#r¥. The data came from
exposures of an 80 cm hydrogen bubble chamber to incident antiproton
beams of 700 and 750 MeV /c momenta. Fits were performed on the invari-
ant mass distributions M,-,w(K*,W:F) and M;,,(K3,7%) in the range of 0.7
to 1.1 GeV/c?, yielding 1180100 (1800497) events in the K*® (K**) peak
and a mass difference of

Amgs = (1.7 £ 1.9) MeV/c? (enlarged error) . (4.5)

The quoted errors for Amg- are enlarged following the procedure described in [4].
The minimum error on the determination of a resonance mass M with a width
T from a sample of N events is assumed to be given by

r

bmin(M) = = (4.6)
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The average of Amg-« from these three experiments is then
(Amgs) = (6.6 £1.3) MeV/c?. (4.7)

Comparing the results of (mgs) — (mg++) and (Amg-), one sees that the central
values differ by 2.3 MeV/c?, corresponding to 1.8 standard deviations.

enlarged
errors § f-é
l.: [ — ] g ‘L’ E
g 5 =5 £E 5§ 5 £ E
| £ 2 E & 8 & =
5 = R 2 FE 8 8 5
C 2 2 8 & &
& 12
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> A A
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e | = g
by v v
3 s} I ——— A - — -
3 fay
S T &
.::_-—- 6 | 5 [ ]
b -] et i i et
w S ] L - ) e o e e e e  m —
g L]
O 4 - L e e e e — o —dr - — - - e o = - - o —— —
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7 2 -
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?}C v v
O It L i
world measurements theoretical
averages of Am(K*®) predictions

Figure 4.2: Overview of experimental measurements and theoretical predictions of the
K* mass difference.

2. Theoretical models had always difficulties in explaining the K* mass difference.
The predictions are generally too low compared with either of the two experi-
mental values given above. The difference is usually attributed to the large K*
width. In table 4.1 are summarized the results of some recent calculations.

The situation of isospin splitting in heavy meson systems has been reanalysed
recently by Goity and Hou [32], taking into account the latest experimental
results. Generally, the isospin splitting has two contributions:

AM = Mgz ~Mqgz = A +A'M, (4.8)

where
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year | author model Amg.[MeV/c?]
1976 | Celmaster [27] potential model 0.27
1977 | Chan [28] phenom. quark model 1.34
1980 | Isgur [29] potential model 2.70
1982 | Bickerstaff et al. [30] | MIT bag model 1.11
1987 | Flamm et al. [31] potential model 0.20

Table 4.1: Some recent theoretical predictions for the K* mass difference.

M  is the mass of the pseudoscalar meson (Qq),

Q is the heavy quark c or b (or s),

A™M is the contribution from the mass difference of u and d quarks and
A"M is the contribution from QED effects .

From the experimental observation, given as [4],[33]

Mpw — Mpo & Mpe+ — Mp+ &~ mps — mp, ~ 141 MeV/c? and
mp. —mp =~ mps —mp, ~ 47 MeV/c?,

Goity and Hou conclude that
A™M ~ A™M* (4.9)

for Q = ¢ and b, where M* is the mass of the vector meson (Qq). In the quark
model, A™M is given by electromagnetic hyperfine effects, which are small (sev-
eral tenths of a MeV/c?) and comparable to experimental uncertainties. Neglect-
ing this small electromagnetic effect, heavy vector mesons are then expected to
have approximately the same isospin splitting as their pseudoscalar counterparts,
ie.

AM ~ AM* (4.10)
for Q = c and b. Neither of the relations 4.9 and 4.10 can be substantiated
theoretically for the K mesons. However, if one uses the value (mgw) — (mg++)
(see equation 4.2) as the K* mass difference, then one finds that relation 4.10
also seems to hold for the kaon system, i.e.

Amg =~ (4.02 £ 0.02) MeV/c? ,
Amge =~ (427 + 0.37) MeV/& ,

and Amg ~ Amg.. This result allows two possible and very surprising conclu-
sions:

(a) A™mg — A™mg» ~ 0 and ATmg — AVmg- ~ 0, i.e.

relation 4.9 holds even if the heavy quark mass is lowered to the kaon mass.
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In addition, the QED induced splitting in the K and the K* system are
approximately equal. This is amazing, since K and K* are very different
mesons. Unlike for D and B mesons, A"mg — A"mg+ cannot be calculated
reliably in a simple quark model and does not need to be small.

(b) (A™mk — A™mg.) =~ —(AYmg —A"mg-)

where the two contributions to Amg — Amg+ cancel accidentally.

To clarify the situation of isospin mass splitting in the K and K* systems, the
experimental discrepancy for Amg. should first be settled. The most promising
way is an improved measurement of Amg+ by an experiment able to see both
states of the K*, in order to reduce the uncertainty of the average (Amg-) (see
equation 4.7). If Amg =~ Amg. were experimentally confirmed, a reliable
calculation of A”mg. would then be needed to decide between the two possible
conclusions mentioned above, where A"mg is well understood. A progress along
this line would certainly deepen our knowledge of bound quark states and their
theoretical treatment.

Figure 4.2 gives an overview of the experimental measurements and the theoretical
predictions on the K* mass difference.

4.2 Event Selection

At the CPLEAR experiment, one looks for the following final states of pp annihilations
at rest ("golden” events):

PP — K+t K ,
pp — K 7n*tK°.
Figure 4.3 shows two basically different diagrams that can lead to these final states,

ie. pp may annihilate either directly (a) or via an intermediate resonant state (b) into
three final state particles.

The following resonances are relevant for the reaction pp (at rest) — K+r~K :

pp — (direct) — K+r K

pp — KK~ — K+(@#rK)
p — K°K - (X+r~) K
199 — a}' ™~ = (K"’KO) o
PP — afrm - (K"'-K_o) T

The a; refers to a;(1320) and the ag refers to ag(980). The corresponding list for
the final state K~77K° can be obtained by exchanging particles and antiparticles.
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Figure 4.3: Two different diagrams leading to three-body final states.

The particles in parentheses are the decay products of the resonance. The quantum
numbers and the approximate values for the mass and the width of the resonant states

are listed in table 4.2.
quark mass width
resonance H 3L P composition | [MeV/c?] | [MeV/c?]
-K*X) [1/2]1]|0 —1| u3,d5 (si,sd) 892 50
ag 1 |21 +1 | ud,ui,dd 1320 110
ao 1 1 +1 | ud,ui,dd 980 57

Table 4.2: Quantum number assignments according to the standard quark-model and
approximate values for the mass and the width for the resonances K*(892), a(1320)
and ao(980).

In the ”golden” event sample, both charged and neutral states of the K* can be
observed, but only charged states of the a; and ag. Table 4.3 shows the decay modes
for the K* and the ay, as given in [4].

4.2.1 Event Type

The mass and the width of a resonance can be determined by analysing the invariant
mass distribution of its decay products. In order to calculate the invariant masses,
one needs to identify the particles and measure their momenta. Since the neutral kaon
cannot be seen in the detector, the K° (K ) momentum must be reconstructed from its
decay products.

For the determination of the K* mass difference, Amg-, events with K°(K') — #+z~
decays are selected from trigger 233 data , i.e.

pp — KFrtK°K") ,K°(K’) — n*tr~  ("golden 7t7~” events).
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resonance " decay mode | fraction (T;/T)
[ K+ (Kr)* (99.899:0.009) %
Kty (1.01£0.09) -10~3
K*, K" (Kr)° (99.77040.020) %
K% (2.3040.20)-10-3
ap pr (70.1+2.7) %
L nw (14.5£1.2) %
L wr (10.6+3.2) %
KK (4.940.8) %
xty (2.740.6) -10-3
Ay ( 8.241.0) -10~¢

Table 4.3: Decay modes of the K* and the a; mesons.

See section 2.4 for a description of the trigger 233. This event type is chosen for the
following two reasons:

o K°(K’) — ntn~ is the only K%(K’) decay with no neutral (unmeasured) sec-
ondary particles. This allows for best KO(KO) momentum reconstruction.

o 77~ decays come mainly from K. It is the only K% decay mode (of any fraction)
with cha.rged particles in the final state. This means that all the other charged
K°(K ) decay modes seen in the detector are K decays. With an average neutral
kaon momentum of ~550 MeV/c, the mean decay length for the K@ is Ly, ~17 m,
while for the Kg it is Lg ~3 cm. Hence, K¢ decays are strongly suppressed by
the trigger 233.

4.2.2 Data Filtering

The data analysed in the present work were taken in run period 8 (October 90). The
raw data were first passed through two standard filters, called FILTER7 and KAON4T.
Two additional filters, called PREFILTER and 5CFIT, were then applied to select the
final data sample.

The description of the filters assumes the following terminology and definitions:

‘primary vertex = pp annihilation vertex,
secondary vertex = neutral kaon decay vertex,
primary tracks = tracks originating from the primary vertex,
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secondary tracks = tracks originating from the secondary vertex,

dE/dz flag (S1)

where

-9

Eniss = missing energy of the event, assuming a "golden xtrw

event
2myc® — Ex — Ex — Es1 — Es2

P.iss = missing momentum of the event
= |- (PK+P1r+PSI+PSZ)l_,
M,.;,s = missing mass at the primary vertex
1 - -\ 2
e -6-2-\/(2mpc2 — Ex — ,)2 —c? (PK -+ P,) ;
M;,, = invariant mass of the secondary tracks
1 —> - 2
= 'EE\/(ES1 + Esz)2 —c? (PSI + Psz) ,
¢ flag = 0: no or ambiguous Cerenkov counter information,

1: = according to Cerenkov pulse height analysis,
2: K according to Cerenkov pulse height analysis,

no dE/dz-information,

7% compatible, not K* compatible,
K% compatible, not 7* compatible,
not 7% compatible, not K* compatible,

i
Ll 2 R

7% compatible, K* compatible,

subscript p means proton,

subscript K  means primary charged kaon,
subscript 7 means primary pion,
subscript S1  means first secondary pion,
subscript S2  means second secondary pion,

7% compatible means the energy loss measured in the scintillator S1 is
within 3 standard deviations from the expected energy
loss for a charged pion and

K* compatible is explained as above.

4.2.2.1 The FILTER7 and the KAON4T

A detailed description of these two filters can be found in [34]. The idea of FILTERT
and KAON4T is to verify that

e there are exactly 4 tracks,

69




e the sum of charges is zero,

e there is at least one kaon candidate,
e a primary vertex exists and

¢ a secondary vertex exists.

Two particles have an existing vertex if the tracks intersect in the transverse plane. The
events passing these first two filters were written out to mini-DST’s (Data Summary
Tapes). The data used in this work comes from the tapes listed in table 4.4.

mini-DST || number of events | magnet polarity
[ HP059%0 70915 B parallel 3-axis
HP0591 91’363 B antiparallel 3-axis
HP0592 68’465 B antiparallel z-axis
HP0593 64’278 B antiparallel 2-axis
HP0594 86°031 B antiparallel 3-axis
all 381’052

Table 4.4: The KAONAT mini-DST’s from run period 8 used in this analysis.

4.2.2.2 The PREFILTER

The purposes of the PREFILTER are:

o It ensures that all tracks are well measured and that the vertices are well defined.

e It looks for exactly one kaon candidate.

o It defines which are the primary and secondary tracks, and assigns a mass to
each track.

o It ensures that the event kinematics agrees reasonably well with a ”golden 7t 7 ~"
hypothesis.

The complete list of the PREFILTER conditions is given below:

1. At least 2 z-measurements for each track (DC + ST).
2. At least 4 wire hits for each track (PC + DC).

3. Exactly 1 kaon candidate, defined by

o Cflag =2,
e dE/dz flag # 1 or 3 and
e momentum < 800 MeV/c.
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4. No tracks other than the kaon candidate hit the same PID-sector.
5. The missing energy in the event, |Epss|, is less than 250 MeV.

6. At least one primary pion candidate, defined by

e opposite charge to the kaon candidate,

o C flag # 2,

o dE/dz flag # 2, )

e existing vertex with the kaon candidate,

e this primary vertex is within a radius of 2 cm in the zy-plane from the
detector center,

o the z-coordinate of the primary vertex is within [-7 cm,+9 cm],

¢ the minimum distance between the primary tracks and the primary
vertex is less than 5 cm,

® AM,iss = | Mpiss — myo| < 250 MeV/c? and

¢ AM;, =|Mi, —mygo| <250 MeV/c?.

In case there is more than one primary pion candidate, the track with the smallest
value of AM,,;ss + AM;,, is selected as the primary pion.

7. The remaining two tracks (secondary tracks) have an existing vertex and the
minimum distance to this vertex is less than 5 cm.

8. None of the tracks is an electron candidate as defined by Cerenkov counter
and scintillator S1 pulse height analysis for tracks with a momentum below
200 MeV/c.

9. The missing momentum of the event, Pp;,,, is less then 250 MeV/c.

4.2.2.3 The 5CFIT

The filter 5CFIT is based on a kinematic fit with 5 constraints. It calculates for
each event the confidence level for the hypothesis pp — K*aTKE, K — 7tz A
description of the kinematic fit and its performance can be found in appendix A. The
filter 5CFIT has two main effects:

¢ The background from other annihilation channels and from K§ decays is reduced.

e The measured momenta are corrected to satisfy the constraints, which improves
the momentum resolution.
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The following 5 constraints were used, requiring energy and momentum conservation
and M,;,s = mygo:

fHi = EK+E,,+ES1+E32—2mpc2 =40, (4.11)

fo = Pg+P7+P5+PF5 =0, (412

fs = P+ P!+ P+ PE, =0, (4.13)

fo = Pg+ P4 P§ + P3, =0, (4.14)
1 Iy -\ 2

fs = m— [(2 myc? — Ex — E,)? — 2 (PK + P,,) ] —mgoc?=0. (4.15)

A confidence level of more than 30 % was required for the final data sample used in
the analysis.

Table 4.5 summarizes the data reduction for the various algorithms of the PRE-
FILTER and the 5CFIT. The initial data sample on the KAON4T mini-DST’s con-
tained Nyar = 381°052 events. Nis: is the number of events left after each filter
condition and P = Nj.s;/Nya is the corresponding ratio. The effect of each con-
dition is further expressed by the number of rejected events, N,,;, and the reduction
factor R = N.u:/Nies: with respect to Nics: of the previous condition.

filter H condition _Ncut R I Niest P [%]

KAON4T mini - DST’s 381’052 | 100.0

n°. of z-measurements 31'727 1 0.917 | 349’325 | 91.7
n°. of zy-measurements 2950 | 0.992 | 346’375 | 90.9
kaon candidate 31°167 | 0.910 | 315208 | 82.7
PRE - PID sector 11’472 1 0.964 | 303’736 | 79.7
FILTER | missing energy 109°088 | 0.641 | 194’648 | 51.1
primary pion 65°706 | 0.662 | 128942 | 33.8
secondary pions 16’791 | 0.870 | 112’151 | 29.4
no electron candidate 2’899 | 0.974 | 109’252 | 28.7
missing momentum 17'891 | 0.836 | 91°361 | 24.0
5CFIT confidence level > 30 % | 58°229 | 0.363 | 33’132 8.7

Table 4.5: Data reduction for the various algorithms of the PREFILTER and the
5CFIT.

4.2.3 Presentation of the Selected Data

This section is intended to show the effect of the filter 5CFIT on the data sample and
to demonstrate the quality of the selected data.
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Figure 4.4 shows scatter plots of the missing momentum Py, versus the missing
energy FEpiss for events selected by the PREFILTER and for events left after the
5CFIT. For the data sample selected by the 5CFIT, the uncorrected particle momenta
were used, since P;,s and Eoss (as well as My and M;,,) are determined by the
constraints of the kinematic fit.

PREFILTER (a) 5CFIT  (b)
< R < AR
> 200 ' = 200 b
= = [ i
150 150 _. .
i i
Q- 100 Q 100 [ .
50 | s0
ok N 'S ol s —
—200 0 200 —200 0 200
E ies MeV ] Eries MeV]

Figure 4.4: Missing momentum versus missing energy for the data samples selected

by the PREFILTER (a) and the 5CFIT (b).

In the plot representing the PREFILTER data, an accumulation of events at the lower
left and right corners is observed. These events are background events due to particle
misidentification (see paragraph 4.2.4.3) and are mainly of the type

pp — wtr~wtn™ (lower left corner) and

pp — KtK-ntrn~ (lower right corner).

The filter 5CFIT removes these background events almost completely (see figure
4.4 (b)). The events passing the 5CFIT with Pp;s > 120 MeV/c are not back-
ground events, but contain one or more particles with badly measured momenta. This
was demonstrated with the simulated ”golden 7+7~ ” sample MCT233, described in
appendix B.1, were this type of events is also present.

The distributions of the missing mass at the primary vertex, M,,;,s, and the invariant
mass of the secondary tracks, M;,,, are shown in figure 4.5. The distributions for the
5CFIT data, represented by the hatched histograms, are still asymmetric. Again, this
is not due to background events, since the same asymmetries can be reproduced with
the simulated "golden #+7~ ” data.

To test the detector resolution, a fit to the invariant mass distribution M;,, (5CFIT)
with a Gaussian function plus a "background” parameterization to compensate for the
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Figure 4.5: The distributions of the missing mass My (a) and the invariant mass

Min, (b).

asymmetry was done. For the "background”, another Gaussian function or polynomi-
als of order 2, 3 and 4 in M,,, were tried.
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Figure 4.6: Fit example of the invariant mass distribution (a) and the results for the
mean values of the Gaussian function (b).

Figure 4.6 (a) shows as an example the fit of the M;,, distribution with a polynomial of
order 3 for the "background”. Figure 4.6 (b) presents the values obtained for the mean
of the main Gaussian function for the "background” parameterizations considered.
The error bars represent a one standard deviation statistical error. All four mean
values are within 1 MeV/c? of the neutral kaon mass myo = (497.671+£0.031) MeV/c?,
as given in [4].
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The momentum spectra for the primary charged kaon (Pkz), the neutral kaon (Pyo =
lﬁgl + ﬁsgl), the primary pion (P,) and the combined spectrum for the two secondary
pions (Psy, Ps;) are presented in figure 4.7, showing the corrected momenta for the
data sample after the 5CFIT.
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Figure 4.7: Momentum spectra for the primary charged kaon (a), the neutral kaon
(b), the primary pion (c) and the combined spectrum for the two secondary pions (d).

While the typical peaks due to the resonant two-body decays of the protonium (see
figure 4.3) are hardly visible in the distributions of the PREFILTER data, they are
very clear after the 5CFIT. In addition, the 5CFIT confines the distribution to the

kinematically allowed range.

The important quantities in the analysis are the invariant masses squared, M2, (3, 7),
of the two-particle combinations (K°x%), (K*,7¥) and (K°K%), given by

M2G3) = 5 [(Bi 4 By — (B4 By (4.16)

If the particles (7,) are the decay products of an intermediate resonance, M2, (i, 7)
is equal to the resonance mass squared. In figure 4.8, the distributions of M2 (3, 7)
and the Dalitz-plots MZ,(K*,7¥) versus M2, (K° 7%) are shown. In the final data
sample, the resonances show up as clear peaks in the corresponding invariant mass
squared distributions.

75




g2ooo - <
.: i \
“q&; 1500 [ ‘}o
« | e
21000 [
5 Py
- 1
500 {
[ 3
[ X
0 2.1 1 1 2 f e :-/
0.4 0.8 1.2 1.6 2 23
Mo (K°n*")  [GeV?/cY
@ 1200 |
o )
€ g (b)
q’ -
« 800 [
o s
Q o
c -
400 |
. 0 -. . 4 *o
04 08 12 1.6 2 .;
Mo (K1) [GeV?/c*] K
(/2] [
’G_.) N :‘\
£ 1000 [
t F (c) '«
® 750k x
‘e : §_<,
[ K] F .E
c 500 S
250 | Z
N o

1 2 3
M 2(K°K*)  [GeV?/cY

1.8
1.6
1.4
1.2

0.8
0.6
0.4
0.2

1.8
1.6
1.4
1.2

0.8
0.6
0.4
0.2

PREFILTER _ (d)

TT rTrY

LA LR LR

TTT T TeeyeT

W A

PR S VO RN SUC ST YO Y SN ST YT ST W T ST YN THC S (Y S S W

0.4 0.8 1.2 1.6 2
MuZ(KT)  [GeV?/c

TTY

TSN T SOV SIS S TS A TNV S0 VN JU ST S ST T T W1

04 08 12 1.6 2
M (K°n*)  [GeV?/c"

Figure 4.8: Invariant mass squared distributions M2 (K° n*) (a), M2 (K*,7¥) (b),
MZ,,(K° K*) (c) and the Dalitz-plots M2, (K*,7¥) vs M2, (K% x%) [(d) and (e)].

The most valuable information is contained in the Dalitz-plot density distributions,

where the following remarks can be made:

1. Here, the effect of the 5CFIT on the data sample is especially impressive. The
structure of the Dalitz-plot is much clearer after the 5CFIT and the events are

confined to the kinematically allowed region.
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2. The mass range with M2, (K% 7%)> 1.5 GeV/c* is missing due to the pr-cut of
the trigger.

3. The lower left corner of the Dalitz-plot is missing as well. The kinematics of
this area corresponds to a maximum of M2,,(K° K*) and hence to a minimum
of the primary pion momentum P,. The events in this area are lost because the
primary pion cannot reach the PID.

4. The K** (K*O,K*O) resonances appear as clear vertical (horizontal) bands.

5. The a¥ - band (and an indication of the aF -band) is broader and runs along the
diagonal.

6. There is interference between the two K* - bands in the intersection region. An
accumulation of events at the upper left side and a depletion at the lower right
side of the intersection region can be seen.

4.2.4 Background Analysis

There are several possible sources for background in the data. The following three are
most important:

o K? decays into 7te¥y, n*pFy and =tz xf.

e Events with an additional #° from the pp annihilation, i.e.
P — KFrtK'E)r®, KK°) > ntr.

¢ Misidentification of a kaon as a pion or vice versa. This leads to the misidentifi-
cation of the following event types as "golden” events:

pp — K¥K-ntxr~  and
pp — ntratn™

4.2.4.1 Semileptonic and three Pion Decays of K{

The background from semileptonic and three pion decays was studied as follows:

1. By means of the simulation program described in appendix B.2, the fraction of
"golden” events with K¢ decays was estimated for trigger 233 raw data.

o The branching ratios for the K2 and K{ decay modes were taken from [4].

o The neutral kaon decay vertex was required to be inside the radius defined
by the DC4 wire plane.
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o The branching ratios for the different annihilation channels (direct annihila-
tion into three final state particles or production of intermediate resonances)
was varied and the resultant effect was found to be small.

e The influence of the pr-cut was investigated and no effect was found.

2. Since the filters FILTER7 and KAON4T do not contain any conditions which
obviously prefer a special neutral kaon decay mode, it was assumed that they do
not change the percentage of events with a K? decay in the data.

3. The simulated data sample MCT433, described in appendix B.1, was used to
determine the reduction factors of the PREFILTER and the 5CFIT for the decay
modes K§ — ntn~,K? — nte¥y, K? — 7%uFv and K§ — ntr—7°.

Table 4.6 summarizes the fractions of events with K3 and K? decays in the raw, the
PREFILTER and the 5CFIT data samples. A background of ~ 0.1 % remains from
semileptonic K decays.

decay mode || raw data PREFILTER 5CFIT
fraction | reduction | fraction | reduction | fraction
[%] factor R [%] factor R [%]
Ki—rtr— 96.22 1.59-1071 | 97.96 6.05-107 | 99.90
K —»r*eFy 1.94 897-107%| 1.11 3.37-1072| 0.07
K9 —rtuFy 1.29 8.84-1072 0.73 2.95-1072 0.03
K} —ntr—x0 0.55 5.58-10"2 | 0.20 588-107*| =0

Table 4.6: Reduction of background from K? decays due to the PREFILTER and the
 5CFIT.

4.2.4.2 Additional 7° from the pp Annihilation

The invariant mass squared of an additional neutral particle in the event is given by
1
M, (neutral) = prs [(2mp02 —Ex — EBr — Eg; — E52)2 (4.17)
- - - - 2
= (P + ot Por+ Py)’|

Figure 4.9 shows the distribution of M?(neutral) for the final data sample, calculated

13

using the uncorrected momenta. No indication is found for events with an additional

x°,
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Figure 4.9: Invariant mass squared of a possible additional neutral particle in the
event. No indication is found for events with an additional #°.

4.2.4.3 Particle Misidentification

Particle misidentification is the main source of background in the data sample after
the PREFILTER. The two event-types

pp — KtK-ntn~ and

pp — mir ¥t~
are clearly visible in the plot P,,;ss Vs Episs (see fig. 4.4 (a)). The kinematics of these
events is quite different from the "golden 7*#x~” events

P — K¥r*KOE"), K&’ — ntn-
and hence this background is strongly suppressed by the filter 5CFIT (see fig. 4.4 (b)).

Another way to see this type of background is to plot the invariant mass squared
distribution for each track, defined as

M2, (K-track) = Elz (2myc? — B, — Bsy ~ Bsy) — & (o + P 4+ Bss)”|, (418)

M}, (m-track) = c_l“ (2myc® — Ex — Eg — Esg) - (PK + Ps; + P52)2] , (4.19)
M: (Sl-track) = c—14 -(2mpc — Ex — E,— Eg;)* — ¢2 (ﬁK +P.+ 13.52)2] ,  (4.20)
M?,(S2-track) = ?14 :(2m,,cz — Ex - Eo—Esi)'— & (Be + Bot PSI)Z] . @21)

In figure 4.10, these distributions are displayed for the data sample after the PRE-
FILTER and the 5CFIT (hatched histograms), again using the uncorrected momenta
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for the 5CFIT data. In the PREFILTER data sample, the misidentifications of kaons
as pions (K*K~n*n~ events are identified as "golden” events) shows up as a peak
at m¥% in the M2 (w-track) distribution. The peak in the M2 (K-track) distribution
at ~ 0.6 GeV?/c! is produced by the same events. The invariant mass squared of
the kaon track is too high because of the wrong mass assignment for the pion track.
The correlation between these two peaks can be seen in the scatter-plot M2, (n-track)
versus M2, (K-track), where the K*tK~n* 7~ events appear in the upper right corner.
The misidentification of pions as kaons (7*7~x*7~ events) is less frequent. A small
enhancement at the lower left corner of the scatter-plot is seen due to these events.

The filter 5CFIT eliminates most of the events with misidentified particles.

M2 (K—track) Mz, (rt—track) Mz,(S1,S2—track)
2000 ¢ 2 )
- mZ F m?2
: 3000 F
1500 [ : :
1000 E 2000 -
500 | 1000 |
0 Lok ok ot
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0.4 0.4
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Z SCFIT

Mz (Tt —track)
(@]

|
o
N

L s —0.4:---'-.1'.'..-.|....
-0.4 o] 0.4 0.8 -0.4 4] 0.4 0.8

Mz (K—track) M2 (K—track)

Figure 4.10: The invariant mass squared distributions for the primary tracks, the
combined distribution for the secondary tracks and the scatter-plot M2, (7-track) vs
M2, (K-track). Particle misidentification is frequent in the PREFILTER data, but is
almost absent after the filter 5CFIT.

4.3 Parameterization of the Dalitz-Plot Density

As mentioned already, the Dalitz-plot shown in figure 4.8 indicates interference be-
tween the two K* bands. This is again demonstrated in figure 4.11, where slices of the
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Dalitz-plot are projected. Close to the intersection region of the two K* bands, the K*
peaks are shifted and distorted due to the interference.

projections of
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Figure 4.11: Projections of Dalitz-plot slices, indicating interference between the two
K* bands.

Because of this interference effect, it is impossible to determine the charged and neu-
tral K* masses with a fit to the corresponding invariant mass squared distributions
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M2, (K% 7t) and M2, (K*,7¥). For a measurement of the K* resonance parameters
mg» and I'x+, a Dalitz-plot analysis is needed, with separate parameterizations of the
resonances and the non-resonant part, and the possibility of interference between the
different contributions.

Conforto et al. [35],[36] analysed pP annihilations at rest of the type pp — KK, us-
ing data taken with a hydrogen bubble chamber. Since antiprotons annihilate mainly
from an s-wave orbital of the protonium in liquid hydrogen [21], Conforto et al. con-
sidered only s-wave annihilations in their model and found 10 amplitudes contributing
to the reaction pp — K¥r*K°(K').

At CPLEAR, the antiprotons are stopped in gaseous hydrogen at 15 bar pressure. The
fraction of p-wave annihilations at this target density was measured to be [17],[37]

fo=0.38 £ 0.09.

While pp annihilations from atomic d-levels can always be neglected [38], one cannot
neglect p-wave annihilations in the data used for this analysis.

In the first part of this section, an extension of the Conforto model to p-wave anni-
hilations is d1scussed The list of the amplitudes contributing to the reaction pp —
K:F'ir*KO(K ) is given in appendix C. Unfortunately, the number of amplitudes be-
comes very large and one can no longer fit the Dalitz-plot density with all the ampli-
tudes. The second part describes then the simplified parameterization used for a fit of
the Dalitz-plot population.

4.3.1 Expansion of the Conforto-Model to P-Wave Annihilations

In this section, the Conforto model and its extension to p-wave annihilations is pre-
sented. More detailed descriptions of the Conforto model itself can be found in [35]
and especially in [36].

The pp system at rest, the protonium, can be considered as an unstable meson with a
mass equal to twice the proton mass. The transition matrix elements for the reaction
pp — KKr are then constructed in an analogous way to the decay matrix elements
of a meson into three pseudoscalar mesons.

For the present analysis, the two final states KRr=K*K r~ and KK7n=K°K~r* are
of interest. The determination of the transition matrix elements for these two final
states is equivalent and from now on only the reaction

pP (at rest) — K+K'n—
shall be discussed.

In difference to a meson, the protonium is not in an eigenstate of
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e the total isospin I,

o the spin angular momentum S,

e the orbital angular momentum L and
e the total angular momentum J,

but is a mixture of such eigenstates. Allowing s- and p-wave annihilations, 12 possible
initial states of the protonium have to be considered. Table 4.7 shows a list of the 12
initial pp states, of which only 10 can contribute to the reaction pp — K*wiKo(K )-

For a nucleon-antinucleon system (NN), the eigenvalues for the discrete symmetries
P,C and G are given by [21]

parity P = (-1)F, (4.22)
charge conjugation C (-1)**%  and (4.23)
G-parity G = (-—1)L+S+I . (4.24)

The four quantum numbers J, P,C and I can be chosen to characterize the initial pp
state in an unique way. These quantum numbers, as well as the G-parity, are conserved
in the annihilation process. The invariant transition amplitudes are obtained by the
projection of the final states with well defined quantum numbers J, P,C and I on the
12 possible initial states. The relevant S-matrix elements are then

AJPC — (KRx(JPCI) | S | pp(JPCI)). (4.25)

Assuming an incoherent mixture of J, P and C eigenstates and no polarization for the
initial pp system, the following expression for the transition rate is obtained:
1

@0 = gty (07 1S | KPR )| b2 (R0, n) dME (K5 w) - (420)

with Y ) )
(0B | S | K*R77)| = X |ormo - AT + tmn - AJEF
JPC

where aj are isospin factors, originating from the decomposition of the final state
K+K’z~ into eigenstates of the total isospin, I, and the isospin of the KK subsystem,
L. The isospin factors are of no further importance, since they are absorbed in the
fit parameters (see equation 4.39).

Apart from effects of the detector, trigger and event selection acceptance (see sec-
tion 4.4), the transition rate dI is proportiona.l to the measured density in the Dalitz-

plot M2 (K*,7~) versus M2, (K, 7).
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pPp initial state discrete symmetries S-matrix element

@FHIESH L, P C G AJFC  structure
F -"-']-.1 5’0 == — —— += ﬁ—ﬁ
316, - + _ A0+ pseudoscalar
13 S _ 1—
33 51 - - n 2(1)__ axial vector
L A
13p -1 T
33 P: + + i_ not allowed
11 Pl _ A-é+—
sip + - " Al vector
13p + 1++
33 PI + + ::(1)_,__*_ vector
— 1
13p 2++
33 P: + + * ::g_,__,. rank 2 tensor
- 1

Table 4.7: Discrete symmetry eigenvalues of the initial pp states and the corresponding
S-matrix elements.

4.3.1.1 Symmetry Properties of the Transition Amplitudes

The G-parity of the final state KK7 and the KK subsystem are given by [35]

G(KKr) = G(KK)-G(r) and (4.27)

G(KK) = (-1)kxtkz, (4.28)

where Iyx is the isospin and lyx the relative orbital angular momentum of the KK

system. With G(r) = —1 and Iz = 1 for KK = K"'KO, the G-parity of the final state
K+K’r~ is

GK*K'r~) = (=1)xx. (4.29)

With equation 4.24, the conservation of G-parity in the annihilation process imposes

the condition
(_1)L+S+I = (_1)’xf . (4.30)

The parity P of the final KKr state is

P(KKr) = P(K)-P(K)- P(r) - (—=1)F - (=1)l»
(—1)Fetimtt, (4.31)

where (3, 7, k) is a permutation of (K, K, ), L; is the relative angular momentum be-
tween particle ¢ and the subsystem (jk) and Ljx is the relative angular momentum
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between particle 7 and k. Using equation 4.22, parity conservation leads to the condi-
tion

(=1)F = (=1)kthn (4.32)
The symmetry properties imposed by equations 4.30 and 4.32 on the transition matrix
elements AJFC are listed in table 4.8. The relative angular momentum Iy indicates
the symmetry of the matrix element under the exchange of the space variables of K
and K. The reason why the initial states *Py and 33F, cannot contribute to the
reaction pp — K*7xFKY is the requirement L; + l;; = odd (equation 4.32), which is
in contradiction to J = 0.

L__<f1+1><25+1)LJ AJPC G(pP) | G(KT{:)_J_IKE L; + L | La

[ 1g, —Ag"*' + | — [even]|even even
315, AT - + odd | even odd
138, Al - + odd | even odd
35, Al + - even | even even
up AL - | + odd | odd even |
ap Al + - even | odd odd
Bp ATt + - even | odd odd
Bp Altt - + odd | odd even
Bp, Az + - even | odd odd
3P, ATt - + odd | odd even

Table 4.8: Symmetry properties of the transition matrix elements A77°.

4.3.1.2 Partial Wave Decomposition and Separation of the Angular Vari-
ables

p Z

ijk
cyclic

Figure 4.12: Two-body decomposition of the three-body annihilation.

With the assumption that the three-body annihilation process pp — KK can be
decomposed in a series of two-body processes [35], as shown in figure 4.12, the matrix
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elements AJFC can then be decomposed as

€KX sin 6,

A7 = 3 afll (skx,Oxr) ———
Lalg Pxx
birc e gin &, .
Y DI (o, Oice) - O
L dicr Ticr Pxr
. €% gin bz,
+ Z CJKI-— (sf‘lr’ 29.1_{-%) —___K—. ’ (433)
LK"E#’IK Pr
with i = (M Pk = i )
! (mj+mg)
cos —-———(ﬁ’k )
7 el - 12D
where  p;, P, Pr are the momenta of the particles ¢, j, k in the pp rest frame,
Dik is the relative momentum of the particles j and k in the (jk)

rest frame,
Ik is the decay angle of the system (ij) with respect to p; and
Sk is the invariant mass squared of the system (jk).

Making use of the symmetry properties listed in table 4.8, the matrix elements with
negative parity (s-wave annihilations) can be written as (L; = l;z =1 or \)

- e’k sin 6,z
Aj ¢ = E a,ﬂ“c(sK-K, ﬂK'K') P KK (4.34)
(modd) *
‘6K1r 1 6
Z [b (sKﬂ', "9K1r) "_S'EE'EI'
Mgr Pxar
u‘i—
sin 6z,
i {A_ C(sﬁw’ 0?1) —_—K—K- ?
while for the positive parity states (p-waves annihilations) one finds
J+C aJ+e €% sin by
Ay = Z ar. —(SKK’ Ukg) - - (4.35)
=odd(even) KK

KK
Lr=even(odd)

+ Z [ L—-IK,r (sKr, Fkr) -

g »=0dd(even)
Lg=even(odd)
Knx

€k sin &,

T

e*%r sin bz,
£ DI (s 9gs) - —-—————] .

P&x
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In the functions & i’;i (8jk,¥jz) and biﬁg‘ (8jk,9;x) the angular variables can be sepa-

rated [35], e.g.
afas (sin, 9ir) = plsix) - Al (4.36)

where p(s;z) is a scalar function of sj; and A,]k is the spin-parity factor, describing

the dependence of the amplitude on the angular variables ¥;;. Each amplitude A7F°
is then a sum of terms of the form
e'dik sin §;
p(s.'lk) —2]2 Az]k = A Az]k ’ (437)
Pik
where s s
€*%* sin §;
Af;c = p(Sjk) . -k (4.38)

Pik

is the form-factor, describing the energy dependence of the amplitude.

4.3.1.3 The Spin-Parity Factors A%llz

Instead of spherical harmonics, states of definite angular momentum can be represented
by symmetric and traceless tensors, composed of the Cartesian components of the
particle momenta. The construction of such tensors and their covariant form for
Lorentz transformations is explained in [39].

The spin-parity factors A,Jk were constructed with this formalism of symmetric and
traceless tensors. They are listed in table 4.9. Only angular momenta L;, Lz < 2 were
considered. The notation used in the expressions of the spin-parity factors is explained
in figure 4.13 and is defined as:

Y# = PE4 P, isthe 4-vector of the system (jk),
X* = P!+ P!+ P, isthe 4-vector of the protonium,

1
g = -1 1 , is the metric tensor,
-1
(i = )
Pi = (pf_p,g) _(P;‘+P:)._._J_sj;_",
pr o= proxe BX)
1 ) mg
i 1 XEXY\ - =
T = PPV — = |g* — o P.
] Pi 'Pz 3 (g m?p ) Pz 10 ?
v 1 Y*Yv
Ta‘;c = P wPire—z 19" — PiPi,
3 ik
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where P/, P! and P} are the energy-momentum 4-vectors for the particles ¢, j and
1 J k g

k, respectively, and £**?° is the completely antisymmetric tensor with 4 indices and
0123
eN® = ~1.

m; (0)

m, (07)

Figure 4.13: Explanation of the notation used for the spin-parity factors A;-IJ-},: .

[}
-}
iy
o
=

spin-parity factor Afi:f:

1
PfPiy
TRT;
P

'Pi”
T%F,

T;‘W-ij v

ehvro 1);/ Pkp-Pz'a

PR TTACED

g#7o° PTPLPY - P4, + P .70 PTPLPY
eufpaP]TP:Ba . }_)z_u + Rﬂ . aquaIJkaPPiu

1+

1-

2+

=N INN=]=OolNd]l~=]o
HININ|=FRINO|~ NS

Table 4.9: The spin-parity factors "J},: .

4.3.1.4 The Form Factors AjFl‘{

The following approximations are introduced for the expressions of the form factors:
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e For the Kz (K7) subsystem in an angular momentum state lkr (Iig,) = 1, a
Breit-Wigner function for the K* (K ) resonance is used.

e The form factor for the KK subsystem in an angular momentum state lyz = 0(2)
is described by a Breit-Wigner function for the ay (a;) resonance. The Breit-
Wigner function for the ao contains a slight modification for a resonance produced
near threshold [35].

e For all other angular momentum states, a scattering-length parameterization is
assumed. Two independent scattering lengths are allowed for the two possible
isospin states of the Kr (K7) system.

Table 4.10 shows the form factors Af; for the subsystems (Kx) and (KK). The expres-
sions for the (K7) system are equivalent to those of (Kx). The following parameters
are introduced:

® mK»,M,,,M,, : for the masses of the K*, ay, and ag resonances,

e I'k+,T's,,¥  : for the widths of the K*, a;, and ao resonances,

® ay/z, a3/ : for the scattering lengths of the Kz (Kr) scattering with

: IK, (lfw) =0 and IK1r (Iﬁﬂ.) = 1/2, 3/_2_,

® C1/2,C3/2 : for the scattering lengths of the K= (Kr) scattering with
lkx (Ig,) = 2 and Ik, (Ig,) = 1/2, 3/2 and

o b : for the scattering length of the KK scattering with Iz = 1.

4.3.1.5 Dalitz-Plot Parameterization with the Conforto-Model

The partial wave decomposition of the transition matrix elements AJFC is shown in
equation 4.34 and 4.35. With the spin-parity factors of table 4.9 and the form factors
of table 4.10, one is now able to give explicit expressions for the terms appearing in
the decomposition. The complete list of contributions C{F¢? to each of the matrix
elements A7FC is given in appendix C. The matrix element AJ¥° can then be expressed
by a sum over the corresponding contributions C¥¢!, each multiplied with a complex

parameter py

Absorbing the isospin factors oy and the constant term [(27r)3 . 32(2mp)3] o equa-

tion 4.26 in the parameters pJFC!, the following expression for the transition rate dT'
is obtained:
dll = E lA{fﬂC JP]_C 2 dsKg,, dSKi.K (4.39)
JPC
with JPCI

AJPC' ZPJPC'I {8 C}!PCI . (4.40)
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(k) Lix interpretation | Iy | form factor Af{c
— e 1 —
(Kr) 0 s-wave scattering | 3 -
1- Zal/gJ—‘p%(ﬂ./4:
3 1
2 .
1— za3/2\/—pf{,,/4
1 K* resonance % 5 1 -
SKx — Mizs + tmg«I'g+
2 d-wave scattering | 1 1
2 1- icl/z\/—pf@,/tl
3 1
2 .
i/
_ 1 ]
(KK) 0 ap resonance 1 -
sxg — M2, +i\/~Phg Y
1
1 p-wave scattering | 1 -
1—1ib \/ —piz/4
1
2 ap resonance 1 5 -
SRR — T3, +tma, Iy

Table 4.10: The form factors A} for the (K7) and the (KK) subsystems.

The total of 53 contributions to the transition rate (see appendix C) corresponds to
106 real parameters (py’ °’s and ¢F°!’s). For each term |AJES + AJEC|, one phase
can be fixed, e.g. ¢y7°° = 0. The normalization of the decay rate gives one constraint

for the parameters p{¥!, which allows to set one pJP Ol = 1. This leaves 100 real fit

PCI
parameters from the 53 complex coefficients pjfF¢? "Pk . In addition, one has the
following parameters from the form factors:

5 scattering lengths: ay/a, azf2, b1, €12 ,¢3/2 ,
4 resonance masses: Myges, My, M, &, M,& and
4 resonance widths: Pges, Lgeo, I‘ag:, v.

The extension of the Conforto-model to p-wave annihilations leads then to a fit of the
Dalitz-plot density with a total of 113 free parameters. With our statistics of ~ 33°000
events and an unmeasured part of the Dalitz-plot due to the pT -cut of the trigger, it
is impossible to determine all these parameters !
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4.3.2 Simplified Parameterization of the Dalitz-Plot Density

The Conforto-parameterization, based on a model to describe the reactions pp —
KK, is applicable for pp annihilations in liquid hydrogen, where annihilations from
s-wave orbitals are dominant. In this case, the number of contributing amplitudes is
limited to 10. In the analysis of the CPLEAR data, one cannot neglect annihilations
from atomic p-levels of the protonium [17],[37]. As shown in 4.3.1, the extension of
the Conforto-parameterization to include p-wave annihilations increases the number
of contributing amplitudes to 53. Therefore, a fit of this parameterization to the
measured Dalitz-plot density is practically impossible.

The simpler distribution function presented in this section is not based on an am-
plitude analysis, but reflects the observed density distribution in the Dalitz-plot and
reduces the number of free parameters considerably. The coordinate system used in
this simplified parameterization is explained in diagram 4.14, and is defined as follows:

T = SK. is the invariant mass squared of (K2r),
Y = Skig is the invariant mass squared of (K*r),
z = sgog+ is the invariant mass squared of (K3K*) and

w =\/§(z—y).

x = ML (K°n*) [GeV?/c*]
y = M (K" n™) (GeV?/c*]
M2 (K°K*)  [GeV?/c*]
sqrt(2)*(x-y)

N
l

3
i

Figure 4.14: Definition of the coordinate system used in the simplified parameteriza-
tion of the Dalitz-plot density.

Each of the resonances K**, K*® and aZ is parameterized by one Breit-Wigner function,
multiplied with a polynomial to describe the variation along the resonance band. The
resonant amplitudes are then

A = BW(z)-Poly(y,n;) for the K** - resonances , (4.41)
A2, = BW(y)- Poly(z,n) for the K** K™ - resonances and  (4.42)
As = BW(z2)- Poly(w,ns) for the a¥ - resonances . (4.43)
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Poly(,n;) is a polynomial in ¢ of order n;, i.e.
Poly(t,n:) = p1+pat+ ... + ppy1t™, (4.44)

with ¢ = y, , w for K**, K*® and a¥, respectively. BW(s) is the Breit-Wigner function
with s = z, y, z for K**, K*® and af, respectively, and is given by [26],[40]

m,I’ q
BW(s) = 2 .= 4.45
(s) (m2—s) —im,I' ¢, (4.45)
2141
. me [ q
th '=T,-—&= |+
wi .22 ( qo) ,
1| (5= (m1 + my)?) (5 — (my — my)?)
q = _2' ’
s
where m,, ', = mass and width of the resonance,
l = relative orbital angular momentum of the decay products,
s = invariant mass squared of the decay products,
m;, my= masses of the decay products,
q = momentum of the decay products in their CM-system and
% =g(s=m3).

This Breit-Wigner function takes account of the resonance spin and is quite different
to the function used by Conforto et al. [35]. In Figure 4.15, where the two functions
are compared, the difference is clearly visible in the position of the maximum and the
shape of the tails.

o 600
‘4: 3
5 I — parametrisation used
g‘ a00 | in this work
= ' —-——— parametrisation used
‘g ] by Conforto et al.
200 - m, = 892 MeV/c?
= 50 MeV/c?
0 ;—"""—T—._.‘——; e by i PORT T A :T-““.“i-r ==

750 800 80 900 950 1000 1050 1100
m = sqrt(s) MeV/c?

Figure 4.15: Comparison between the Breit-Wigner function used by Conforto et al.
and the function used in this work.
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For the non-resonant part, the scattering length approximation used by Conforto et al.
is adopted, introducing one amplitude for each of the subsystems (K2r), (K*r) and
(KZK*). No distinction is made between the two possible isospin eigenstates Ix. (Iz,)
= 1/2 and 3/2, nor between the two possible angular momentum states (s-wave or d-
wave) for the subsystems (K3r) and (K*r). The spin-parity factors are replaced by
polynomial functions. The three non-resonant contributions are

1 0 .
= . - scatt 4.46
Ay 1= i5Lxgs - duan Poly(y,ns)  for (Kg=) - scattering, (4.46)
As = T z'S’LKli,, el Poly(z,ns)  for (K*n) - scattering and (4.47)
As = L - Poly(w,ng)  for (KIK*) - scattering,  (4.48)

1- ZSLKgK:E . quKi:

where SL;j is the scattering length for (jk) - scattering and g¢j is the momentum of
the particles j, k in their CM-system.

Two different modes are used to parameterize the Dalitz-plot density. The first mode
(mode I) allows interference between the resonant and the non-resonant amplitudes,
while in the second mode (mode II) the two do not interfere. The two expressions for
the distribution function D(z,y, 5) are then:

Di(z,y,0) = |A;+ Axe™® + Az’ + Ag+ As+ Ag>  (model),  (4.49)
Dir(z,y,0) = |Ay+ A6’ + AP + |[As+ As + As|*  (mode II),  (4.50)

where 2, 3 are the relative phases of A; and As with respect to A;, and g represents
all fit parameters.

For each of the two modes I and II, 10 parameterizations were selected, differing in the
orders of the polynomials. In general, more degrees of freedom were allowed in mode II
for the non-resonant amplitudes than in mode I. Table 4.11 lists the polynomial orders
of the 20 parameterizations chosen, together with the corresponding number of free
parameters, Ny,,, including

e the coefficients of the polynomials, p;,

e the two phases y; and s,

o the three scattering lengths SLko,, SLk+, and SLgoks,

¢ the three resonance masses, parameterized as mg++, Amg+ and m,, and
e the three resonance widths I'gez, I'gso and T',,.

From the many types of parameterizations tested, the two functions of equation 4.49
and 4.50 give the highest confidence levels for least-squares fits. The other parameter-
izations investigated are obtained from equation 4.49 or 4.50 by one or several of the
following modifications:

1. The amplitudes A4, A5 and Ag for mode I (A5 and Ag for mode II) are multiplied

with a phase factor ¥:.
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parameterization polynomial order for n°. of free
mode | number resonances | non-res. amplitudes | parameters
K+ K™ A2 | Ko7 K*fr KOIK* Npar
I 1 5 2 2] 2 2 2 32
2 5 2 2 3 2 2 33
3 5 3 2 3 2 2 34
4 5 3 2 3 2 3 35
5 5 4 3 3 2 2 36
6 5 3 3 3 3 3 37
7 5 4 4 3 2 3 38
8 5 4 4 3 3 3 39
9 5 5 5 3 2 3 40
10 5 5 5 | 3 3 3 41
II 1 5 1 2] 3 2 2 32
2 5 2 2 3 2 2 33
3 5 2 2 4 2 2 34
4 5 3 2 3 2 3 35
5 5 2 2 4 3 3 36
6 5 3 3 3 3 3 37
7 5 3 2 5 3 3 38
8 5 2 2 5 4 4 39
9 5 3 3 4 4 4 40
10 5 3 3 5 4 4 41

Table 4.11: Order of the polynomials Poly(t, n;) and the number of free parameters
for the 20 selected parameterizations.

2. Two additional amplitudes and one scattering length are introduced to distin-
guish between s-wave and d-wave scattering for the subsystems (K2r) and (K*7).

3. Instead of the polynomials Poly(t,n;), functions of the form
R(3x) = p1+ p2cos(9;i) + pssin(dji) + pacos(29x) + pssin(29;z)  (4.51)

are used, where 9 is the decay angle of the subsystem (jk) with respect to the
momentum of particle .

4. In the Conforto-model, all amplitudes are either symmetric or antisymmetric in
the exchange of K and K. This is because the final state KK~ is composed of
three bosons, and therefore the amplitudes for the reaction pp — KK have to
be completely symmetric under the exchange of all variables, including isospin,
between the two kaons. As a consequence, the isospin and the spatial parts of
an amplitude have the same symmetry properties.
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Analogous to the Conforto-model, the K* resonance and the (K7)-scattering is
parameterized by a symmetric and an antisymmetric amplitude, e.g. for the K*:

A' = BW(z) - Poly(y,n;) + BW(y) - Poly(z,n;) (symmetric)  (4.52)

and
A! = BW(z) - Poly(y,nz) — BW(y) - Poly(z,n;) (antisymmetric). (4.53)
If the functions R(9;z) are used instead of the polynomials Poly(t, n;), the ampli-

tudes for the a, - resonance and the (KK)-scattering can be split in a symmetric
and an antisymmetric part as well, e.g. for the a,:

Al = BW(2) - [p1 + p2sin(9xg) + p3 cos(20gg)]  (symmetric) (4.54)
and

Ay, = BW(2) - [pscos(Vgg) + pssin(2dgg)]  (antisymmetric) . (4.55)

4.4 Estimation of the Detector and Filter Acceptance

In order to describe the measured Dalitz-plot density, the distribution functions given
in equation 4.49 and 4.50 have to be weighted with an acceptance function Acc(z,y),
describing the detector and filter acceptance. Acc(z,,¥,) is the probability for a
"golden 7*7~” event, i.e.

pp — Kr¥K3, K§ — ntn-,

with z, = sgo, and y, = sgx, to be recognized and accepted by the detector and the
subsequent filters (see section 4.2).

To determine the acceptance function Acc(z,y), the simulated "golden 77 ~” sample
MCT233 (see appendix B.1) is used. The events of MCT233 are generated with equal
probability in the Dalitz-plot and the simulated trigger type is 233. The 151’508 events
of MCT233 are passed through the PREFILTER and 5CFIT algorithms. Table 4.12
shows the data reduction, where Ny, R, Nis: and P are defined as for table 4.5
on page 72. The remaining 43’765 events are filled in a histogram AH(%,j), the
acceptance histogram, with an equal number of bins, nir, along the z— and y—axis in
the range of 0.2 to 2.0 GeV?/c*. Apart from statistical fluctuations, the bin content of
the histogram AH(i, j) is proportional to the acceptance function Acc(z,y), averaged
over the bin area.

Since the statistics of the simulated data is quite poor, the fluctuations of AH(%, j)
between neighboring bins are large, even for a rather coarse subdivision of the Dalitz-
plot. In order to get a smoother acceptance function, the contents of neighboring bins
are averaged according to the formula

SR [ S . .
AH'(i, ) =3 Yo Y AH(Gi+Lj+k), (4.56)

l==1k=-1
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filter events | reduction | events | percentage
rejected | factor left left
L _ _Ecut _ R 1=\Ileft P [%] |
simulated data sample MCT233 151’508 100.0
PREFILTER 86’468 0.429 | 65’040 42.9
5CFIT 21°275 0.673 | 43’765 28.9

Table 4.12: Data reduction for the simulated data sample MCT233.

where AH'(i, ) is the smoothed acceptance histogram. The contents of bins outside
the kinematic boundary of the Dalitz-plot are kept at zero.

For the final fits with the method of maximum likelihood, a ”standard” acceptance
histogram, AH*, is defined. To study the systematic effect on the fit results, intro-
duced by this approximation of the acceptance function (see 4.5.3.3), six alternative
acceptance histograms, AH" (k = 1,...,6), are produced, differing in the smooth-
ness and the number of cells. These various acceptance histograms are obtained in
two steps:

o Starting with the histogram AH(3,j) with s, X npiy cells, the smoothing pro-
cedure, described by equation 4.56, is repeated n, times to obtain the smoothed
histogram AH,(%,j) with an equal number of cells as AH(z, j).

e In order to get acceptance histograms with different cell sizes, but approximately
the same smoothness, the histogram AH,(z, 7) is rebined to nj;, x n};, cells. The
smoothed and rebined histogram, AH,,(¢',5'), is defined as

AH.(¢,5') = AH,(,7), (4.57)

where the center of the cell (¢, ;') is inside the bin (%,5). The content of bins
intersected by the kinematic boundary is set to zero.

The standard acceptance histogram AH®* used for the maximum likelihood fits (see
section 4.5.2) is obtained with the following parameters:

¢ original number of bins along z (y): np, =60 — AH(s,j),
e number of smoothing cycles ing =85  — AHL(3,j),
e final number of bins along z (y) : n};, = 100 — AH,.(¢,7) = AH*"(i, §).

The histograms AH(%, ), AH,(i,j) and AH*®(3,5) are compared in figure 4.16. Ta-
ble 4.13 shows the parameters chosen for the six alternative acceptance histograms
(number 2-7).
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original (a) smoothed (b) rebined (c)
o 27 A 2r
O : o
A E‘ ?
T 12} - 3
S [ i I
3 g : g
3 °° ;' ;'
0.4 [ - - -
:ll'll'l|llll| P IS ST ST S N T T T S | PV T S ST SU0% (T S ST S T |
0.5 1 1.5 0.5 1 1.5 0.5 1 1.5
ME(K°r*")  [GeVP/c MZ(KR*)  [GeV?/c MZ(K°n*")  [GeV?/c]

Figure 4.16: The original AH(%,j) (2), the smoothed AH,(i,5) (b) and the rebined
AH,.(3,5) (c) acceptance histograms. AH,.(Z,5) is used in the maximum likelihood
fits as the standard acceptance histogram, AH***(3, j).

acceptance | number of number of number of
histogram | original bins | smoothing cycles | final bins
number Npin ng 1 Njn
1 (AH®2) 60 5 100
2 (AHE) 60 5 60
3 (AHZY) 60 5 150
4 (AHE®) 100 5 100
5 (AH3") 150 5 150
6 (AH) 60 3 100
7 (AHY) 60 1 100
X2 - fits 60 5 Ny

Table 4.13: The parameters chosen for the standard (1) and the six alternative (2-7)
acceptance histograms. The last line shows the parameters used to produce the ac-
ceptance histograms for the least-squares fits.

For the least-squares fits with n, bins along the z— and y—axis, the acceptance his-
tograms were obtained with the parameters given in the last line of table 4.13.
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4.5 Fit Results

In this section, the results obtained from the fits of the parameterizations described
in section 4.3.2 to the measured density distribution in the Dalitz-plot are presented.
The fits were performed with the function minimization and error analysis package
MINUIT [41].

This section is divided into four parts: -

1. Initially, least-squares fits are used with different cell sizes in the Dalitz-plot.
Presented are some of the results, showing the systematic effect introduced by
the bin size.

2. For the final fits, the method of maximum likelihood is used. The resulting
distribution function for one of the parameterizations is shown in detail and
compared to the data. Then the results are given for the K* resonance parameters
(masses and widths) for all 20 parameterizations.

3. In the third part, the statistical error of the K* mass difference and the uncer-
. tainties introduced by the parameterization of the distribution function and the
choice of the acceptance function are analysed.

4. Finally, the result obtained for the isospin mass splitting of the K* (892) meson
is presented and compared to earlier measurements.

4.5.1 Least-Squares Fits

Usually, the x? - function for least-squares fits is defined as

- .ZV'S’bs - Mh 2
@)= N (4.58)
t7 13

where N7 is the observed number of entries in the bin (4,5) and Nf is the value
of the theoretlca.l distribution function at the center of (3,5). This deﬁmtlon of the

- function introduces a bias in the fit parameters, since downward fluctuations
in the data from the true expectation values are favoured, especially if N;; th is small
(< 8) [4]. This is because a fluctuation to smaller values will be a.s51gned a smaller
error and hence a greater weight than an equal fluctuation upward.

Therefore, the following modified x? - function, which yields correct parameter values
and error estimates for all values of N?%, is used for the least-squares fits:

ij 2
2(5) "Ex i: (Nth Nobs) + 2Nobs In NObs (4 59)
X i=1 j=1 Nth ’ .
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with )
N = D(:,y;,0) - AHy(3,5) » (4.60)

where D(z;,y;, 5) is the distribution function defined in equation 4.49 or 4.50, AH,,(¢,j)
is the acceptance histogram and (z;, y;) is the center of the bin (3, 7). The second term
in equation 4.59 is set to zero if N,-‘;-bs = 0. The mass range of the Dalitz-plot with
z > 1.5 GeV?/ct, which is almost empty due to the pr-cut of the trigger, is not
considered in the fit.

The least-squares fits are performed for various number of bins n, along the z— and
y—axis in the range of 0.2 to 2.0 GeV?/c*. The values for n, are listed in table 4.14,
together with the corresponding number of cells N, inside the kinematic boundary
and with z < 1.5 GeV?/c*, the number of events N, inside these cells, the average
number of events per cell and the bin-width AB in a linear energy scale at the K*

mass (/T = mg»).

number | number of | number of | average | bin width
of bins | contributing | considered cell at
along x,y cells events content | /X =mg.
n, N, N, AB [MeV/c?]
30 350 30’690 87.7 34.2
35 490 30’956 63.2 28.9
40 636 31’342 49.3 25.0
45 819 31’238 38.1 22.6
50 1038 31’828 30.7 20.2
60 1500 32’038 214 16.9
(1 2038 32’059 15.7 14.3
80 2674 32’220 12.0 12.6
90 3439 32’276 9.4 11.3
100 4249 32’381 7.6 10.0

Table 4.14: Some characteristic quantities for the least-squares fits with different cell
sizes in the Dalitz-plot.

Figure 4.17 shows the results obtained for the K* mass difference with the two param-
eterizations (see table 4.11)

e mode I, number4 (I/4) and
e mode II, number 4 (II/4)

of the distribution function D(z,y, é‘) Parameterizations of mode I allow interference
between the resonant and the non-resonant amplitudes, while the two do not inter-
fere in the functions of mode II. Both pa.ra.metenza,tmns have polynormals of order
five, three and two (5 3 2) for the resonances K**, K*O(K ) and af, respectively, and
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polynomials of order three, two, three (3 2 3) for the scattering of the subsystems
(K3r), (K*x) and (KZK*), respectively. The number of free parameters in the fit is
N,., = 35.

| parameterization |/4 | parameterization Il /4

MeV/c3
(o]
MeV/c
[+)]
!
—e
._.6_.._,

Arm(K")

Am(KY)

40 60 80 100 40 60 80 100
number of bins n, number of bins n,

Figure 4.17: The K* mass difference as obtained from least-squares fits of the two
parameterizations I/4 and II/4 with n, bins along = and y in the range of 0.2 to 2.0

GeV?/ct.

The values obtained for Amg- are given in table 4.15, together with the x2 of the fit
and the reduced quantity xZ.,;, defined as

2 2

xz — X — X
red Ndf ( Nc _ Npar) ’

(4.61)

where N is the number of cells and Ny = (N, — Npq,) is the number of degrees
of freedom in the fit. The quoted errors, the "parabolic” 1o errors as given by the
MINUIT program (see paragraph 4.5.3.2), are purely statistical.

Figure 4.17 shows large fluctuations in the results for Amg+ between the fits with
a low number of bins n,. This is due to the big bin width AB of ~ 30 MeV/c2
By increasing n,, the fit becomes more sensitive to the K* peak position and the
fluctuations in Amg- are reduced. But even for n, = 100, AB is still 10 MeV/c?. In
order to come down to a bin width of AB ~ 5 MeV/c?, one needs n, ~ 200, which
leaves an average bin content of less than two. This example illustrates the limitation
of the least-squares method. A way around this problem is the method of maximum
likelihood, described in the next part.

Since the method of least-squares is less computer time intensive than the method
of maximum likelihood, is was used to test many different parameterizations (see
section 4.3.2), and to find good starting values for the final fits with the method of
maximum likelihood.
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number of parameterization I/4 parameterization I1/4
bins n, " Amg. [MeV/c? | x% | x2q | Amk- [MeV/c?] [ % | xZa
30 3.88+£1.16 | 495] 1.57] 4.10+0.88 [ 572] 1.81
35 2.45+1.41 660 | 1.45 3.87+1.16 740 | 1.63
40 5.35+1.36 826 | 1.37 5.55+0.97 895 | 1.49
45 4.67+1.29 1071 | 1.37 4.1840.87 1180 | 1.51
50 5.07£1.33 1257 | 1.25 5.114+0.92 1364 | 1.36
60 4.5511.02 1731 | 1.18 4.661+0.93 1822 | 1.24
70 3.8941.18 2354 | 1.18 4.73+0.90 2472 |1 1.23
80 3.84+1.23 3110 | 1.18 3.83+0.85 3221 | 1.22
90 4.42+1.23 3842 | 1.13 4.334+0.91 3973 | 1.17
100 | 4.16+1.17 4692 | 1.11 4.60+0.85 4788 | 1.14

Table 4.15: Results for the K* mass difference obtained from least-squares fits with
the two parameterizations I/4 and II/4.

4.5.2 The Method of Maximum Likelihood

The method of maximum likelihood interprets the distribution function as a prob-
ability density function. One supposes that the measured events, characterized by
their coordinates in the Dalitz-plot (Zn,Yn), came from a particular probability den-
sity function P(z,y, 0), depending on the parameters f. The principle of maximum
likelihood states, that the best explanation for the data sample is prov1ded by the set
of parameters 0 which maximizes the joint probability density, L(O), of all events.
The function LI(O), called the likelihood function, is given by

‘C(é') = H P(zn, ymé') . (4.62)

(al ezents)

This procedure can be simplified by minimizing the negative logarithm of the likelihood
function, —In £(6). Again the MINUIT program was used to find the minimum of

~nl@=- 3 1nP(zn,y,0), (4.63)
(all e,\"ents)
with . . .
P(z,,Yn,0) = D(zp,Yn,0) - Acc(zp,y,) - N(8), (4.64)
where D(zn, Yn, 5) is the distribution function of equation 4.49 or 4.50,
Acc(zn,y,) is the acceptance function (see below),
N(6) is the normalization factor (see below) and
Zn (Yn) is the invariant mass squared sko, (sk#,) for event n.
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To calculate the acceptance function Ace(z,,yn) at the event coordinates (zy,y,), the
acceptance histogram AH,.(,j) is interpolated in the z and y directions, according
to the formula

Acc(Tn,ya) = AHu(i,5)+ % {BLEJ [AH,(k,j) — AH,(3,5)]  (4.65)

|y — ;] :  J
+ Ay [AHsr(zv l) A‘Hs"(z’J)] ?

where  AH.,,(i,j) is the acceptance histogram with n};, x n}. cells,

(2,9) is the bin that contains (zy,yn),

(k,7) is the neighboring bin of (7, §) closest to (z,,y,) in = direction,
(2,1 is the neighboring bin of (2, j) closest to (z,,y,) in y direction,
zi Yj are the coordinates for the center of (7, ) and

Az,Ay  are the bin-widths (Az = Ay = (1.8/n};,) GeV?/c?).

This again introduces a dependance on the chosen bin size for the acceptance his-
togram. The "standard” acceptance histogram AH®"(3,j) (see section 4.4) is used
for the maximum likelihood fits, except in paragraph 4.5.3.3, where the dependance
of the K* mass difference on the acceptance function is investigated. Equation 4.63
is summed over all events contained in a bin inside the kinematic boundary of the
Dalitz-plot. The condition z < 1.5 GeV?/c? is dropped and the number of events
considered in the fit is N, = 32469.

In order to get meaningful error estimates for the parameters g, it is important that
the functlon P(a:, Y, 0) is normalized. Choosing the normahzatlon as

P(z,y, 0) dedy =1, (4.66)
Dalitz-plot
the normalization factor N(f) of equation 4.64 is defined and approximated as
- -1

N(6) D(z,y,8) - Acc(z, y)dzdy (4.67)

Dalitz-plot

Q

-1
pin Pbin -
E Z D(miv Yi» 0) : AHsr(ia J)Asz] .

| i=1 j=1

The normalization factor N(6) must be calculated each time the parameters § are
changed, i.e. in each MINUIT function call.

102




4.5.2.1 An Example of a Distribution Function

At the example of parameterization I/10 (see table 4.11), the probability density func-
tion P(z,y, 0), obtained with the method of maximum likelihood, is presented. The
parameterization I/10 is characterized by polynomials of order five for the resonances,
order three for the non-resonant amplitudes, interference between the resonant and
non-resonant amplitudes and a total of Np,, = 41 free parameters.

In order to compare the function P(z,y, 0) with the measured density distribution in
the Dalitz-plot, the theoretical distribution P(z,y, 0) is normalized to the number of
events considered in the fit, i.e.

P(z,y,0) dzdy = N, = 32469, (4.68)
Dalitz-plot

and the Dalitz-plot is subdivided in 60 bins along the z (y)-axis in the range of 0.2 to
2.0 GeV?/ct.

dato (o) fit result (b) ¥ contributions  (c)
E 1.6 - -
12 -
K [ -
% : -
:E 0.8 - -
= i 5
0.4 - -

wlir TSN SO ST ST SN WO SO S T S | oS T B W WA SRR U JNY ST ST S N | ‘ol ST RS [ S SN S [ SRS TR |

0.5 1 1.5 0.5 1 15 05 1 15

MZ(K°n*") [GeV?/cY ML (K°r*) [GeV?/c* ME(K°R*")  [GeV?/cY

Figure 4.18: Experimental (a) and theoretical (b) distributions in the Dalitz-plot. In
(c), the contribution per cell to the y?-function is shown.

Figure 4.18 shows the experimental distribution in the Dalitz-plot (a.), the theoretical
function P(z;,y;, 0) (b) and the contributions of each cell to the x* - function defined
in equation 4.59, with N = P(z;,y:, ) (c) The rather homogeneous distribution in

figure 4.18 (c) demonstrat&s that P(:c,,y,,O) follows the data well in all parts of the
Dalitz-plot, even in the intersection region of the two K* bands.

In figure 4.19, projections of squared mass intervals (slices) in z and y are compared.
Good agreement is found between the measured distribution and P(z,y, 0)
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Figure 4.19: Projections of Dalitz-plot slices in z and y for the experimental and the
theoretical distributions.
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Figure 4.20: The individual contributions Ci(z,y, 5) of the six amplitudes A(z,y, 5)
to the theoretical distribution in the Dalitz-plot [(a) to (f)], and the combined contri-
butions of the K* resonances (g), all resonances (h) and all non-resonant amplitudes

(4.69)

is displayed in figure 4.20 (a) to (f). In addition, the combined contributions of
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2 |Ay + Agez:"o2 [ Acc, ,
: |Ay + A2e*P2 + Aze¥P3)2 . Ace
: |Ag + As + Ag? - Acc

e the two K* resonances
e all resonances and

e all non-resonant amplitudes
are shown in (g) to (h).

4.5.2.2 Results for the Resonance Parameters

The results for the resonance parameters, obtained by fitting all 20 parameterizations
to the experimental distribution in the Dalitz-plot, are shown in figure 4.21 as a func-
tion of the number of free parameters, Np,,. The central values for the K* resonance
parameters and the statistical errors are listed in table 4.16.

paramete-
rization

AmK-

MK+

[MeV/c?]

myg-=o

| mode | ne. [MeV/ c?]

[=MeV/<_:f_]__

I

5.09+1.16

897.58+0.73

902.671+0.79

I‘K-i
| [MeV/c?|

I‘K‘o
MeV/c?]

[ 58.34+1.45

65.15+1.98

4.23+1.18

897.44+0.74

901.6740.85

57.45+1.53

66.581+2.15

4.23+1.18

897.441-0.74

901.67+0.86

57.451+1.53

66.60+2.16

4.32+1.18

897.444-0.73

901.76X0.87

57.18£1.49

66.20+2.09

4.32+1.16

897.68+0.73

901.99+0.86

56.95+1.48

66.151-2.07

4.22+1.16

897.85+0.74

902.07+0.87

56.87+1.49

66.071+2.11

4.47+1.17

897.72+0.73

.902.19+0.88

55.97+1.50

67.29+2.17

4.34+1.17

897.651+0.73

901.99+0.89

55.90+1.49

67.37+£2.17

4.09+1.16

897.2710.72

901.360.88

55.7561+1.47

67.21+2.16

4.02+1.16

II

4.72£0.89 |

897.221+0.72

901.244-0.89

55.731+1.46

67.11£2.16

891.47+0.61

896.19+0.70

47.38+1.13

55.4912.16

4.5910.89

891.45+0.61

896.04+0.70

47.43+1.12

95.41+2.11

4.53+0.87

891.35+0.60

895.8840.70

47.48%1.12

52.57+2.24

4.554-0.89

891.2310.61

895.78+0.71

47.58+1.13

55.98+2.18

4.4440.87

891.314+0.61

895.75+0.70

47.86+1.14

53.16+2.26

3.67+0.92

892.03+0.65

895.70+0.70

48.97+1.22

55.58+2.11

4.41+0.88

891.3240.62

895.7310.70

47.78+1.16

53.03+2.30

4.67+0.92

891.3010.65

895.9710.71

48.37+1.25

55.601+2.31

3.761-0.92

891.844-0.65

895.6010.71

48.67+1.25

53.68+2.31

gcooo-qc:c:nhww»-a"gmooqc:mpwww

4.3410.92

891.56+0.65

895.9040.71

48.55+1.25

595.531+2.31

Table 4.16: Results for the K* resonance parameters and their statistical errors, as
obtained by the fits with the method of maximum likelihood.
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Figure 4.21: The results for the resonance parameters shown as a function of Np,:, the
number of free parameters in the fit.
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As can be seen from the figure, the values for mass and width of the resonances are
quite stable within a given parameterization mode, but differ a lot between mode I
and mode II. Going from mode I to mode II changes on average the values for

the K* masses by ~ — 6 MeV/c?,
the K* widths by ~ — 10 MeV/c?,
the a; mass by ~ + 15 MeV/c?,
the a; width by ~ + 64 MeV/c2.

Although the K* masses myg++ and mgs change, the mass difference Amg+ is rather
constant for the 20 parameterizations.

4.5.3 Mean Value and Error Analysis for the K* Mass Difference

In this section, the mean value and the error analysis for the K* mass difference is
presented. The contributions considered to the error of Amg+ are

o the statistical error, 0,4,
e the uncertainty due to the parameterization, opqrq, and
e the error introduced by the approximation of the acceptance function, o, .

In addition, the effect of a different Breit-Wigner parameterization on Amg- is tested.

4.5.3.1 Mean Value for the K* Mass Difference and Uncertainty due to
the Parameterization

To demonstrate the independence of the K* mass difference on the fit mode, the
weighted average of Amg» for mode I and mode II parameterizations are calculated
separately. By taking the inverse squared of the errors given in table 4.16 as the
weights, one gets

(Amg+)moder = 4.33 MeV/c? formodeI  and (4.70)
(Amg+)moden = 4.38 MeV/c? for mode II . (4.71)

The two mean values are in excellent agreement and no systematic shift of Amg« is
observed between mode I and II. The agreement between the values of Amg+ within
a parameterization mode can be expressed by the quantity

X [Amg- (i) — (Amg-)]?
N-1 (N- 1) E o?(Amg- (1)) ’

=1

(4.72)
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where N = 10 is the number of parameterizations within a mode and Amg=(¢) and
o(Amgs(2)) are given in table 4.16. The results obtained are

x2 x2
= U. = U. . 473
(N - 1)modeI 0.07 and (N - 1)mode]1 016 ( )

For the final mean value of the K* mass difference, the weighted average of all N = 20
parameterizations is taken, giving

2
(AmK-) = 4.36 MeV/02 with ( X ) =0.11. (4.74)
N-1 mode I+IT

As can be seen from table 4.16, the maximum deviation of the central values from

(Amge) is

+0.73 MeV/c? for parameterization mode I (number 1) and
— 0.69 MeV/c? for parameterization mode II ~ (number 6).

For the uncertainty due to the parameterization, 0p4rq, the maximum deviation of all
20 values for Amg+ (mode I and mode II) from (Amg-) is taken, giving

Opare = 0.73 MeV/c? . (4.75)

4.5.3.2 Statistical Error and Correlations

The shape‘of the likelihood function 6(5) in the neighborhood of the maximum con-
tains information about the statistical uncertainties of the parameter values at the
maximum and the correlations between the parameters.

For a very large data sample, ,C(é') is expected to approach a multidimensional Gaus-
sian function [4], i.e.

- M
£00) ocexp | ~3 3 (6: — 005 — 05)(V )i | (4.76)

t,7=1

where V is the covariance matrix, 6, is the parameter set that maximizes £(§) and M
is the dimension of the vector §. The M x M covariance matrix V is defined as

var(6;) cov(01,0;) ... cov(64,6,)

cov(6,,60,) var(6,) ... cov(f,,0,)

1 , (4.77)

cov(0,60,) cov(,,0;) ... var(,)
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with
var(6;) = E[6;—0,)*] =07 , (4.78)
60’0(9,', Gj) = E[((), - 00,')(0]' - 001')] = Pi; 005 (4.79)

where E[f()] is the expectation value of f(#) and p;; is the correlation coefficient
for 6; and 0; with | g;; |< 1. Hence, the symmetric and positive definite covariance
matrix V contains in the diagonal elements the variance of the parameters and in the
off-diagonal elements the correlation coefficients between parameter pairs.

Another useful quantity is the global correlation coefficient R(6;), defined as the maxi-
mum correlation coefficient between ; and any linear combination of all other param-
eters 0;, j # ¢ [42]. R(6;) is a measure of the total amount of correlation between 6;

and all other parameters, and is given by

R(6:) = /1 — [Va- (V1)1 7. (4.80)

—

Assuming a Gaussian shape for the likelihood function, £(f) = —In £(f) becomes an
M-dimensional parabola, i.e.

- 1M
L’(()) = 5 Z (0,' — 005)(0]' - Goj)(V-l),'j + const. (4.81)

t,7=1

The ”score” functions [4], defined as

~ o) X _
5:0) = B = 30— 05) (V) (4.82)
i j=1
are then linear in §, and the covariance matrix elements may be calculated from
824(6)
_1 - — — ..
(V )2.‘1 60,30] Hm ] (4.83)

where H is the matrix of second derivatives of £(9) (the Hesse matrix), which is
independent of # in this case.

Hence, for-a Gaussian shape of L(i), the equation
- - _32/2 . -t - 82
L(6)=L(D,)-e or equivalent £(0) = £(6,) + 5 (4.84)

defines a M-dimensional ellipsoid in parameter space. The extreme limits of this
ellipsoid parallel to the 6;-axis give an s-standard deviation error interval in §;:

I(s)=[0oi—s-0:, 0 +3-0] . (4.85)

The MINUIT program offers two possibilities to estimate the statistical errors of the
fit parameters:
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1. The "parabolic” errors are calculated from the covariance matrix V', which is ob-
tained by inversion of the Hesse matrix H (equatlon 4.83). As explained above,
this procedure assumes a parabolic shape of £(d) (or x*(0)) at the minimum.
Therefore, the parabolic errors include the correlations between all the fit pa-
rameters, but do not take account of non-linearities in the score functions S; (0)
The 20-errors are by definition exactly twice as big as the lo-errors, and the
positive and negative errors are equal (symmetric error interval).

2. The MINOS processor of the MINUIT program calculates numerically the con-
tour defined by (see equation 4.84)
- -~ 2
ol(0) =1L, + 52— (for method of maximum likelihood) or

o x}(0) = x*(0,) + s? (for method of least squares)

in order to estimate the so error intervals. Thus, the errors quoted by MINOS
take into account both parameter correlations and non-linearities and are usually
asymmetric.

MINOS errors are generally more reliable than parabolic errors, but their determina-
tion requires a lot of computer time. The statistical errors quoted in table 4.16 are 1o
errors and are obtained as follows:

o For all parameterizations, the MINOS errors are calculated for the charged K*
mass, mg+:+, and the mass difference, Amg+. The larger of the negative or
positive MINOS error is taken.

e For some parameterizations, the MINOS errors are determined for all resonance
parameters, especially when the parabolic errors seem unrealistic.

o Otherwise, the parabolic errors are used.

o The error of mg+ = mgs+ + Amg- is calculated according to

o(mge) = \ﬂr? + 0% + 20i0505 , (4.86)
where 7 = mg.+ and _7 = Amgs.
In figure 4.22, the parabolic values are compared to the MINOS values for the 1 0, 20

and 3 o errors ( parameterization I/10). The two error estimates were found to agree
well for the K* resonance parameters. However, the errors for m,, and I',, are slightly

asymmetric.

111




~ 5¢ - ~ 5
3 :* ® minos error 3 3 & \o
Q 4 parabolic o © 4F
= [ \ error -% % [ \
£ 3 : 2 £ 3f
* : * o’ E
& 2 e — g S 2 frpe o
- 5 o LB Nei i
< F \/ < < i
0 - N A i A , 0 of I
-4 0 4 -20

6 Am(K)  [MeV/c d m(A2) [MeV/cH

~~ 1 . . H . ~ Lan ) 5 b
3 A 3 8 F o
o AR SO SO SO o = QTR U RO A -
= N B = = -
Y 0 A E g sp bl
g zp-diiipiod § 8 zfelptoon
l U Lo f i
=1 \.\ / """" 3 > S U A
o L i -uin i A1 YT I 0 S S R PR
- =75-56-250 25 5 75 ~100 100
SM(K?) MeV/cl SM(K™) [MeV/cY S5 T(A2) [MeV/cY

Figure 4.22: Comparison between parabolic and MINOS values for 1 o, 2 o and 3 o
errors (parameterization 1/10).

As already mentioned on page 63, equation 4.6, the minimum statistical errors in the
determination of the resonance masses mg++ and mg« are given by [4]

PK‘*[K‘O]

Omin (Mg st rpee = —_——, 4.87
( K [K°]) m ( )

where Ngx[k+o; is the number of events in the K** (K*°) peak. Neglecting interference
effects, Ng++[+] can be estimated by (see equation 4.69)

NK‘*[K‘°] = / 01[2](33, Yy, J) d&:dy, (4.88)
Dalitz-plot

where 01[2](z,y,5) is the contribution of the K** (K*°) resonance to the distribution

function P(z,y, 6.") in the Dalitz-plot, with P(:c,y,é‘) normalized to N,, the number
of events considered in the fit (see equation 4.68). The values for Ngsx[geo) are sta-
ble within a parameterization mode, but different between mode I and II. Therefore
(Nketixso)), the average value within a mode, is used to calculate the minimum statis-
tical error

Tk

Smin(Mgstpgsor) o —mmb (4.89)
[K ] 1 / (NK'i[K"o])
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(Nkeo) (Ng.o) | Omin(mK-o)

for each mode separately, assuming T'ks = I'gsz = ke = 50 MeV/ c2.
| Ne | [MeV/c?

" ) | Mkes) | Smin(mie)
(NK i) Ne [M-EV /c2]
mode I || 5426 | 0.167 | 068 | 10'809 | 0.333 | 048
mode 11 | 87656 | 0.267 0.54 || 8504 | 0.262 0.54

Table 4.17: The minimum statistical errors of the K* masses for mode I and mode II
parameterizations.

Table 4.17 gives the values for {Ng.xk+;), the ratios (Ng++o) /N, and Smin (Mgt geo))
for the two parameterization modes. A comparison with table 4.16 shows that the sta-
tistical errors quoted for mge+ and mgs are well above the minimum errors

6m,'n(mK~:t [K-o]).

As the statistical error of the K* mass difference, the maximum of the errors listed in
table 4.16 for Amg-»is taken, which is

Ogtat — 1.18 MeV/c2 . (490)

At the example of the parameterizations 1/4, 1/10, II/4 and II/10, table 4.18 gives
the correlation coefficients between the mass difference Amg+ and the other physical
parameters, together with the global correlation of Amg+. For the K* mass difference,
the correlations are very similar within a parameterization mode, but there are some
differences between mode I and II. Generally one can say:

e The global correlation, R(Amg-), is larger for mode I (= 0.86) than for mode
II (> 0.75). This leads to the larger statistical errors of Amg+ for mode I
parameterizations.

e The K* mass difference is strongest correlated to mygsz.

e The other significant correlations are between Amg- and the K* - widths I'gs+
and ks, as well as the two phases 2 and s.

e For mode I, Amg- is correlated to the scattering length SLka,.
e For mode II, Amg- is correlated to the a; mass, m,,.

e The correlations between Amg-+ and the coefficients of the polynomials, p;, are

small.
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correlation between parameterization
Amg- and " I/4 | 1/10 | II/4 | II/10 |
— [-0.680 | -0.644 || -0.604 [ -0.592 |
Tges -0.212 | -0.228 || -0.094 | -0.129
0.157 | 0.171 | 0.209 | 0.190
m,, -0.082 | -0.082 || 0.258 | 0.244
| -0.056 | -0.088 || 0.060 | 0.062
SLyo, 0.198 | 0.180 || 0.033 | -0.014
SLys, 0.039 | 0.014 || -0.073 | -0.067
SLyok+ -0.029 | -0.038 || 0.029 | -0.021
Y2 0.472 | 0.410 | 0.290 | 0.242
L 3 1 0.389] 0.355 | 0.196 | 0.170
R(Amg+) (global) 0.867 | 0.854 )| 0.752 | 0.740

Table 4.18: Correlation coefficients between Amg- and other physical parameters.

4.5.3.3 Uncertainty due to the Acceptance Function

The systematic error of Amg+ introduced by approximating the acceptance function
Acc(z,y) with the "standard” acceptance histogram, AH**, is analysed with six al-
ternative acceptance histograms, AH" (k = 1,...,6), differing form AH*** in the cell
size as well as the smoothness. The various acceptance histograms are described in
section 4.4.

To estimate the systematic error due to the acceptance function, o4, the maximum
likelihood fits were repeated with the six alternative acceptance histograms for the
following parameterizations (see table 4.11):

I/2 and II/2: Both have polynomials of order (5 2 2) for the resonances and (3 2 2)
for the scattering amplitudes. The number of free parameters is Np,, = 33.

I/6 and II/6: Both have polynomials of order (5 3 3) for the resonances and (333)
for the scattering amplitudes. The number of free parameters is N,,, = 37.

In figure 4.23, the values for Amg- obtained with the standard acceptance histogram,
Amg+(AH***), are compared to the values obtained with the alternative acceptance
histograms, Amgs+(AHg"). Table 4.19 summarizes the results and gives in the last line
the maximum deviations

6(Amks) = max{] Amg«(AH**) — Amg-(AHM) |, k=1,... ,6} (4.91)

114




&~ i .. < ] ..
N parameterization 1/2 L parameterization 1/6
2 . 3
= =
4 R . . PRI I SR SNPOL SRR TRPTY PRTPSY CEr
" o
V4 ‘ X
E £
< 2 1 L 1 1 1 L < 2 —--:"""I ------------ L |- -""; ----------
2 4 6 2 4 6
n? of acceptance histo. n® of acceptonce histo.
&_. - . * &—' ™ * .
2 parameterization /2 L parameterization 11/6
> 6 -- I -
® lhudbdodl F
PR "+E:3ér] [N S I < e ,% """"""""""""""
g 2 i I 1 I 1 2 g 2 —":"""l ........... L T ; ---------
2 4 6 2 4 6
n® of acceptance histo. n® of acceptance histo.

Figure 4.23: The values for Amg- obtained with the standard (1) and the six alterna-
tive (2-7) acceptance histograms for the parameterizations 1/2, 1/6, II/2 and II/6.

within each parameterization.

For the selected parameterizations, all values Amg+(AHg®) (k = 1,...,6) are within
lo of Amg+(AH**). As an estimate for the systematic error of Amg+ due to the
acceptance function, the maximum of the values for §(Amgs) listed in table 4.19 is
taken, yielding

Oace = 0.95 MeV/c?. (4.92)

4.5.3.4 Effect of a Different Breit-Wigner Parameterization

The maximum likelihood fits were also repeated for all 20 parameterizations with the
Breit-Wigner function used by Conforto et al. (see paragraph 4.3.1.4, table 4.10). A
comparison between the Conforto parameterization and the one used in this work is
shown in figure 4.15 on page 92. This plot suggests lower values for the resonance
masses when using the Conforto parameterization.

In figure 4.24, the standard values for Amg~ are compared to the results obtained with
the Conforto parameterization of the Breit-Wigner function. Notice that the standard
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acceptance Amg. [MeV/c?]
histogram for parameterization
number I/2 | I/6 |1II/2| II/6
1 4.23 | 4.22 | 4.59 | 3.67
2 441 [434]3.98] 3.08
3 4.15 | 4.12 | 4.52 3.68
4 4.82 | 4.98 | 4.51 | 3.03
5 497 | 5.17 | 460 | 2.83
6 4.45 | 4.54 | 4.60 | 3.36
7 4.63 | 4.78 | 4.58 | 2.87
maximum deviation §(Amg.) [MeV/ cf] I
n 0.74 1095} 061 | 0.84

Table 4.19: The results for Amg+ obtained with the standard (1) and the six alternative
acceptance histograms (2-7) for the parameterizations 1/2, 1/6, II/2 and II/6. The
maximum deviations from the standard values (1) are listed in the last line.

values for Amg+ are independent of the parameterization mode (see 4.5.3.1), while
the Breit-Wigner function used in the work of Conforto et al. yields results for Amgs
which are different for parameterization mode I and mode II.

+ Breit—Wigner parameterization used in this work

[:] Breit—Wigner parameterization used by Conforto et al.

& '
A3 | mode | 2 mode |l
3 st 3
= |q 2
4 L. + .
(P 5
¥ [Jf‘ X
S’ e
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< 1 ] || 1 L ! <
32 36 40
NP"

Figure 4.24: Results for the K* mass difference obtained with two different
Breit-Wigner functions. The function used in this work yields parameterization mode

independent results, while the Conforto parameterization introduces a systematic shift
of Amg+ between mode I and mode II.
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In table 4.20 are listed the weighted mean values of the resonance parameters for
each parameterization mode and each Breit-Wigner function separately, as well as the
difference between these mean values, defined as

6(0) = (O)Conforto - (e)standard 9 (493)

where 8 is one of the resonance parameters.

resonance | standard mean Conforto mean difference 6(6)
parameter | value [MeV/c2] | value [MeV/c?] [MeV/c?)

0 mode I | mode II | mode IA | mode IT | mode I | mode II

[ T T
Amg- | 433 438  3.79 482| —054| 4044
mget || 897.53 | 891.48| 891.64| 883.18| -5.89| —3.30
mge || 901.87| 895.85| 895.25| 893.00| —6.62| —2.85
Tkt | 56.76 | 47.96 | 5543] 48.06] —1.33| +0.10
Txw || 66.54| 54.64| 63.26| 56.00| —3.28| +1.36
m,, || 1340.68 | 1355.83 | 1289.11 | 1289.85 | —51.57| —65.98
T., | 238.89| 302.61| 139.64| 164.05| —99.25| —138.56

Table 4.20: The effect of the Breit-Wigner function used by Conforto et al. on the
weighted mean values of the resonance parameters.

The effect of the different Breit-Wigner function is small for Amg« (~ +0.5 MeV/c?),
but quite substantial for the other resonance parameters, especially the mass and width
of the a,.

Many different Breit-Wigner parameterizations exist for a resonance with spin and
they are all very similar to the one chosen in this work. On the other hand, the
parameterization used by Conforto et al. does not take into account the spin of the
resonance and is quite different to this parameterization. Nevertheless, the effect on
the K* mass difference is small. Because of these reasons, the uncertainty due to the
Breit-Wigner function is neglected in the error estimate of Amgs.

4.5.4 Result for the Isospin Mass Splitting of the K* (892) Meson

The value found in this analysis for the K* mass difference Amg+ = mgso — mge+ is
AmZELEAR — [436 4 1.18 (stat.) £ 1.20 (syst.)] MeV/c2. (4.94)
The systematic error is given by

o-zyst = UZa.ra + az«:c b (4‘95)
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Figure 4.25: Comparison between the value found in this analysis for the K* mass
difference and results of earlier measurements and theoretical predictions.

where 0pgr, = 0.73 MeV/c? is the uncertainty of Amg» due to the parameterization
of the Dalitz-plot density and o, = 0.95 MeV/c? is the error introduced by the
approximation of the detector and trigger acceptance function.

This result for Amgs- is in excellent agreement with the world average (see 4.1)
(mKtO) - (mK-i) = (4.27 + 0.37) MeV/c2 ) (4.96)

as can be seen in figure 4.25, where Amg:“EAR is compared to earlier measurements
and theoretical predictions of the K* mass difference. On the other hand, AmZETEAR
is not in sincere disagreement (~ 1.0 standard deviations) with the world average

(Amg+) = (6.6 £1.3) MeV/c?. (4.97)

Including AmEE EAR in the world average of the Amy+ measurements, i.e. the average
of the four results '
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year

1967
1971
1978
1992

one finds

experiment Amg. [MeV/c?]

Barash et. al. [24] 6.3 £ 6.1 (enlarged error)
Aguilar et. al. [25] 5.7 & 1.8 (enlarged error)
Aguilar et. al. [26] 7.7 £ 1.9 (enlarged error)
CPLEAR (this work) 44 + 1.7 |,

(Amgs)pew = (5.8 £1.0) 1\/.IeV/c2 ; (4.98)

Thereby, the previous discrepancy of ~ 1.8 standard deviations between (myso) —
(mge+) and {Amg-) is reduced to ~ 1.4 standard deviations for the new value (Amg«)pney.
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5 Conclusion

The isospin mass splitting of the K*(892) meson was analysed with a sample of 33’132
events of the type pp — K:FW*KO(KG); KO(KO) — wt7~, recorded by the CPLEAR
collaboration in October 1990.

The data were taken with a trigger that favored K decays and thereby reduced the
background from K¢ decays. The information provided by the scintillators and the
Cerenkov-counters was used for the kaon/pion separation. The final data sample
was selected by a constraint fit, requiring energy and momentum conservation and a
missing mass at the annihilation vertex equal to the neutral kaon mass.

The Dalitz-plot, M2, (K*,7¥F) vs M2, (K° 7%), shows interference between the neu-
tral and charged K* bands, which makes it impossible to measure the K* masses by a
fit of the corresponding invariant mass distributions. Hence, a study of the Dalitz-plot
population is required. An amplitude analysis leads to a large number of contributions
and is not suited for a fit, because there are too many parameters to be determined.
Therefore, a (Pa.ra,meteriza.tion is chosen with one amplitude for each of the resonances
K**‘, K"“’(K"= ), and a, plus three amplitudes for the non-resonant part. The resonant
amplitudes are constructed as the product of a Breit-Wigner function and a polyno-
mial, while a scattering-length parameterization multiplied with a polynomial is used
for the non-resonant contributions. Using the method of maximum likelihood, 20 pa-
rameterizations differing in the order of the polynomials, are fitted to the experimental

Dalitz-plot. This yields the average result
Amg+ = mgeo —mge+ = [4.36 + 1.18 (stat.) = 1.20 (syst.)] MeV/c%.

The systematic error of Amg~ includes the uncertainty in the parameterization, oper, =
0.73 MeV/c?, and the error introduced by an approximation of the acceptance function
for the detector and the trigger, ,.. = 0.95 MeV/c?. The acceptance function was
estimated with a simulated data sample.

The result found for Amg- is in excellent agreement with the difference between the
world averages for the neutral and charged K* masses, (mg«) — (mg+z) = (4.27 &
0.37) MeV/c?, and is lower by one standard deviation than the average value of three
previous measurements of the K* mass splitting, (Amg-+) = (6.6 & 1.3) MeV/c2.

Including the result of this work, the new world average for Amg+ becomes
(Amgs)pew = (5.8 £1.0) MeV/?,

and the difference between (mys) — (mg++) and (Amg+) is lowered from ~1.8 stan-
dard deviations to ~1.4 standard deviations. Therefore, the experimental discrepancy
in the determination of the K* mass splitting is reduced by this work and may be
considered as settled.
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A The Kinematic Fit

The kinematic fit used for the filter 5CFIT (see section 4.2.2.3) is a least squares fit
with conditions (constraints). In this appendix are briefly described the principle of
this kind of fit, its application to the "golden 7*7~” event selection and finally the
effect of the fit on the momentum and invariant mass resolution of the detector. A
detailed description of the method of least squares fits with constraints can be found
in [43].

A.1 Principle of Least Squares Fits with Constraints

The method of least squares with constraints is often used for one or several of the
following reasons:

e To improve the measurement precision.

e To estimate unmeasured parameters.

o To have a statistical test of the hypothesis, that the measured data are consistent
.with an assumed model.

An example, where this method is very helpful, are elementary reactions in particle
physics. Energy and momentum conservation, as well as geometrical conditions, per-
mit the formulation of constraint equations. The unmeasured parameters may come
from unseen particles in the reaction. In general, least squares fits with constraints
apply to the following situation:

e One has a set of n random variables y; (¢ = 1,...,n), where the values are
assumed to be measurements of true values, 7;, without bias, i.e.

Ely]=1#, (A1)
where Ef[y;] is the expectation value of y;.

o For the measurements y;, one knows the corresponding n X n covariance matrix

V(y):
var(y) cov(y1,y2) ... cov(y1,Yn)
Vi) = ::ov(yz,yl) :’ar(yz) ::ov(yz,yn) , (A2)
co0(Yn 1) €OV(Ynr32) - var(ya)
where var(y;) = El(y: — 9:)% is the variance of y; and

cov(yi, ;) = El(yi — 3:)(y; — 7;)] is the covariance of y; and y;.
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o The underlying model for the measurements y; depends on p additional param-
eters a; (j = 1,...,p), with true values ;.

o The model can be formulated with a set of m equations (the constraints) of the
type
fk(&,§)=0 (k=1,---,m)’ (A3)
where @ is the vector of the true parameter values @;, and 7 is the vector of the
true variables ;.

I m > p, the constraints cannot be fulfilled with the measured values y; and an
appropriate set of parameters a;. In this case, one has to determine corrections Ay;
and parameters a; such that

fila,97) =0 (k=1,...,m), (A4)

where y* = y+4 Ay are the corrected values of the measured variables, and the weighted
sum of squares

S(y*) = AyT W Ay with W =V(y)™? (A.5)

attains a minimum. This problem can be solved by the method of Lagrangian mul-
tipliers. An additional parameter X; (Lagrange multiplier) is introduced for each
constraint, and a new function

Ly = SW")+ 2> Aefa(a,y™) (A.6)

k=1
is defined. The condition for a minimum of L(y*) with respect to all parameters y*,
a and A is equivalent to the condition for a minimum of S(y*) under the constraints

fi(a,y*) =0.

In the general case of nonlinear conditions, one can find the solution by linearization
of the conditions and subsequent iterations. The formulae for the resulting iterative
algorithm can be found in [43].

If one has a correct model, linear conditions and measured data that are gaussian dis-
tributed around the true values, then the expectation value for S(y*) at the minimum
is given by X

E(S)=(m-p), (A.T)
where S is the minimum of § (y*), and & follows a x? - distribution with ng=m-—p
degrees of freedom. The confidence level CL(S) for the measurements y; is obtained
by integrating the tail of the x2 - function, i.e.

CL(8) = /S ” f(z,ng)dz (A.8)

where f(z,n4) is the x? - function for nys degrees of freedom. For a correct model, the
confidence level expresses the probability that a random repeat of the measurement
would give a worse S. In this case, CL(S) is equally distributed in the range of 0 to 1.
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A.2 Application to ”Golden 7*7~” Event Selection

The model (or hypothesis) for the events analysed in the filter 5CFIT is a pp annihi-
lation into K* #F K2 with a subsequent neutral kaon decay into #t7~. The set of n
measured values, y;, are the 12 cartesian components of the charged particle momenta:

PI{{a P;;’ Pglv P.§2 (i=$, Y, z)7 (A'g)

where K is the primary charged kaon, 7 is the primary pion and S1,S52 are the
two secondary pions. The model contains no additional unmeasured parameters a;,
because no undetected final particles are in this event type. The hypothesis can be
express by the following m = 5 constraints:

fi = Ex+E;+Es;i+Es;—2m,c? =0, (A.l0)

f: = Pg+Pr+P5 +Ps, =0, (All)

fs = Py + P!+ PE + P%, =0, (Al2)

fa = P+ P;+ P+ Ps, =0, (AI3)
1

s

s [(2 myc® — Ex — E,)* — ¢ (ﬁK + ﬁ,)z] —mgoc?=0. (A.l4)
The first equation requires the energy conservation in the reaction. The conditions
f2, f3 and f4 express the momentum conservation. With the constraint f5 one requires
the missing mass at the pp annihilation vertex to be equal to the neutral kaon mass.
These five conditions imply as well, that the invariant mass of the secondary particles
S1,52 is equal to mgo. The number of degrees of freedom in this model is then

Ngg = M—p = 5 (5C-ﬁt) (A15)

Similar conditions for other event types, e.g.

o pp — K*rFK? LK — n%eFou,

o pp — K*r¥K? , K — ntuFu

o pp — K*rFK? K¢ — 7t~ 7%  and
epp —» K¥rFK2#x® |KI — ntn~

can also be formulated, but in all these reactions, one neutral particle is unmeasured.
The momentum components of this particle are introduced as p = 3 unmeasured
parameters in the model. By adjusting these parameters, three of the five constraints
can be fulfilled immediately. This leaves an effective number of two conditions, which
is expressed by the number of degrees of freedom ng = m — p = 2 (2C-fit). Such a
2C-fit is less selective and the improvement of the data not as good as for the 5C-fit.

For testing, the constraint fits for the different reaction types were first applied to
data produced with the small simulation program described in appendix B.2. In
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figure A.1 (a), the § distribution obtained for simulated "golden 7+7~” data and a
correct hypothesis is shown, together with the expected x? function with 5 degrees of
freedom. The corresponding confidence levels CL(S), presented in figure A.1 (b), are
distributed with equal probability between 0 and 1.

(a) (b)

(7] ” -
2 1600 F ) .2 600 '
- - + simulated data Y T TR R i T TR
[} - . o _** 1LY *
w1200 | — »* — function “ 400 [
o i forng =5 oz [
800 - "+ simulated data
- 200 +
400 | r — mean value for a
flat distribution
s JL A R B - o-....l...-l....l.-.l....
0 4 8 12 16 20 0 0.2 0.4 0.6 0.8 1
A
S — distribution CL - distribution

Figure A.l: The distributions of S (a) and the confidence level CL(8) (b) for the
kinematic 5C-fit of simulated ”golden #*7~” events with the right hypothesis.

A.3 Improvement of the Measured Variables

The effect of the constraint fit on the momentum and invariant mass resolution is
analysed with the data sample MCT433, described in appendix B.1. MCT433 consists
of "golden 7+ =" events, produced with a trigger 433 simulation. For trigger 433, the
average number of measured points along the secondary particle tracks is smaller than
for trigger 233, and hence the momentum resolution is worse. The sample MCT233,
where the simulated trigger is 233, could not be used, since the true” (i.e. generated)
values for the particle momenta were not written out to the mini-DST’s.

The data sample MCT433 was passed through the PREFILTER and the 5CFIT (see
section 4.2), and for the selected events the following deviations from the "true” values

were determined:

APi(un)corr — (P’tme _ P’(un)corr)i (Z =z, y,z) , (A16)

A Pé‘un)corr = ( Prree _ 13’(un)corr)T (A.17)
= J—SAPz(uifon)z + (APéun)Corr)z ,

A P(un)corr = I Pt _ P(un)corrl (A.18)

— \/(Angun)con)g + (APéun)corr)z + (APz(lm)corr)z
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AMo (K3, 7) 00T = M (K, 7)™ — My (K3, 7) 57 | (AL19)
AM; (KE, 7F) 807 = M (KE, 7)™ — M, (KE, 7F) 7 | (A.20)
AMio (K&, KE) "7 = A (K, KE)™ — My (K, KE)™°7 | (AL21)
where the superscript "true” means the generated values, "corr” means the recon-

structed values including the corrections from the 5CFIT and ”uncorr” means the
uncorrected reconstructed values.

In figure A.2 are shown the residuals for the neutral kaon momentum, where the
uncorrected K momentum is calculated as

- - -+
PII{IES)ICOIT — — I\(J.!il:COIT _ P:;LCOTT . (A‘22)

3 [
S 500
= I [
3 1000 | AP(K%) 1000 i
] N L
K 250
0 0 0
—-100 0 100 —-100 0 100 -100 0 100
IMeV/cl IMeV/cl MeV/c]
2] =
.g 800 -
c b
5 AP(K°® i AP(K® uncorrected
‘S 1000 «K) I (<) momenta
e 40T |7 corrected
momenta
0 0 ik —
0 40 80 ] 40 80
MeV/c] [MeV/c]

Figure A.2: Distributions of AP (i = z,y,2), APF™®™ and AP for the
neutral kaon momentum Fyg.

The full width at half maximum (FWHM) for the distributions AP"™™™ (i = z,y, 2)
are listed in table A.1. One sees that the FWHM values are reduced by a factor of
almost two for the charged kaon and a factor of three for the neutral kaon due to the
kinematic fit. The effect on the pion momenta is not that large.

The distributions of AM;,, (i, )™ and the scatter plots A M,,(K*, W*)(“n)wrr ver-
sus AM;,,(K2, W*)(un)cm are presented in figure A.3. Table A.2 summarizes the cor-
responding FWHM values. Here, the improvement due to the kinematic fit is even
larger. One gains a factor of 2.5 to 3 for the (K 7) combinations and a factor of 5 for
the (KK) pair.
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FWHM uncorrected corrected ratios

of momenta momenta A prmcors || A prcors | A prncos
Mev/c] | AP. | AP, | AP, | AP, AR | AP | lggm___ Al | Are
K+ 125 124591 67] 66[326] 187 | 188 | 11
* 76| 79[323] 58| 61]253] 131 1.30 1.28
K3 327 30.6 | 78.0 | 100 103 33.8] 327 2.97 2.31
s1,82 | 92| 94[354] 68| 68)195] 135 1.38 1.82

Table A.1: FWHM of the distributions APf™*™ (; = z,y,2) and the improvement
factors due to the constraint fit.
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AM!JII.COI'I'
FWHM of “ AMER™  [MeV/c?] | AMEST  [MeV/c?] | — e
. _ _ = inv

(K3r%) | 46.3 18.7 2.48

(K#a%) | 34.6 11.8 2.93
(KK*) | 90.8 18.4 4.93

Table A.2: FWHM of the distributions AM;,, (2, )™ and the improvement factors
due to the constraint fit.
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B The Simulated Data Samples

The aim of this appendix is to describe the different simulated data samples used in
the analysis. The data samples were produced with two programs:

1. CPGEANT, written by the CPLEAR offline group and based on GEANT 3
[44], is the dedicated simulation program for the CPLEAR experiment. With
CPGEANT, the detector and trigger response for various event types can be
simulated in great detail. An introduction to CPGEANT can be found in [45].

2. In order to test kinematic event selection algorithms, especially the constraint
fits, a simpler simulation program was written with the following two advantages

over CPGEANT:

e The production of one event requires much less computer time and hence
good statistics can be produced in a short time.

o The generated data is ideal in the sense that detector and trigger inefficien-
cies are not simulated.

In the first part, the data samples produced with CPGEANT are described, while the
second part explains the simplified simulation program in more detail.

B.1 Data Samples Produced with CPGEANT

To estimate the reduction factors of the PREFILTER and the 5CFIT for the differ-
ent K§ and K decay modes (see section 4.2.4.1), and in order to demonstrate the
improvement of the momentum and invariant mass resolution due to the 5CFIT (see
appendix A.3), a sample called MCT433 is used. These data are produced with the
following characteristics:

o The simulated trigger type is 433.

e Direct and resonant pp annihilations are simulated. The percentages for the
different annihilation channels, at the example of the K+ K final state, are

given below:
pp — (direct) — K+r K BR =33.1%,
pp — KK 5 (K*7)K BR=306%,
pp — K'K- - K*=K) BR=1901%,
PP — 7 a} — = (K*K) BR=124%,
PP — 7 ad - = (K*K) BR= 48%.
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e The possible neutral kaon decay modes are _
K — n*tr~, K — 7%e¥y, K — n¥pFv and K§ — 7ta~7°

e The probability distributions for the K$ and K? decay eigentime are equal and
constant.

The data sample MCT433 was generated at CERN. The events were written on sep-
arate mini-DST’s for each K$ and K? decay mode. Besides the reconstructed values,
the mini-DST’s also contained the “true” values for the particle momenta and vertex
positions. At the time of this analysis, no similar data was available for trigger 233.

In the present evaluation of the detector and trigger acceptance (see section 4.4) and
for a comparison of the real data sample with the corresponding simulated data (see
section 4.2.3) the sample MCT233 is used.

e The simulated trigger is 233.

e Only direct annihilations pp — K:F'iriKo(Ko) are generated, according to an
~ equal probability in the Dalitz-plot M2, (K*,7¥) versus M2, (K° r*).

o The neutral kaon always decays into two pions: K® — #¥x~.

The data sample MCT233 was produced by the University of Ljubljana. The ”true”
values were not written on the mini-DST’s.

B.2 The Simplified Simulation Program

In the simplified program, the detector and trigger response is simulated with much
less detail than in CPGEANT. The particles are not individually tracked through the
detector, and their interaction with the detector material is only roughly approximated.
Figure B.1 shows the flow diagram of the program. Some of the points are described
in more detail below:

1. The pp annihilation vertex is generated according to the distribution obtained
from real data.

2. The branching ratios can be specified for the annihilation channels listed below
(for the K*7~K' final state):
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'y 2—body decay pp —> Rp
2-body decay R —> psp, 3—body decay L T ]
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Lorentz—transf. CM(R) —> LAB
v

 all charged primary particles hit the PID ? }no
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4 P«(K™) > Py — cut value ? Ty ‘aL
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T i minimal K° decay time
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of K® decay vertex
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= intermediate resonance
CM(R)= rest frame of R

Figure B.1: Flow diagram for the simplified simulation program.
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W

e for "golden” events:

pp — (direct) — K+t K
pp — KK -  (K*tx7) 'S
pp — KK~ = K+xK)
pp — 7w al - x (K"'—K—O)

e for events with an additional 7° at the pp annihilation vertex:

pp — KtK*=1° — KHxK)1°
PP — KK*r- — KO(K"'WO) T
P — KK - (Kt )X
PP - K%K+t~ — (I_(OWO) Ktn~

. All charged particles are required to hit the scintillator S2 of the PID. Hence,
the particle tracks must intersect with a cylinder parallel to the z-axis, having a
radius of 74.2 cm and a length of 210 cm.

. For each event, a random pr-cut value is generated according to a Gaussian
~ distribution with (pr) = 400 MeV/c and o(pr) = 40 MeV/c.

. The branching ratios for K and Kf decays can be specified for the decay modes

Kg — ntr™, Kg — 729, and
K? — nteFy, K¢ — nfuFv, K¢ — rtr—x0, K? — 707070 .

. The three-body decays M — pipsps (except the semileptonic K{ decays) are
generated with an equal probability in the Dalitz-plot M2, (p1ps) vs M2, (p1p2).

. The semileptonic decays are generated according to the (not normalized) density
distribution p(T,,T}) given below [4]:

p(Tr,T)) = —4(1+&TH)°TH (B.1)
AT} [(1+ & T (=T + W+ U) + EUP(L + 6,.T5)]
+ A+ & TPUT, - 1+ U))
+26UP(1 + & T:)(Tx + P - W = U)
+& UPY(T, - U)]

where T.(T;) = kinetic energy of the pion (lepton),
voo=—m
2mygomy
P — m?(o —_ m?r
2mgom,
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_ mEo +m2

W 2mgom,
_ mgo
& =2\ .
_ _ mygo
€o - 2(/\0 A+) My ’
Ay  =0.030 (0.034) for =nreFr (x*uFv)and
Ao =00 (0.025) for wreFv (atpTv).

8. The momentum smearing for the charged tracks is calculated with the Gluckstern
formulas [46] [47]:

T\ B-o,\* 720 143-BK (_p_)S (B2)
T L2 N+5 L, pr) '
2 3
9 Ore 192 p
=[] - .229 - = B3
e (L,,) Ntag T 0% KL"(pT) ’ (B3)
2
9 o:\? (pr 12N 1.11- KL
= (=) (£ . —_—— B4
7 (L) (p) N+ +2) T 3 v (B4
. _pr
with R =038’
K - (0.015)2 1
p-B X’
where Opr = transverse momentum resolution,
0,,0¢ = azimuthal and polar angular momentum resolutions

(pz =pr-cosp; py=pr-sing; p, = pr - cot §),
Orpy 0, = tracking chamber resolutions in r¢ (wires) and z (strips),

p,pr = particle momentum and component in transverse plane
at the production vertex,
L,L, = track length in space and in transverse plane between

first and last measured point,
N +1 = number of measured points along the particle track,

R = bending radius of the particle track,

B = magnetic field strength,

B = particle velocity v/c and

X, = thickness of the traversed material in radiation lengths.

Lengths are given in meter, momentum in GeV/c and the field strength in tesla.
The first term in the three equations describes the momentum smearing due
to the measurement errors. The second term takes account of the multiple
scattering.
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In order to determine the covariance matrix for the constraint fits, no correlation
between the parameters pr, ¢ and 8 is assumed, i.e.
oprl 0 0
V(pT’ 12 0) = 0 0',,,2 0 . (B5)
0 0 0‘92

The covariance matrix for the cartesian components p,,p,,p. is then obtained

from

V(ps,p4,p:) = T V(pr,,8) T* (B.6)
with
oz 2 .
ng ;azj ;;79‘ cosp —prsing 0
T=| 5% 2 F |=|sing preosy 0 . (B.7)
% B2z cot § 0 —pr/sin® 6 '
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C The Amplitudes Contributing to the Reaction
pp — KKn

In section 4.3.1, a theoretical model developed by Conforto et al. [35],[36] for the
description of pp annihilations of the type pp — KK is presented and its extension
to include p-wave annihilations is discussed. The transition matrix elements A7F¢
between states with well defined quantum numbers for the angular momentum J, the
parity P, the charge conjugation C and the isospin I are decomposed as

AJPC = (KRx(JPCI) | § | pp(JPCI))

. JPCI
_ JPCI ¢ JPCI
= Zﬂk ¥k -C} s
k

where each contribution C{¢! is the product of a spin-parity factor A% and a form-

factor Af,;, listed in table 4.9 and 4.10, respectively. Each matrix element A77°
corresponds to an initial protonium state with quantum numbers G125+ [ ; where
S is the spin and L the orbital angular momentum.

In this appendix, the contributions C{¥°! to the matrix elements A7FC are given for
the final states KKr=K+K 7~ and KKr=K°K~7*, taking into account the restric-
tions imposed by the symmetry properties of A7FC (see table 4.8).

C.1 Contributions to AJ~* (initial pp state is 1S;)

Kr (Kr) Ike(lg,) =0 Lg(Ix)=0 Ix.(Ig,) =2 s-wave scattering

1 1
G = +
l—ial/z\/—p?(ﬂ./ll 1—i01/2\/—p%1r/4

kr(lg,) =1 Lg(Ix)=1 Ig«(Fg,) =3 K* - resonance
PI‘{‘rPK u P'I%WPK B
SKkr — m%. + tmg=Tke + SRr — m%. + impe T

0-+0 _
Cy =

ke (iRe) =2 Lg(Lx)=2 Ik:(Jg,) =3 d-wave scattering
Cg-+o —_ Tﬁ:TR_ uy T%:TK uv
1- 2'01/2\/—1’12(«/4 1—zey \/—P%,,,/‘1

KK lkg = L,=0 ag - resonance
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kg =2 L,=2 az - resonance
iy
TygTr v

Cy 0 =
2. 13
sgg — miy +omal 2

C.2 Contributions to A?~* (initial pp state is 3'Sg)

Kr (Kr) Ikk.(g,)=0 Lg(lx)=0 Ix.(Jg,)=73 s-wave scattering
1 1

C¥*1 = -
1-— ial/g\/—p%(ﬂ,/ll 1-— ia1/2\/—p‘12'{,r/4
kr(ig,) =0 Lg(Ix)=0 Ik:(Ig,) =2 s-wave scattering
C3+1 = 1 1

1- ia3/2\/—p?<,,/4 1- ia3/2\/—p%r/4

ke(g,)=1 ILg(lk)=1 Ik.(Jg,)=3 K"*- resonance

£ B L B
Cg_+1 = PKﬂ’PI—{_ © _ Pf(-‘erK {od
SKr — M+ + img+Tge SRy — n:%. + img g

ke(lgr) =2 Lzg(Ix)=2 Ik«(Ig,) =3 d-wave scattering

CO—+1 - Tﬁ:Tf uv . TTI.{":T K pv
¢ = - = — -
1- 161/2\/—])12(,,/4 1- 261/2\/—19[%,,/

w I

kre(lg,)=2 ILg(lk)=2 Ik:(Ig,) =2 d-wave scattering

co-t o — DTk TeeTkw
1- ic3/2\/—-p;2<,,/4 1- iC3/2 - ?(1/4
KK kg=1 L,=1 p-wave scattering
Co+! — A I‘{"I'{-P TH

6 T . s
1 —ibyy/—Piz/4

C.3 Contributions to A}~~ (initial pp state is 13S;)

Kr(Kr) k.(g,)=1 Lg(Ix)=1 Ik.(Ig,)=3 K*- resonance
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1 1
1—--0 = ghvro p¥ Dp D2
Cl € KPWPK (SK'N — m12<t + imK'I‘K' + sﬁﬂ' - Injz—(' + zml-{.-rﬁt)

ke (lRx) =2 Lg(Ik) =2 Ix.(Fg,) =1 d-wave scattering
PIE‘IF'PKT P%WPK T )
1- icl/z\/—p%{ﬂ,/‘l 1 —icl/z\/—p%r/fl

C}™° = emr PLPePS (

KK kg=1 L.=1 p-wave scattering

ci--o _ & RKBRR?
3 = ;
1 — ibyy/—pig/4

C.4 Contributions to Aj~~ (initial pp state is 33S;)

Kr(Kr) k.(g,)=1 Ig(lg)=1 Ikr (Ig,) =3 K~ - resonance

. 1 1
1--1 __ .uvpo pv pp Do
= gh¥r’ P PP PS - - ;
1 KEr2K N\ sgp — mZ. + imy+Tgs SRy — m%. + img+ Iy

ke (lRe) =2 ILg(Lx) =2 Ik« (Ig,) =32 d-wave scattering
Pﬁvrpl? T _ P%WPK T )
1 —icyn/—pke/t 1 —icysy/—pk [4

C}~! = emr Py PoPg (

ke (lge) =2 ILg(Ik) =2 Ix.(Ig,)=2 d-wave scattering

Cg.-—l = ghvro PY Dp Pa PIEWPET _ PKTWPK T )
Kzt g . / 2 ; 2
1- iC3/2 _pKW/4 1- tC3/2¢/ — K1r/4
KK kg =2 Ly=2 az - resonance

&"%? P{ PeP? (Py Py 1)

= 2 1,
SKR — Ms + Tz

11 __
Cyi7 ™ =

C.5 Contributions to A"~ (initial pp state is 1'P,)

Kr(Kr) Ike(fg,) =0 ILg(lx)=1 Ik.(Ig,)= 1 s-wave scattering
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P Py

C1 = -
1- z"11/2\/—1712<1r/4 1- ia1/2\/‘P12'{,r/4

kr(lg,)=1 Lg(Ix)=0 Ix:(Ig,) =3 K- resonance
P B,

T

C1+—0

SKx — k. + img+Tge SRy — m%. + impI'ge

kr(ige) =1 Lg(Ix)=2 Ix.(kg,)=3 K*-resonance

v my
C1+_ Tﬁ PKW v _ TK Pﬁqr v
SKx — Mk + img+Tge SR — mf? + impT'g

ke (i) =2 Lg(Ix)=1 Ik«(Jg,)=73 d-wave scattering

Cl+ -0 _ —
1 —2‘61/2\/—])12{”/4 1 —icl/g\/—p%r/zl
KK kg = L,=0 p-wave scattering
C§+—0 - B I’éﬁ
1— iby [~p2/4
kg =1 L,=2 p-wave scattering
C1+-0 = T Pg,

C.6 Contributions to Al*~ (initial pp state is 3P;)

Kr(Kr) .(ig,)=0 ILg(lk)=1 Ix:(Ig,) =% s-wave scattering
l—z'al/g\/—-pf{,rﬁl 1 —iayyo/— ?(1/4
ke(lz,) =0 Lg(lx)=1 Ik.(Ig,) =2 s-wave scattering
R, m
1- z'a3/2\/—p?{,r/4 1-— ia3/2\/—p%ﬂ_/4

Ci1 =

Ci+1 =

ke(gr) =1 Lg(Ix)=0 Ik.(Jg,)=73 K- resonance

137




Kr Kn
Pn Pu

Cl+—1 —
3 Skr — mk. +img-Tx+  sg, — m2. + imgTg»
ke(lg,)=1 Lg(Ix)=2 Iks(Ig,) =31 K- resonance
o1 T Pix v Ty Pg,,
¢ Skr — Mg. +img-Txe  sg, — mZ. + imp-Tge
kr(lge) =2 Lg(Ix)=1 Ix.(Ig,) =21 d-wave scattering
Cg+—1 — TI‘{‘:PE v + TI‘(‘:PK v
1-— icl/z\/-—p%,,/‘i 1- 2'61/2\/“'1712<7r/‘1
kr(lg,) =2 Lg(Ix)=1 Ik:(Ig,)=2 d-wave scattering
ot TR, TP,
L—icyn/~phelt 1= icoa/—pkal4
KK kg =0 L,=1 ap - resonance
C;+—1 _ P #
sgg —mZ, +1 —p?q{'y
kg = L,=1 az - resonance
C§+_1 — TI‘{‘-II%P"' v

— — m2 .
SKR mag: +zma;k1"a§

C.7 Contributions to A§*t* (initial pp state is °P,)

The contributions are the same as for A;*™ (initial pp state is 31P)):

Gt =cCit ' (k=1,...,8). (C.1)

C.8 Contributions to Aj** (initial pp state is 33P,)

The contributions are the same as for Aj*~ (initial pp state is 11P,):

CHHHl = I (k=1,...,6). (C.2)
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C.9 Contributions to A2+ (initial pp state is 13P5)

Kr (Kr) k.(g,)=1 Lg(Ig)=2 Ik:(,) =12 K*- resonance
e#7es PEPPPE . PX 4 PL. v PrPRPS

SKr — M¥%e + tmg-T'ks
e#7 PLPPPg - Py + PY - e PLPIPg

SRx — Migr + impTgee

Cl2++0 =

ke(lg,) =2 Lg(Ik)=1 Ik«(g,) =3  d-wave scattering

g4"07 P PPPS - P, + P&, - "™ PP2PS

C§++° =
1 — ic1/\/—Phr/4
e*" PZPPPE - Pg + Pg - €""*" PEPPPg
1 —iciysy/—pk, /4
KK kg =2 L,=1 az - resonance
o2+ 7P PEPEP? - Py + Py -7 PR PP
3 =

- — m2 ;
SKR — M2 +im:T, 2

C.10 Contributions to A2** (initial pp state is 33P;)

Kr(Kr) ke(g,)=1 Lg(Ix)=2 Ik«(Fg,) =% K- resonance
e*P PEP¢PS - P% + P& -¢""*° PR PSPg
SKr — M%e + imysT'k+
e+ PZP?Pg - Pt + Pk - " PEP!Pg

2 . .
SRr — Mg + smgeTge

Cf'*""l —

ke(lg,) =2 ILg(Ix)=1 Ixs(Fg,)=73 d-wave scattering
g#70° PLP?PS - PY, + P§, - """ PEP?PS
1 — ic1/2y/—Phe/4
e#?" PZP#Pg - PY + P% - """ PZP?PZ

1-— 2'61/2¢—p%ﬂ_/4

2++1 _
Gy =

ke(lg,)=2 ILg(Ix)=1 Ig.(Ig,)=2 d-wave scattering
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E#Tpa'PﬁP: P% . Pﬁqr + I‘{‘« . gVTPo PIE P,f Pf%

C§++1 -
1- ic3/2\/_pl2(w/4
_ E#'rpo'P%P,fPﬁ . Pﬁw + P_Ilér . EufpaP%P;ngz
L= deaay/ =i /4
o+ Sﬂ‘rpvpﬁpé Pe . P; + P# Nl = P_I;(z Pe

1 iby /P /4
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