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Abstract

The Color Glass Condensate (CGC) is a high density form of hadronic matter which controls
the interactions in QCD at high energies, or small values of Bjorken x. Predicted by theoretical
considerations, this matter might have been seen in the recent experiments at HERA and RHIC,
but the experimental conditions should be even more favorable for its observation at LHC. The
CGC is colored since made of gluons which carry the ‘color’ charge of QCD; it is a glass since its
internal dynamics is frozen over the natural time scales for high energy scattering; it is finally a
condensate since it is characterized by high occupation numbers, or strong classical color fields.
High density together with asymptotic freedom imply that the CGC is weakly coupled. Based
on this observation, an effective theory has been constructed within perturbative QCD, which
describes the evolution of a hadronic wavefunction with increasing energy in the presence of the
non–linear effects associated with the high gluon density. This theory predicts the saturation of
the gluon distribution for transverse momenta below some characteristic ‘saturation scale’ which
grows rapidly with the energy. It further implies the unitarization of the scattering amplitudes
at high energy and provides a natural explanation for some remarkable regularities seen in the
experimental data, like the ‘geometric scaling’ in the HERA data for deep inelastic scattering
at small x, or the ‘high–pT suppression’ in the deuteron–gold collisions at RHIC.

This review paper is devoted to a pedagogical and self–contained presentation of the physical
and mathematical foundations of the effective theory for the CGC, with emphasis on modern
tools like the renormalization group analysis of the high–energy evolution in QCD and the
ensuing Balitsky–JIMWLK equations. We discuss selected applications to the phenomenology
at HERA and RHIC. We describe recent theoretical developments concerning the importance of
particle number fluctuations in the dilute regime, in relation with modern problems in statistical
physics, and also with the ‘pomeron loops’ of the diagrammatic approach to high–energy QCD.
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1 Introduction: High energy scattering in QCD

1.1 General introduction

Understanding the high energy behaviour of the hadronic scattering amplitudes is a long-
standing problem, which emerged long before the advent of the fundamental theory of the
strong interactions, the Quantum Chromodynamics (QCD). Back in 1952, Heisenberg [1]
has given a qualitative argument combining the Yukawa meson theory with an assumption
about the maximal energy rise of the scattering amplitude and the unitarity bound on the
S–matrix to conclude that, in the high–energy limit, the total cross–section should rise
like ln2 s, with s = E2

c.m. (the total center–of–mass energy squared). It was still Heisen-
berg who initiated the axiomatic approach to the theory of the S–matrix, an ambitious
program trying to develop a complete description of the strong interactions without any
reference to quantum field theory. Using general principles (like Lorentz symmetry, uni-
tarity, and analiticity) within this approach, one has been able to deduce powerful results
about the high energy behaviour, like the celebrated Froissart bound [2–4] stating that
the total cross–sections must rise no faster than ln2 s in the limit s→ ∞. When combined
with the theory of the Regge poles [5–7], the S–matrix formalism allowed for a success-
ful description of the phenomenology, which is still in use today for those problems, like
the calculation of total cross–sections, which lie beyond the scope of perturbative QCD.
In particular, it was in the context of the Regge phenomenology that the concepts of
‘Pomeron’ [6, 7] and ‘Odderon’ [8] have been introduced for the first time, although with
a somewhat different meaning from that which will appear later in this report.

It was still before the advent of QCD that the parton picture has been first formulated, by
Bjorken [9] and Feynman [10], and soon after confirmed by the spectacular identification of
‘Bjorken scaling’ in the electron–proton deep inelastic scattering (DIS) at SLAC [11]. In a
critical analysis of the parton picture from the perspective of quantum field theory, Gribov
and Lipatov [12] have found that, for an Abelian vector theory like QED, the ‘naive’ parton
model should receive substantial radiative corrections leading to strong violations of the
Bjorken scaling, which would contradict the experimental results at SLAC. This paradox
has been solved by the recognition of the asymptotic freedom in QCD [13], which in
particular implies that a quark looks like a quasi–free ‘parton’ when probed over relatively
short times (so like in DIS). Some of the first applications of perturbative QCD [14] went to
the field–theoretical justification of the parton picture, and to its improvement through the
fecund concept of quantum evolution which culminated in the linear evolution equations
in QCD [15, 16].

The modern era of (perturbative) QCD at high energy starts with the Great Schism be-
tween the DGLAP [15] and the BFKL [16] evolutions. The DGLAP equation [15] describes
the evolution of the parton (quark and gluon) distributions with increasing virtuality Q2

— to lowest order in the QCD coupling α, it resums the radiative corrections enhanced by
factors of (α lnQ2)n for any n ≥ 1 — and thus proceeds through regions in phase–space
which are more an more perturbative; therefore, this evolution is naturally well defined in
perturbative QCD. The predictions of the DGLAP equation — including its subsequent
refinements at next–to–leading–order (NLO) and, more recently, at NNLO — appear to
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be very well confirmed by the experimental data at high Q2 (in particular, by the HERA
data for the DIS structure functions [17]).

The BFKL equation [16] describes the evolution of the gluon distribution, and of the scat-
tering amplitudes mediated by gluon exchanges, with increasing energy — by resumming
terms of order (α ln s)n for any n ≥ 1 —, but it is not protected from deviations towards
the non–perturbative domain at low virtuality Q2 <∼ Λ2

QCD. And as a matter of facts, the
corresponding solution does receive contributions from soft Q2, which become more and
more important with increasing energy. This ‘infrared diffusion’ is a first indication of
the inadequacy of the BFKL equation in the high–energy limit. The second indication in
that sense comes from the behaviour of the respective solution with increasing energy: the
gluon distribution, and also the scattering amplitudes computed from the BFKL equation,
grow like a power of s, namely like sωP, with ωP = (12/π ln 2)α (the ‘BFKL Pomeron’).
When extrapolated to the high energy limit, this behaviour violates the unitarity bound
on the S–matrix, and also the Froissart bound on the total cross–sections.

The NLO corrections to the BFKL equation have recently became available [18], after
several years of efforts. When properly interpreted [19–21], they considerably reduce both
the value of the BFKL intercept (roughly by a factor of two) and the infrared diffusion.
But this is not enough to cure the conceptual problems of the BFKL evolution in the
high–energy limit. Even when amended by higher order corrections, the BFKL equation
cannot be the fundamental equation in QCD at high energy. (Rather, it applies only in
an intermediate range of energies.) This is so since, as we explain now, there is important
physical information which is in fact missed by the BFKL equation, which is linear.

This is the physics of parton saturation, or of the Color Glass Condensate. In brief, the
high–energy evolution is an evolution towards increasing gluon density, but the feedback
of this high density environment on the evolution itself is not included in the linear,
BFKL, equation. The gluon distribution (i.e., the total number of gluons in the hadron
wavefunction) increases with s because a rise in the energy opens up the phase–space for
the radiation of ‘wee’ gluons, with relatively small longitudinal momenta. This growth
is explosive (exponential in ln s, which is the natural ‘evolution time’) because of the
coherency effects in the evolution: the gluons emitted in the previous steps live long
enough to coherently act as sources for the emission of new gluons, with even smaller
longitudinal momenta. This evolution leads to a rapid growth in the gluon density since
the radiated gluons have comparable transverse sizes, and thus are bound to overlap with
each other in the transverse plane when their total number becomes large enough. An
occupation number larger than one is the hallmark of a high density system.

A high density system in QCD is genuinely weakly coupled. Therefore one should be able
to consistently study the high–energy evolution within perturbative QCD, provided the
effects associated with the high gluon density are properly taken into account.

In particular, the high density should favor gluon recombination processes (like two gluons
merging into one), which would oppose to a further growth in the gluon distribution. This
leads to the idea of parton saturation, as introduced by L. Gribov, Levin and Ryskin [22].
They conjectured that, when the density is large enough, the recombination processes,
which are of higher order in α but are enhanced by the square of the density, should

5



compensate the radiation processes, which are linear in the density, in such a way that
the gluon occupation number saturate at a value of order 1/α. The saturation should
occur only at sufficiently low transverse momenta, below some characteristic scale, the
saturation momentum Qs, which rises very fast with the energy, and thus becomes hard
(Qs ≫ ΛQCD) for sufficiently large s. Thus, the saturation has the potential to cure both
the unitarity problem and the infrared problem of the BFKL equation. At the level of the
evolution equations, this mechanism should translate into non–linear corrections to the
BFKL equation; but the construction of such non–linear equations from QCD looked for
longtime as an insurmountable task (see Refs. [22–24] for some early attempts).

The next major theoretical progress come with the idea of classical coherency, due to
McLerran and Venugopalan [25] : By the principle of correspondence, a system with large
occupation numbers is semi–classical; thus, it should be possible to describe the high–
density gluonic system as a coherent state or, simpler, as a classical color field, with
a strength of order 1/g at saturation. McLerran and Venugopalan (MV) introduced this
idea in the form of a model for the gluon distribution of a large nucleus at low or moderate
energy (as relevant for the heavy ion collisions at RHIC [26, 27]). In this model, the gluons
are represented by the classical color fields radiated by sources associated with the valence
quarks. It has been subsequently shown [28–30] that the gluon distribution in the MV
model saturates (in the sense of growing only logarithmically with the atomic number A
in the limit A→ ∞) via non–linear effects in the classical Yang–Mills equations.

But the classical coherency specific to the MV model is in fact preserved by the quantum
evolution with increasing energy, because of the strong separation in time scales between
partons with different longitudinal momenta. This observation [29] led to the development
of a new approach to high–energy evolution in QCD [31–34], which is genuinely non–linear,
and which culminated in the effective theory for the Color Glass Condensate (CGC) [34].
This new approach consists in a Wilsonian renormalization group analysis in which gluons
are integrated out in layers of longitudinal momenta and in the presence of the strong
color fields radiated by the gluons integrated out in the previous steps. The emission of
new quantum gluons at each evolution step modifies the sources for the classical fields,
and the non–linear effects induced by the latter provide the necessary feedback from
the high–density environment on the evolution. The central result of this analysis is a
functional evolution equation, the JIMWLK equation [31, 32, 34, 35], which describes the
simultaneous evolution of all the n–point correlation functions of the classical fields (which
mix with each under evolution because of the non–linear effects).

In the limit where the classical fields are weak, which corresponds to relatively low en-
ergies, the non–linear effects can be neglected and then the JIMWLK equation reduces
to the BFKL evolution (not only for the gluon distribution, which is a particular 2–point
function, but also for more general correlation functions, like the 3–point function describ-
ing odderon exchanges [36]). In the general case, the presence of non–linear effects entails
the saturation of the gluon occupation number [37, 38] and leads to evolution equations for
the scattering amplitudes which respect the unitarity constraints [34, 35]. These equations
have been originally derived by Balitsky through a different approach [39].

The Color Glass Condensate is the high–density matter made with the saturated gluons.
We have named it like that [34] to better emphasize its physical properties, and also the
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mathematical structure of the effective theory which describes it :

• Color since the gluons carry the SU(3) ‘color’ charge of QCD.
• Glass since the associated color fields evolve very slowly relative to natural time scales,

and are disordered.
• Condensate since the occupation numbers at saturation are of order 1/α, which is the

largest value permitted by the gluon repulsive interactions. So, the saturated state is
in fact a Bose condensate.

Like other glasses, the CGC is described by a classical, stochastic, effective theory : The
color fields are classical random variables distributed according to a (functional) weight
function, which is gauge invariant. Physical observables like the scattering amplitudes with
external projectiles are first evaluated for a given configuration of the classical fields in the
target, and then averaged over all such configurations, with the weight function alluded to
above. When increasing the energy, the weight function evolves according to the JIMWLK
equation, which is recognized as a functional Fokker–Planck equation [34, 35, 40].

Like other Bose condensates, the CGC is produced through an instability: the explosive,
BFKL, growth of the gluon distribution with increasing energy is compensated by the
gluon repulsive interactions at short distances.

Note that the glassy structure is in fact more general than saturation: It is a consequence
of the separation of (temporal and longitudinal momentum) scales inherent in the high
energy evolution, and thus it extends in the relatively dilute regime at transverse momenta
above Qs, that is, in the regime where the BFKL evolution applies.

Within this picture, the saturation momentum has a natural interpretation as the scale for
perturbative color neutrality in the color glass: To minimize their repulsive interactions,
the gluons arrange themselves in the transverse plane in such a way to mutually shield
their color charges. Then color neutrality is achieved over a distance of order 1/Qs [41, 42].
As a consequence of that, the gluon spectrum becomes softer at transverse momenta below
Qs, and there is no sensitivity to the non–perturbative, infrared, physics (unlike for the
BFKL equation). The hard saturation scale Qs acts effectively as an infrared cutoff. The
physics of the CGC is consistently perturbative, the more so the higher the energy.

The importance of fluctuations for the high energy QCD evolution has been originally
recognized within the dipole picture, by Mueller [43], and it became manifest in the as-
sociated Monte–Carlo simulations by Salam [44, 45]. But the profound influence that the
fluctuations have on the evolution towards saturation, in particular, on the saturation
scale itself, has been understood only recently [46–48], largely through a fruitful corre-
spondence between high–energy QCD and modern problems in statistical physics. This
has revived the interest in the dilute regime of QCD at high energy, and has triggered new
developments leading to improved evolution equations [48–50], which include the effects
of fluctuations in the large–Nc limit. It turns out that the combined effect of fluctuations
and saturation corresponds to “Pomeron loops” in the diagrammatic representation of
perturbative QCD.

Besides such conceptual clarifications, there is another — perhaps even more important
— motivation for the nowadays interest in the CGC : this is the hope to observe this form
of matter in laboratory experiments, at least indirectly. The physics of saturation can
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convincingly explain some striking regularities observed in the HERA data in the ‘semi–
hard’ domain at small Bjorken x (x ≤ 0.01) and relatively small Q2. Chiefly among these
phenomena, there is a new scaling law at low x, known as geometric scaling, which has
been identified in the data by Stasto, Golec-Biernat and Kwiecinski (themselves inspired
by saturation), and for which the CGC formalism provides a natural, qualitative [51, 52]
and even quantitative [53, 54], interpretation. We shall return to the phenomenology of
gluon saturation at HERA in Sects. 1.2 and 5.1.

Furthermore, one expects the CGC to be liberated in the high–energy nucleus–nucleus
collisions at RHIC (Brookhaven, USA) and LHC (CERN), and thus to determine the
properties of the partonic system created right after a collision. This poses the challenge of
identifying and measuring observables which can carry out information about the initial
conditions, in spite of the violent evolution at later stages and the strong ‘final state’
interactions. Yet, it seems that some gross features of the RHIC data for multiparticle
production, so like the total multiplicity or the spectrum of the hadrons produced in
deuteron–gold collisions (including the remarkable phenomenon of “high–k⊥ suppression”
[27]) can find a natural interpretation in the framework of the CGC [55]. This will be
further discussed in Sects. 1.3 and 5.2.

In view of such ongoing experimental efforts, it is of utmost importance to try and specify
theoretically the expected properties of the CGC. Part of our motivations in writing
this report is to contribute to this effort. Namely, the purpose of this report is to give
a self contained, comprehensive, and updated discussion of the physical ideas behind
the concept of color glass condensate, of the phenomenological evidence supporting this
physical picture, and of the mathematical formalism used for its theoretical description.

In the recent years, several review papers have been already devoted to this topics [56], but
the field is evolving so fast that some important, recent, developments (at both conceptual
and phenomenological levels) are not at all covered by the previous reviews. For instance,
the RHIC data on deuteron–gold collisions at forward rapidities become available during
2004 [27, 57], and their considerable impact on the CGC ideas had not been anticipated
in the previous review papers. Also, on the side of the theory, significant progress has
been triggered by the observation [48] that the effects of gluon number fluctuations in
the dilute regime, which are known to play an important role in the QCD evolution
towards high density [44, 46, 47, 58, 59], were in fact missed by the JIMWLK equation.
This led to important developments, chiefly among them the recognition [47] of a profound
correspondence between high–energy QCD and problems in statistical physics, and the
construction of more complete evolution equations in QCD, including the ‘Pomeron loops’
[48–50, 60–63]. Such recent developments will be discussed at length in the present report.

Another difference with respect to previous review papers refers to the stronger emphasis
that we shall put here on the mathematical aspects of the formalism and on the explicit
construction of the CGC effective theory from QCD. The general formalism is quite tech-
nical and cumbersome to describe in detail, and the original papers are often lengthy and
tedious, because of the need to carefully justify all the points. To cope with that, the
strategy followed in the previous reviews was to avoid the construction of the formalism
altogether, but only present the resulting effective theory. However, it turns out that, in
order to gain more intuition about the formalism and better master its practical applica-
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tions, a deeper understanding of its physical and mathematical foundations is necessary,
and this is best achieved by following its derivation. The purpose of the discussion here
will be to explain and motivate the formalism and its derivation, while still avoiding too
lengthy calculations and the unessential technical details.

1.2 Motivation: The rise of the gluon distribution at HERA

SECT_DATAHERA

Anticipated by theoretical developments within perturbative QCD already before the end
of the seventies [16] (see the discussion in Sect. 1.4), the physics of high parton densities
has found its first experimental motivation at the beginning of the nineties, with the
advent of the HERA data for deep inelastic electron–proton scattering (DIS) at ‘small–
x’ [64, 65] (that is, at relatively high energy; see below for more precise definitions). This
was for the first time that the fine structure of a high energy hadron was revealed by
an experiment, and the most striking phenomenon observed on this occasion is the rapid
rise of the proton ‘structure function’ F2 with decreasing x (i.e., with increasing energy):
Essentially, F2 rises as a power of 1/x, which physically is interpreted as a rapid rise in
the parton densities. This experimental fact, which was in a qualitative agreement with
contemporary expectations from perturbative QCD [16], has revived the interest in the
dynamics of QCD at high energy and (re)opened the debate about the fate of the hadronic
matter and its interactions in the high energy limit [22, 23, 25, 43].

In this section we shall discuss the results at HERA which demonstrate that the high
energy evolution in QCD is an evolution towards high parton densities. The theory of DIS
is extensively discussed in the literature (see, e.g., Ref. [66–68] for recent presentations),
and our succinct discussion below will not aim to completeness. Rather, we shall use DIS
as a pretext to develop the physical picture underlying the QCD parton description [9, 10],
which will be central to all subsequent developments, and to introduce the idea of gluon
saturation [22]. In particular, we shall focus our discussion on the high–energy, or ‘small–
x’, regime of DIS, thus departing from more conventional presentations which privilege
the regime of high transferred momentum and the associated DGLAP equation [15]. This
discussion will also allow us to introduce, in an intuitive way, some theoretical concepts
like the quantum evolution, the infinite momentum frame, or the eikonal approximation,
which will play a prominent role in the subsequent developments in this report.

Also, in discussing the HERA data, we shall emphasize a few phenomena which have a
natural interpretation in terms of gluon saturation at small–x. One should warn at this
point that, in view of the kinematical limitations of the experiment and of the present
theoretical uncertainties, none of this phenomena can be taken as a conclusive evidence
for saturation. Indeed, as we shall see, most of the interesting results are concentrated
in the transition region from weak to strong coupling, where the analysis in terms of
perturbative QCD is expected to require substantial corrections. Besides, each of these
phenomena, when considered separately, could possibly be explained by some different
model or mechanism. It is nevertheless remarkable that the simple idea of saturation
provides a natural explanation of such a variety of seemingly different phenomena.
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Fig. 1. H1 and ZEUS data on the F2 structure function shown in three bins of Q2 as a function
of x. The steep rise of the structure function at low x is clearly apparent. From Ref. [69]. HERA-F2

1.2.1 The QCD parton picture: From DIS to gluon saturationSECT_DIS

As already mentioned, the main result at HERA as far as the small–x physics is concerned
is the rise of the proton structure function F2(x,Q

2) when decreasing x at fixed Q2, as
illustrated in Fig. 1. To understand the implications of this phenomenon, one needs to
know a little bit more about the kinematics of DIS and the partonic interpretation of its
results. The DIS process is illustrated in Fig. 2: an electron with incident momentum k
scatters off a quark inside the proton (P ) with the exchange of a space–like photon γ∗ with
virtuality Q2 ≡ −qµqµ > 0. The scattered electron is detected, and from the measurement
of its final momentum k′ one can deduce the momentum q = k′ − k transferred by the
virtual photon to the proton. The genuine “deep inelastic scattering” regime is when the
invariant momentum transfer Q2 is much larger than the proton mass squared M2, but
the kinematical range at HERA also covers the “semi–hard regime” where the energy is
high, but Q2 is of the order of, or even smaller than, M2.

In what follows, we shall focus on the inclusive deep inelastic scattering, where the final
hadronic system X can be anything. The quantity which is then measured in the ex-
periment is the differential cross–section for the electron scattering dσ/dQ2. But for the
present purposes it is more convenient to take off the upper vertex in Fig. 2, which de-
scribes a purely electromagnetic process (the virtual photon splitting from the electron),
and focus on the lower part of the diagram, which contains the interesting QCD process.
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p+q

q=k-k’

X

Fig. 2. The kinematics of electron–proton deep inelastic scattering. DISgen

The corresponding observable is the total cross–section σγ∗p for the absorbtion of γ∗ by
the proton. This depends upon two independent kinematical invariants, conventionally
chosen as Q2 and the Bjorken–x variable:

x ≡ Q2

2P · q =
Q2

s+Q2 −M2
, (1.1)

where s ≡ (P + q)2 is the invariant energy squared of the γ∗p system. The kinematical
conditions at HERA are such that at s (and generally also Q2) is much larger than
M2. Then, Eq. (1.1) implies that x ≃ Q2/(s+Q2) is comprised in between 0 and 1. In
particular, the “small–x regime” (x≪ 1) is the same as the high energy regime (s≫ Q2),
which is our main interest here:

x ≃ Q2

s
≪ 1 when s≫ Q2. (1.2)

The measured photoabsorbtion cross–section σγ∗p is conveniently parameterized as:

σγ∗p(x,Q
2) =

4π2αem

Q2
F2(x,Q

2), (1.3)

where F2(x,Q
2) is the proton structure function alluded to above. To appreciate the

physical interpretation of the latter, some more preparation is necessary :

i) If the proton was a pointlike charged particle, so like the electron, the virtual photoab-
sorbtion cross section would read simply

σ̂γ∗e(x,Q
2) =

4π2αem

Q2
δ(x− 1), (1.4)

where the δ–function is the expression of the energy–momentum conservation: Namely,
since both the incident and the final ‘electrons’ are on–shell (with negligible masses), we
have P 2 = 0 and (P + q)2 = 0, that is, 2P · q − Q2 = 0, or x = 1. This argument shows
that F2(x,Q

2) is a measure of the structure of the proton relative to that of a pointlike
electron.
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ii) In a conveniently chosen Lorentz frame, in which the parton interpretation makes
sense, F2(x,Q

2) is related to the quark and antiquark distribution functions inside the
proton. The QCD parton picture is a description of a hadron in terms of quasireal excita-
tions (the “partons”) whose lifetimes are much larger than the characteristic times for the
collisions. Whenever such a picture is applicable, the theoretical description of the scat-
tering is greatly simplified because, first, one can represent the hadronic target as a kind
of quantum–mechanical wavefunction (or, even simpler, as a set of classical phase–space
parton distributions) and, second, one can decouple (or “factorize”) the interactions with
the external projectile from the internal dynamics in the target (as taken into account in
the construction of the target wavefunction).

The very existence of a parton picture is quite non–trivial, as it can be appreciated
from the following argument: In quantum field theory, the elementary constituents of a
hadron can radiate virtual quanta (quarks and gluons in QCD) and interact with each
other by exchanging such quanta. A priori, these virtual excitations can have arbitrarily
high energies and momenta, and thus the interactions associated with them can occur on
arbitrarily short time scales. In seems thus impossible to decouple the interactions within
the target from those with an external projectile (like the virtual photon in DIS). Yet, in
QCD, the asymptotic freedom ensures that virtual fluctuations with very large momenta
occur with a low probability; thus, their influence on the structure of the hadron and
its interactions is relatively small and computable in perturbation theory. This makes it
possible to develop the parton picture (as amended by radiative corrections, or ‘quantum
evolution’; see below) for the short–time, or large–momentum transfer, processes. But this
also requires a judicious choice of the Lorentz frame, as we explain now:

Consider first the proton rest frame, where P µ = (M, 0, 0, 0). The characteristic time over
which the partons interact with each other is of order 1/M (or, more precisely, ∼ 1/ΛQCD),
since this is the scale at which the QCD interactions become strong. This internal time
scale has to be compared with the duration of the collision with the virtual photon, which
can be estimated from the uncertainty principle as:

∆tcoll ∼
1

q0
=

M

P · q =
2Mx

Q2
. (1.5)

In the deep inelastic regime where Q2 ≫ M2, we also have ∆tcoll ≪ 1/M , showing that
the scattering is indeed rapid compared to the internal time scales of the proton.

However, this condition is not sufficient for the existence of a parton description, and
in fact the latter does not exist in the proton rest frame, since in this frame the hadron
excitations cannot be distinguished from vacuum fluctuations having similar momenta. In
Fig. 3 we illustrate some virtual excitations of a fermion inside the hadron (say, a valence
quark) together with a virtual fluctuation of the vacuum. The typical momenta are of
the same order for all such fluctuations, namely, of order ΛQCD; therefore, they all have a
lifetime of order 1/ΛQCD and can mix with each other. In particular, the interaction with
a virtual photon, which is also shown in Fig. 3 (and which takes a comparatively short
time), cannot distinguish between partons and vacuum excitations.

But there exists a way to disentangle the hadron fluctuations from those of the vacuum:
This consists in performing a Lorentz boost to a frame in which the hadron has a very
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 Q

G  vacuumsea Q

Fig. 3. Gluon (G), ‘sea quark’ (sea Q), and vacuum fluctuations dressing a valence quark (Q) in
the hadron wavefunction in its rest frame. The dotted arrow is meant to represent the interaction
with the virtual photon in DIS, and the width of the shaded area around the arrow is suggestive
of the duration of the scattering. RFfluct

large longitudinal momentum Pz ≫ M — an infinite momentum frame (IMF) — and
where the lifetime of its virtual excitations is enhanced by Lorentz time dilation. Note
that the four–momentum of the hadron in such an IMF reads P µ = (E, 0, 0, Pz) with
E ≃ Pz + M2/2Pz ≃ Pz. In what follows, we shall write simply Pz ≡ P . Consider then
a fluctuation of a quark inside the hadron as seen in the IMF (see e.g. Fig. 5). All the
quanta involved in this fluctuation have large longitudinal momenta, since they carry a
non–zero fraction of the corresponding total momentum P . Let us assume, for simplicity,
that the longitudinal momentum of the original fermion is exactly P (this is the ‘hadron’),
and compute the lifetime of the gluon fluctuation with four–momentum kµ = (k0, k⊥, kz),
where kz = ξP with 0 ≤ ξ ≤ 1 and k⊥ ≪ ξP . This can be estimated by the uncertainty
principle as ∆t ∼ 1/∆E, where ∆E is the energy difference between the final and initial
states at the gluon emission vertex. We have (we neglect the parton masses) :

∆E=−P +
√
ξ2P 2 + k2

⊥ +
√

(1−ξ)2P 2 + k2
⊥

≈ k2
⊥

2ξP
+

k2
⊥

2(1−ξ)P ≈ k2
⊥

2ξP
, (1.6)

where in writing the last approximate equality we have assumed that ξ ≪ 1; as we shall
shortly see, this is the interesting case at high energy. This implies ∆t ∼ 2ξP/k2

⊥, which
should be compared to the lifetime ∆tvac ∼ 1/kz of a vacuum fluctuation having a similar
longitudinal momentum. (Indeed, for a vacuum bubble like that in Fig. 3, the energy
denominator involves the sum of the on–shell energies of the particles in the intermediate
state, so ∆Evac ∼ kz.) So long as the condition k⊥ ≪ ξP remains satisfied, we have

∆t ∼ 2ξP

k2
⊥

≫ ∆tvac ∼
1

ξP
, (1.7)

which confirms that, in the IMF, the typical hadron fluctuations are well separated from
the vacuum fluctuations, and therefore the parton picture makes sense indeed.

The above considerations further imply that a parton in the IMF is quasi–real — its
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virtuality k2 ≃ (∆E)2 is much smaller than the on–shell energy squared ξ2P 2 — and also
nearly collinear with the hadron: k0 ≃ kz = ξP ≫ k⊥, and therefore kµ ≈ ξP µ.

Let us now discuss the physical picture of DIS when viewed in the IMF. We shall shortly
check that the lifetime of the struck quark is much larger than the collision time. Thus,
this quark is nearly on–shell both before and after the scattering. If kµ ≈ (ξP, 0, 0, ξP )
denotes its original four–momentum, then energy–momentum conservation implies

0 ≈ (k + q)2 = −Q2 + 2ξP · q = −2P · q(x− ξ) =⇒ ξ ≈ x . (1.8)

Thus, the scattering selects a quark with a longitudinal momentum fraction ξ equal to
Bjorken’s x. This confirms the fact that, in DIS at high energy, we probe the proton
constituents having ξ ≪ 1. From now on, we shall not distinguish between x and ξ
anymore, but denote both these quantities by x.

To further develop the physical picture of DIS, let us choose a specific IMF, known as
the ‘Breit frame’, in which the virtual photon has zero longitudinal momentum: qµ =
(q0, q⊥, 0). Since:

q0 =
P · q
P

→ 0 as P → ∞ , (1.9)

we deduce that, in this frame, the γ∗ momentum is mainly transverse: q0 ≪ q⊥ and
Q2 ≃ q2

⊥. Thus, by experimentally varying the virtuality Q2, we can control the resolution
of the virtual photon in the transverse plane. The collision time in this particular frame
can be estimated from the energy uncertainty ∆E at the absorption vertex, or simply as
the reciprocal of the frequency q0. Both methods yield

∆tcoll ∼
2Px

Q2
. (1.10)

For a quark fluctuation to be able to absorb the virtual photon, its lifetime must be larger
than the collision time. This condition, together with Eqs. (1.7) and (1.10), imply that the
partons which participate in DIS have transverse momenta k2

⊥ <∼ Q2. By the uncertainty
principle, such partons are localized within an area ∼ 1/Q2 in the transverse plane.

We have thus arrived at the important conclusion that the DIS experiment is a very
specific analyzer of the quark distribution in the proton, as measured in the Breit frame:
The virtual photon ‘counts’ the number of quarks and antiquarks having a longitudinal
momentum fraction equal to x and which occupy a transverse area of order 1/Q2. These
considerations motivate the following formula for the F2 structure function:

F2(x,Q
2) =

∑

f

e2f
[
xqf (x,Q

2) + xq̄f (x,Q
2)
]
, (1.11)

where the sum runs over all the quark flavors, and qf (x,Q
2)dx is the number of quarks

of flavor f with longitudinal fraction between x and x + dx and which are localized in
the transverse space within a size 1/Q; similarly, q̄f (x,Q

2) refers to the antiquarks. The
quantity xqf (x,Q

2) is conventionally referred to as the quark distribution function; it
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can be related to the gluon number density in Fock space 1 dN/dkzd
2k⊥ via (note that

dx/x = dkz/kz):

xqf (x,Q
2) =

∫ Q2

d2k⊥ x
dNf

dx d2k⊥
. (1.12)

In the conventional (pre–QCD) ‘parton model’, the transverse momenta of the partons
are restricted to k⊥ ≪ M , so for Q2 > M2 the corresponding quark distribution is
independent of Q2. Then, Eq. (1.11) implies that F2 ‘scales’ as a function of x : when
plotted as a function of Bjorken’s x, the structure function is independent of Q2. This
prediction of the parton model, known as Bjorken scaling, has been indeed confirmed
by the first DIS experiment at SLAC, but only as an approximate property of the data,
and within a limited kinematical range (concentrated at rather large values of x). This is
illustrated in Fig. 4 with the more recent (and also more accurate) data at HERA.
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Fig. 4. The F2 structure function as measured by the H1 and ZEUS experiments in bins of x
as a function of Q2. Left: The bins at relatively high x (in particular, it was around x = 0.25
that Bjorken scaling was originally observed in the SLAC experiments). Right: The bins at low
x; the violations of Bjorken scaling are now obvious. HERA-BJ

However, already the qualitative discussion in this section shows that, in QCD, all the

1 This quantity is defined in a specific gauge, the light–cone gauge ; see Sect. 2.4 for details.
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kz= xp k>>p
p-k

k
0 < x < 1

Fig. 5. An elementary radiation process in the proton wavefunction: the original quark with
momentum p splits into a quark p − k and a gluon k. SPLITT

virtual quanta having k2
⊥ <∼ Q2 live long enough to contribute to the scattering. Thus,

when increasing Q2, we expect the number of the intervening partons to increase as well
(because of the enlarged phase–space for radiation), which should translate into a rise of
F2 with Q2 at fixed x. Such a rise is clearly visible in Fig. 4 for the data corresponding to
small values of x (say, x ≤ 0.03). Physically, increasing Q2 is like improving the resolution
of a microscope (here, in both space and time) : By doing so, we are able to discriminate
partons which are more and more localized in the transverse space, and whose lifetime is
shorter and shorter.

The violation of Bjorken scaling is a first example of quantum evolution in QCD — here,
the evolution with increasing Q2 — by which one generally means the variation of the
structure functions with Q2 and x induced through radiative processes in the underlying
quantum field theory. In what follows, we shall be mostly interested in the high energy
(or “small–x”) evolution, which is responsible for the rapid rise of F2 with decreasing x,
cf. Fig. 1. To understand the latter, and also the fact that the corresponding rise with
Q2, i.e., the logarithmic slope dF2/d lnQ2, is more pronounced at small values of x, cf.
Fig. 4, it is necessary to consider also the gluon distribution, although this is not directly
measured by DIS. Indeed, quarks and gluons mix under the evolution, and it is in fact
the rapid rise of the gluon density which is the driving force for the evolution at small x.

Indeed, as we shall argue now, most of the partons produced by the evolution with de-
creasing x are in fact gluons. This is the consequence of the infrared singularity of the
amplitude for bremsstrahlung. The differential probability for an on–shell parton to radi-
ate a soft gluon which carries a small fraction x ≪ 1 of the parton longitudinal momentum
and a small transverse momentum k⊥ ≪ kz = xpz is given by (see e.g. Fig. 5)

dPBrem ≃ αCR

π2

d2k⊥
k2
⊥

dx

x
, (1.13)

where CR is the Casimir for the SU(3) representation appropriate to the parent parton;
that is, CF = (N2

c − 1)/Nc for a parent quark, or CA = Nc for a parent gluon. Note first
the logarithmic enhancement in Eq. (1.13) at small transverse momenta: this is true for
any kind of (soft) emitted quanta — quarks or gluons — and implies that the partons
which participate to DIS are logarithmically distributed within the range 0 < k2

⊥ < Q2,
so that their typical momenta satisfy k2

⊥ ≪ Q2. This observation is at the heart of the
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DGLAP evolution [15] of the structure functions with increasing Q2.

But here we are more interested in the evolution with decreasing x, and the crucial
observation in that respect is the logarithmic enhancement in Eq. (1.13) at small x. This
is related to the fact that the soft emitted particle is a gluon. (By contrast, the probability
for the emission of a soft quark is non–singular at x→ 0.) This implies that gluon radiation
is enhanced as compared to quark radiation in the quantum evolution with decreasing x.
Therefore the quark ‘seen’ by the virtual photon in the small–x regime of DIS is typically
produced by the dissociation of a gluon. In mathematical terms, and to lowest order in
QCD perturbation theory (at small x and relatively high Q2), the latter statement is
encoded in the following formula:

∂F2(x,Q
2)

∂ lnQ2
≃ α

3π

(∑

f

e2f
)
xG(x,Q2) , (1.14)

where xG(x,Q2) is the gluon distribution function, defined similarly to the quark distribu-
tion (see Sect. 2.4 below for a more precise definition), and by the previous arguments is
expected to rise with decreasing x. Eq. (1.14) shows that, at small x, the gluon distribution
is directly related to the Bjorken scaling violation in the structure function F2.

By using Eq. (1.14) (or its more accurate versions including next–to–leading order per-
turbative corrections in QCD), one has been able to extract the gluon distribution from
the F2 structure function measured at HERA. Some results of this analysis are exhibited
in Figs. 6 and 7 [17], and they show indeed a rapid rise of xG(x,Q2) with decreasing
x at fixed Q2. In particular, Fig. 7 — in which the gluon distribution is compared to
the (valence and sea) quark distributions — makes it manifest that gluons dominate the
proton wavefunction at small x.

From Fig. 7, we also see that the rise of the gluon distribution with 1/x is more pronounced
at larger values ofQ2, as expected from the DGLAP evolution [15]. Still, for a given (small)
value of x, the gluon occupation factor is larger at smaller values of Q2, as we now explain:
Recall indeed that in DIS we measure partons with a typical transverse area 1/Q2 and
which carry a longitudinal momentum fraction equal to x. At small x (say x < 0.01),
such partons have a low longitudinal momentum kz = xP ≪ P , and by the uncertainty
principle they are delocalized over a large distance ∼ 1/xP in the z direction; that is,
they extend well outside the Lorentz contracted disk of width ∼ 1/P which is occupied
by the valence quarks. Then, the relevant density for the dynamics of the ‘wee’ gluons is
their density in the transverse plane :

ng(x,Q
2, b⊥) ≡ x

dNg

dxd2b⊥
≈ xG(x,Q2)

πR2
, (1.15)

where b⊥ is the position of the measured gluon in the transverse plane, and is a meaningful
quantity so long as 1/Q2 is much smaller than the typical distance scale for transverse
inhomogeneity in the proton. In writing the last estimate in Eq. (1.15) we have treated
the proton as a homogeneous disk of radius R. Each gluon has an area ∼ 1/Q2, so the
total area occupied by the gluons probed in DIS is ∼ xG(x,Q2)/Q2. Clearly, if this area
is larger than the proton transverse area πR2, then the gluons must overlap with each
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Fig. 6. Gluon distribution as extracted at HERA, as a function of x in three bins of Q2. Most of
the total error band originates in the theoretical error concerning the relation between F2 and
xG(x,Q2). HERA-gluon

other. This is measured by the dimensionless gluon overlapping factor

ϕ(x,Q2, b⊥) ≈ 1

N2
c − 1

xG(x,Q2)

Q2 πR2
, (1.16)

(for gluons of a given color), which is a coarse–grained version of the gluon phase–space
occupation factor that we shall more precisely define later. The gluons overlap with each
other when ϕ > 1.

Now, assume that we increase the energy at fixed Q2 (so that we decrease x): Then,
xG(x,Q2) increases very fast, cf. Fig. 6, meaning that we observe more and more gluons
which all occupy more or less the same area. Since, in the same process, the transverse
extent of the proton rises only slowly (the proton radius R increases at most logarithmi-
cally with the energy; see Sect. 4.4), we conclude that the system evolves towards higher
and higher occupation factors, i.e., towards a high density regime.

If, on the other hand, we increase Q2 at fixed x, then the number xG(x,Q2) of gluons is
rising again, but the total area occupied by them is in fact decreasing, and rather fast,
because the increase in the gluon number is more than compensated by the rapid decrease
in the area ∼ 1/Q2 occupied by each gluon. (According to the DGLAP equation, the rise
of xG(x,Q2) with Q2 is slower than a power of Q2.) Therefore, when increasing Q2, the
gluon distribution evolves towards lower occupation factors, i.e., towards a dilute regime.

These general considerations on the QCD evolution are illustrated in Fig. 8. As indicated
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in this figure, the natural variables to describe the evolution are the logarithmic variables
τ ≡ ln 1/x (this is generally referred to as the rapidity) and ρ ≡ lnQ2/Q2

0 (with Q2
0

an arbitrary reference scale). Indeed, as it should be clear from the bremsstrahlung law,
Eq. (1.13), the evolution is logarithmic in both x and Q2.

The fact that the high energy evolution in QCD leads to a system with high gluon density
is of fundamental importance: It is intuitively clear that a high–density system of mutually
interacting particles (so like the gluons) must reach some equilibrium state in which the
typical momenta carried by the particles should scale like a fractionary power of the
density. Here, the gluons make up a two–dimensional distribution, so we expect k⊥ ∼ n1/2.
Thus, if the density is sufficiently high, the typical momenta are hard (k⊥ ≫ ΛQCD), and
by asymptotic freedom the gluonic matter must be weakly coupled. We thus arrive at
the important conclusion that the high–energy regime of QCD is characterized by weak
coupling (α≪ 1), and should be therefore accessible to theoretical investigations from first
principles. But in spite of the weak coupling, the study of the high energy gluonic matter
remains a formidable problem, because of the complexity of the collective phenomena
entailed by the high density.

The following considerations should clarify the physical mechanism leading to such a high–
density equilibrium state [22]. We have previously argued that (i) the gluon density rises
rapidly with decreasing x, through radiation from ‘color sources’ (quarks or gluons) at
larger values of x, and (ii) the small–x gluons overlap with each other, a situation
which favors their mutual interactions. Since suppressed by powers of α ≪ 1, the gluon
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Fig. 8. A cartoon of the QCD evolution in the kinematical plane for deep inelastic scattering.
The BFKL evolution and the concept of Color Glass Condensate will be explained later. QCD-map

interactions remain negligible so long as the density is not high enough; this is the case
at relatively large transverse momenta, where the quantum evolution is dominated by
radiative processes leading to a rapid increase in the gluon density with 1/x (see Sect. 1.4
below). However, with increasing density, recombination processes like two gluons merging
into one become increasingly important, and start to oppose to the further growth of the
gluon distribution. Since the efficiency of the recombination rises faster with 1/x than
that of the radiation, an equilibrium state must be eventually reached, in which the two
processes compensate each other. When this happens, the gluon density saturates, i.e., it
does not grow with 1/x anymore. With this physical picture in mind, it is rather easy
to estimate the critical occupation number at which the recombination processes start to
become important, and saturation is expected.

Namely, starting in the dilute regime and increasing the energy at fixed Q2, one should
eventually approach a critical regime where the recombination rate for a gluon with lon-
gitudinal fraction x and transverse size 1/Q2 becomes of order one. The recombination
probability is the same as the probability that the respective gluon be absorbed by any
other gluon in the hadron. This process is similar to the virtual photon absorbtion in
DIS, and the corresponding cross–section can be estimated by analogy to Eq. (1.3). The
recombination rate Γ(x,Q2) is then obtained by dividing the cross section through the
‘volume’, here, the hadron transverse area. This finally yields:

Γ(x,Q2) ∼ αNc

Q2

xG(x,Q2)

(N2
c − 1) πR2

, (1.17)
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which becomes of order one when the occupation factor (1.16) becomes of order 1/α:

Γ(x,Q2) ∼ 1 ⇐⇒ ϕ(x,Q2, b⊥) ∼ 1

αNc

. (1.18)

This saturation condition defines a ‘critical line’ relating Q2 and x, namely Q2 = Q2
s(x, b⊥)

with the saturation momentum Qs(x, b⊥) implicitly defined by [22–25]

Q2
s(x, b⊥) ≈ αNc

N2
c − 1

xG(x,Q2
s)

πR2
. (1.19)

(A more precise definition for Qs will be given later.) The saturation momentum is the
fundamental scale in QCD at high energy. It separates between a dilute regime at Q2 ≫
Q2

s, where the gluon occupation factor is relatively low, ϕ ≪ 1/α, and a high–density
regime at Q2 <∼ Q2

s, where ϕ saturates at a value of order 1/α.

Since the gluon distribution rises rapidly with 1/x, a similar behaviour is expected also
for the saturation momentum. If x is low enough, one should have Q2

s(x) ≫ Λ2
QCD, thus

justifying the use of weak coupling techniques. We shall see later that, within perturba-
tive QCD, Q2

s grows like a power of 1/x, i.e., like an exponential of τ . Accordingly, the
saturation line ρs(τ) ≡ ln[Q2

s(x)/Q
2
0] in the (τ − ρ)–plane is a straight line, as illustrated

in Fig. 8. It will be a main objective for us in what follows to justify the simple physical
picture of saturation introduced above within perturbative QCD, and compute the slope
of the saturation line (also known as the saturation exponent). But before doing that, let
us return to the experimental situation at HERA and search for traces of saturation.

1.2.2 Dipole factorization and geometric scalingSECT_DSCALING

As discussed in Sect. 1.2.1, the quark probed by the virtual photon in DIS at small x
is typically a sea quark which is emitted by the small–x gluons in the proton. It is then
convenient to disentangle this final quark emission from the small–x dynamics of the
hadron wavefunction, which involves mostly gluons. This can be done by performing a
Lorentz boost in such a way to pull the γ∗qq̄ vertex out of the hadron (see Fig. 9). That
is, instead of the hadron Breit frame, it is preferable to use the so-called dipole frame [70]
in which most of the energy is still carried by the hadron (so that the high density effects
are associated with the hadron wavefunction), but the virtual photon has enough energy
to dissociate long before scattering into a quark–antiquark pair in a color singlet state
— a color dipole — which then scatters off the hadron. This sequential picture of DIS
is appropriate at high energy, since the lifetime of the qq̄ pair is much larger than the
interaction time between this pair and the hadron. It is furthermore useful since it offers
a natural framework for the description of multiple scattering, which becomes important
when the gluon density in the proton is high enough.

More precisely, the dipole frame is defined by P µ ≃ (P, 0⊥, P ) and qµ = (
√
q2 −Q2, 0⊥,−q),

where q ≫ Q but such that α ln(q/Q) ≪ 1. In this frame, the virtual photon wavefunction
can be written as the sum of a ‘bare’ photon plus hadronic fluctuations:

|γ∗〉 = c0|γ〉0 + c1|qq̄〉0 + c2|qq̄g〉0 + · · · , (1.20)
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Fig. 9. Illustration of the Lorentz boost leading from the Breit frame to the dipole frame. DIPOLEframe

with c0 ∼ 1, c1 ∼ αem, c2 ∼ αem × α ln(q/Q), etc. To lowest order in αem, the γ∗–hadron
scattering is controlled by the ‘color dipole’ fluctuation qq̄. The condition q ≫ Q ensures
that this fluctuation has a relatively long lifetime (γ is the Lorentz factor) :

∆tqq̄ ∼ 1

Eqq̄ − Eγ∗

≫ ∆tcoll ∼ R/γ ∼ 1/P, (1.21)

and therefore the transverse coordinates x and y of the quark and, respectively, the
antiquark which compose the dipole are ‘frozen’ during the interaction with the hadron.
This makes it convenient to develop a coordinate–space picture of the collision. On the
other hand, the condition α ln(q/Q) ≪ 1 ensures that the QCD quantum evolution of the
dipole itself is negligible, so that one can ignore higher Fock states like |qq̄g〉0 : the dipole
is a ‘bare’ qq̄ pair without additional gluons.

This physical picture translates into the following factorization formula for σγ∗p in the
dipole frame [71, 72] :

σγ∗p(τ, Q
2) =

∫ 1

0
dz
∫

d2r |Ψ(z, r;Q2)|2 σdipole(τ, r). (1.22)

Here, |Ψ(z, r;Q2)|2 ∼ αem is the probability density for the photon to split into a qq̄
pair with transverse size r = x − y and a fraction z of the photon’s longitudinal mo-
mentum carried by the quark. (Ψ(z, r;Q2) is a light–cone wavefunction which can be
computed within perturbative QED [71, 72].) Furthermore, σdipole(τ, r) is the dipole total
cross section, and can obtained via the optical theorem as

σdipole(τ, r) = 2
∫

d2b
[
1 − ReSτ (r, b)

]
, (1.23)

where Sτ (r, b) is the S–matrix element for the dipole–hadron scattering at a given impact
parameter b = (x + y)/2 . The integration in Eq. (1.23) covers the hadron disk.

As we explain now, there are two important physical regimes for dipole–hadron scattering,
depending upon the size r⊥ ≡ |r| of the dipole relative to the hadron saturation length
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1/Qs(τ). Here, Qs(τ) is the target saturation momentum averaged over all the impact
parameters which contribute significantly to scattering.

i) A small dipole, with size r⊥ ≪ 1/Qs(τ), ‘sees’ the tail of the gluon distribution at
relatively high transverse momenta Qs(τ) ≪ k⊥ ≪ 1/r⊥. Since the gluon density is low in
this tail, the dipole undergoes only single scattering, via two–gluon exchange with any of
the available gluons. The corresponding cross–section is simply proportional to the gluon
distribution evaluated at Q2 ∼ 1/r2

⊥ :

σdipole(τ, r⊥) ≃ αr2
⊥
π2

Nc

xG(x, 1/r2
⊥) for r⊥ ≪ 1/Qs(τ) . (1.24)

The vanishes like r2
⊥ when r⊥ → 0, a property known as color transparency which reflects

the fact a zero–size dipole cannot interact, as it carries no color charge. From Eq. (1.24)
we conclude that a small dipole is a very direct probe of the gluon distribution in the
target: it essentially ‘counts’ the gluons having a longitudinal momentum fraction x = e−τ

and a transverse size ∼ r⊥.

ii) A large dipole with r⊥ >∼ 1/Qs(τ) ‘feels’ the high–density system of gluons with
momenta k⊥ <∼ Qs(τ), off which it undergoes multiple scattering. For sufficiently large r⊥,
one expects the dipole to be completely absorbed, so that the corresponding cross–section
saturates the geometric, or ‘black disk’, limit (R is the target radius):

σdipole(τ, r⊥) ≃ 2πR2 for r⊥ ≫ 1/Qs(τ) . (1.25)

According to Eq. (1.23), this implies that the scattering amplitude approaches the uni-
tarity limit Sτ (r, b) = 0 at all the points b which contribute to scattering. (We shall
argue later that the ‘black disk’ expands in transverse directions when increasing the en-
ergy, but this expansion is only logarithmic in 1/x, and thus much slower than the rapid,
power–like, increase with 1/x of the cross–section for single scattering, Eq. (1.24).)

By comparing the above equations, one can check that the transition between the two
regimes takes place indeed at dipole sizes of the order of the saturation length: for r⊥ ∼
1/Qs(τ) with Qs(τ) obeying Eq. (1.19), the cross–section for single scattering, Eq. (1.24),
becomes comparable to the geometric cross–section (1.25). Thus, by studying the onset of
unitarity corrections in the dipole–hadron scattering, one can determine the characteristic
scale for gluon saturation in the hadron wavefunction. This reflects the fact that saturation
and multiple scattering are different aspects of the same non–linear physics.

Later on, we shall describe the calculation of the dipole scattering amplitude within
perturbative QCD (in the presence of unitarity corrections) and thus justify equations
like (1.24) and (1.25). Here, however, we shall discuss a simple phenomenological model,
due to Golec-Biernat and Wüsthoff [73], which incorporates the basic physics alluded
to above, and which has played an important role in the evolution of the ideas about
saturation in that it has provided the first compelling interpretation of the HERA data
in terms of saturation. The original “saturation model” in Ref. [73] is encoded in the
following parametrization for the dipole cross–section:

σdipole(x, r⊥) = σ0

(
1 − e−r2

⊥
Q2

s(x)/4
)
, (1.26)
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where Q2
s(x) = Q2

0(x0/x)
λ, Q0 = 1 GeV, and σ0, x0 and λ are free parameters, to be

extracted from a fit to the HERA data for F2 at small x.

As anticipated, Eq. (1.26) encodes the basic physics of saturation: it interpolates between
‘color transparency’ (σdipole ∝ r2

⊥) at small dipole sizes and the geometric cross–section
(σdipole ≈ σ0) at large dipole sizes, with the transition between the two regimes taking
place at a scale r⊥ ∼ 1/Qs(x) which decreases as a power of x. At the same time, Eq. (1.26)
has some obvious shortcomings: It ignores the subtleties of the QCD evolution both in the
dilute regime, where it fails to describe the Bjorken–scaling violation, and in the transition
region towards saturation, where we know that ‘color transparency’ is modified by the
BFKL evolution already for small dipole sizes r⊥ < 1/Qs(x) (see Sect. 1.4 below). Besides,
as we shall see in Sect. 4, the approach towards the unitarity limit within perturbative
QCD is much slower than suggested by Eq. (1.26).

But in spite of these conceptual limitations — which have been subsequently corrected
in more refined analyses (see below) — the simple formula (1.26) has been shown [73] to
provide a rather good fit, via Eq. (1.22), to the original HERA data [65] for σγ∗p(x,Q

2) at
x < 10−2 and for low and intermediate Q2 (up to about 100 GeV2; after adding a fourth
parameter, the fit has been extended down to Q2 = 0). The values of the three parameters
extracted from the original fit are: σ0 = 23 millibarns, λ = 0.288 and x0 = 3.04 ·10−4 [73].
Remarkably, the saturation scale thus obtained is moderately hard (Q2

s(x) > 1 GeV2 for
x ≤ 10−4), which suggests that a perturbative QCD approach may work rather well in
the regime where saturation effects become important.

With the advent of new, more accurate, HERA data [17], the limitations of the original
‘saturation model’ become however obvious. This situation has stimulated new attempts,
better rooted in QCD, towards improving the dipole cross–section [54, 74, 75]. In Ref. [74]
the behaviour of the fit at large Q2 has been considerably improved by using

σdipole(x, r⊥) = σ0

[
1 − exp

(
− r2

⊥
π2α

Nc

xG(x, 1/r2
⊥)

σ0

)]
, (1.27)

which amounts to a Glauber–like resummation of the dominant ‘leading–twist’ result at
high Q2, Eq. (1.24). In Ref. [75], the Glauber resummation has been supplemented with
a model for the impact–parameter dependence of the dipole scattering amplitude. As
we shall discover in Sect. 4, Eq. (1.27) is still inaccurate in the transition region around
r⊥ ∼ 1/Qs(x), where it fails, e.g., to describe the ‘geometric scaling’ property to which
we shall shortly turn. More recent phenomenological analyses, which include more of the
QCD dynamics in the approach towards saturation [54, 76] and lead to satisfactory fits to
the new HERA data at small x, will be discussed in Sect. 5.

The phenomenological successes of the saturation models must be considered with great
caution (see, e.g., the recent discussion by Thorne [77]). First, the experimental points at
HERA are correlated in such a way that the smallest values of x correspond also to rather
small values ofQ2 (<∼ 1 GeV2), where the use of perturbation theory becomes questionable.
Second, it is not clear whether the interpretation of the data requires saturation. Indeed,
there are other phenomenological analyses which do not include saturation, but achieve
a good description of the small–x data at HERA, at least within limited domains of Q2.
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For instance, the fits using the DGLAP equation [15] work remarkably well for all Q2 > 2
GeV2 (see, e.g., [78, 79]), while analyses inspired by the Regge theory [80, 81] lead to rather
successful global fits. Furthermore, more complicated, 2–component, dipole models [82]
manage to provide a good description of the transition region from high to low Q2.

What is however even more remarkable than the apparent success of the saturation models
in fitting the data is their ability to provide a natural interpretation for some striking,
qualitative, phenomena observed at HERA and at RHIC (see Sect. 1.3), for which no other
convincing physical interpretation has been proposed so far.

One such a phenomenon refers to the diffractive DIS at HERA. (This is the DIS process in
which the proton emerges unscathed from the interaction, and a large ‘rapidity gap’ — a
region in rapidity essentially devoid of particles — is produced between the fragmentation
region of the electron and that of the proton.) Namely, the ratio σdiff/σγ∗p measured in
the experiment turns out to be quite large (∼ 0.1) and, especially, nearly independent of
the energy, a feature that was not anticipated in the models based on perturbative QCD.
The saturation models, through a subtle interplay of scales, reproduce this distinctive
feature [73, 74] in a rather convincing way. Their success on this point is particularly
suggestive since diffraction is expected to be very sensitive to saturation effects (because
the corresponding cross–section receives a significant contribution from relatively large
dipole configurations; see, e.g., the discussion in Ref. [73]).

But the most striking among the phenomena observed at HERA which are naturally
associated with saturation is the property known as “geometric scaling” [83]: The Golec-
Biernat–Wüsthoff dipole cross–section, Eq. (1.26), has the remarkable feature to depend
upon the two kinematical variables x and r⊥ only via the dimensionless combination
T ≡ r2

⊥Q
2
s(x) (the “scaling variable”). Through the factorization formula (1.22), this scal-

ing property then transmits to the photoabsorbtion cross–section : in the limit where the
quark masses are negligible, σγ∗p is a function of the ratio Q2/Q2

s(x) alone. Inspired by this
observation, Stasto, Golec-Biernat and Kwiecinski performed a model–independent anal-
ysis of the data [83] and found that the measured cross–section σγ∗p(x,Q

2) for x ≤ 10−2

shows indeed approximate scaling as a function of the variable Q2/Q2
s(x), with Q2

s(x) ∝
1/xλ and λ ∼ 0.3, within the whole range available in Q2 (namely, Q2 ≤ 450 GeV2). The
quality of this scaling can be appreciated by inspection of Fig. 10.

It should be emphasized that, although natural within the framework of the simple ‘sat-
uration model’ (1.26), the quality of this scaling in the high Q2 regime has posed a real
challenge to perturbative QCD. Whereas at low momenta Q2 < Q2

s(x) such a scaling is
indeed natural in the context of saturation, for larger Q2 > Q2

s(x) one would expect the
scaling to be violated by quantum evolution, similarly to what happens for the Bjorken–
scaling: The radiative processes in QCD should introduce a dependence upon the infrared
scale ΛQCD, and thus break down the geometric scaling. (E.g., the gluon distribution in the
Glauber–type cross–section (1.27) depends upon Q2/Λ2

QCD.) This paradox triggered new
theoretical developments [51–53, 84], with the conclusion that geometric scaling is in fact
consistent with perturbative QCD: The perturbative (QCD) evolution with saturation
boundary conditions along the saturation line preserves the geometric scaling property
characteristic of saturation up to relatively large transverse momenta ∼ Q4

s(τ)/Λ
2
QCD [51].

This is in qualitative agreement with the observation at HERA, and will be further dis-
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cussed in Sects. 4.3 and 5.

Note finally that indications of geometric scaling have been found also in the data for DIS
off nuclei [85], and that this property plays an important role in the analysis of the RHIC
data for particle production in deuteron–gold collisions [86, 87] (see Sects. 1.3 and 5).

1.2.3 Dipole scattering in the eikonal approximationSECT_EIKONAL

At high energy, multiple scattering in the dipole–hadron collision can be resummed to all
orders in the eikonal approximation. This amounts to neglecting the recoil of the quark
(or the antiquark) during its scattering off the color field in the target; the whole effect of
the scattering then consists in a phase factor. In QCD, this phase factor is a Wilson line
and describes color precession [39, 71, 88].

To describe the eikonal approximation and, more generally, the kinematics of a high–
energy collision, it is convenient to use light–cone variables (coordinates and momenta).
Let z be the longitudinal axis of the collision. For an arbitrary 4–vector vµ = (v0, v1, v2, v3)
(v3 = vz, etc.), we define its light–cone (LC) coordinates as
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v+ ≡ 1√
2
(v0 + v3), v− ≡ 1√

2
(v0 − v3), v ≡ (v1, v2). (1.28)

We shall often write v⊥ = |v| =
√

(v1)2 + (v2)2.

To appreciate the utility of such definitions, consider a particle propagating at nearly
the speed of light in the positive z direction (‘right–mover’). Its trajectory lies along the
positive light–cone (z ≃ t) and its 4–momentum reads P µ ≃ (P, 0, 0, P ). In LC variables,
the particle ‘sits’ at x− = 0 while the ‘LC time’ x+ ≃

√
2t goes by; its LC momentum

has just one component, that along the light–cone: P µ ≃ δµ+P+, with P+ =
√

2P . If
the particle carries some (electrical or color) charge, then the associated LC current has
only a plus component: jµ ≃ δµ+j+, and it generates a gauge field which, with a suitable
choice of the gauge, can be described by a vector potential with a single component:
Aµ ≃ δµ+A+. We see that, when expressed in terms of LC variables, the kinematics of
the infinite momentum frame becomes formally similar to that of the particle rest frame.

For a fast particle moving in the negative z direction (‘left–mover’ : z ≃ −t), the physical
roles of x+ and x− are interchanged: x− ≃

√
2t plays now the role of time, where x+ ≃ 0

is the ‘longitudinal coordinate’. To avoid any confusion, in what follows we shall system-
atically use a terminology adapted to the right mover : x+ will be thus referred to as the
‘LC time’, while x− will be the ‘LC longitudinal coordinate’ (and, of course, x = (x, y)
is the transverse coordinate). Also, following the example of DIS in the Breit frame, we
shall often refer to the right mover as the ‘target’ and to the left mover as the ‘projectile’.
Note that, in LC variables the invariant dot product reads:

k · x = k−x+ + k+x− − k · x, (1.29)

which shows that k− (the momentum variable conjugate to the ‘LC time’ x+) should be
interpreted as the LC energy, and k+ as the LC longitudinal momentum. In particular,
for particles on the mass–shell: k± = (E±kz)/

√
2, with E = (m2 +k2)1/2, and therefore:

k+k− =
1

2
(E2 − k2

z) =
1

2
(k2

⊥ +m2) ≡ 1

2
m2

⊥ . (1.30)

We shall also need the rapidity (for an on–shell particle):

y ≡ 1

2
ln
k+

k−
=

1

2
ln

2k+2

m2
⊥
. (1.31)

Note that, under a longitudinal Lorentz boost (k+ → βk+, k− → (1/β)k−, with constant
β), the rapidity is just shifted by a constant: y → y + β.

For a parton inside a right–moving hadron, we introduce the boost–invariant longitudinal
momentum fraction x as:

x ≡ k+

P+
(right mover). (1.32)

(For a left mover, one would rather define x ≡ k−/P−.) Clearly, in the hadron IMF, this
reduces to our previous definition x = kz/Pz. Then the parton rapidity reads (assuming
the parton to be nearly on–shell):
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y =
1

2
ln
k+

k−
=

1

2
ln

2k+2

m2
⊥

= Y − ln
1

x
+ ln

M

m⊥
, (1.33)

where Y = ln(
√

2P+/M) is the rapidity of the fast moving hadron. We see that the
quantity τ ≡ ln(1/x) introduced before, in the context of DIS, should be more properly
referred to as the rapidity difference between the hadron and the parton: τ ≃ Y − y.

We now close this parenthesis on LC kinematics and return to the problem of the eikonal
scattering. Consider a quark projectile (which by our previous conventions is a left mover)
which propagates in the color field of the hadronic target (the right mover). As explained
above, the color current of the quark has only one large component, namely j−a , which
couples to the large component A+

a of the color field in the target. In a frame in which
one can neglect gluon radiation from the quark itself, the quark dynamics is governed by
the Dirac equation describing its propagation in the ‘background field’:

(∂− − igA+
a t

a)ψ = 0. (1.34)

Here ∂− = ∂/∂x− = ∂+, and we have used the fact that neither the quark transverse
coordinate, nor the helicity of the associated Dirac spinor, are changed by the high–energy
scattering. The only non–trivial dynamics is that in the longitudinal direction, and this is
described by Eq. (1.34). The S–matrix for the quark–background field scattering is then
obtained as Sq(x;A+) = 〈out|in〉, where x is the transverse coordinate of the quark, and
the outgoing and incoming quark states are related by ψout

i = (V †
x)ijψ

in
j , with V †

x ≡ V †(x)
a color matrix in the fundamental representation defined by:

(∂+ − igA+
a t

a)V †
x = 0 =⇒ V †(x) = P exp

(
ig
∫
dx−A+

a (x−,x)ta
)
. (1.35)

In the last equation, the symbol P denotes the x− ordering of the color matrices A+
a (x−,x)ta

in the exponent, from right to left in increasing order of their x− arguments. The inte-
gration runs formally over all the values of x−, but in reality this is restricted to the
longitudinal extent of the hadron (recall that, for the right–moving hadron, x− is the lon-
gitudinal coordinate !), which is localized near x− = 0 because of Lorentz contraction. The
x+ coordinate is not explicitly shown since the corresponding dependence is unimportant:
by Lorentz contraction again, but this time applied to the left–moving projectile, the
latter is localized near x+ = 0 (since x+ is the longitudinal coordinate for the projectile);
but in the frame in which we view the scattering, the internal dynamics of the hadron is
slowed down by Lorentz time dilation, so its color field A+ is essentially independent of
x+ over the duration of the scattering. Thus, the field in A+

a (x−,x) in Eq. (1.35) can be
interpreted as A+

a (x+ ≃ 0, x−,x).

The color matrix in Eq. (1.35) is recognized as a Wilson line (a path–ordered exponential of
the gauge field, with the ‘path’ represented here by the trajectory of the quark). Consider
similarly an antiquark : Since an antiquark moving in the negative z direction (i.e., towards
increasing x−) is equivalent to a quark propagating backwards in z and in time (i.e.,
towards decreasing x−), the corresponding S–matrix will involve the Hermitian conjugate
Wilson line Vy, with y the transverse coordinate of the antiquark. Finally, for a left–
moving color dipole, the S–matrix is obtained as the color average of the product of the
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individual S–matrices for the quark and the antiquark respectively:

S(x,y;A+) =
1

Nc
tr(V †

xVy). (1.36)

The physical S–matrix for the dipole–hadron scattering is finally obtained after averaging
over the color fields A+ in the target:

〈S(x,y)〉τ =
1

Nc

〈
tr(V †

xVy)
〉

τ
. (1.37)

It will be a main objective of the subsequent developments in this review to better charac-
terize the average over the target wavefunction and to construct approximation schemes
allowing its computation in the high energy regime. As indicated in Eq. (1.37), this av-
eraging introduces the dependence upon the total energy of the scattering, i.e., upon the
rapidity difference τ = Yhadron − Ydipole (indeed, τ ≃ Yhadron in the dipole frame).

Since explicitly constructed in terms of unitary matrices (the Wilson lines), the dipole
S–matrix in Eqs. (1.36)–(1.37) respects the unitarity bound |S| ≤ 1, as it should. Clearly,
the unitarization mechanism at work here is multiple scattering : the Wilson lines are
non–linear in A+ to all orders, and thus describe multiple gluon exchanges between the
projectile and the target. The unitarity corrections become important when the color field
is strong enough: g

∫
dx−A+ ∼ 1 ; as we shall shortly discover, this is the same as the

saturation condition for the gluon distribution in the target. This is physically reasonable:
when the gluon occupation number is large enough for the associated non–linear effects to
be important, these non–linearities can manifest themselves both as gluon recombination,
thus leading to saturation in the target wavefunction, or as multiple interactions with an
external projectile, then leading to the unitarization of the collision process.

A cartoon of high–energy DIS in the dipole frame and in the presence of non–linear effects
is displayed in Fig. 11. Because of its conceptual simplicity and of its direct relevance
for the phenomenology of DIS, the dipole–hadron scattering will represent a privileged
laboratory for testing all the theoretical developments to be presented later on.

1.3 Motivation: Initial conditions for heavy ion collisions at RHIC

SECT_DATARHIC

In the previous section, we have seen that lepton–proton deep inelastic scattering at small
Bjorken x is a formidable tool for studying the high parton density (or strong color field)
phase of QCD at high energy. We have furthermore seen that the kinematical conditions
at HERA are only marginally consistent with a theoretical analysis of gluon saturation
based on perturbative QCD. But besides increasing the energy, there is also a different
way to enhance the parton density and thus improve the case for perturbative QCD: this
consists in replacing the proton with a large nucleus, with atomic number A≫ 1.

Indeed, as we shall explain in more detail in Sect. 2.4, the nuclear gluon overlapping
factor ϕA(x,Q2) for gluons localized within a small transverse area 1/Q2 with Q2 ≫ Λ

QCD

and having a small longitudinal momentum fraction x ≪ A−1/3 can be estimated by
replacing in Eq. (1.16) the gluon distribution xG(x,Q2) ≡ xGN(x,Q2) of a single nucleon
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Fig. 11. A cartoon of DIS at high energy and in the dipole frame. The non–linear effects associ-
ated with the high gluon density (gluon recombination in the hadron wavefunction and multiple
scattering with the external dipole) are indicated by small circles. The horizontal gluon lines
correspond to the BFKL evolution to be described in Sect. 1.4. DIS_DIPOLE

by xGA(x,Q2) ≈ AxGN(x,Q2), and the proton radius R by the nuclear one RA ≈ A1/3A.
This yields ϕA(x,Q2) ∼ A1/3ϕN(x,Q2), which shows that increasing A is like increasing
the energy: it drives the system towards higher gluon density. In particular, Eq. (1.19)
shows that the saturation scale Q2

s(A, x) for a nucleus should approximately scale like
A1/3. With the empirical parametrization Q2

s(A, x) ∼ A1/3x−λ where λ ≈ 0.3 from the fits
to the HERA data (and also from perturbative QCD [53]), we deduce that replacing the
proton by a gold nucleus should be tantamount to reducing x by a factor A1/3λ ≈ 200.

So far, there has been no experimental study of DIS off such a heavy nucleus (although the
opportunity of an electron–ion collider is currently under study [89]). But the Relativistic
Heavy Ion Collider (RHIC) is operating at BNL since 2000, and in this experiment nuclei
as heavy as gold enter in collision with each other at energies as large as

√
s = 200 GeV per

nucleon pair. With the advent of the Large Hadron Collider (LHC) at CERN, expected
for 2007, the corresponding energy will be increased up to 5500 GeV.

1.3.1 Ultrarelativistic heavy ion collisions at RHIC

At such ultrarelativistic energies, the nuclei appear as two–dimensional sheets because of
Lorentz contraction (the Lorentz γ factor at RHIC is ∼ 100), and each of these sheets
is essentially a ‘color glass condensate’ (i.e., a system of saturated gluons whose internal
time scales are frozen by Lorentz time dilation). In the early stages of the collision, the
original sheets pass through one another, but in their wake they leave melting colored
glass, which eventually materializes as quarks and gluons. The ‘melting’ (or formation)
proper time is set by the typical internal momentum scale before the collision, which is
the saturation scale: τ0 ∼ 1/Qs, which at RHIC is estimated as τ0 ∼ 0.2 fm/c ∼ 5×10−25

sec. (Note that 0.2 fm/c is also comparable to the natural crossing time of two 10 fm
nuclei, each contracted by a γ factor 100, in the center of mass frame.) For particles with
a large momentum or rapidity along the beam axis, this time scale is Lorentz dilated. This
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Fig. 12. A nucleus–nucleus collision. The produced particles are shown as circles. collision

means that the slow (smaller rapidity) particles are produced first towards the center of
the collision regions and the fast (larger rapidity) particles are produced later further
away from the collision region. This Bjorken “inside–out” correlation [90] between space
and momentum is similar to what happens to matter in Hubble expansion in cosmology:
The stars which are further away have larger outward velocities. This means that the
matter produced at RHIC, like the universe in cosmology, is born expanding. But unlike
the expansion of the universe after the Big-Bang which is three dimensional, that of the
matter produced in the “mini-bang” at RHIC is one–dimensional, along the collision axis.
This is shown in Fig. 12.

The subsequent evolution of the matter produced after the collision is expected to pass
through the stages depicted in Fig. 13, where the various phases are characterized accord-
ing to their energy density. In turn, the latter is estimated by extrapolating backwards in
time the measured energy density of the final particles. This extrapolation involves var-
ious theoretical scenarios resulting in the uncertainty bound manifest in Fig. 13. But
even the lowest estimate for the energy density ǫ(τ0) at the formation time, namely
ǫ(τ0) ∼ 3 GeV/fm3, is still much higher than the energy density 0.15 GeV/fm3 of the
nuclear matter. Thus the matter produced by color glass melting is clearly in the decon-
fined phase of QCD: this is a high density system of quarks and gluons, which cools down
as the system expands, and possibly thermalizes in a quark–gluon plasma [55], before
eventually hadronizing into the multitude of hadrons (a few thousands) that are finally
captured by the detectors at RHIC [26, 27]. It appears therefore as a challenge for the
theorists to imagine observables which could survive (almost) unchanged to such a vio-
lent evolution, and thus carry out information about the initial conditions (in particular,
about the color glass). It is furthermore a challenge for the experimentalists to extract
and measure such observables with a significant accuracy.

A theory of high parton densities and gluon saturation should provide us with a description
of the partonic system produced in the early stages of the collision and which represents
the initial condition for the subsequent evolution illustrated in Fig. 13. In turn, such a
description should involve two ingredients: (i) a theory for the high–density wavefunctions
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Fig. 13. Bounds on the energy density as a function of time in heavy ion collisions. times

of the incoming nuclei, and (ii) a formalism allowing one to compute parton production
in the nucleus–nucleus (AA) collision. As we shall explain at length in the subsequent
sections, the theory for the color glass condensate provides us with both these ingredients
(at least, within a limited theoretical accuracy), and thus with a description of the state
of the system at time τ0. There are at least two ways how one could test the predictions
of such a theory for the initial conditions:

a) First, one can compute, and measure, observables which are sensitive to the state of
the system at early times, and which are not strongly affected by the interactions at later
times (generally referred to as emerging as a hadronic jet (see Fig. 14). Still as in DIS, this
multiple scattering is a probe of the non–linear effects in the gluon distribution of the dense
target (here, the nucleus). Thus from measurements of the particle yield in deuteron–gold
collisions at RHIC one should be able to pinpoint saturation effects in the gold nucleus
wavefunction [30, 86, 91–95]. These measurements represent one of the highlights of the
experimental activity at RHIC ‘final state interactions’). The ‘hard’ (high energy and
large transverse momentum) electromagnetic and leptonic signals have these properties
[96, 97], but they are rather difficult to measure, because of the large background. Also,
one can reasonably argue that some gross properties of the produced hadrons, like their
‘total multiplicity’ dN/dη (the total particle yield per unit of pseudo–rapidity), should be
controlled by gluon production in the early stages. And indeed, it turns out that simple
calculations within the CGC framework satisfactorily describe the global features of the
total multiplicity at RHIC, like its dependencies upon the energy

√
s, the pseudo–rapidity

η, and the centrality of the collision (or the “number of participants”) [98]. Finally, one
expects the ‘final state’ interactions to be negligible for the asymmetric proton–nucleus
(pA) collisions, which in practice are realized as deuteron–gold collisions at RHIC. Indeed,
in a frame in which the nucleus carries most of the total energy (and where the proton
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proton

Nucleus

Fig. 14. pA collision at forward rapidity: the (relatively large–x) gluon emitted by the incoming
proton scatters off the highly–evolved gluon distribution in the nuclear wavefunction at small–x.
Non–linear effects (which correspond to either gluon recombination in the nuclear wavefunction,
or multiple scattering of the ‘external’ gluon) are indicated by small cercles. PHI_EVOLVE

wavefunction is therefore dilute), a pA collision is quite similar to DIS : one parton from
the proton undergoes multiple scattering off the color fields in the nucleus before so far,
and their results will be described in some detail in the remaining part of this section.

b) Second, one can try to incorporate our knowledge about the initial conditions into a
coherent theoretical description of the evolution of the partonic system at all times τ > τ0,
and then check whether the predictions of such a global theory are indeed consistent with
the ensemble of observables measured at RHIC. Clearly, such a global understanding is
the ultimate goal of the physics at RHIC. In particular, this should allow us to establish
whether a thermalized quark–gluon plasma (QGP) is indeed produced at the intermediate
stages of a ultrarelativistic heavy ion collision. This issue turns out to be highly non–
trivial: Although the initial energy density, at a time τ0 ∼ 1/Qs, is significantly greater
than the energy density required (according to the lattice calculations) to form a QGP, the
initial partonic system is highly off–equilibrium, and it is not clear whether the subsequent
interactions among the partons will be able to achieve thermalization over the finite
amount of time (∼ 10 fm/c) before hadronization. In fact, if the collective flow observed
in the AA–data at RHIC is to be explained by perfect fluid hydrodynamics, as generally
accepted nowadays, the equilibration time should be even shorter, τeq <∼ 1 fm/c [55].
However, it appears to be difficult to reconcile our present understanding of perturbative
processes in QCD with such a short thermalization time.

A necessary condition for thermalization is that momentum distributions be isotropic.
The CGC initial conditions are however very anisotropic, with 〈k⊥〉 ∼ Qs and 〈kz〉 ∼ 0.
One expects isotropization to proceed via parton rescattering, but all the pQCD–based
estimates of the corresponding equilibration time, which include both 2 → 2 processes [99–
101] and inelastic 2 → 3 processes [102, 103], yield significantly larger times τeq ∼ 2 − 3
fm/c [104]. Recently, it has been suggested that collective instabilities, the non–Abelian
analog of the well known Weibel instabilities in plasma physics, can speed up thermaliza-
tion [105–107,?–107]. Starting from very anisotropic (CGC–like) initial conditions, these
instabilities drive the system to isotropy on very short time scales, of order 1/Qs in some
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estimates. But more studies are necessary before a final conclusion can be reached.

1.3.2 The RpA–ratioSect_RdA

Let us now return to the proton–nucleus (or d+Au) collisions, which as mentioned before
represent the cleanest measurement of initial state effects in the experiment at RHIC, and
discuss in more detail a particular observable known as the nuclear modification factor (or
the ‘RpA–ratio’), which so far has brought the strongest evidence for gluon saturation in
the RHIC data. This observable is meant to single out nuclear, collective, effects — which
are necessarily initial state effects in the nuclear wavefunction — in the particle production
in pA collisions. To that aim, the spectrum dNpA/d

2p⊥dη of the hadrons produced in a
pA collision is normalized through the spectrum A × dNpp/d

2p⊥dη of A independent
proton–proton (pp) collisions, at the same energy per nucleon pair. The ensuing ratio

RpA(η, p⊥) ≡ 1

A

(dNpA/dηd
2p⊥)

(dNpp/dηd2p⊥)
, (1.38)

would be equal to one if the pA collision were an incoherent superposition of nucleon–
nucleon collisions; conversely, its deviation from one is a measure of the collective effects
in the wavefunction of the incoming nucleus. In this equation, p⊥ is the hadron transverse
momentum, and η is its pseudo–rapidity :

η ≡ 1

2
ln
p+ pz

p− pz
=

1

2
ln

1 + cos θ

1 − cos θ
= − ln tan

θ

2
, (1.39)

with p =
√
p2
⊥ + p2

z and θ the angle between the direction of the produced hadron and the
collision axis. For a massless particle, η coincides with the standard rapidity y, Eq. (1.31);
but in the experimental setting, it is easier to measure the deflection angle, and thus η.

Our conventions are such that positive values for η (‘forward rapidities’) correspond to
particles produced in the proton fragmentation region. What is peculiar about the kine-
matics of particle production in pA collisions, as illustrated in Fig. 15, is that by in-
creasing η we are probing gluons with smaller values of x in the nuclear wavefunction.
Indeed, let us consider the scattering in the center–of–mass frame, where the nucleus is
a left–mover, with LC 4–momentum P µ

1 = (0, P1, 0⊥), whereas the proton is a right–

mover with P µ
2 = (P2, 0, 0⊥) (and P1 = P2 =

√
s/2). The produced gluon emerges with

pµ =
(

p⊥√
2
eη, p⊥√

2
e−η,p⊥

)
. If kµ

1,2 refer to the two gluons which fuse with each other (see

Fig. 15), then energy–momentum conservation implies x1 ≡ k−1 /P1 = (p⊥/
√
s) e−η and

x2 ≡ k+
2 /P2 = (p⊥/

√
s) eη. Thus, as anticipated, larger positive values for η correspond

to smaller values for the longitudinal fraction x1 of the gluon from the nucleus.

The experimental results at RHIC for the ratio RdAu in deuteron–gold collisions show a
remarkable structure, which is better appreciated by comparison with the corresponding
results for the similar ratio RAuAu for gold–gold collisions: As manifest in Fig. 16, at
central rapidity (η = 0) the ratio RAuAu is significantly smaller than one, especially at
high transverse momenta (‘high–p⊥ suppression’); by contrast, the ratio RdAu shows an
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Fig. 16. Central rapidity (η = 0) PHENIX π0 and STAR h± data comparing RdAu to RAuAu

[109]. These results, together with similar data from BRAHMS and PHOBOS [109], prove
that jet quenching in Au+Au collisions at central rapidity is a final state effect. dAu0

enhancement at intermediate momenta, generally referred to as a ‘Cronin peak’ (because
of the analogy with a similar phenomenon observed in pp collisions at lower energies [108]).

The Cronin peak is generally attributed to the multiple interactions suffered by the
colliding parton from the deuteron on its way through the nucleus. At small (nuclear)
x1 ≪ A−1/3 — a condition which is indeed satisfied for the η = 0 data, since then
x1 ∼ 10−2 for an emerging hadron with p⊥ = 2 GeV(for

√
s = 200 GeV) —, these multi-

ple interactions are predominantly rescattering off the strong gluon fields in the nucleus,
and thus are tantamount of gluon saturation. We shall see later, in Sect. 5.2, that mod-
els of saturation lead indeed to a Cronin enhancement at central rapidity. By contrast,
the suppression observed in gold–gold collisions is not an initial state effect, rather this
is to be attributed to ‘jet quenching’ through final–state interactions: a parton initially
produced with a hard momentum will loose energy via rescattering and medium–induced
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gluon radiation while propagating through the dense and ‘colored’ surrounding medium,
before finally escaping as a jet [55, 110–113].

But the general pattern of the RHIC data for RdAu changes dramatically when increasing
the pseudo–rapidity η. The data obtained by the BRAHMS experiment at ‘forward ra-
pidities’ 0 ≤ η ≤ 3.2 are shown in Fig. 17 [57]: the Cronin peak is seen to disappear after
just one unit of rapidity, while for η > 1 we rather have suppression at all p⊥. Moreover,
the trend of the centrality dependence gets also reversed when increasing η, as manifest
in Fig. 18. This behaviour, which has been confirmed by the other collaborations at
RHIC [27], may at a first sight look counterintuitive: As argued before, the Cronin en-
hancement is due to multiple scattering within the nucleus. When increasing η, and also
when increasing centrality, we are probing a region of higher gluon density (e.g., η = 3.2
corresponds to x1 ∼ 10−4 for p⊥ = 2 GeV), which should favour rescattering and thus
enhance the Cronin peak. But the experimental results show precisely the opposite trend!
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But as counterintuitive as it might seem, this behaviour has been in fact anticipated, on
the basis of the CGC ideas [86, 114, 115] : As we shall explain in Sect. 5.2, the RpA ratio
(1.38) is related, through ‘k⊥–factorization’, to the ratio between the gluon occupation
factors in the nucleus and in the proton measured at the same value of x = x1 and k⊥.
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When decreasing x1 (or increasing η), the occupation factors rise both in the proton and
in the nucleus, but this rise is much faster for the proton, which has a larger phase–
space available for its evolution. Indeed, as manifest on Eq. (1.13) and also from Fig.
8, the transverse phase–space available for the linear QCD evolution is the logarithmic
difference ρ− ρs ≡ ln k2

⊥/Q
2
s w.r.t. the saturation momentum. But the nuclear saturation

scale Q2
s(A) ∝ A1/3 is considerably larger than the proton one, so ρ− ρs(A) < ρ− ρs(p),

as anticipated. In Sect. 5.2, we shall see that quantum evolution in the CGC can indeed
explain (qualitatively and even quantitatively) the trend of the data observed in Figs. 17
and 18 [87, 114, 115].

1.3.3 The McLerran-Venugopalan modelSECT_MV

The simplest version of the theory for the color glass condensate has been originally
introduced, by McLerran and Venugopalan [25] (see also Ref. [28]), as a model (a classical
effective theory) for the gluon distribution of a large nucleus. This model is conceptually
interesting in that it allows one to study in a simple setting the importance of non–linear
effects in the gluon dynamics for phenomena like gluon saturation or the unitarization
through multiple scattering. Also, the MV model provides a physically motivated initial
condition for the quantum evolution with increasing energy that we shall describe in Sect.
3. On the phenomenological side, one should stress that this simple model — which applies
for a very large nucleus A ≫ 1 at not too high energy (for the effects of the quantum
evolution to remain negligible) — has found a wealthy of applications to the physics at
RHIC, including the lattice calculation of the energy density and the multiplicity of the
gluons released in the initial stages of the collision [116–119] and of the original ‘elliptic
flow’ [120]. Besides, the MV model can explain the Cronin enhancement seen in the ratio
RdAu at η = 0 (see Sect. 5.2), and it has inspired simple parametrizations of the nuclear
gluon distribution including both saturation and energy dependence which have been
extensively used for phenomenological studies at RHIC [98].

To introduce this model, consider a nucleus in the infinite momentum frame (IMF) with
momentum P+ → ∞. We will assume that the nucleus is of nearly infinite transverse
extent with a uniform nuclear matter distribution (but the model can be extended to
include realistic nuclear density profiles [117]). In the IMF, partons which carry large
fractions of the nuclear momentum (“valence” partons), are Lorentz contracted to a
distance ∼ 2RA/γ, with γ = P+/M = p+/mN (here, p+ = P+/A is the longitudinal
momentum of a single nucleon, and mN is its mass, with M = AmN ). The ‘wee’ par-
tons with longitudinal momentum fractions x ≪ 1 are delocalized in the x− direction
over relatively large distances ∼ 1/xp+, which for x ≪ A−1/3 are much larger than the
Lorentz–contracted nuclear diameter 2RA/γ (recall that RAmN ∼ A1/3). These partons
then “see” the valence partons as a very thin layer (essentially, a sheet) of color charge.
The model assumes a simple kinematic distinction between ‘wee’ and valence partons.
This is correct so long as the relevant values of x are not too small, namely such that the
condition lnA1/3 . ln(1/x) ≪ 1/α remains satisfied. Indeed, under this condition, one
can neglect gluon radiation from partons at intermediate x′ with x < x′ < 1. For instance,
for A = 200 and α ≃ 0.2, one can consider values of x in the range x ≃ 10−2 ÷ 10−1.

As discussed in Sect. 1.2.1, a small–x excitation has a relatively short lifetime, proportional
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Fig. 19. The nucleus scattering with a small external dipole serves as a microscope to measure
to color charge of the valence quarks. MVvalence

to x. This has been estimated in Eq. (1.7), with a result that can be easily recovered by
using the uncertainty principle on the light–cone: ∆x+ ∼ 1/k− ∼ 2xp+/k2

⊥. (We have
used the LC dispersion relation for massless excitations, k− = m2

⊥/2k
+ = k2

⊥/2xp
+, cf.

Eq. (1.30).) Thus, the wee parton lifetime is much shorter than that of the valence partons:
on the characteristic time scale for the former, the latter appear to live forever. The valence
parton sources are thus static sources of color charge. Since their momenta are large, they
are unaffected by absorbing or emitting soft quanta: they are recoilless sources of color
charge. In this eikonal approximation, the wee parton cloud couples only to the “plus”
component of the LC current, which, from the discussion here, can be written as :

Jµ,a(x) = δµ+δ(x−)ρa(x) , (1.40)

where ρa(x) is the valence quark color charge density in the transverse plane. The δ–
function in x− assumes an infinitely thin sheet of color charge. The assumption must in
fact be relaxed, for reasons to be discussed later; namely, δ(x−)ρa(x) → ρa(x−,x), where
ρa(x−,x) is localized near x− = 0, within a distance ∆x− ∼ 1/p+ which is again fixed
by the uncertainty principle (this time applied to the valence partons). Note that ρa is
static, i.e., independent of the LC time x+, for the reasons explained previously.

We now turn to the color charge density ρa and show how it is generated. It is useful
to imagine the nucleus interacting with an external probe like the virtual photon in DIS
which has x ≪ A−1/3 and which can resolve distances ∆x in the transverse plane that
are much smaller than the nucleon size ∼ ΛQCD (see Fig. 19). This probe simultaneously
couples to valence quarks from nucleons all along the nuclear diameter. On the small
transverse scale ∆x, the confinement effects are unimportant, so the probe ‘sees’ the
partons as sources of color charge. The number ∆N of these sources can be estimated as
the product n∆S⊥ between the density n ≡ NcA/πR

2
A of valence quarks in the transverse

plane and the area ∆S⊥ ∼ (∆x)2 covered by the external probe. That is:

∆N ≈ n∆S⊥ = ∆S⊥
ANc

πR2
A

∼ Λ2
QCD

Q2
NcA

1/3 , (1.41)
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where Q2 ≡ 1/∆S⊥ is the external resolution, and we have used the fact that RA =
R0A

1/3 with R0 ∼ 1/ΛQCD. Let us assume that, while being relatively hard, the transverse
resolution Q2 is still small enough to satisfy Λ2

QCD ≪ Q2 ≪ Λ2
QCDNcA

1/3. Then, the area
∆S⊥ is large enough to cover a large number ∆N ≫ 1 of valence quarks. These partons
belong typically to different nucleons, so they are uncorrelated with each other, because
of confinement in the longitudinal direction. Thus they are randomly distributed, in such
a way that the total color charge Qa seen by the external probe is the incoherent sum of
the color charges of the individual partons. This implies

〈Qa〉 = 0, 〈QaQa〉 = g2Cf∆N = ∆S⊥
g2CfNcA

πR2
A

, (1.42)

where we have used the fact that the color charge squared of a single quark is g2tata =
g2Cf . One can treat this charge as classical since, when ∆N is large enough, we can ignore
commutators of charges:

| [Qa,Qb] |= | ifabcQc |≪ Q2 . (1.43)

In order to take the continuum limit (i.e., the limit where the transverse area ∆S⊥ of the
tube is small), it is convenient to introduce the color charge densities ρa(x−,x) and

ρa(x) ≡
∫
dx−ρa(x−,x). (1.44)

Then,

Qa =
∫

∆S⊥

d2x ρa(x) =
∫

∆S⊥

d2x

∫
dx− ρa(x−,x), (1.45)

which is consistent with Eq. (1.42) provided (recall that Cf = (N2
c − 1)/2Nc) :

〈ρa(x)ρb(y)〉A = δabδ
(2)(x − y)µA, µA ≡ g2A

2πR2
A

,

〈ρa(x
−,x)ρb(y

−,y)〉A = δabδ
(2)(x − y)δ(x− − y−)λA(x−),∫

dx− λA(x−)=µA . (1.46)

Here, µA ∼ A1/3 is the average color charge squared of the valence quarks per unit
transverse area and per color, and λA(x−) is the corresponding density per unit volume.
The latter has some dependence upon x−, whose precise form is, however, not important
since the final formulae will involve only the integrated density µA. There is no explicit
dependence upon x in µA or λA(x−) since we assume transverse homogeneity within
the nuclear disk of radius RA. Finally, the correlations are local in x− since, as argued
before, color sources at different values of x− belong to different nucleons, so they are
uncorrelated. All the higher-point, connected, correlation functions of ρa are assumed to
vanish. The non–zero correlators (1.46) are generated by the following weight function [25]
(with ~x = (x−,x) and d3x = dx−d2x) :
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WA[ρ] = N exp

{
− 1

2

∫
d3x

ρa(~x)ρa(~x)

λA(x−)

}
, (1.47)

which is a Gaussian in ρa, with a local kernel. This is gauge-invariant (since local), so
the variable ρa in this expression can be the color source in any gauge. The choice of a
gauge will however soon become an issue when we shall study the dynamics of the gluons
radiated by this random distribution of color charges.

The local Gaussian form of the weight function in Eq. (1.47) is valid, by construction, for
a large nucleus, and within some restricted kinematical range that we spell here again,
for more clarity. Specifically, this is correct for a transverse resolution Q2 within the
range Λ2

QCD ≪ Q2 ≪ Λ2
QCDNcA

1/3, and for relatively small x ≪ A−1/3, but such that
α ln(1/x) ≪ 1. For even smaller values of x or larger values of Q2, the QCD quantum
evolution cannot be neglected anymore, and the gluon distribution at the scale of interest is
then dominated by the quantum color sources (as opposed to the valence quarks). Besides,
for sufficiently high Q2, the system becomes very dilute, and the classical approximation
breaks down. Finally, the assumption that the valence quarks are uncorrelated must fail
for transverse separations >∼ 1/ΛQCD, since the Nc = 3 valence quarks within the same
nucleon are confined in a color singlet state. Thus, the total color charge, together with its
higher multipolar moments, must vanish when measured over distances of the order of the
nucleon size R0, or larger. As emphasized by Lam and Mahlon [121] (see also Ref. [122]),
the requirement of color neutrality can be included in the Gaussian weight function by
replacing the δ–function in Eq. (1.46) with 〈ρa(x−,x)ρb(0)〉 = λ(x−,x)δab, where λ(x−,x)
is such that its Fourier transform λ(x−,k) vanishes rapidly at momenta k⊥ <∼ ΛQCD.

Given the weight function (1.47) for the color charge density in the nucleus, observables
related to the nuclear gluon distribution can be computed as follows [25, 28]: First, one
needs to solve the classical field equations (the Yang–Mills equations) with the current
(1.40), that is:

(DνF
νµ)a(x) = δµ+ρa(~x) , (1.48)

where Dν = ∂ν − igAa
νT

a with (T a)bc = −ifabc. The corresponding solution, to be denoted
as Aµ

a(x), is in general a non–linear functional of the charge density ρa(~x), whose precise
form depends also upon the choice of a gauge. A rather general discussion of this classical
solution will be given below, in Sect. 2.3. Then, the observable of interest — typically
represented by some operator O[Aµ] — is evaluated for Aµ = Aµ[ρ]. This yields the value
of the observable for a given configuration of the color sources in the nucleus (or for
a given event). Finally, the physical observable is obtained by averaging O[Aµ] over all
the configurations of the random source ρ, with the weight function (1.47). This specific
averaging procedure reflects the separation of time scales in the problem — namely the
fact that the changes in the distribution of the color sources occur over time scales much
larger than the characteristic time scales for probing the system at high energy — and is
reminiscent of a glass (see Sect. 2 below). As we shall discover in the subsequent sections,
the separation in time scales and the corresponding ‘glassy’ structure is preserved by the
dominant quantum evolution at high energy, which only modifies the functional form of
the weight function WA[ρ]. In general, this will depend also upon the energy, and will not
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be a Gaussian anymore.

In what follows, we shall often return to the MV model (1.47), in particular in a study
of gluon saturation through non–linear effects in the classical field equations, in Sect. 2.5,
and in the discussion of the Cronin peak at central rapidity, in Sect. 5.2.

1.4 Motivation: The BFKL evolution and its small-x problem

SECT_BFKL

We now return to the study of the energy dependence of the gluon distribution that we
have begun in Sect. 1.2.1, and discuss this problem from the perspective of perturbative
QCD. This will give us the opportunity to introduce the celebrated BFKL equation [16],
which is the equation which governs the high energy behaviour of the gluon distribution
(and, more generally, of scattering amplitudes in QCD) in the absence of saturation effects.
This equation is relevant for the present discussion for several reasons: First, at a historical
level, the BFKL equation marks the first attempt towards computing the high energy limit
of QCD within perturbation theory. As we shall see, this amounts to the resummation of
an infinite set of radiative corrections which are enhanced by the large energy logarithm
ln s ∼ ln 1/x. Second, this resummation results in conceptual problems whose analysis
points towards the need for non–linear effects and saturation. In fact, much of the recent
progress in understanding gluon saturation and unitarity corrections in high–energy QCD
has been triggered by the ‘small–x problem’ of the BFKL equation, that we shall shortly
discuss. Third, the BFKL resummation is a central ingredient of the modern theory for
gluon saturation, the CGC theory, that we shall describe starting with the next section.
Finally, the BFKL equation emerges as a particular limit (namely, the low density, or
intermediate energy, limit) of the general evolution equations for the CGC. It turns out
that a good comprehension of the BFKL solution is essential to be able to make progress
with the more general, but also more complicated, equations.

In this section, our approach to the BFKL equation will be rather qualitative. We shall
not explicitly derive the equation (since we shall do so, in at least a couple of different
ways, in the subsequent sections), but rather we shall try to motivate its structure, and
then discuss its solution, through successive iterations, by which we shall progressively
refine our analysis.

1.4.1 The BFKL equation

We start by explaining why the resummation of the dominant radiative corrections at
high energy leads necessarily to an unstable growth in the absence of non–linearities. To
that aim, it suffices to rely on the bremsstrahlung law, Eq. (1.13), which shows that the
radiation of small–x gluons is logarithmically enhanced. (The physical meaning of this
enhancement will be discussed afterwards.) Using Eq. (1.13), let us compute the gluon
distribution produced by an original color source, say a ‘valence quark’, at small x and in
the presence of radiative corrections. The relevant diagrams are depicted in Fig. 20.

Fig. 20.a shows the tree–level process, that is, the direct emission of a soft (in the sense
of ‘small–x’) gluon with longitudinal momentum k+ = xp+ ≪ p+ from the valence quark
with momentum p+. Fig. 20.b shows a diagram counting for the lowest–order radiative
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corrections, and which describes the emission of an additional, quantum, gluon, with
longitudinal momentum k+ < p+

1 < p+. (Clearly, there are also other diagrams, like
self-energy and vertex corrections, which enter at the same perturbative order, but their
inclusion will not change our argument on the power counting at high energy.) From
Eq. (1.13), the relative contribution of the process in Fig. 20.b is estimated as

αNc

π

∫ p+

k+

dp+
1

p+
1

=
αNc

π
ln

p+

k+
= ᾱ ln

1

x
(1.49)

where ᾱ ≡ αNc/π, and the color factor in Eq. (1.13) has been now taken as CA = Nc, as
appropriate for a gluon source. This quantum correction is enhanced by the large rapidity
interval ∆τ = ln(1/x) available for the emission of the additional gluon.
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Fig. 20. a) Small–x gluon emission by a fast parton; b) the lowest-order radiative correction; c)
a gluon cascade. The longitudinal momenta in this cascade are strongly ordered, and therefore
so are also the lifetimes of the intermediate gluons, since we know that ∆x+ ∼ 2xp+/k2

⊥. gluoncascade

A similar enhancement holds for the gluon cascade in Fig. 20.c, in which the successive
gluons are strongly ordered in longitudinal momenta: p+ ≫ p+

1 ≫ p+
2 ≫ · · · ≫ p+

n ≫ k+.
This gives a contribution of relative order

1

n!

(
ᾱ ln

1

x

)n

, (1.50)

where the factorial comes from the ordering in p+. Clearly, when x is so small that
ᾱ ln(1/x) ∼ 1, all such “higher–order corrections” become truly of order one, and must
be resummed for consistency. A calculation which includes effects of order (α ln(1/x))n to
all orders in n is said to be valid to “leading logarithmic accuracy” (LLA).

All the gluon cascades depicted in Fig. 20 contribute to the production of the final gluon
with longitudinal fraction x ≪ 1. Thus, in order to compute the number of produced
gluons per unit rapidity — which is the same as the gluon distribution — one needs to
resum such processes to all orders. Given the form of the general term in Eq. (1.50), this
resummation will clearly produce an exponential:

dN

dτ
≡ xG(x,Q2) ∼ eωᾱτ = x−ωᾱ , (1.51)
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with ω a pure number which cannot be determined from our present, qualitative, argu-
ment. We have tacitly assumed above that all the gluons in the cascade have transverse
momenta of the same order, namely of order Q. As we shall shortly see, a more refined
treatment, based on the BFKL equation [16], allows one to compute ω and specifies the
Q2–dependence, and also the subleading τ–dependence (beyond the exponential behaviour
shown in Eq. (1.51)) of the gluon distribution.

As anticipated, the gluon distribution in the BFKL approximation rises exponentially
with the rapidity, that is, as a power of s. Let us try to understand this rapid growth
in more physical terms. The crucial observation is that in a gluon cascade like that in
Fig. 20.c, in which the longitudinal momenta are strongly ordered, all the gluons above
the final one have a much longer lifetime than the latter, and thus act as a frozen color
charge distribution for the emission of the last gluon. Gluons within a same cascade are
coherent with each other (since they live all at the same time), but different cascades
are statistically independent. Thus, the total color charge in the system after a rapidity
evolution τ is the incoherent sum of the color charges of the individual cascades. Therefore,
the average color charge squared 〈QaQa〉τ — which represents the source for the emission
of a new gluon — is proportional to the number N(τ) of gluons produced in the previous
steps. Thus, the probability for the emission of a new gluon is proportional to the number
of preexisting gluons, which is clearly the condition for an exponential instability.

To deduce the general form of the BFKL equation, the bremsstrahlung formula, Eq. (1.13),
is not enough; indeed, the latter assumes that both x and k⊥ are small, whereas in the
BFKL evolution there is no ordering in transverse momenta, that is, the k⊥–dependence is
treated exactly. For this reason, the ensuing equation is non–local in transverse momenta,
and applies to the so–called ‘unintegrated gluon distribution’ f(x, k2

⊥), defined through:

xG(x,Q2) ≡
∫ Q2 dk2

⊥
k2
⊥
f(x, k2

⊥) ⇐⇒ f(x, k2
⊥) =

∂ xG(x, k2
⊥)

∂ ln k2
⊥

. (1.52)

It is furthermore useful to relate this quantity to the gluon spectrum

xG(x,Q2) =
∫ Q2

d2k
dN

dτd2k
⇐⇒ f(x, k2

⊥) = πk2 dN

dτd2k
. (1.53)

The BFKL equation for f(x, k2
⊥) ≡ f(τ,k2) reads then [16]

∂f(τ,k2)

∂τ
= ᾱ

∫ d2p

π

k2

p2(k − p)2

{
f(τ,p2) − 1

2
f(τ,k2)

}
. (1.54)

The diagrammatic interpretation of this equation is illustrated in Fig. 21, which should be
read as one step in the evolution: the straight line there represents a relatively fast gluon
created at the previous step in the evolution, and which acts as a source for the final gluon
at small x. When increasing the rapidity from τ to τ +dτ , this last emission is dressed by
real and virtual quantum corrections of order ᾱdτ . The three diagrams on the left describe
real gluon emission, and are represented in Eq. (1.54) by the first term, f(τ,p2), within
the braces. The three diagrams on the right describe vertex and self–energy corrections,
and are represented by the second term, −(1/2)f(τ,k2), within the braces. Note that,
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Fig. 21. Real (left) and virtual (right) contributions to the first step in the BFKL evolution of
the gluon distribution. BFKLfig

taken separately, the real and virtual contributions to Eq. (1.54) have poles giving rise
to infrared singularities : at p = 0 and p = k for the virtual term, but only at p = k

for the real one (since, as we shall shortly see, f(τ,p2) → 0 as p → 0). However, these
divergences compensate between the two types of contributions, so the overall integral is
indeed well defined, both in the infrared and in the ultraviolet (where the kernel decreases
fast enough, as 1/p4).

1.4.2 The BFKL solutionSECT_BFKLSOL

The solution to Eq. (1.54) valid at high energies will be explicitly constructed in Sect.
4.2. Here, we shall simply exhibit the corresponding result and comment on its properties.
But before doing so, it is instructive to also exhibit an initial condition for this equation
at low energies, that we shall choose as the gluon distribution of a single quark (this will
facilitate appreciating the effects of the evolution). Namely, the differential probability for
bremsstrahlung formula, Eq. (1.13), can be directly identified as the spectrum of the soft
gluons emitted by a single quark:

dN

dx dk2
≡ dPBrem

dx dk2
≃ αCF

π

1

k2

1

x
for x≪ 1 , (1.55)

which together with Eq. (1.53) immediately implies:

f0(x,k
2) ≃ αCF

π
. (1.56)

This estimate is valid so long as x is small, but not too small, such that α ln(1/x) ≪ 1,
and for perturbative transverse momenta k⊥ ≫ ΛQCD. (At smaller momenta k⊥ <∼ ΛQCD,
one expects f0 to vanish rapidly with decreasing k⊥, because of confinement.) Within its
validity range, the distribution (1.56) is independent upon both x and k. However, such
dependencies will be induced by the quantum evolution. Specifically, when adapted to the
unintegrated gluon distribution f(x, k2

⊥), the BFKL solution of Sect. 4.2 reads:

f(τ,k2) ≃
(

k2

Q2
0

)1/2
eω0ᾱτ

√
2πβ0ᾱτ

exp

{
−

ln2
(
k2/Q2

0

)

2β0ᾱτ

}
, (1.57)

where τ = ln 1/x and Q0 is a non–perturbative scale of order ΛQCD introduced by the
initial condition (roughly, the scale below which f0 changes from the constant behaviour
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shown in Eq. (1.56) to a rapidly decreasing function of k⊥); furthermore, ω0 = 4 ln 2 ≈ 2.77
and β0 ≈ 33.67 are pure numbers determined by the BFKL equation.

Eq. (1.57) is valid in the formal high energy limit ᾱτ ≫ ρ, with ρ ≡ ln(k2
⊥/Q

2
0). This limit

is formal in the sense that it neglects saturation effects, i.e., it assumes that the linear
BFKL equation (1.54) continues to apply up to arbitrarily high energies. But from the
discussion at the end of Sect. 1.2.1, we know that the linear approximation is valid only
for transverse momenta above the saturation scale Qs(τ), which is itself exponentially
rising with τ . Therefore, Eq. (1.54) is strictly correct only for ρ > ρs(τ), with ρs(τ) ≡
ln(Q2

s/Q
2
0) ∝ τ , which shows that the only meaningful ‘high energy limit’ of the BFKL

equation is the limit in which τ and ρ are simultaneously increased, in such a way that
the condition ρ > ρs(τ) remains satisfied at any τ (that is, the evolution must remain on
the right side of the saturation line in Fig. 8). This being said, the approximation (1.57) is
still interesting, for the following reasons: First, even in the presence of saturation, this is
a correct approximation within some intermediate range of energies 2 . Second, if formally
extrapolated at high energy, this equation illustrates the would–be conceptual difficulties
of perturbative QCD in the absence of saturation.

First of all, Eq. (1.57) confirms that the dominant behaviour at high energy is an expo-
nential increase with τ , as anticipated in Eq. (1.51), and provides us with the value of
the relevant exponent: ω = ω0 ≡ 4 ln 2. (The quantity αP = 1 + (4 ln 2)ᾱ is sometimes
referred to as the ‘BFKL intercept’.) Thus, the BFKL equation predicts a gluon distri-
bution rising at small x as (1/x)λg , with λg = αP − 1 ≈ 0.5 (for α ≃ 0.2). This is in a
qualitative agreement with the behaviour observed at HERA, but the above value of λg is
substantially larger than that extracted from the data. In fact, if one tries a parametriza-
tion F2(x,Q

2) ∼ x−λeff (Q2) for the rise of the HERA data at x < 0.01, then one finds that
λeff(Q2) falls from 0.35 to 0.1 when Q2 decreases from 200 GeV2 to 1 GeV2.

But by itself, this inability of the BFKL equation to predict the right value for λg should
not be seen as a serious problem: So far, this is only a leading–order (LO) calculation
in QCD, but higher order effects (in particular, the running of the coupling) are in fact
known to be important, and to lower the value of λg. Indeed, in recent years the next–
to–leading–order (NLO) corrections to the BFKL equation become available [18]. When
properly interpreted [19], the effect of these corrections is to reduce the gluon exponent λg

roughly by a factor of two, thus yielding a value in qualitative agreement with the HERA
data for intermediate values of Q2 (from 10 to 100 GeV2). Although the full calculation
of DIS at NLO–BFKL level has not been yet completed [?], one can quite safely conclude
that the small–x evolution in perturbative QCD is not excluded by the data.

What would be a serious problem on the other hand, would be to forget about satura-
tion and assume that the exponential increase with τ (even with a smaller value for the
intercept) persists up to arbitrarily high energies. First, this would contradict our quali-
tative argument at the end of Sect. 1.2.1 about the importance of recombination effects

2 Note indeed that the saturation line in Fig. 8 does not start at the origin, but rather at some
large rapidity τ0: ρs(τ) ≈ cᾱ(τ − τ0), with c ∼ 1 and ᾱτ0 ≫ 1. Thus, so long as τ is not much
larger than τ0, there exists a range in ρ in which the conditions ᾱτ ≫ ρ and ρ > ρs(τ) are both
satisfied. Eq. (1.57) applies within this range.
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in the high density regime. Second this would lead to unitarity violations in scattering
at high energy. Let us consider the unitarity issue in the context of DIS. We have seen
previously that the small–x increase of the structure function F2 is driven by the gluon
distribution (see, e.g., Eq. (1.14)). More precisely, within the dipole factorization of DIS,
the unitarity problem refers to the dipole–hadron scattering. In Sect. 2.4 we shall show
that in the single–scattering approximation (as obtained after expanding the Wilson lines
in Eq. (1.37) to second order in the field gA+ in their exponent), the dipole cross–section
is linearly related to the unintegrated gluon distribution of Eq. (1.52):

σdipole(x, r) ≈ 4π

Nc
α
∫

d2k

k4
f(x,k2)

(
1 − eik·r

)
. (1.58)

(For r⊥ → 0 and by using Eq. (1.52), the equation above immediately reduces to Eq. (1.24),
which is in turn equivalent to Eq. (1.14). Also, by inserting Eq. (1.58) into the dipole fac-
torization (1.22) and using the known expression for the virtual photon wavefunction
|Ψ(z, r;Q2)|2, one obtains the DIS cross–section in ‘k⊥–factorized’ form [123].)

Clearly, if f(x,k2) rises as a power of 1/x ∼ s, so does also the dipole cross–section,
in violation of the Froissart bound [2], which stipulates that in the high enery limit a
total cross–section cannot grow faster than ln2 s. At this point, one may remark that,
in QCD, the issue of the Froissart bound cannot be fully addressed within perturbation
theory, and thus goes beyond the applicability of Eq. (1.58) (see the discussion in Sect.
4.4). But the power–like increase of Eq. (1.58) with the energy leads also to a more severe
form of unitarity violation, which should remain within the realm of perturbative QCD:
The dipole cross–section at high energy can be obtained by integrating the scattering
amplitude 3 Tτ (r, b) ≡ 1−ReSτ (r, b) over all the impact parameters b within the hadron
disk (cf. Eq. (1.23)). With increasing s, the hadron area can rise, at most, as a power of ln s.
Thus, the power–law increase of Eq. (1.58) implies a similar increase for the scattering
amplitude, which would eventually violate the unitarity bound T ≤ 1 at fixed impact
parameter. But for sufficiently large energy, the gluon density at b should be large enough
for perturbation theory to apply.

Now, in view of the previous discussion in Sects. 1.2.2 and 1.2.3, it is clear that this vi-
olation of the unitarity bound is a consequence of our restriction to a single–scattering
approximation: Before expanding the Wilson lines, the dipole S–matrix (1.37) was man-
ifestly unitary ! So, one may be tempted to argue that unitarity arises through multiple
scattering independently of saturation. (For instance, the Glauber–like resummation in
Eq. (1.27) would preserve unitarity independently of the fate of the gluon distribution at
high energy.) Recall however that it is the same parameter, namely the strength gA+ of
the gluon field in the target, which controls both multiple scattering and recombination
effects. Thus, in general 4 , it would be inconsistent to take into account multiple scattering
for the purpose of restoring the unitarity and at the same time neglect non–linear effects
in the target wavefunction.

3 The amplitude Tτ thus defined is in fact the imaginary part of the more conventional scattering
amplitude A, which is defined through S ≡ 1 + iA.
4 This is nevertheless possible in special frames, as we shall discuss in Sect. 6.
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Returning to Eq. (1.57), let us focus on a different aspect of the BFKL approximation,
namely the k⊥–dependence of the gluon distribution at high energy. Recall first that the
low–energy distribution (1.56) is independent of k⊥, which reflects the bremsstrahlung
spectrum in Eq. (1.55). If one inserts f0 from Eq. (1.56) into the dipole cross–section (1.58),
one finds a logarithmic infrared divergence due to the too rapid rise of the bremsstrahlung
spectrum at small k⊥. Clearly, when k⊥ <∼ ΛQCD, we expect this rise to be tamed by
confinement, but it is interesting to see that the BFKL resummation is already effective in
reducing the infrared sensitivity of the gluon distribution: The dominant k⊥–dependence
of Eq. (1.57) is encoded in the overall factor

√
k2, showing that the BFKL spectrum

f(x,k2)/k2 has a slower rise — as 1/
√

k2 — in the infrared. In particular, when evaluated
with the BFKL distribution, the dipole cross–section (1.58) is infrared–finite. Physically,
this improved infrared behaviour comes from the partial screening of the original color
charge (a quark in the case of Eq. (1.56)) by the gluons radiated in the evolution (which
are correlated with each other, so they also screen themselves). As we shall explain in Sect.
4.1, this BFKL screening is only partial, in the sense that there is no finite correlation
length (smaller than 1/ΛQCD) over which color neutrality is achieved. Yet, from the above
example of the dipole scattering, one may conclude that the BFKL physics is infrared–safe.

But this conclusion is naive, as shown by the following argument due to Bartels: Consider
also the sub–dominant k⊥ and τ–dependencies of the BFKL solution, as encoded in the
function ψ(τ, ρ) defined by rewriting Eq. (1.57) as

f(τ, ρ) = e ρ/2+ω0ᾱτ ψ(τ, ρ) , ψ(τ, ρ) ≡ 1√
2πβ0ᾱτ

exp

{
− ρ2

2β0ᾱτ

}
. (1.59)

The function ψ(τ, ρ) obeys the diffusion equation (with D0 ≡ ᾱβ0)

∂

∂τ
ψ(τ, ρ) =

D0

2

∂2

∂ρ2
ψ(τ, ρ), (1.60)

with initial condition ψ(0, ρ) = δ(ρ). The solution has the ‘completeness’ property:

ψ(τ, ρ) =
∫

dρ1 ψ(τ − τ1, ρ− ρ1)ψ(τ1, ρ1), (1.61)

for arbitrary τ1 within the range 0 < τ1 < τ . Moreover, as it is clear from Eq. (1.59),
the above integral over ρ1 receives significant contributions from all the points which are

located around ρ within a distance of the order of the ‘diffusion radius’
√

2D0(τ − τ1).
Thus, when both τ and τ1 are large enough, the intermediate point ρ1 can diffuse far away
from both the original point ρ0 = 0 (i.e., k⊥ = Q0) and the final point ρ. This diffusion
is symmetric — it proceeds through points which are either larger or smaller than ρ and
ρ0 —, and for large enough τ it will ineluctably penetrate the non–perturbative domain
at ρ1

<∼ ρQCD ≡ ln Λ2
QCD/Q

2
0. That is, even if one starts with a hard scale Q2

0 ≫ Λ2
QCD

at low energy, and one measures the evolved gluon distribution at a hard scale as well
(k2

⊥ ≫ Λ2
QCD), after a sufficiently large evolution ‘time’ ᾱτ the measured distribution will

receive significant contributions from the non–perturbative, soft, sector, where the BFKL
approximation is not under control. This property is generally referred to as the ‘infrared
diffusion problem’ of the BFKL equation.
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The power–like increase of the gluon distribution with the energy and the infrared diffusion
are conceptual difficulties of the BFKL approximation, often referred to as the ‘small–
x problem of perturbative QCD’. But this problem is an artifact of having neglected
non–linear effects in the evolution towards high energy: For sufficiently small x and/or
small k⊥, the gluon occupation factors become so large that recombination processes are
favoured and prevent the further growth of the distribution. This mechanism introduces an
intrinsic hard scale — the saturation momentum Qs — which implies that the coupling
is weak and at the same time suppresses the infrared diffusion (since the intermediate
point ρ1 in the argument above cannot penetrate the saturated region at ρ < ρs where
the occupation factor has already reached its maximally allowed value ∼ 1/α). Therefore,
saturation makes a compelling situation for the applicability of perturbative QCD at high
energy.

1.4.3 Dipole scattering and the BK equationSECT_BK

In the previous discussion, we have mentioned that the dipole cross–section in the sin-
gle scattering approximation is proportional to the unintegrated gluon distribution, cf.
Eq. (1.58). This implies that the dipole amplitude itself should satisfy (within this approx-
imation) a corresponding version of the BFKL equation. It turns out that the respective
equation can be rather easily derived provided we change our perspective over the evolu-
tion. So far, we have always assumed that the rapidity of the projectile dipole was fixed,
whereas the rise of the scattering amplitude with the energy was due to the evolution of
the gluon distribution in the target. Alternatively, one can use the rapidity increment dτ
to accelerate the dipole, which then evolves by emitting one small–x virtual gluon, and
then study the scattering between the ensuing dipole–gluon system and the (unevolved)
target. This point of view of projectile evolution turns out to be extremely powerful, as it
allows one to give a quick derivation not only of the BFKL equation for the dipole am-
plitude, but also of a non–linear generalization to this equation, the Balitsky–Kovchegov
(BK) equation [39, 124], which takes into account the unitarity corrections.

Specifically, in Sect. 6 we shall estimate the differential probability for the emission of a
small–x gluon from a dipole. This is most conveniently written in coordinate space, where
it reads:

dP =
αNc

2π2
M(x,y, z) d2z dτ , M(x,y, z) ≡ (x − y)2

(x − z)2(y − z)2
, (1.62)

where x, y and z are the transverse coordinates of the quark, the antiquark, and the
emitted gluon, respectively. This probability vanishes when r ≡ |x− y| → 0, as expected
(since a zero–size dipole is non–interacting), and it becomes singular when the emitted
gluon is collinear with either the quark or the antiquark. The gluon can be effectively
replaced 5 by a zero–size qq̄ pair, and the gluon emission then appears as the splitting of

5 In general, this replacement is correct only in the limit in which the number of colors Nc is
large (see Sect. 6); however, it turns out that the would–be suppressed terms at large Nc cancel
exactly when computing the emission of a soft gluon from an elementary color dipole. Thus the
equation to be established here holds for arbitrary Nc.
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the original dipole (x,y) into two new dipoles: (x, z) and (z,y).

If the emitted gluon is in the wavefunction of the dipole at the time it scatters on the
target, then what scatters is a system of two dipoles. If the gluon is not in the wavefunc-
tion at the time of the scattering, it can be viewed as the “virtual” term which decreases
the probability that the original quark–antiquark pair remain a simple dipole, thus com-
pensating the probability for the two–dipole state. The whole process can be summarized
into the following evolution equation for the dipole S–matrix 〈S(x,y)〉τ [39]:

∂

∂τ
〈S(x,y)〉τ =

ᾱs

2π

∫
d2zM(x,y, z)

{
− 〈S(x,y)〉τ + 〈S(x, z)S(z,y)〉τ

}
, (1.63)

where 〈S(x, z)S(z,y)〉τ stands for the scattering of the two–dipole system on the target.
Note that, for a fixed configuration of the color fields in the target (that is, for a given
event) the two child dipoles scatter independently from each other, so that the two–dipole
scattering operator is simply the product of the corresponding operators for the individual
dipoles (in turn given by Eq. (1.36)): S(2)(x, z; z,y) = S(x, z)S(z,y). However, the color
fields from different configurations are generally correlated with each other (in particular,
because of the correlations built in the course of the evolution); because of that, the
average over the target wavefunction will generally introduce a correlation between the
scattering of the two dipoles: 〈S(x, z)S(z,y)〉τ 6= 〈S(x, z)〉τ〈S(z,y)〉τ . Thus Eq. (1.63)
is not a closed equation, but only the first equation in an hierarchy which turns out to
be infinite and to couple scattering operators with an increasingly complicated (color and
spatial) structure, but which are all expressed in terms of Wilson lines. This hierarchy
has been first derived by Balitsky [39] — precisely by studying the projectile evolution —
and then rederived from target evolution within the CGC formalism (see Sect. 3.5).

In order to recognize the BFKL equation, it is preferable to rewrite Eq. (1.63) in terms
of the scattering amplitude T = 1 − S. The corresponding equation reads

∂

∂τ
〈T (x,y)〉τ =

ᾱs

2π

∫
d2zM(x,y, z) (1.64)

{
− 〈T (x,y)〉τ + 〈T (x, z)〉τ + 〈T (z,y)〉τ − 〈T (x, z)T (z,y)〉τ

}
,

and is illustrated with a few Feynman graphs in Fig. 22. For simplicity, in this figure we
represent the scattering between an elementary dipole and the target in the two–gluon ex-
change approximation (single scattering). But in the high energy (or strong field) regime,
the number of exchanged gluons can be arbitrary, as shown by the definition (1.36) of the
dipole S–matrix in terms of Wilson lines. In Eq. (1.64), the multiple scattering is encoded
in the last term, which describes the simultaneous scattering of the two child dipoles.
When interpreted as target evolution, this non–linear terms corresponds to saturation
effects (gluon merging in the target wavefunction), as it will be explained in Sect. 3.5.

The BFKL equation emerges as the weak scattering limit of Eq. (1.64): For relatively low
energies, such that the target is dilute, the scattering amplitude is small: T ≪ 1 (recall
that |S|2 = |1−T |2 represents the probability that no interaction take place in the collision;
for a dilute target, this should be close to one), and the term describing the scattering of
two dipoles in the r.h.s. of Eq. (1.64) should be even smaller: 〈T T 〉 ≪ 〈T 〉 ≪ 1. We can
then neglect this term and thus obtain a linear equation for the dipole amplitude:
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Fig. 22. Diagrams for the evolution of the dipole scattering amplitude, cf. Eq. (1.64): (a)
the tree–level contribution; (b) the virtual correction −〈T (x,y)〉; (c) the scattering of one
child dipole, 〈T (x,z)〉 or 〈T (z,y)〉; (d) the simultaneous scattering of both child dipoles,
〈T (x,z)T (z,y)〉. FIG_0DIP

∂

∂τ
〈T (x,y)〉τ =

ᾱs

2π

∫

z
M(x,y, z)

{
− 〈T (x,y)〉τ + 〈T (x, z)〉τ + 〈T (z,y)〉τ

}
, (1.65)

which is recognized as the coordinate–space version of the BFKL equation. (In this form,
the BFKL equation has been first derived by Mueller, within the dipole picture [58]; see
Sect. 6.) One can check that this equation is indeed consistent, via a Fourier transform,
with the BFKL equation (1.54) for the gluon distribution together with the relation (1.58)
between σdipole and f(x,k2). By linearizing Eq. (1.64) we have lost all the information
about multiple scattering: Eq. (1.65) describes single scattering with the exchange of a
‘BFKL pomeron’ (a two–gluon exchange in the t–channel dressed by the BFKL evolution).

A closed, but non–linear, approximation to Eq. (1.64), which does preserve the unitarity
corrections (while loosing some correlations due to fluctuations, however), is obtained by
assuming the factorization property

〈T (x, z)T (z,y)〉τ ≈ 〈T (x, z)〉τ 〈T (z,y)〉τ , (1.66)

which is a mean field approximation (MFA) for the gluon fields in the target. This yields

∂

∂τ
〈T (x,y)〉τ =

ᾱs

2π

∫

z
M(x,y, z) (1.67)

{
− 〈T (x,y)〉τ + 〈T (x, z)〉τ + 〈T (z,y)〉τ − 〈T (x, z)〉τ 〈T (z,y)〉τ

}
,

an equation originally derived by Kovchegov [124] (within Mueller’s dipole picture [43, 58])
and commonly referred nowadays as the Balitsky–Kovchegov (BK) equation. Remarkably,
this equation preserves the unitarity constraint T ≤ 1 during the evolution and predicts
that the upper bound T = 1 (the ‘black disk limit’) will be eventually approached at
sufficiently high energy. The corresponding solution will be discussed in Sect. 4.2.

The MFA (1.66) is tantamount to neglecting fluctuations in the gluon distribution in
the target. As we have seen in the discussion of the MV model in Sect. 1.3.3, this is a
good approximation if the target is a large nucleus at not so high energy. More generally,
Eq. (1.66) should work reasonably well when the scattering is sufficiently strong, that is,
when 〈T 〉τ is not much smaller than one, because in that case the external dipoles scatter
off a high–density gluonic system, for which the density fluctuations are relatively unim-
portant. On the other hand, we know that, with increasing energy, the BFKL evolution
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induces non–trivial correlations in the gluon distribution, and we expect such correlations
to play an essential role in the dilute regime, where the scattering is relatively weak.

Deriving non–linear evolution equations like Eq. (1.64) and understanding the validity
range and also the limitations of approximations like Eq. (1.66) will be one of the main
goals of the forthcoming developments in this work.

1.4.4 Modern developments of the BFKL theory

To be rewritten

Since the advent of the Balitsky–Fadin–Kuraev–Lipatov (BFKL) equation [16, 125] in the
mid seventies, there has been significant progress in our comprehension of high–energy
QCD, and several theoretical approaches have been proposed which aim at a resummation
of the energy–enhanced radiative corrections to high–energy processes in perturbative
QCD. The BFKL equation is a leading logarithmic approximation (LLA), which allows
one to resum to all orders corrections of the form (α ln s)n to the scattering between
two colorless objects via the exchange of two gluons in the t–channel. As a result of this
resummation, the bare two–gluon exchange is replaced by the BFKL pomeron (the sum
of an infinite series of ladder diagrams of ordinary perturbation theory), or, equivalently,
by two reggeized gluons which interact with each other. All the subsequent theoretical
approaches proposed within perturbative QCD encompass the BFKL equation, and can
be viewed as extensions of the latter towards increasing the complexity of the objects
exchanged in the t–channel, and also towards enlarging the limits of the LLA.

The simplest object beyond the BFKL pomeron within perturbative QCD is the exchange
of three interacting (reggeized) gluons in a symmetric color state. This object, which is
negative (or “C–odd”) under charge conjugation (C = −1), and has also negative parity
(P = −1), represents the lowest order perturbative contribution to the odderon, the C–odd
exchange which dominates the difference between the hadronic cross sections for direct
and crossed channel processes at very high energies [8]. The evolution of the three–gluon
odderon exchange with increasing energy in the LLA is described by the BKP equation,
established by Bartels [126] and Kwiecinski and Praszalowicz [127] (see also the work by
Jaroszewicz, Ref. [128]), which amounts to a pairwise iteration of the BFKL kernel. This
equation can be immediately extended to describe the exchange of an arbitrary number
n ≥ 3 of reggeized gluons with pairwise BFKL interactions [126, 129–132]. The result-
ing formalism, also known as the generalized leading logarithmic approximation (GLLA),
resums all radiative corrections that involve the maximally possible number of energy
logarithms ln s for a given number of exchanged gluons. At the moment, two exact solu-
tions of the BKP equation for odderon evolution are available [133, 134], and the subject
continues to be under intensive debate [135, 136] (see also the recent review paper [137]
and the discussion below).

In the formalisms described so far, the number of gluons in the t-channel remains fixed in
the course of the evolution. This is probably a good approximation in some intermediate
kinematical region, but it fails to describe two interesting physical situations: First, it
does not incorporate correctly the fluctuations in the number of gluons, as resulting from
processes in which one (reggeized) gluon splits into two, or, more generally, a n–gluon
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state evolves into a (n + m)–one, with m ≥ 1. Such processes are especially important
in the dilute regime at relatively large transverse momenta (for a given energy), where
gluon splitting is the main process through which higher–point correlations get built
[48]. Second, the approximation in which the number of t–channel gluons is fixed cannot
describe recombination processes in which (reggeized) gluons merge with each other, thus
reducing the gluon density. Such processes are important in the high–energy regime where
the gluon density becomes large enough (due to BFKL evolution and to the splitting
processes alluded to above) to enhance recombination processes, which are then expected
to lead to gluon saturation [22, 23, 25]. The inclusion of saturation is also necessary, for
consistency, in studies of the unitarization of the scattering amplitudes, except for some
exceptional kinematical configurations [58].

The simplest approach including gluon splitting in the framework of BFKL evolution is
the color dipole picture developed by Mueller [58, 138]. This picture is valid at large Nc,
and describes pomeron multiplication via vertices at which one (BFKL) pomeron splits
into two. A more ambitious program, which is not restricted to the large–Nc approxima-
tion, is the extended generalized leading logarithmic approximation (EGLLA), initiated by
Bartels [126, 129], in which the gluon number changing vertices are explicitly computed
in perturbative QCD (see Refs. [139–147] for further developments along this line and
Ref. [137] for a review). By using such vertices, evolution equations allowing for gluon
splitting have been written down in Refs. [140, 143, 145]. Also, the equivalence between
the triple pomeron vertex in the dipole picture [138, 148] and the one generated by EGLLA
at large Nc [139, 141] has been verified in Refs. [140, 146].

So far, the only formalism allowing for the systematic inclusion of gluon merging in the
high–energy evolution is the Color Glass Condensate (CGC) [56], in which the reggeized
gluons are replaced by classical color fields whose correlations get built in the course of
the evolution. But the corresponding evolution is non–linear : the new gluons radiated
at one step in the evolution (the analog of the ‘rungs’ in the BFKL ladders) are allowed
to scatter off the classical color fields generated in the previous steps, and this is the
mechanism leading to gluon merging. Because of the non–linear effects, the evolution cou-
ples n–point functions with various values of n, and can be most compactly summarized
as a functional Fokker–Planck equation for the weight function describing the correla-
tions: the Jalilian-Marian–Iancu–McLerran–Weigert–Leonidov–Kovner (JIMWLK) equa-
tion [31, 34, 35]. Alternatively, and equivalently [40], the evolution can be formulated as
an hierarchy of equations for scattering amplitudes — the Balitsky equations [39] —, in
which unitarity is manifest. Note however that gluon splittings are not included in the
JIMWLK equation [48]; this is obvious from the fact that, in the dilute, or weak–field,
limit, this equation reduces to an evolution in which the number of gluons in the t–channel
stays constant [34, 38]. An extension of the JIMWLK–Balitsky evolution which includes
pomeron splitting has been proposed only very recently [48–50].
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2 The Color Glass Condensate effective theory

SECT_CGC

With this section, we begin the study of the effective theory for the Color Glass Condensate
(CGC), that we shall then pursue up to the end of this work. Following the common
practice in the literature, the concept of “color glass condensate” [34] will be used to denote
both a physical reality — the high–density gluonic matter which is produced at small x
and low enough k⊥ through the mechanism of gluon saturation — and the mathematical
formalism which is used to describe this reality, and which is derived from QCD within
a controlled scheme of approximations. As we shall see, the CGC formalism encompasses
most of the theoretical approaches previously proposed within perturbative QCD at high
energy — chiefly among them, the BFKL equation and the dipole picture — but it goes
further than such previous approaches by including the non–linear effects responsible for
gluon saturation and the unitarization of the scattering amplitudes.

The essential physical argument underlying the CGC picture is a kinematical one, and
has been already discussed at length in the introductory section. This is the fundamental
separation in (longitudinal and temporal) scales between partons with different values of
x in the hadron wavefunction in the infinite momentum frame: The large–x partons are
Lorentz contracted and time dilated, and coherently act as color sources for the emission
of small–x gluons which then participate in the scattering with an external projectile.
This separation of scales creates the premises for a classical description, which for a given
value of x is similar to the MV model (cf. Sect. 1.3.3), but which evolves with decreasing x,
because of the BFKL–like emission of new quantum gluons which act as additional ‘color
sources’ at the lower value of x. Thus, the classical description is an effective theory,
whose evolution with increasing energy can be computed within perturbative QCD. The
structure and the construction of this effective theory will be described in detail in this
and the nextcoming sections.

2.1 The effective theory

SECT_EFT

Since the effective theory depends upon the value of x at which we probe the hadron
wavefunction, it is convenient to introduce the longitudinal momentum scale Λ+ = xP+

(with P+ the total longitudinal momentum of the hadron) and distinguish between ‘fast’
(k+ > Λ+) and ‘soft’ (k+ ≤ Λ+) degrees of freedom. The effective theory will be a theory
for gluon correlations at the soft scale Λ+ as obtained after having ‘integrated’ out the
fast modes with k+ > Λ+, within approximations to be shortly specified.

From the discussion of the BFKL evolution in Sect. 1.4 we know that the separation of
scales is logarithmic: the contribution of the quantum modes with momenta k+ in the
range Λ+ < k+ < p+ to the correlations that we measure at the scale Λ+ is of order
α ln(p+/Λ+). Therefore, in the leading logarithmic approximation in which we preserve
only the radiative corrections enhanced by the large logarithm ln 1/x we can neglect the
quantum gluons with momenta just above Λ+, but focus on the truly fast modes with
p+ ≫ Λ+. By the same argument, we can ignore the genuine quantum fluctuations with
momenta k+ ∼ Λ+ as compared to the corresponding gluons radiated by the fast partons
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(whose density and correlations are enhanced by ln 1/x).

This strong separation in longitudinal momenta between the soft gluons and their sources
entails a similar separation between the associated time scales, which in turn implies that
the small–x and large–x dynamics decouple from each other and can be treated sepa-
rately: Over the natural time scale ∆x+ ∼ 2Λ+/k2

⊥ for the dynamics at the scale Λ+, the
dynamics of the fast color sources is essentially frozen. Therefore, any observable pertinent
to a small–x process can be first computed for a fixed configuration of the color sources,
and then averaged over all the possible configurations with some classical probability dis-
tribution, which reflects the dynamics of the fast partons. The classical approximation is
appropriate because the high energy scattering probes only an instantaneous configura-
tion of the color sources, and thus it is not sensitive to the quantum interference between
different configurations. But the color sources are themselves produced through quantum
evolution, thus the computation of the corresponding probability distribution requires in
general a quantum calculation.

This decoupling between a slow and a rapid dynamics lies at the basis of the color glass
picture to be explained towards the end of this subsection. This is also reminiscent of
the Born–Oppenheimer approximation in the study of a molecule, in which the dynamics
of the fast moving electrons is treated separately from that of the slow nuclei. This is
furthermore similar to the parton picture and the associated factorization of a high–
energy process into a partonic cross–section times a classical parton distribution (itself
obeying quantum evolution). But in order to describe non–linear phenomena like multiple
scattering or gluon saturation, we need a formalism which is more general than the QCD
parton picture. The CGC effective theory to be described here is such a formalism.

Specifically, the effective theory at scale Λ+ must involve the two ingredients alluded to
above: the classical calculation of the small–x observables for a given distribution of the
color sources, and the quantum calculation of the probability distribution for the latter.

i) The structure of the classical theory is fixed by the kinematics, and thus is the same as
in the MV model [25]: The fast color sources are represented by a color current Jµ

a = δµ+ρa,
where ρa is static (i.e., independent of the LC time x+) and random. The small–x gluons
are the color fields generated by this current according to the Yang–Mills equation:

(DνF
νµ)a(x) = δµ+ρa(~x) , (2.1)

where ~x = (x−,x) and Dν = ∂ν − igAa
νT

a with (T a)bc = −ifabc.

All the interesting correlations are included in the functional weight functionWΛ+ [ρ] which
describes the distribution of ρ. This is assumed to be positive semi–definite (WΛ+ [ρ] ≥ 0),
gauge invariant, and normalized to unity:

∫
D[ρ] WΛ+[ρ] = 1 , D[ρ] ≡

∏

a

∏

x−

∏

x

dρa(x
−,x) . (2.2)

Still as in the MV model, the observables in the effective theory are first evaluated on the
solution Aµ

a ≡ Aµ
a [ρ] to the Yang-Mills equations, and then averaged over ρ :

〈O[Aµ]〉Λ+ =
∫

D[ρ] WΛ+ [ρ] O[Aµ] . (2.3)

54



This averaging restores the gauge symmetry which was a priori broken by the presence
of a non–trivial color charge density, and also by the choice of a gauge in the classical
solution. The solution Aµ

a to Eq. (2.1) in various gauges will be constructed in Sect. 2.3.

Note that all the correlations computed within the effective theory are independent of time
(x+). This is manifest in the classical theory — since for a static source ρ, the solution
Aµ

a [ρ] to the classical equations (2.1) is static as well —, and reflects the fact that the
small–x gluons inherit the time scales of their sources, which are time dilated. Also, the
small–x gluons have, by definition, low longitudinal momenta (the lowest ones among all
the modes included in the effective theory), therefore they ‘see’ an integrated version of
the hadron in longitudinal direction. This is visible, e.g., in the expression (1.37) for the
dipole scattering amplitudes: this involves integrations over x− which are however path–
ordered (see Eq. (1.35)), to account for the non–commutativity of the color matrices at
different points x−. Thus, in order to compute such correlations, it would be not enough
to dispose of a simplified information concerning just the two–dimensional distribution
of the color sources in the transverse plane (such a simplified description would involve
integrated quantities like ρa(x) ≡ ∫

dx−ρa(x
−,x)). Rather, one also needs to control their

distribution in the longitudinal direction.

ii) The quantum calculation refers to the evolution of the weight function with decreasing
Λ+. As explained before, WΛ+ [ρ] includes the effects of all the color sources with momenta
k+ ≫ Λ+ = xP+. With decreasing x, new sources are generated through quantum evolu-
tion, and for x ≪ 1 these sources are predominantly gluons. (The valence quarks, which
were the only color sources in the MV model, act now merely as the initiators of the gluon
cascades.) Thus, the correlations of ρ are built by the evolution, and for sufficiently small
x they should be largely independent of the initial conditions at x0 ∼ 1 (in the same
way as the BFKL solution (1.57) at high energy is essentially independent of the initial
condition: the latter only specifies the momentum scale Q0). Since the evolution can be
computed within perturbative QCD, as we shall shortly see, the expected universality of
the high energy behaviour opens the way towards a calculation of the gluon distribution
at small x from first principles.

For the purpose of computing the quantum evolution one needs to reintroduce in the
problem the quantum gluons with momenta k+ < Λ+. The complete theory constructed
after the evolution down to Λ+ can be summarized into the following generating functional
for gluon correlations at momenta k+ ≤ Λ+ [31, 34] :

Z[j] =
∫

D[ρ]WΛ+[ρ]






∫ Λ+ D[δA] δ(A+) e iS[A, ρ]−
∫

j·A
∫ Λ+ D[δA] δ(A+) e iS[A,ρ]




 . (2.4)

Here, the external current jµ
a is not a dynamical current, but merely a formal device

to generate Green’s functions via differentiations. For instance, the 2–point function is
obtained by taking two functional derivatives in Eq. (2.4) w.r.t. j and then letting j = 0:

〈TAµ(x)Aν(y)〉k+ =
∫
D[ρ]WΛ+ [ρ]





∫ Λ+ D[δA] δ(A+) Aµ(x)Aν(y) e iS[A, ρ]

∫ Λ+ D[δA] δ(A+) e iS[A, ρ]



 . (2.5)
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(The T–symbol denotes ordering in x+.) In the above equations S[A, ρ] is the action that
describes the dynamics of the soft gluons in the presence of the classical color charge ρ. In
the stationary phase approximation δS/δAµ = 0, this action must reproduce the classical
field equations (2.1). The action will be presented in Sect. 3.

The averaging in Eqs. (2.4) and (2.5) involves two types of functional integrals: (a) a
classical integral over the color charge density ρ (this represents the fast partons with k+ ≫
Λ+ which have been already integrated out in the previous steps), and (b) a quantum
path–integral over the fields δAµ which represent gluon fluctuations with momenta k+ ≤
Λ+ (this constraint is indicated by the upper cutoff Λ+ in the integrals over δAµ).

Note that the path integral over the gluon fields is written in the light–cone (LC) gauge
A+

a = 0. This choice is motivated by the fact that this gauge allows for the most direct
partonic interpretation [30], and is also correlated with our separation of scales in lon-
gitudinal momentum: As well known, a momentum cutoff violates gauge symmetry, and
this is in particular true for our cutoff Λ+. However, a mode separation in k+ is invariant
under the gauge transformations which are independent of x−. But these are precisely the
gauge transformations which preserve the LC–gauge condition A+

a = 0 (one says that they
are the residual gauge transformations in the LC gauge). Thus, in this restricted sense,
the separation of scales Eq. (2.4) has a gauge invariant meaning within the LC gauge.

The total field Aµ at momenta k+ ≤ Λ+ is the sum Aµ = Aµ[ρ] + δAµ between the
classical field Aµ[ρ] radiated by ρ and the quantum fluctuations. To leading–log accuracy,
the correlations 〈TAµAν · · · 〉k+ ≡ 〈T(Aµ + δAµ)(Aν + δAν) · · · 〉k+ at the scale k+ involve
both the classical correlations of ρ, as encoded in the weight function WΛ+ [ρ], and the
quantum correlations induced by the ‘semi–fast’ fluctuations with intermediate momenta
k+ ≤ p+ ≤ Λ+. On the other hand, the softer fluctuations with p+ < k+ are irrelevant for
this purpose. Thus, for a given external scale k+ ≤ Λ+, the quantum integral in equations
like (2.5) can be restricted to the ‘semi–fast’ modes within the strip k+ ≤ p+ ≤ Λ+.

In particular, when k+ ∼ Λ+, the effects of the quantum fluctuations are negligible, and
the path–integral in Eq. (2.5) can be evaluated in the saddle point approximation:

δS

δAµ
= 0 =⇒ Aµ = Aµ[ρ] , (2.6)

where the r.h.s. follows since Aµ is by definition the solution to the classical field equations.
Then Eq. (2.5) reduces to

〈Aµ
a(x)A

ν
b (y)〉Λ+ =

∫
D[ρ] WΛ+ [ρ]Aµ

a(~x)Aν
b (~y) , (2.7)

in agreement with Eq. (2.3). As compared to Eq. (2.5), we have now omitted the T–
symbol, since the time–ordering becomes irrelevant for the time–independent classical
correlations.

The evolution of WΛ+ [ρ] with decreasing Λ+ is computed through a renormalization group
analysis in which ‘semi–fast’ (k+ ≤ p+ ≤ Λ+) quantum gluons are integrated out in
layers of p+ and the correlations thus induced at the scale k+ ≪ Λ+ are absorbed into
a redefinition of the weight function for the classical theory: WΛ+ [ρ] → Wk+[ρ]. This
procedure, to be detailed in Sect. 3, leads to a functional evolution equation forWΛ+ [ρ] [31,
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Α[ρ]

fast partons

small-x gluon

Fig. 23. A typical gluon cascade which contributes to a classical color field configuration in the
color glass condensate CASC

34]. Once supplemented with some initial condition at low energy, so like the MV model,
this equation determines the effective theory up to arbitrarily high energies. The general
structure of the effective color source ρ which emerges from this analysis is illustrated in
Fig. 23, in which we recognize both the BFKL ladders and the gluon mergings leading to
saturation. As suggested by this picture, the quantum evolution of the CGC goes beyond
the BFKL evolution by including the non–linear effects associated with the strong classical
color fields. This will be discussed at length in Sect. 3.

2.2 Why “Color Glass Condensate” ?

SECT_WCGC

Let us now explain why the effective theory synthesized by Eq. (2.4) can be naturally
interpreted as describing a color glass, and under which circumstances this becomes also
a condensate [34, 56].

Note the special structure of the averaging in Eq. (2.5). This is not the same as 6 :

∫ D[ρ]WΛ[ρ]
∫ Λ D[A]Aµ(x)Aν(y) e iS[A,ρ]

∫ D[ρ]WΛ[ρ]
∫ Λ D[A] e iS[A, ρ]

. (2.8)

In Eq. (2.8), both the colour source ρa and the gauge fields Aµ
a are dynamical variables

that are summed over on the same footing. They are free to take on values which extremize
the total “effective action” :

Seff [A, ρ] = S[A, ρ] − i lnWΛ[ρ]. (2.9)

By contrast, in Eq. (2.5) the average over Aµ is taken at fixed ρ : the gauge fields can
vary in response to ρ, but ρ cannot vary in response to the gauge fields. That is, ρ is not
a dynamical variable, but rather an “external” source. Giving a color charge distribution
ρa(~x) specifies a medium in which propagate the quantum gluons. But this medium is, by
itself, random, so after performing the quantum analysis at fixed ρ, one must also perform

6 As compared to Eq. (2.5), we now use some slightly simplified notations and omit, e.g., the
gauge fixing condition.
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an average over ρ. The reason for treating ρ and Aµ so differently lies in the separation
of scales in the problem: the changes in ρ happens on time scales much larger than the
natural times for the dynamics of the fields Aµ. This situation is typical for amorphous
materials called “glasses”.

The prototype of a glass is the “spin glass” – a collection of magnetic impurities ran-
domly distributed on a non–magnetic lattice. The dynamical degrees of freedom, which
are rapidly varying, are the magnetic moments of the impurities (the “spins”), while the
slowly varying disorder refers to the positions of these spins in the host lattice. To study
the thermodynamics of such a system, one first computes the free–energy (= the log-
arithm of the partition function) of the spin system for a fixed disorder (namely, for a
given spatial configuration of the impurities), and subsequently makes an average over all
such configurations, with some weight function. The final average over the configurations
is not a thermal one: what is averaged is the free–energy computed separately for each
configuration.

Similarly, the connected correlation functions of the small–x gluons in the present effective
theory are obtained from the following generating functional:

F [j] =
∫
D[ρ] WΛ[ρ] ln

(∫ Λ

D[A] e iS[A, ρ]−i
∫

j·A
)
, (2.10)

where the logarithm is taken inside the integral over ρ. That is, the ‘free–energy’ reaches
its extremum as a function of the external source j for a fixed distribution of the color
sources. The measured free–energy (or correlation function) is finally obtained by also
averaging over ρ.

We are thus naturally led to interpret the small–x component of the hadron wavefunction
as a glass, with the color charge density playing the role of the magnetization for spin
glasses. Thus, this is a color glass. Unlike what happens for spin glasses, which may have
a non–zero value for the average magnetization (at least locally, i.e., at a given site), the
average color charge density must be zero,

〈ρa(~x)〉 = 0 at any ~x, (2.11)

to comply with gauge symmetry. In practice, this is insured by the fact that we sum over
all the possible configurations of ρa(~x) with a gauge–invariant weight function.

From the previous arguments, we also see that the ‘color glass’ interpretation is appropri-
ate within the whole applicability range of the effective theory; this includes transverse
momenta both below and above the saturation scale, up to the transition region towards
the DGLAP dynamics at very high Q2. By contrast, the condensate interpretation that
we shall discuss now is appropriate only in the saturation region at k⊥ <∼ Qs(x). We have
already explained, in the qualitative discussion at the end of Sect. 1.2.1, that at saturation
the gluon occupation factor ϕ becomes of order 1/α, which is the largest value allowed by
the repulsive interactions of the high density gluons. Furthermore, in Sect. 1.4 we have
seen that the evolution in the dilute regime is explosive : the occupation factor increases
exponentially with the ‘evolution time’ τ . We recognize here the characteristic ingredients
of the mechanism for Bose condensation: an unstable growth in the low density regime,
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which is eventually stabilized by repulsive interactions when the density becomes large
enough. We conclude that, in the saturation regime, the gluons form a Bose condensate.

2.3 The classical color field

SECT_YM

In this subsection, we shall construct the solution to the classical field equations (2.1).
Since the color current is static and has just a “+” component, it is always possible to
construct a solution with the following properties [56]:

F ij
a = 0, A−

a = 0, A+
a , A

i
a : independent of x+ . (2.12)

Once such a solution is found in a given gauge, then its structure (2.12) is preserved by
any time–independent gauge transformation (where by ‘time’ we mean x+). Since F ij = 0,
the transverse fields Ai form a two-dimensional pure gauge; that is, there exists a group
element U(x−,x) ∈ SU(N) such that:

Ai(x−,x) =
i

g
U(x−,x) ∂iU †(x−,x) . (2.13)

(in matrix notations appropriate for the adjoint representation: Ai = Ai
aT

a, etc). Thus, the
requirements (2.12) leave just two independent field degrees of freedom, A+(~x) and U(~x),
which are further reduced to one (either A+ or U) by imposing a gauge-fixing condition.
Note also that the only non–trivial field strength for a gauge field obeying Eq. (2.12) is
the electric field F+i

a .

We consider first the covariant gauge (COV–gauge) ∂µA
µ = 0, where the solution takes its

simplest form. Together with Eqs. (2.12) and (2.13), the gauge condition implies ∂iA
i = 0,

or U = 0. Thus, in this gauge, Ãµ
a(x) = δµ+αa(x

−,x), with αa(~x) linearly related to the
color source ρ̃a in the COV–gauge :

−∇2
⊥αa(~x) = ρ̃a(~x) . (2.14)

The electric field in this gauge is obtained as F̃+i
a = −∂iαa. (Note that we use a tilde to

denote the classical source and fields in the COV–gauge.) Eq. (2.14) has the solution :

αa(x
−,x)=

∫
d2y ∆(x − y) ρ̃a(x

−,y) , (2.15)

where ∆(x − y) denotes the Coulomb propagator in two dimensions:

∆(x − y) ≡ 〈x| 1

−∇2
⊥
|y〉 =

1

4π
ln

1

(x − y)2µ2
. (2.16)

Here, µ is an infrared cutoff which is necessary in order to invert the Laplacian operator
in two dimensions, but which will generally disappear from the final, physical, results.

But the quantum effective theory in Eq. (2.4) is written in the LC–gauge A+ = 0, so
we also need the classical solution in this gauge. This is of the form Aµ

a = δµiAi
a with

Ai
a(x

−,x) a “pure gauge”, cf. Eq. (2.13). The group–valued function U(~x) is most simply
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Fig. 24. The longitudinal structure of the color source ρ and of the classical field solution Ai for
the effective theory at the scale Λ+ . As functions of x−, α and F+i are as localized as ρ. YM-PLOT

related to the color field αa in the COV–gauge. Indeed, U(~x) is precisely the gauge rotation
which transforms the solution from the COV–gauge to the LC–one:

Aµ = U
(
Ãµ +

i

g
∂µ
)
U †. (2.17)

With Ãi = 0, this transformation ensures that Ai has the expected form, cf. Eq. (2.13).
Besides, Eq. (2.17) must lead to A+ = 0, which implies

U †(x−,x) = P exp

{
ig
∫ x−

−∞
dz− αa(z

−,x)T a

}
. (2.18)

The lower limit x−0 → −∞ in the integral over x− in Eq. (2.18) has been chosen such as
to impose the “retarded” boundary condition:

Ai
a(x) → 0 as x− → −∞, (2.19)

which will be useful in what follows. (The “retardation” property refers here to x−, and
not to time.) Note that the choice of a value for x−0 amounts to a complete gauge–fixing (it
eliminates the residual, x–dependent, gauge transformations which would preserve both
the LC–gauge condition and the general properties (2.12) of the classical field).

Together, Eqs. (2.13), (2.15) and (2.18) provide an explicit expression for the LC–gauge
solution Ai in terms of the color source ρ̃ in the COV–gauge. This is sufficient for the
purpose of computing correlation functions since the average in Eq. (2.7) can be always
re–expressed as a functional integral over the covariant gauge color source ρ̃ by a change
of variables. For instance (with Ai

x ≡ Ai(~x)) :

〈Ai(x+, ~x)Aj(x+, ~y) · · · 〉Λ+

∣∣∣
LC

=
∫

Dρ̃ WΛ+ [ρ̃]Ai
x[ρ̃]Aj

y[ρ̃] · · · . (2.20)

Besides physical observables are gauge–invariant, so they can be computed in any gauge.
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So far, the longitudinal structure of the source has been arbitrary: the solutions written
above hold for any function ρa(x−). For what follows, however, it is useful to recall that,
by Lorentz contraction, the charge density ρ of the fast partons is localized near x− = 0.
More precisely, the quantum analysis in Sect. 3.1 will demonstrate that the classical source
in the effective theory at the scale Λ+ has support at x− within the range 0 <∼ x− <∼ 1/Λ+.
From Eq. (2.15), it is clear that this is also the longitudinal support of the “Coulomb”–
field α. Thus, integrals over x− as that in Eq. (2.18) receive their whole contribution from
x− in this limited range. An external probe with momentum k+ ≪ Λ+ (and thus with
a comparatively low longitudinal resolution) will not be able to discriminate the internal
structure of the source. Rather, it will see a source/field structure which is quasi–singular
at x− = 0 (see Fig. 24) : ρa(x

−,x) ≈ δ(x−)ρa(x) and

Ai(x−,x) ≈ θ(x−)
i

g
V (∂iV †)(x), (2.21)

where V and V † are obtained by letting x− → ∞ in Eq. (2.18) :

V †(x) ≡ P exp
{
ig
∫ ∞

−∞
dz− α(z−,x)

}
. (2.22)

2.4 The gluon distribution

SECT_XGX

The gluon distribution xG(x,Q2) is defined as the number of gluons per unit rapidity
which are localized in transverse space to a size ∆x ∼ 1/Q (or, equivalently, which have
transverse momenta k⊥ <∼ Q) [56, 70]:

xG(x,Q2)=
∫ Q2

d2k⊥ k
+ dN

dk+d2k

∣∣∣∣∣
k+=xP+

=
∫

d3kΘ(Q2 − k2
⊥) xδ(x− k+/P+)

dN

d3k
, (2.23)

where Θ(x) is the step function and

dN

d3k
=

∑

λ=±
〈ac†

λ (x+, ~k) ac
λ(x

+, ~k)〉 =
2k+

(2π)3
〈Ai

c(x
+, ~k)Ai

c(x
+,−~k)〉 , (2.24)

with ~k ≡ (k+,k⊥) is the Fock–space gluon density, i.e., the number of gluons per unit of
volume in momentum space. We have used here the following relation between the gauge
fields Ai

c and the Fock–space creation and annihilation operators (for gluons with momen-

tum ~k, color index c and polarization state λ), valid within the LC–gauge quantization of
the Yang–Mills theory [149]:

Aµ
c (x+, ~x) =

∑

λ=±

∫

k+>0

d3k
√

(2π)32k+

[
ac

λ(x
+, ~k)ǫµλ(~k)ei~k·~x + ac†

λ (x+, ~k)ǫµ†λ (~k)e−i~k·~x
]
, (2.25)

with ~x · ~k = x−k+ − x · k and the LC–gauge polarization vector
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ǫµλ(~k) = (0, ǫ−λ , ǫλ) with ǫ−λ = ǫλ · k/k+, (2.26)

which satisfies kµǫ
µ
λ = 0, as it should. The Fock–space creation and annihilation operators

obey the following commutation relation at equal LC time x+ :

[ab
λ(x

+, ~k), ac†
λ′(x+, ~q)] = δλλ′δbc δ(3)(~k − ~q). (2.27)

A priori, the physical interpretation of the Fock–space ‘gluon number’ is hindered by the
fact that, in general, this is not a gauge–invariant quantity. However, this is not true for its
LC–gauge definition above, which within the CGC effective theory can be given a gauge-
invariant meaning, as we explain now: Note first that, in this gauge, the electric field F i+

a

and the vector potential Ai
a are linearly related, F i+

a (k) = ik+Ai
a(k), so that Eq. (2.23)

can be rewritten as a two–point Green’s function of the (gauge–covariant) electric fields.
After performing the integral over k+, one obtains (with k+ = xP+ from now on) :

xG(x,Q2) =
1

π

∫
d2k⊥
(2π)2

Θ(Q2 − k2
⊥)
〈
F i+

a (x+, ~k)F i+
a (x+,−~k)

〉
. (2.28)

This does not look gauge invariant as yet: in coordinate space,

F i+
a (x+, ~k)F i+

a (x+,−~k) =
∫

d3x
∫

d3y ei(~x−~y)·~k F i+
a (x+, ~x)F i+

a (x+, ~y) (2.29)

involves the electric fields at different spatial points ~x and ~y. A manifestly gauge invariant
operator can be constructed by inserting Wilson lines:

Tr
{
F i+(~x)Uγ(~x, ~y)F

i+(~y)Uγ(~y, ~x)
}
, (2.30)

where (with ~A ≡ (A+,A))

Uγ(~x, ~y) = P exp
{
ig
∫

γ
d~z · ~A(~z)

}
, (2.31)

and the temporal coordinates x+ are omitted (they are the same for all the fields). In
Eq. (2.31), γ is an arbitrary oriented path going from ~y to ~x. For any such a path,
Eq. (2.30) defines a gauge–invariant operator.

We now show that, with appropriate choices for the path, the gauge, and the boundary
conditions, the gauge–invariant operator (2.30) reduces to the simple 2–point function
(2.29). Specifically, consider the path shown in Fig. 25, with the following three elements:
two “horizontal” pieces going along the x− axis from (y−,y) to (−∞,y) and, respectively,
from (−∞,x) to (x−,x), and a “vertical” piece from (−∞,y) to (−∞,x). Along the

horizontal pieces, d~z · ~A = dz−A+, so these pieces do not matter in the LC gauge. Along
the vertical piece, d~z · ~A = dz · A(−∞, z), and the path γ between y and x is still
arbitrary. But the contribution of any such a path vanishes for the classical solution
constructed in Sect. 2.3, which obeys the “retarded” boundary condition (2.19). Thus,
when evaluated in the effective theory and in the LC gauge, the operator (2.29) has a
gauge–invariant meaning, as anticipated. Therefore, the definition (2.28) for the gluon
distribution is physically meaningful indeed.
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Fig. 25. The path γ used for the evaluation of the gauge-invariant operator (2.30). PATH

In particular, by comparing (2.29) with the expressions in Eqs. (1.52) and (1.53), one can
deduce the operator definitions for the gluon spectrum and the more standard ‘uninte-
grated gluon distribution’ f(τ, k2

⊥):

dN

dτd2k
=

1

4π3
〈F i+

a (~k)F i+
a (−~k)〉τ , f(τ, k2

⊥) =
k2
⊥

4π2
〈F i+

a (~k)F i+
a (−~k)〉τ . (2.32)

In what follows, we shall need also the gluon occupation number, which as explained in
Sect. 1.2.1 is the most accurate indicator of the degree of overlapping (and thus of the
density effects) in the system. This is defined as the number of gluons of given spin and
color per unit rapidity and per unit of transverse phase–space :

ϕ(τ,k) ≡ (2π)3

2(N2
c − 1)

dN

dτ d2k d2b
. (2.33)

Note that, since the longitudinal dynamics is fully quantum, the rapidity interval

∆τ ≡ ∆k+

k+
≃ ∆k+∆x−

(we have used the uncertainty principle to estimate the delocalization in x−) is the closest
analog of the longitudinal phase–space interval. In that sense, Eq. (2.33) defines indeed a
physical, three–dimensional, occupation factor. In particular, for a hadron which is quasi–
homogeneous in the transverse plane (like a large nucleus), we can evaluate Eq. (2.33) as

ϕ(τ,k) ≃ 4π3

N2
c − 1

1

πR2

dN

dτd2k
=

1

πR2

〈F i+
a (~k)F i+

a (−~k)〉
N2

c − 1
. (2.34)

For illustration, let us use these formulae to compute the gluon distribution of a nu-
cleus in the MV model. In this subsection, we shall consider just the low density regime,
corresponding to a relatively large transverse momentum k⊥. (The general case will be
discussed in the next subsection.) For k⊥ ≫ Qs, the classical field is weak and can be
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computed in the linear approximation. By expanding the general solution (2.13) to linear
order in ρ, or, equivalently, by directly solving the linearized version of Eq. (2.1), one
easily obtains:

Ai
a(k) ≃ − ki

k+ + iε

ρa(k
+, k⊥)

k2
⊥

, F+i
a (k) ≃ i

ki

k2
⊥
ρa(~k) , (2.35)

which together with Eq. (1.46) implies:

〈F i+
a (~k)F i+

a (−~k)〉A ≃ 1

k2
⊥
〈ρa(~k)ρa(−~k)〉A = πR2

A(N2
c − 1)

µA

k2
⊥
. (2.36)

By inserting this approximation in Eqs. (2.34) and (2.28), one obtains the following esti-
mates for the gluon occupation factor

ϕA(k⊥)≃ µA

k2
⊥
, (2.37)

and for the corresponding distribution function (cf. Eq. (1.46)) :

xGA(x,Q2)≃ (N2
c − 1)R2

A

4π
µA

∫ Q2

Λ2
QCD

dk2
⊥

k2
⊥

=
αANcCF

π
ln

Q2

Λ2
QCD

. (2.38)

Eq. (2.37) is simply A×Nc times the corresponding contribution of a single quark, as previ-
ously computed in Eq. (1.56). Similarly, xGA(x,Q2) ≃ ANc xGq(x,Q

2), where xGq(x,Q
2)

refers to a single quark. Thus, in this linear approximation and in the MV model, the
classical effective theory reproduces, as expected, the bremsstrahlung spectrum of the
independent color sources (the valence quarks). The integral over k⊥ in Eq. (2.38) has a
logarithmic infrared divergence which has been cut off by hand at the scale ΛQCD where we
expect color neutrality through confinement [121]. We will argue later that, for sufficiently
small valuies of x and as a result of the quantum evolution with 1/x, the actual scale for
the screening of the infrared physics is not ΛQCD, but the (relatively hard) saturation
scale Qs(x).

According to Eq. (2.37), the gluon occupation factor is proportional to A1/3, and can
become arbitrarily large when A increases. This is however an artifact of our previous
approximations which have neglected the interactions among the radiated gluons, i.e., the
non-linear effects in the classical field equations. The importance of the non–linear effects
at large A will be discussed in the next subsection.

2.5 Gluon saturation in the MV model
SECT_MVSAT

In what follows, we shall compute the gluon distribution in the MV model by using the
exact solution to the Yang–Mills equations, as obtained in Sect. 2.3. This will enable us
to study the phenomenon of gluon saturation through non–linear effects in the classical
field dynamics [29, 30].

From the previous subsection, we know that the gluon distribution is related to a field
correlator in the LC–gauge (cf. Eq. (2.28)). On the other hand, the classical solution in the
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LC–gauge has been explicitly computed in Sect. 2.3 in terms of the color charge density
ρ̃ in the COV–gauge. It is therefore preferable to reexpress the LC–gauge operator (2.29)
in terms of the color fields in the COV–gauge. This involves the gauge–rotation (2.17):

F+i
a = Uab(−∂iαb) =⇒ 〈F+i

a (~x)F+i
a (~y)〉A =

〈(
Uab∂

iαb
)

~x

(
Uac∂

iαc
)

~y

〉

A
. (2.39)

Thus, our objective will be to evaluate the expectation value in the r.h.s. of the above
equation knowing that, in the MV model, αa(~x) is a Gaussian random variable with zero
average and 2–point correlation function

〈αa(~x)αb(~y)〉A = δabδ(x
− − y−) γA(x−,x − y),

γA(x−, k⊥)≡ 1

k4
⊥
λA(x−) . (2.40)

We have used here ρ̃a(x
−, k⊥) = k2

⊥αa(x
−, k⊥) together with Eq. (1.46).

Because of the locality of the 2–point function (2.40) in x−, the relevant correlator in
Eq. (2.39) can be factorized as [29, 56]

〈(
Uab∂

iαb
)

~x

(
Uac∂

iαc
)

~y

〉
=
〈
∂iαb(~x)∂iαc(~y)

〉 〈
Uab(~x)U

†
ca(~y)

〉

= δ(x− − y−)
〈
TrU(~x)U †(~y)

〉 (
−∇2

⊥γA(x−,x − y)
)
, (2.41)

where in writing the second line we have also used U †
ac = Uca in the adjoint representation,

together with the first equation (2.40). The Wilson line correlator in Eq. (2.41), that is,

SA(x−,x − y) ≡ 1

N2
c − 1

〈
TrU(x−,x)U †(x−,y)

〉

A
, (2.42)

will be shortly computed, with the following result [29]

SA(x−, r⊥) = exp
{
− g2Nc

∫ x−

−∞
dz−

[
γA(z−, 0⊥) − γA(z−, r⊥)

]}
, (2.43)

where (cf. Eq. (2.40))

γA(x−, 0⊥) − γA(x−, r⊥) = λA(x−)
∫

d2k

(2π)2

1

k4
⊥

[
1 − eik·r

]
. (2.44)

Since correlation functions of the Wilson lines will play an important role in what follows,
it is instructive to follow the calculation of (2.43) in some detail. To that aim, it is useful
to discretize the longitudinal coordinate axis, by writing x− ≡ nǫ with ǫ the length of
an infinitesimal step and n the number of steps. (Physically, ǫ should be much smaller
than the longitudinal extent of the Lorentz contracted nucleus.) The Wilson line U(x− =
nǫ,x) ≡ Un(x), cf. Eq. (2.18), can then be seen as the result of n successive, infinitesimal,
gauge rotations, the last one being:

Un(x) = Un−1(x) e−igǫαa
n(x)T a ≃ Un−1(x)

{
1 − igǫαn − 1

2
(gǫαn)

2
}
, (2.45)
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where αn ≡ αa
n(x)T a. Note that the path–ordering on x− plays no role within a small

interval of length ǫ since the field α(x−) is assumed to be uniform within such an inter-
val. The reason why we had to keep terms up to second order in the expansion of the
exponential in Eq. (2.45) should become clear in a moment.

By using Eq. (2.45) for Un(x) together with the corresponding formula for U †
n(y), one

can evaluate the change in the correlator (2.42) corresponding to one additional step in
x−. To that aim, we also need the discretized version of the 2–point function (2.40) of the
gauge fields. Using δ(x− − y−) → δnm/ǫ, one finds

〈αa
n(x)αb

m(y)〉 =
1

ǫ
δnmδ

ab γn(x − y), (2.46)

which makes it clear that the typical size of the fluctuation αa
n increases like 1/

√
ǫ when

ǫ → 0. This is a consequence of the locality of the 2–point function (2.40) in x−, and is
the reason for keeping terms up to second order in the expansion in Eq. (2.45): (ǫαn)2 is
truly an O(ǫ) effect. After a straightforward calculation in which one keeps systematically
terms up to O(ǫ), one finds 7 :

Tr
〈
Un(x)U †

n(y)
〉
≃Tr

〈
1 − (gǫ)2

2

(
α2

n(x) + α2
n(y) − 2αn(x)αn(y)

)〉〈
Un−1(x)U †

n−1(y)
〉

=
{
1 − ǫg2Nc

[
γn(0) − γn(x − y)

]}
Tr
〈
Un−1(x)U †

n−1(y)
〉
. (2.47)

By iterating this procedure or, alternatively, by translating Eq. (2.47) into an equation for
the evolution of SA(x−,x − y) with x− and then solving this equation, one immediately
obtains the result shown in Eq. (2.43).

Returning to Eq. (2.44), we note that the integral there has a logarithmic infrared diver-
gence, and hence is dominated by relatively low momenta, such that k · r ≪ 1. In the
present context, this divergence should be screened by confinement at the scale ΛQCD. To
leading transverse log accuracy, i.e., by keeping only terms enhanced by the large loga-
rithm ln(1/r2

⊥Λ2
QCD), the precise value of the infrared cutoff is not important, and we can

also expand the integrand as:

∫
d2k

(2π)2

1 − eik·r

k4
⊥

≃
1/r2

⊥∫
d2k

(2π)2

1

k4
⊥

(k · r)2

2
≃ r2

⊥
16π

ln
1

r2
⊥Λ2

QCD

. (2.48)

This gives, with µA(x−) ≡ ∫ x−

−∞ dz−λA(z−) (compare to Eq. (1.46)),

SA(x−, r⊥) ≃ exp

{
− αNc

4
r2
⊥ µA(x−) ln

1

r2
⊥Λ2

QCD

}
, (2.49)

which together with Eq. (2.41) can be used to evaluate the gluon occupation factor in
Eq. (2.34). We first obtain

7 Note that expectation values involving αn and, respectively, Un−1 factorize from each other,
because of the factor δnm in Eq. (2.46).
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ϕA(k) =
∫

d2r e−ik·r
∫

dx− SA(x−, r⊥)
(
−∇2

⊥γA(x−, r)
)
, (2.50)

where one of the longitudinal integrations (cf. Eq. (2.29)) has been trivially evaluated by
using the δ–function in Eq. (2.41). The remaining one can be also explicitly computed,
because (cf. Eq. (2.40)) :

−∇2
⊥γA(x−, r⊥) = λA(x−)

∫
d2k

(2π)2

eik·r

k2
⊥

=
∂µA(x−)

∂x−
1

4π
ln

1

r2
⊥Λ2

QCD

(2.51)

is essentially the x−–derivative of the exponent in Eq. (2.49). Therefore [29, 30]

ϕA(k⊥) =
∫

d2r e−ik·r
1 − exp

{
− 1

4
r2
⊥Q

2
A ln 1

r2
⊥

Λ2
QCD

}

παNcr2
⊥

, (2.52)

where (with µA ≡ ∫
dx−λA(x−), cf. Eq. (1.46))

Q2
A ≡ αNcµA =

2α2ANc

R2
A

∼ A1/3. (2.53)

The integration in Eq. (2.52) must be restricted to r⊥ < 1/ΛQCD, for consistency with
the present perturbative approach, and also to avoid that the logarithm in the exponent
changes sign. But so long as k⊥ ≫ ΛQCD, the value of the integral is very little sensitive
to the precise value of the upper cutoff [87].

To study the k⊥–dependence of the gluon spectrum, one must still perform the Fourier
transform in Eq. (2.52). Exact, analytic, results for this quantity can be found in Ref. [87].
Here, we shall only study the limiting behaviors at large and, respectively, small momenta,
and emphasize the phenomenon of saturation. The saturation momentum Qs(A) is defined
via the condition that, for r⊥ = 2/Qs(A), the exponent in Eq. (2.52) becomes of order
one (since this is the scale which separates between the linear and the non–linear regimes;
see below). This condition yields:

Q2
s(A) ≃ Q2

A ln
Q2

s(A)

Λ2
QCD

∼ A1/3 lnA1/3 . (2.54)

Note that Qs(A) is parametrically larger than QA, Eq. (2.53), since, by assumption, A is
so large that Qs(A) ≫ ΛQCD (which in turn requires A1/3 ≫ 1). The above expression
for Qs is in fact consistent with the original GLR estimate [22], Eq. (1.19). Indeed, after
using Eq. (2.53) together with the expression (2.38) for the nuclear gluon distribution
in the high–momentum regime, one can recognize the similarity between the r.h.s.’s of
Eqs. (2.54) and (1.19), respectively. We shall distinguish between two physical regimes:

i) At high momenta k⊥ ≫ Qs(A), the integral is dominated by small dipole sizes r⊥ ≪
1/Qs(A), and can be evaluated by expanding out the exponential. This is essentially an
expansion in powers of Q2

s/k
2
⊥, and is generally referred to as the twist expansion. We

show here the first two terms in this expansion:
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ϕA(k⊥) ≃ 1

αNc

Q2
A

k2
⊥

{
1 +

Q2
A

k2
⊥

[
ln

k2
⊥

Λ2
QCD

+ 2γ − 2

]}
for k⊥ ≫ Qs(A). (2.55)

The first order term corresponds to the linear approximation in the classical field equa-
tions, and coincides with the bremsstrahlung spectrum, Eq. (2.37), as expected. The
second term is positive showing that, at high–k⊥, the ‘leading twist’ result is approached
from the above.

ii) At small momenta, k⊥ ≪ Qs(A) (with k⊥ ≫ ΛQCD though), the dominant con-
tribution comes from large distances r⊥ ≫ 1/Qs(A), where one can simply neglect the
exponential in the numerator and recognize 1/r2

⊥ as the Fourier transform of ln k2
⊥ :

ϕA(k⊥) ≈ 1

αNc

ln
Q2

s(A)

k2
⊥

for k⊥ ≪ Qs(A). (2.56)

Note that the saturation scale provides the upper cutoff for the logarithm in Eq. (2.56);
this is so since the contribution of the short distances r⊥ ≪ 1/Qs(A) to the Fourier
transform is cut off by the exponential in Eq. (2.52). The behaviour in Eqs. (2.55) and
(2.56) is qualitatively illustrated in Fig. 26.

Unlike the linear distribution (2.55), which grows rapidly with A (like A1/3) and would
rise very fast (like 1/k2

⊥) at low momenta, the distribution in Eq. (2.56), which takes into
account the non–linear effects in the classical Yang–Mills equations, rises only logarith-
mically as a function of both A and 1/k2

⊥. This is gluon saturation. At saturation, the
gluon occupation factor is parametrically of order 1/αNc, which is the maximum value
allowed by the repulsive interactions between the strong color fields. When increasing the
atomic number A, new gluons are preponderantly radiated at large transverse momenta
k⊥ > Qs(A), where this repulsion is less important.

Note also the scaling behaviour in Eq. (2.56) : At saturation, the gluon occupation number
depends upon the variables A and k⊥ only via the dimensionless ratio k2

⊥/Q
2
s. This reflects

the fact that, in this regime, the saturation momentum is the only intrinsic scale in the
nuclear wavefunction: The soft QCD scale ΛQCD, which would be naturally introduced
by radiative processes in the absence of non–linear effects, cf. Eq. (2.48), plays in fact
no role at saturation (k⊥ < Qs), since gluon radiation is suppressed there. This scaling
behaviour is a simple manifestation of a more general, ‘geometric scaling’, property to be
extensively discussed later (see Sect. 4.3).

There is still another way to see that the saturation scale acts effectively as an infrared
cutoff: If one computes the ‘integrated gluon distribution’ xGA(x,Q2) (i.e., the total num-
ber of gluons having k2

⊥ ≤ Q2 in the nuclear wavefunction), then one finds that, due to
the softening of the spectrum at low k⊥, cf. Eq. (2.56), the integral in Eq. (2.28) is now
convergent in the infrared. In particular, for Q2 ≪ Q2

s(A), Eqs. (2.28) and (2.56) yield

xGA(x,Q2) ≃ N2
c − 1

4πNc

1

α
R2

AQ
2 ln

Q2
s(A)

Q2
for Q2 ≪ Q2

s(A) , (2.57)

which shows strong nuclear shadowing : Unlike the ‘leading–twist approximation’, Eq. (2.38),
which grows like the nuclear volume and thus scales like A, the saturation distribution
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Fig. 26. The gluon phase-space density ϕA(k⊥) of a large nucleus (as described by the MV
model) plotted as a function of k⊥ for two values of A. Notice the change from a 1/k2

⊥ behaviour
at large momenta k⊥ > Qs to a logarithmic behaviour at small momenta k⊥ < Qs. SATURATION-MV

(2.57) is proportional to the nuclear transverse area and thus grows merely like A2/3 lnA.

But, of course, for sufficiently large k2
⊥ ≫ Q2

s(A), the leading–twist approximation be-
comes appropriate for the gluon spectrum, cf. Eq. (2.55), and as a matter of facts this
is also a good approximation 8 for the integrated gluon distribution xGA(x,Q2) at very
large Q2 ≫ Q2

s(A) [87, 114] :

xGA(x,Q2) ≃ αANcCF

π
ln

Q2

Q2
s(A)

for Q2 ≫ Q2
s(A) . (2.58)

Except for the replacement of ΛQCD by Qs(A) as the IR cutoff in the logarithm, this is the
same as the bremsstrahlung result in Eq. (2.38). Eq. (2.58) shows that the total number of
gluons in the nuclear spectrum (as measured by counting the gluons in k⊥ up to a finite,
but large, value Q2 ≫ Q2

s(A)) is in fact the same in the presence of saturation as it would
be in its absence.

This last observation sheds a new light on the mechanism of saturation in the context of
the MV model: The non–linear effects responsible for saturation merely redistribute the
gluons in momentum space, while intact leaving their overall number [87, 114]. The gluons
which in the bremsstrahlung spectrum 1/k2

⊥ would be accumulated at low momenta, are
in fact pushed up in k⊥ by the non–linear effects, in order to minimize their repulsion.
Some of these ‘displaced’ gluons are responsible for the ‘higher–twist’ contributions to
the tail of the distribution at k⊥ ≫ Qs(A), as visible on Eq. (2.55). But actually most of
them are quasi–uniformly redistributed at momenta below Qs(A), thus giving a saturation

8 More precisely, the difference between the distribution xGA(x,Q2) given by the MV model
and its leading–twist approximation in Eq. (2.58) dies off like 1/Q2 when Q2 → ∞ [87].
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Fig. 27. The gluon occupation factor ϕA(z) as a function of the scaled momentum variable
z = k2

⊥/Q2
s(A) in the MV model (logarithmic units). The thick (black) line corresponds to

ϕA(z); the solid (blue) line shows the saturation plateau, which decreases exponentially when
z > 1; the dashed (green) line represents the bremsstrahlung spectrum. When z ≫ 1, the total
areas enclosed below the thick line and, respectively, the dashed line are essentially the same.
[From Ref. [87].] phiA

plateau at k⊥ ≤ Qs(A) (cf. Eq. (2.56)). This plateau ends up quite abruptly at momenta
k⊥ ∼ Qs(A), as demonstrated by the calculation in Ref. [87]: when increasing k⊥ above
Qs(A), ϕA(k⊥) starts by decreasing exponentially with z = k2

⊥/Q
2
s(A), before eventually

relaxing to the power law decay displayed in Eq. (2.55). This behaviour is illustrated in
Fig. 27, obtained via an exact calculation of Eq. (2.52) [87].

To conclude this discussion, let us briefly indicate how the previous results can be used to
also understand the unitarization of the dipole–nucleus scattering in the framework of the
MV model. Namely, after comparison with Eq. (1.37), the Wilson line correlator (2.42)
with x− → ∞ is recognized as the S–matrix for an incoming color dipole in the adjoint
representation (i.e., a two–gluon system in a color singlet state). In the MV model, this
has been computed in Eq. (2.49). The corresponding S–matrix for a quark–antiquark pair
is obtained by simply replacing Nc ≡ T aT a by CF ≡ tata = (N2

c − 1)/2Nc in Eq. (2.49).

After also using Eq. (2.38), the dipole S–matrix in Eq. (2.49) can be rewritten as (for a
qq̄ dipole, for convenience)

SA(r⊥) = exp

{
− r2

⊥
π2α

2Nc

xGA(x, 1/r2
⊥)

πR2
A

}
, (2.59)

which is recognized as the Glauber formula (1.27): the resummation of the multiple scat-
tering series amounts to the exponentiation of the amplitude for a single scattering via
two–gluon exchange (cf. Eq. (1.22)). This makes it manifest that the unitarity corrections
become important for dipole sizes r⊥ >∼ 1/Qs(A). But the validity of the Glauber exponen-
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tiation is in fact related to the simplicity of the MV model, which neglects all correlations
among the color sources. As we shall see, in the presence of correlations induced by the
quantum evolution such a simple exponentiation does not hold anymore.

3 Quantum evolution of the CGC

SECT_QEFT

In this section, we shall explain how to construct the CGC effective theory at small x
by integrating out the gluons with x′ > x in perturbation theory, in the presence of
high density effects. The central result of this analysis will be a renormalization group
equation for the weight functionWΛ+ [ρ] in Eq. (2.4), which generalizes the BFKL equation
by including non–linear effects, and has important physical consequences among which
gluon saturation. The main observation is that, to LLA, all the quantum corrections
described previously — both the exponentially developing BFKL cascade, and the gluon
recombination which tames this rapid growth — can be incorporated into a change of the
classical color charge and its correlations, namely, into a renormalization of the weight
function WΛ+[ρ] in Eq. (2.4) [31, 34].

To see this at an intuitive level, let us reconsider the first radiative correction, the one–
gluon emission in Fig. 20.b, and note that, to LLA, the typical contributions to the integral
in Eq. (1.49) come from momenta p+

1 such that p+ ≫ p+
1 ≫ k+. That is, the condition

of separation of scales is indeed satisfied for the intermediate gluon with momentum p+
1

to be treated as a ‘frozen’ color source for the final gluon with momentum k+. The effect
of this quantum correction is therefore simply to renormalize the effective color source at
scale k+, as pictorially illustrated in Fig. 28.

p+

+k

1

k

+

p+

+ +k

p �����
�����
�����
�����
�����

�����
�����
�����
�����
�����

+ = 

ρ

Fig. 28. Effective color source after including the lowest-order radiative correction. SOURCE

By iterating this argument, it is quite clear that a whole BFKL cascade (see Fig. 20.c)
can be included in the definition of the classical color source at the scale Λ+ = xP+ of
interest. It is furthermore clear that the fusion between two gluon cascades, as illustrated
in the l.h.s. of Fig. 29, can be represented as a non-linear effect in the classical dynamics
of the color fields generated by this effective source (see the r.h.s. of Fig. 29).

But non–linear effects are important also in the quantum evolution, and actually interfere
with it, as illustrated in Fig. 30. Fig. 30.a is an immediate generalization of the one–gluon
emission in Fig. 20.b. It is clear that what is renormalized by the scattering off the “semi-
fast” (Λ+ ≫ p+ ≫ k+) quantum fluctuation is the classical field Ai[ρ] at scale Λ+, which
in turn is non–linear in ρ. Fig. 30.b shows an additional source of non–linearity, arising
from the propagation of the radiated gluon in the classical ‘background’ field Ai[ρ]. If
Λ+ = xP+ is small enough (x ≪ 1), the classical field is strong, Ai ∼ 1/g, and gluon
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Fig. 29. The fusion of two gluon cascades and its interpretation in the CGC theory. GLRfig

rescattering must be included to all orders in Ai. The diagrams in Figs. 30.a and b can
be both taken into account as the cut of the diagram in Fig. 30.c. The classical field that
enters the vertices is the fully non–linear solution Ai[ρ] constructed in Sect. 2.3, and the
propagator of the quantum gluon is computed to all orders in this background field, the
resummation indicated here by a blob.
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Fig. 30. Some typical non-linear effects in the quantum evolution CHIfig

The diagram in Fig. 30.c is manifestly a quantum correction to the 2–point function of the
gauge fields at scale k+, and is of order α ln(Λ+/k+). Thus, for this to be computable in
perturbation theory, the separation of scales between Λ+ and k+ should not be too large:
k+ ≪ Λ+, but such that α ln(Λ+/k+) ≪ 1. If this condition is satisfied, the ‘semi–fast’
quantum gluons, i.e. the modes with momenta p+ within the range k+ ≪ p+ ≪ Λ+, can
be integrated out in perturbation theory. Then this step can be iterated, resulting in a
systematic renormalization group procedure at small–x [31, 34]. At each step in this proce-
dure, one has to perform a one–loop quantum calculation, but with the exact background
field propagator for the ‘semi–fast’ gluons. Such an all–order inclusion of the classical
field effects allows one to resum not only the large energy logarithms, namely the terms
∼ (α ln 1/x)n, but also the dominant high density effects — the non–linear effects (like
gluon recombination) which become of order one at saturation.

3.1 Renormalization group at small–x

SECT_RGE

Assume we have been able to construct the effective theory at the scale Λ+, but we would
like to compute correlations at some lower scale bΛ+ with b≪ 1. This means that the d.o.f.
with k+ > Λ+ have been already ‘integrated out’ and replaced, to the approximations of
interest, by a classical color source with charge density ρa(~x) and correlations encoded in
the weight function WΛ+ [ρ]. To the same approximations, the correlations at scale bΛ+
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are determined by the color sources at all momenta k+ ≫ bΛ+, that is, those which have
been already replaced by ρ, but also the quantum gluons with longitudinal momenta in
the intermediate strip bΛ+ < p+ < Λ+. In what follows we will show how to integrate out
the latter and thus construct the new effective theory at scale bΛ+. We anticipate that, to
LLA, the dominant contributions arise from the ‘semi–fast’ quantum gluons with momenta
deeply within the strip (bΛ+ ≪ p+ ≪ Λ+), for which we can apply the same arguments
relying on the separation of (longitudinal and time) scales as in the construction of the
effective theory. Namely, one can study the quantum dynamics of the ‘semi–fast’ gluons
for a given configuration ρa(~x) of the classical color source, and then average over the
latter. As explained in Sect. 2.1, this involves two types of averaging: a quantum average
over the semi–fast gluons in the presence of the classical color source ρ, and then a classical
average over ρ, with weight function WΛ+ [ρ]. The final result for the correlations at the
lower scale bΛ+ that we shall find after this quantum plus classical calculation should
be the same as the correlations encoded in the renormalized weight function WbΛ+ [ρ]. By
imposing this matching condition, we shall determine the evolution of the weight function.

In this process, there will be several questions that we will have to answer: (i) First,
we have to specify how the semi–fast gluons couple to the classical ‘background’ source
ρa. As we shall see, the answer will uniquely follow from gauge symmetry together with
the requirement that the action S(A, ρ) generates the classical Yang–Mills equations with
source ρ. (ii) Next, we should show that all the correlations induced by the semi–
fast gluons at scale bΛ+ can be indeed embedded in a change of the classical source
and of its correlations: {ρa,WΛ+[ρ]} → {ρ̄a,WbΛ+ [ρ̄]}. (For more clarity, we shall use a
bar to denote the classical source at the lower scale.) This has been demonstrated in
Ref. [34], but it can be understood from the fact that the separation of scales which
has been invoked in the construction of the effective theory in Sect. 2.1 is preserved
by the quantum evolution that we describe now. (iii) The third question refers to the
calculation of the induced correlations. This is described too in detail in Ref. [34], and here
will be presented as an extension of the more standard BFKL calculation (cf. Sect. 1.4).
Namely, we would like to resum the same ladder diagrams as in the BFKL formalism (the
‘real corrections’), together with the corresponding ‘virtual corrections’, except that, now,
we shall perform our calculation in the presence of a strong classical ‘background field’,
which represents the high density effects associated with ‘fast’ partons above the scale
Λ+. Thus, in computing the quantum corrections, we shall treat the non–linear effects
associated with the background field as effects of order one (both in the vertices and in
the propagators). This will require a background field one–loop calculation. (iv) Finally,
once the quantum effects will be computed, we will have to show how to absorb these
effects into a modification of the classical source and its correlations. This is the matching
procedure alluded to above, and we shall start by presenting this procedure, since this is
a logical way to organize the calculation.

We are interested in the correlation functions 〈ρ̄(1)ρ̄(2) · · · ρ̄(n)〉bΛ+ at the lower scale bΛ+,
as obtained after integrating out the semi–fast gluons and averaging over the classical
source in the original effective theory at scale Λ+. The general formula yielding these
correlations reads (e.g., for the 2-point function)
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〈ρ̄a(~x)ρ̄b(~y)〉bΛ+ =
∫

DρWΛ+[ρ] <(ρ+ δρ)a(~x) (ρ+ δρ)b(~y)>ρ , (3.1)

where (with the simplified notation ρx ≡ ρa(~x)):

<(ρ+ δρ)x (ρ+ δρ)y>ρ ≡
∫ Λ+

bΛ+ Da (ρ+ δρ)x (ρ+ δρ)y e iS[A+a, ρ]

∫ Λ+

bΛ+ Da e iS[A+a, ρ]

(3.2)

represents the quantum average over the semi–fast modes in the presence of the back-
ground source. The other notations are as follows: the total field Aµ = Aµ + aµ which
appears in the action is the sum of the classical field Aµ created by the source ρ (cf. Sect.
2.3) and the quantum field aµ describing the semi–fast fast. The latter have longitudinal
momenta restricted to the strip bΛ+ < p+ < Λ+, as indicated by the lower and upper
limits on the functional integral. Furthermore, ρ̄a(~x) is the color charge operator of the
semi–fast gluons, to be specified shortly. Finally, the LC–gauge condition A+

a = 0 (i.e.,
A+ = 0 and a+ = 0) is understood throughout the quantum calculation.

In order to integrate out the semi–fast gluons in a single step in the renormalization group
analysis, the separation of scales between Λ+ and bΛ+ should not be too large: b is small,
but such that α ln(1/b) ≪ 1. Then we can perform a one loop calculation in order to
compute the effects induced by the quantum gluons to O(αdτ), with dτ = ln(1/b) the
corresponding step in rapidity. To that aim, we also need to specify the action S[A, ρ].
By definitions, this must be such as to reproduce the classical field equations (2.1) at
the tree-level. The simple guess S[A, ρ] = SYM[A] +

∫
x ρaA

−
a cannot be right since the

second term, involving ρ, is not gauge–invariant. This reflects the fact that, written as in
Eq. (2.1), the classical EOM is not manifestly gauge–covariant either. In fact, Eq. (2.1) is
correct as written only for field configurations having A−

a = 0. This is not a limitation for
classical calculations, since it is always possible to construct a classical solution having this
property. But Eq. (2.1) is not sufficient to determine S[A, ρ], which is explicitly needed
for the quantum calculation.

To find the general equation which replaces Eq. (2.1) in some arbitrary gauge (where
A−

a 6= 0), notice that, in general, the current Jµ
a in the r.h.s. of the Yang-Mills equations

must satisfy the covariant conservation law DµJ
µ = 0 (since we also have DµDνF

νµ =
0). For the eikonal current (1.40), this implies D−J+ ≡ ( ∂

∂x+ − igA−)J+ = 0, which
reduces indeed to ∂−ρ = 0 when A− = 0. But in general, this is satisfied by J+(x+, ~x) =
W (x+, ~x) ρ(~x)W †(x+, ~x). We have introduced here the temporal Wilson line:

W [A−](x+, ~x) ≡ T exp

{
ig
∫ x+

−∞
dz+A−(z+, ~x)

}
, (3.3)

with T denoting the ordering of the color matrices in the exponent from right to left in
increasing order of their x+ arguments. Thus, in general, the non–Abelian current J+

a can
be static only up to a color precession. The action generating the classical field equations
with current (3.3) reads [31, 34]
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S[A, ρ] = −
∫
d4x

1

4
F a

µνF
µν
a +

i

gNc

∫
d3~xTr

{
ρ(~x)W [A−](~x)

}
, (3.4)

where W [A−](~x) is given by Eq. (3.3) with x+ → ∞.

Note that the Wilson–line piece of the action is a priori non–linear in A− to all orders, but
in what follows only the first few terms in its expansion will be actually needed: Indeed,
since the background field has A− = 0, it follows that A− = a− is a weak field. For the
purposes of the one–loop calculation, the action S[A+ a, ρ] in Eq. (3.4) can be expanded
to second order in aµ:

S[A + a, ρ] ≈ 1

2

∫
d4x

∫
d4y aµ

a(x)
δ2S

δAµ
a(x)δAν

b (y)

∣∣∣∣∣
A
aν

b (y) . (3.5)

(The first two terms in this expansion vanish since Ai is a solution of the classical equa-
tions of motion δS/δAµ = 0, and, moreover, the action itself vanishes on this solution:
S[A, ρ] = 0 .) Thus, the propagator for the semi–fast fields is obtained by inverting the
differential operator which represents the kernel in the above integral, in the LC gauge
and in background of the classical field.

The final object from Eq. (3.2) that we have to specify is the color charge density δρa of
the semi–fast gluons. This is the operator through which these gluons couple to the slower
fields with momenta k+ <∼ bΛ+ for which the new effective theory is built. To identify δρa,
it is useful to temporarily introduce the field δAµ which represent these slow gluons —
such that, now, Aµ = Aµ + aµ + δAµ — and notice that in the eikonal approximation it
is sufficient to retain the linear coupling δA−

a δρa within the action S[A + a + δA, ρ]. We
thus deduce that:

δρa(x) ≡
δS

δA−
a (x)

∣∣∣∣∣
A+a

, (3.6)

where it is understood that only terms linear and quadratic in aµ must be kept in the
expansion of the expression in the r.h.s. in powers of the quantum field.

To gain some more intuition, we use as an example the contributions to δρa coming from
the Yang-Mills piece of the action, SY M =

∫
d4x(−F 2

µν/4) :

δρa(x)
∣∣∣
Y M

= 2gfabcF+i
b (~x)ai

c(x) + gfabc(∂+ai
b(x))a

i
c(x). (3.7)

The first term in the r.h.s., which is linear in ai, is the only one to contribute to the induced
charge–charge correlation < δρa δρb >ρ to leading order in α. It generates the tree-like
diagram in Fig. 31.a, where the internal line with a blob represents the background field
propagator Gij(x, y) of the semi-fast gluons. Physically, Fig. 31.a describes the emission
of an on-shell (or “real”) semi-fast gluon by the classical source.

Since < ai >ρ= 0, it is only the second, quadratic term in the r.h.s. of Eq. (3.7) which
contributes to the induced color charge density < δρa >ρ. In Fig. 31.b we show such a
contribution of lowest order in ρ . (This involves also vertices from the Wilson line piece
of the action, Eq. (3.4).) Obviously, this represents a vertex correction to the tree-level
emission in Fig. 20.a.
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Fig. 31. Typical Feynman diagrams contributing to χ (a) and σ (b). The internal wavy lines are
propagators of the semi–fast gluons in the background field; the external dotted lines carry soft
momenta, and couple to the fields δA−. In Fig. (a), the external blobs denote insertions of the
electric field F+i . In Fig. (b), the continuous line represents the source ρ. CHISIG-LIN

The structures illustrated by Figs. 31.a and b are generic: the induced charge–charge cor-
relator <δρa δρb>ρ is the “real” correction, whose iteration generates the gluon cascades;
the induced charge <δρa>ρ is the “virtual” correction, which provides one–loop correc-
tions to the emission vertices in these cascades, and also self–energy corrections. These
quantities will play an important role in what follows, so it is useful to introduce specific
names for them: we shall refer to them as χ and σ, respectively. Both χ and σ include
terms non–linear in ρ which ultimately describe interactions among gluons at different
rapidities and from different cascades. In general, real and virtual corrections are related
by gauge symmetry, and this is also the case for χ and σ, as we shall discuss later.

Note that so far we have not considered correlations of δρa higher than the 2–point
function: to the accuracy of interest, this is actually not needed. This can be checked by
explicit power counting using equations like (3.7), but it also follows by analogy with the
more standard BFKL resummation, that we generalize here merely by including the non–
linear effects associated with the background source. In terms of Feyman diagrams, these
non–linearities amount to n→ 2 gluon mergings, that is, vertices in which the number of
the incoming gluon legs (corresponding to fast fields with higher values of x) is arbitrary,
but there are just two outgoing legs (for the coupling to the slow fields) — see, e.g.,
Fig. 30.b; such diagrams induce a 2–point correlation < δρa δρb >ρ, but not also higher
n–point correlations with n ≥ 3. We shall return to the diagrammatic interpretation after
presenting the final evolution equation.

Consider now the space–time structure of the induced correlations. Because of Lorentz
time dilation, the semi–fast gluons appear as frozen to the slow fields δAµ, so the latter can
only probe equal–time correlations of the former. This was already implicit in Eqs. (3.1)–
(3.2), where the induced sources δρa were taken at equal times x+. Because of that, and
also by time homogeneity (which is not broken by the background source, which is itself
static), we conclude that both χ and σ are independent of x+.

By using similarly the argument of Lorentz contraction, one is tempted to argue that
the slow fields δAµ cannot discriminate the longitudinal structure of the induced source
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— and of the total source ρa + δρa in general — but only ‘see’ it as a distribution
concentrated at x− = 0. This would be indeed the case in the BFKL approximation,
where a complete separation holds between the longitudinal and transverse dynamics (the
“k⊥–factorization” ; see, e.g., [123]). However, in the presence of non–linear effects, this is
not true any longer: Recall that these non–linear effects describe the multiple scattering
of the semi–fast gluons off the background field A created by ρ. Since the p+ momenta of
the semi–fast gluons are much lower than those of the fast partons responsible for ρ, this
scattering can be described in the eikonal approximation, as a Wilson line directed along
x−. (Indeed, when seen in the rest frame of the background field, the semi–fast gluons
appear to move in the negative z direction, that is, towards increasing x−.) This eikonal
line would be easier to visualize in a gauge other than the LC gauge, e.g., in the covariant
gauge in which A+ ≡ α 6= 0, but this is also manifest in the LC gauge, where it enters the
structure of the transverse components Ai (cf. Eqs. (2.13) and (2.18)). Now, this eikonal
line is restricted to the longitudinal extent of the source, namely ∆x− <∼ 1/Λ+, which is
relatively small on the resolution scale of the semi–fast gluons (with momenta p+ ≪ Λ+),
yet this cannot be simply treated as a δ–function — i.e., one cannot replace ρ(x−,x)
by δ(x−)ρ(x) — because of the color ordering of the successive scatterings along the
trajectory (the path–ordering in Eq. (2.18)). That is, in QCD, the successive collisions
do not commute with each other, and to keep trace of that within the formalism, one
needs the preserve some information about the x−–dependence of the classical source and
its correlations: namely, that information which is encoded in the Wilson lines. We have
already met with a similar situation in the description of gluon saturation within the MV
model, in Sect. 2.5.

More precisely, what one needs to know is that, when integrating out a new layer in p+ of
quantum fluctuations, the support of ρa(~x) extends to larger values of x−. This is simply
a consequence of the uncertainty principle: Since the new modes that are included in the
effective theory have momenta within the strip bΛ+ < p+ < Λ+, it is clear that these
modes are delocalized in x−, over a typical distance ∆x− <∼ 1/Λ+. In fact, it turns out
that the dominant part (in the sense of the LLA) of the support of δρa lies in the region

1/Λ+ <∼ x− <∼ 1/(bΛ+) . (3.8)

Indeed, the calculation of the induced charge yields a result of the form [34]

<δρa(x
−,x)>ρ = FΛ(x−) σa(x) , (3.9)

where σa(x) starts at order αρ, as expected for a one–loop correction, but in general
involves also non–linear terms ∼ αρ(gρ)n, n ≥ 1, whereas

FΛ(x−) ≡ θ(x−)
e−ibΛx− − e−iΛx−

x−
,

∫
dx−FΛ(x−) = ln

1

b
= dτ, (3.10)

have its support typically at 9 1/Λ+ <∼ x− <∼ 1/(bΛ+) and produces the expected loga-
rithmic enhancement after integration over x−.

9 Indeed, FΛ(x−) ≈ 0 both for small x− ≪ 1/Λ+ (since in this case the two exponentials
mutually cancel), and for large x− ≫ 1/bΛ+ (where the two exponentials are individually small).
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This enables us to draw two important lessons: First, that by integrating the quantum
fluctuations in layers of p+, one builds the classical source ρ in layers of x−, with a one-
to-one correspondence between the longitudinal momenta of the modes that have been
integrated out and the the x− coordinate of the new layer that has been generated in that
way. Second, that the precise longitudinal structure of a particular layer is not important
to LLA, but only the fact that this layer is located on top (in the sense of having a larger
value of x−) of the source created in the previous steps. By induction, we deduce that
ρa(~x) (≡ the total colour charge generated by the quantum evolution down to Λ+) has
support at 0 ≤ x− <∼ 1/Λ+, as anticipated in Sect. 2.3. Thus, the quantum evolution
with τ proceeds by adding new layers to the color source in x−, whereas the color source
generated in the previous steps is not modified (see Fig. 32). For each new layer, its
internal longitudinal structure is unimportant, but the relative ordering of the various
layers must be correctly preserved, because the color matrices δρ(x−) ≡ δρa(x

−)T a at
different positions in x− do not commute with each other. As we shall see, this ordering
is naturally incorporated into the formalism with the help of Wilson lines.

The previous discussion also shows that the quantum evolution to LLA leads to a coarse–
graining in longitudinal direction, with the natural width of the bin in x− fixed by the
rapidity step dτ , as manifest on Eqs. (3.8)–(3.10). Thus, when discussing the high energy
evolution, τ should be properly treated as a discrete variable, with a typical value for the
step dτ of the order 1/α (since when ατ ∼ 1 the resummation becomes necessary). In
view of the tight correspondence between p+ and x− alluded to above, and of the fact
that the evolution is logarithmic in p+ — the evolution time is τ = lnP+/Λ+ —, it is
natural to introduce logarithmic units also for x−. Namely, let us define the space–time
rapidity y via (for positive x− and x−0 = 1/P+):

y ≡ ln(x−/x−0 ) , −∞ < y <∞ . (3.11)

By the renormalization group analysis, y and τ are identified with each other, so y is
a discrete variable as well, with step dy = dτ . It is then natural to replace the density
δρa(x

−,x) whose explicit x−–dependence goes beyond LLA by the corresponding quantity
integrated over x−:

δρa
τ (x) dτ ≡

∫
dx−δρa(x−,x), (3.12) integrated

where the subscript τ is introduced to remind that this is the color charge induced in the
momentum rapidity step (τ, τ + dτ), and, at the same time, is localized in the space–time
rapidity bin (y, y + dy), with y = τ and dy = dτ . Then, clearly,

σa(x) =<δρa
τ (x)>ρ ≡ σa

τ (x). (3.13)

From now on, by τ we shall understand both the usual rapidity (τ = ln 1/x), and the
space–time rapidity of the color charge distribution generated in the corresponding step
of the evolution.

Consider similarly the induced 2–point correlation χ =<δρa(x
+, ~x)δρb(x

+, ~y)>ρ. As dis-
cussed on the example of Eq. (3.7), the component of δρa relevant for computing χ is
linear in the quantum field aµ, and also proportional to the background color source ρa

(or the associated field F+i). This component is therefore localized within the relatively
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Fig. 32. The longitudinal structure of the source built through the evolution (η denotes the
space–time rapidity). HISTY

small interval 0 ≤ x− <∼ 1/Λ+, so < δρa(~x)δρb(~y)>ρ is quasi–local in x− (i.e., it is non–
vanishing only for small separations x−−y−). After coarse–graining in x− as in Eq. (3.12),
the ensuing distribution is local in space–time rapidity. That is,

<δρa
τ (x)δρb

τ (y)>ρ =
1

dτ
χab

τ (x,y)

χab
τ (x,y)dτ ≡

∫
dx−

∫
dy− <δρa(x−,x) δρb(y−,y)>ρ , (3.14)

where the quantity χab
τ (x,y) starts at order αρ2.

We can summarize the previous discussion in this section as follows: The color source

ρa
y(x) ≡ ρa(x−,x)

dx−

dy
= x−ρa(x−,x), (3.15)

(we have set x− = x−0 ey) generated by the quantum evolution from τ0 = 0 up to τ has
support in the interval 0 ≤ y ≤ τ and is distributed according to the weight function
Wτ [ρ] ≡ WΛ[ρ]. When a new layer of quantum modes, with rapidities in the interval
(τ, τ + dτ), are integrated out, the preexisting colour source at y ≤ τ is not changed, but
a new contribution δρa

τ (x) is added to it, in the rapidity bin τ < y < τ + dτ . For a given
distribution of the background source ρa

y(x), the induced source δρa
τ (x) is a Gaussian

random variable, with probability distribution

Wdτ [δρ|ρ] = e−
1
2
Tr ln χτ e−Aτ [δρ]

Aτ [δρ]≡
dτ

2

∫

x,y
(δρτ − στ )

a
x[χ−1

τ ]ab
x,y(δρτ − στ )

b
y. (3.16)

The induced correlations σ and χ are functionals of ρ (generally, non–linear).

We are now in a position to deduce the formal structure of the evolution equation for
Wτ [ρ]. The correlations 〈ρ̄(1)ρ̄(2) · · · 〉τ+dτ of the total color source ρ̄ = ρ + δρ generated
by the evolution up to rapidity τ + dτ can be computed in two ways:

i) As classical correlations in the effective theory with weight function Wτ+dτ [ρ̄]:

〈ρ̄(1)ρ̄(2) · · · 〉τ+dτ =
∫

Dρ̄Wτ+dτ [ρ̄] ρ̄(1)ρ̄(2) · · · , (3.17)
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ii) As the correlations of ρ+ δρ, where ρ is distributed according to the original weight
functionWτ [ρ], whereas for fixed ρ, δρ has the Gaussian weight function shown in Eq. (3.16):

〈ρ̄(1)ρ̄(2) · · · 〉τ+dτ =
∫

DρWτ [ρ]
∫
DδρWdτ [δρ |ρ] (ρ+ δρ)(1)(ρ+ δρ)(2) · · · . (3.18)

By identifying the r.h.s.’s of the two above equations, we shall soon deduce the difference
Wτ+dτ [ρ̄] −Wτ [ρ], and then the evolution equation for Wτ [ρ]. But in order to do so, we
have to cope with the fact that the fields ρ and ρ̄ have different supports in y (since, as
compared to ρ, ρ̄ involves an additional layer at τ < y < τ + dτ), so the very definition
of the Hilbert space for the effective theory evolves with τ . To take that into account,
we shall extend the Hilbert space for ρ to arbitrarily large values of y, but include the
information about the physical support of ρ in the structure of the weight function. That
is, one should think about Wτ [ρ] as having the following general structure:

Wτ [ρ] = Wτ [ρ<] δτ [ρ>] , (3.19) Wfact

where ρ< (ρ>) is the restriction of ρ to 0 ≤ y ≤ τ (respectively, τ < y <∞). The function
Wτ [ρ<] describes the correlations of ρ within the range of y where the color charge is
non–trivial, while the functional δ–function

δτ [ρ>] ≡
∏

y>τ

∏

a

∏

x

δ
(
ρa

y(x)
)

(3.20)

enforces the field variable ρy to be identically zero for any y > τ .

With this interpretation for Wτ [ρ], there is no difference between the field variables ρ in
Eq. (3.18) and, respectively, ρ̄ in Eq. (3.17), so one can renote ρ̄ simply as ρ, then make
a change of variables ρ → ρ− δρ in the integral over ρ in Eq. (3.18), and finally use the
equality between the two equations to deduce the following condition on the new weight
function Wτ+dτ :

Wτ+dτ [ρ] =
∫

Dντ Wτ [ρ− ντ ]Wdτ [ντ |ρ− ντ ] , (3.21)

where we have temporarily renoted δρτ ≡ ντ , for more clarity 10 . Eq. (3.21) is a functional
recurrence formula for W [ρ], whose r.h.s. can be expanded as

Wτ [ρ− ντ ] Wdτ [ντ |ρ− ντ ] ≈
(

1 − dτ
∫

x
νa

τ (x)
δ

δρa
τ (x)

+
(dτ)2

2

∫

x,y
νa

τ (x) νb
τ(y)

δ2

δρa
τ (x) δρb

τ (y)

)
Wτ [ρ]Wdτ [ντ |ρ] . (3.22)

The factors of dτ appear in this expansion because ρ ≡ ρa
y(x) is a function of both y and

x, whereas ντ is rather a function of x alone and occupies a single bin in y, namely the
bin of width dτ located at y = τ . Thus, e.g.,

10 Namely, in order to avoid a possible confusion between the new charge induced in one step of
the evolution and the argument of the functional derivatives introduced in Eq. (3.22).
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Wτ [ρ− ντ ] −Wτ [ρ] ≈ −
∫
dy
∫

x
νa

τ (x)
δWτ

δρa
y(x)

= −dτ
∫

x
νa

τ (x)
δWτ

δρa
τ (x)

. (3.23)

It is now possible to perform the Gaussian integration over ντ in Eq. (3.21), by using
Eq. (3.16) and after extracting the functional derivatives outside the integration:

Wτ+dτ−Wτ = −dτ
∫

x

δ

δρa
τ (x)

[
Wτσ

a
τ (x)

]
+
dτ

2

∫

x,y

δ2

δρa
τ (x) δρb

τ (y)

[
Wτχ

ab
τ (x,y)

]
.

(3.24)

One can now understand why a limited expansion to second order in ν has been sufficient
in Eq. (3.22) : According to Eq. (3.16), the 2–point function < ντντ >ρ= χτ/dτ is of
O(1/dτ), so the terms of higher order in ν in the expansion (3.22) would give contributions
which vanish faster than dτ as dτ → 0. Clearly, such terms do not contribute to the
renormalization group equation (RGE) for Wτ [ρ], which is obtained by dividing both
sides of Eq. (3.24) by dτ and then letting dτ → 0:

∂Wτ [ρ]

∂τ
=

1

2

∫

x,y

δ2

δρa
τ (x)δρb

τ (y)
[Wτχ

ab
xy] −

∫

x

δ

δρa
τ (x)

[Wτσ
a
x] . (3.25)

We have introduced here the compact notations σa
x ≡ σa(x), χab

xy ≡ χab(x,y).

Eq. (3.25) is a second–order functional differential equation, similar to a diffusion equa-
tion, but with the particularity that the functional derivatives are taken with respect to
the random variable of the last rapidity bin, i.e. ρτ , which, according to the previous dis-
cussion, is the only one involved in going from Wτ [ρ] to Wτ+dτ [ρ]. This particularity has
not been recognized in early attempts to derive such an equation [31–33, 150], in which
the longitudinal extent of the classical source has been overlooked (that is, one has implic-
itly assumed k⊥–factorization), so the corresponding Hilbert space was not suitable for
describing the non–commutativity of the color matrices associated with fields at different
values of y (or x−).

3.2 The JIMWLK equation

SECT_JIMWLK

For Eq. (3.25) to be complete and useful, one still has to compute the functional coefficients
σa

x and χab
xy which enter there. As discussed in the previous section, these are obtained

via a one–loop calculation in the presence of a generally strong background field. The
corresponding calculation is too lengthy and technical to be presented here in detail (this
can be found in Ref. [34]). Rather, we shall explain some of the difficulties and subtle
technical points that we have had to clarify during this construction, and then present its
final results. Following an original suggestion by Mueller [151], and as a recognition of the
main contributions [31, 32, 34, 35] leading to the establishment of this important result,
the ensuing RGE is often referred to as the “JIMWLK equation”.

Here are some of the difficulties that have been encountered and clarified in the calculation
in Ref. [34] together with the related work in the literature:
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i) The construction of the background field propagator. This is the propagator of the
semi–fast gluons in the presence of the classical field of the fast partons, and has been
obtained by inverting the differential operator in the quadratic action (3.5) in the LC
gauge A+ = a+ = 0. The difficulty consists in including the non–linear effects associated
with the classical field Ai to all orders, and has been overcome in Refs. [34, 152, 153]
by exploiting the separation of scales in the problem (here, between fast and semi–fast
gluons) to simplify the longitudinal structure of the background field to the form shown
in Eqs. (2.21)–(2.22); that is, the whole dependence upon x− reduces to θ–functions. The
ensuing propagator describes the eikonal scattering of a semi–fast gluon off the color field
produced by a classical source located near x− = 0.

ii) The choice of a gauge–fixing prescription for the “axial pole”. As explained in Sect.
2.1, the choice of the LC gauge is not sufficient to completely fix the gauge: there is a
residual gauge symmetry, in the form of x−–independent gauge transformations, which
manifests itself through unphysical zero modes with p+ = 0 (the “axial pole” in the
LC–gauge propagator). To remove these modes, and thus completely fix the gauge, one
needs a prescription for the pole at p+ = 0. This is a tricky issue since a light–cone
partonic wavefunction is not gauge–invariant, and in fact it exists only in suitable gauges.
In the present context, the correct prescription for the axial pole is the retarded one (cf.
Eq. (2.35)), for consistency with the boundary condition (2.19) used for the classical
solution. This is in agreement with previous studies of the role of the axial prescription on
the light–cone wavefunction [28, 30, 151]. But it is important to stress that, when applied
to the physical scattering amplitudes, the JIMWLK equation turns out to be equivalent
[34, 35, 40] with an approach by Balitsky [39], which is formulated in the covariant gauge
(see Sect. 3.5 for details). Also, one may notice in this context that some of the difficulties
encountered in previous attempts [32, 33, 150] to compute the coefficients in the RGE can
be traced back to the issue of the gauge fixing.

iii) Performing the one–loop calculation. Once the background field propagator is known
and the axial prescription has been chosen, one is in a position to perform the one–
loop calculation yielding the coefficients σa

x and χab
xy. These are computed according to

Eqs. (3.12)–(3.14), with δρa(~x) determined from the action (3.4) via Eq. (3.6) expanded
to second order in aµ. For illustration, we display in Fig. 33 the Feynman diagrams
contributing to χ. The first of these diagrams (which has been already presented in Fig.
31) involves only vertices from the Yang–Mills piece of the action (3.4), whereas the three
other diagrams involve also vertices from the Wilson line piece. These diagrams look
formally like tree graphs, but the loop is actually closed in time, because of the equal–
time condition x+ = y+ implicit in Eq. (3.14). In the weak field approximation, χ reduces
to the real piece of the BFKL kernel [31, 34], and we shall often refer to it as the “real
correction”. The corresponding diagrams for σ (the “virtual correction”) are genuine one–
loop graphs, and can be found in Ref. [34] (an example has been shown in Fig. 31.b).
Note that, because of the spatial inhomogeneity of the background field (and thus also of
the propagator), the one–loop calculation must be performed in coordinate space.

iv) Restoring the longitudinal dimension of the evolution. The coefficients σa
x and χab

xy

obtained as a result of the one–loop calculation are functions of the transverse coordinate
x and functionals of the Wilson lines V and V †, which are themselves functions of x,
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Fig. 33. Feynman diagrams for the four contributions to χ arising in the effective theory with
action (3.4). We use the same graphical symbols as in Fig. 31. CHIFIG

cf. Eq. (2.22). If the effective theory was written directly in terms of Wilson lines, rather
than in terms of ρ, one could satisfy oneself with such a two–dimensional description, in
which the longitudinal coordinate x− is not explicitly present. This is indeed the case for
the effective theory written down by Weigert [35], which is an elegant reformulation of
Balitsky equations [35], and which turns out to be equivalent to JIMWLK equation [40]
(see Sect. 3.5). But even in that case, the problem of properly ordering the color matrices
is an important one, and is solved with the help of Lie derivatives [35, 40].

But in the CGC effective theory, the functional space is spanned by the field ρa(x−,x),
and the Wilson lines (2.22) are explicitly constructed as path–ordered exponentials of this
field. Thus, the longitudinal direction x− cannot be ignored. As explained in the previous
section, the mathematical way to deal with this issue is to ascribe σa

x and χab
xy to the

space–time rapidity bin (τ, τ +dτ), and to interpret the functional derivatives in the RGE
(3.25) as derivatives with respect to the 2–dimensional field ρa

τ (x) inside this last bin.

v) The rotation to the background field covariant gauge. Since the RGE is supposed to act
on the Hilbert space spanned by ρa, its coefficients σa

x and χab
xy must be known explicitly as

functionals of the classical source, which in the quantum calculation has been taken in the
light–cone gauge. Yet, the resulting coefficients are obtained as functionals of the Wilson
lines (2.22), which are themselves expressed in terms of the source ρ̃ in the covariant gauge
(the only gauge in which we know the solution to the Yang–Mills equations explicitly; cf.
Sect. 2.3). To make the RGE tractable, it is therefore necessary to perform a rotation to
the covariant gauge. This is a non–linear transformation on the Hilbert space, since the
gauge rotation itself depends upon ρ̃. This is further complicated by the fact that the very
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definition of the ‘covariant gauge’ depends upon the color charge content in the problem,
and thus evolves with τ . This evolution brings in a supplementary contribution to σ̃a(x)
(the induced charge in the COV–gauge) in addition to the expected piece V †

ab(x)σb(x). As
for the induced 2–point correlation, we have simply χ̃ab(x,y) = V †

ac(x)χcd(x,y)Vdb(y).

vi) The α–representation. Finally, it turns out that the RGE looks simpler if the COV–
gauge field αa (with −∇2

⊥α = ρ̃ , cf. Eq. (2.14)), rather than the corresponding source ρ̃, is
used as a functional variable. This is so since the Wilson lines are most directly expressed
in terms of αa, cf. Eq. (2.22). Thus, from now on, we shall work with the weight function
Wτ [α]. Also, to avoid a proliferation of symbols, we shall use the same notations as before,
namely σa

x and χab
xy, for the coefficients in the corresponding RGE; but from now on, these

coefficients will be understood as functionals of αa.

We are now prepared to present the RGE. It reads [34]

∂Wτ [α]

∂τ
=

1

2

∫

x,y

δ2

δαa
τ (x)δαb

τ(y)
[Wτχ

ab
xy] −

∫

x

δ

δαa
τ (x)

[Wτσ
a
x] , (3.26)

where:

χab(x,y) =
1

π

∫ d2z

(2π)2
K(x,y, z)

(
1 + Ṽ †

x Ṽy − Ṽ †
xṼz − Ṽ †

z Ṽy

)ab
, (3.27)

and

σa(x) =
ig

2π

∫
d2z

(2π)2

1

(x − z)2
Tr
(
T aṼ †

xṼz

)
. (3.28)

Eq. (3.27) involves the following transverse kernel:

K(x,y, z) ≡ (xi − zi)(yi − zi)

(x − z)2(z − y)2
, (3.29)

The above equations involves the Wilson lines Ṽ †
x ≡ Ṽ †(x) and Ṽx ≡ Ṽ (x) with, e.g.,

Ṽ †(x) = P exp
(
ig
∫
dx−αa(x−,x)T a

)
≡ P exp

(
ig
∫
dyαy(x)

)
, (3.30)

(we use a tilde to denote the adjoint representation) where the support of the integration
over y is effectively cut off at y = τ because of structure (3.19) of the weight function.
Note that, since the information about the longitudinal support of αy(x) is encoded in
the weight function, there is no need to carry the indices τ on the coefficients σ and χ.

According to Eq. (3.26), we need to know the action of the functional derivatives on the
coefficients σ and χ, and thus on the Wilson lines (3.30). Since the derivatives act on
the color field created in the last step of the evolution, and which is therefore located in
the highest bin in y (namely, in the bin (τ, τ + dτ)), the action of the derivatives on the
Wilson lines reads as follows:

δṼ †
x

δαa
τ (y)

= igδ(2)(x − y)T aṼ †
x ,

δṼx

δαa
τ (y)

= −igδ(2)(x − y)ṼxT
a. (3.31)
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As a simple application of these formulae, note the following relation between the coeffi-
cients σa

x and χab
xy, whose deep meaning should become clear later:

1

2

∫
d2y

δχab(x,y)

δαb
τ (y)

= σa(x) . (3.32)

It is easy to prove this relation by using Eq. (3.31) to act with δ/δαb
τ(y) on χab(x,y),

Eq. (3.27). This yields, e.g., (with δxy ≡ δ(2)(x − y))

δ

δαb
τ (y)

(Ṽ †
xṼy)ab =

δṼ † ac
x

δαb
τ (y)

Ṽ cb
y + Ṽ † ac

x

δṼ cb
y

δαb
τ (y)

(3.33)

= igδxy

(
T bṼ †

y

)

ac
Ṽ cb

y − igδ(2)(0)Ṽ † ac
x

(
ṼyT

b
)

cb
= 0,

where both terms in the second line — including the potentially singular one — vanish
because of the antisymmetry of the colour group generators in the adjoint representation
(e.g., (T b)ab = 0). The only nonvanishing contribution is

− δ

δαb
τ (y)

(Ṽ †
xṼz)

ab = −igδxy

(
T bṼ †

xṼz

)

ab
= igδxyTr

(
T aṼ †

xṼz

)
, (3.34)

which reproduces indeed Eq. (3.28) after integration over y, since K(x,x, z) = 1/(x−z)2

(see Eq. (3.29)).

Further properties of the RGE (3.26), also known as the JIMWLK equation, will be
explored in the nextcoming sections.

3.3 Stochastic interpretation: From Fokker–Planck to Langevin equation

SECT_FP

The renormalization group analysis in Sect. 3.1 is already suggestive in that it depicts
the CGC evolution towards small x as a stochastic process in which the rapidity τ plays
the role of an evolution time. It is the purpose of this section to make this interpretation
more precise and thus clarify the stochastic nature of the evolution. This will give us an
intuitive picture of the evolution, as a random walk on an SU(3) manifold, and will also
allow us to draw important conclusions about the behaviour of the gluon distribution and
of the scattering amplitudes in the high–energy limit.

Note first that, as a consequence of Eq. (3.32), the RGE (3.26) can be rewritten in the
Hamiltonian form

∂

∂τ
Wτ [α] = −HWτ [α] ≡ 1

2

∫

xy

δ

δαa
τ (x)

χab(x,y)
δ

δαb
τ(y)

Wτ [α], (3.35)

in which the ‘virtual correction’ σ is not manifest anymore (of course, this would be
generated when commuting one functional derivative through χ). The Hamiltonian in the
above equation is Hermitian (since ηab

xy is real and symmetric), and also positive semi–
definite, since it can be written in the factorized form
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H =
∫
d2z⊥
2π

J i
a(z⊥)J i

a(z⊥),

J i
a(z⊥)≡

∫
d2x

2π

zi − xi

(z⊥ − x)2
(1 − Ṽ †

z Ṽx)ab
iδ

δαb
τ (x)

, (3.36)

where the “current” J i
a(z⊥) is itself Hermitian.

Eq. (3.35) may be formally seen as a ‘Schrödinger equation in imaginary time’, but this
is properly a diffusion equation for a probability distribution, that is, a Fokker–Planck
equation (see, e.g., [154–156]). It is easy to check that the structure of this equation is
indeed consistent with the probabilistic interpretation of the weight function: (i) Its r.h.s.
is a total derivative w.r.t. α; thus, the evolution preserves the correct normalization (2.2)
of Wτ . (ii) The properties of the JIMWLK Hamiltonian mentioned above guarantee that
the weight function remains positive semi–definite in the course of the evolution.

3.3.1 Brief review of the Brownian motionSECT_BROWN

At this stage, it becomes useful to recall a few facts about more standard versions of
the Fokker–Planck equation, and their probabilistic interpretation. Let us consider the
simplest example of a stochastic process, namely the Brownian motion of a small particle
in a viscous liquid and in the presence of some external force, like gravitation. The particle
is so small that it can feel the collisions with the molecules in the liquid; after each such a
collision, the velocity of the particle changes randomly. And the liquid is so viscous that,
after each collision, the particle enters immediately a constant velocity regime in which
the friction force ∝ vα (with vα, α = 1, 2, 3 the velocity of the particle) is equilibrated
by the random force due to collisions together with the external force fα(x). In these
conditions, the particle executes a random walk whose description is necessary statistical.
There exist two different mathematical ways to describe this process:

i) The Langevin equation

The particle position xα obeys the stochastic equation:

ẋα(τ) = fα(x) + eαβ(x) νβ(τ), (3.37) eq:Langevin-formal

where τ is the time, the dot denotes time derivative, and the last term in the r.h.s. is
the random change in the velocity of the particle at time τ due to collisions in the liquid.
In turn, this term is the product of a smooth function eαβ(x) which characterizes the
medium and the ‘Gaussian white noise’ να(τ), a random variable with zero expectation
value and local 2–point function (below, the brackets denote the average over the noise) :

〈να(τ)νβ(τ ′)〉 = δαβδ(τ − τ ′). (3.38) eq:noise-tau

Since the function eαβ(x) which controls the strength of the noise is dependent upon the
random trajectory x(τ), the noise in Eq. (3.37) is called multiplicative.

Strictly speaking, Eq. (3.37) is formal as written — the trajectory x(τ) of the random
walk is not differentiable (see below) — and gets meaningful only with a discretization
prescription. Here, we shall focus on the following discretization:
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xi − xi−1

ǫ
= fi−1 + ei−1 νi, (3.39)

where ǫ is the length of the time step, xi ≡ x(τi) with τi = iǫ, i = 0 , 1 , · · · , n, and
fi ≡ f (xi), ei ≡ e(xi). We use vector notations: x, f and ν are 3–dimensional vectors
and e is a 3 × 3 matrix. The νi

′s are Gaussian random variables:

〈να
i 〉 = 0, 〈να

i ν
β
j 〉 =

1

ǫ
δαβδij. (3.40) eq:noise-corr

In other words, the probability law for the noise variables νi is a normalized Gaussian
distribution:

dP(νi) ≡
(
ǫ

2π

)3/2

e−
ǫ
2

νi·νi d3νi , (3.41) eq:prob-noise

the same for each time step, and for n time steps it is the product of n such distributions.

Eqs. (3.40)–(3.41) imply that the noise term scales like να
i ∼ 1/

√
ǫ, and therefore |xi −

xi−1| ∼ √
ǫ, which confirms that the path is not differentiable. Because of that, the

results are dependent upon our specific choice of a discretization — Eq. (3.39) would lead
to different physical predictions if we were to replace xi−1 by xi or x̄i ≡ (xi + xi−1)/2 as
an argument in the functions f (x) and e(x) —, and our choice in Eq. (3.39) is actually
motivated by the analogy with the QCD problem that we are eventually interested in:
For fixed xi−1, the velocity

vi ≡ xi − xi−1

ǫ
= fi−1 + ei−1νi , (3.42)

at the ith step is a Gaussian random variable whose correlations:

〈vα
i 〉 = fα

i−1, 〈vα
i v

β
i 〉 =

1

ǫ
eαγ

i−1e
βγ
i−1 ≡

1

ǫ
Dαβ

i−1, (3.43)

depend solely upon the state of the particle after the previous i − 1 steps, so like the
correlations of the color charged δρτ induced by the quantum evolution over an additional
step in rapidity (cf. Eqs. (3.13)–(3.14)). In the statistical physics literature [154–156], the
discretization prescription used in Eqs. (3.39) and (3.43) and which appears naturally in
a renormalization group analysis, is known as the Ito prescription.

The coordinate xn of the particle after n time step is clearly a random variable. The
average of any function of xn, say O(xn), can be obtained by first solving Eq. (3.39) for
a given realization {ν1,ν2, · · · ,νn} of the random variables, and then averaging over all
such realizations:

〈O(x)〉τ = 〈O(xn)〉 ≡
∫ n∏

i=1

dP(νi) O(xn[ν]) , (3.44)

where τ = nǫ, and xn[ν] is the solution of Eq. (3.39) for n time steps, and depends on all
the νi’s with i ≤ n.

ii) The Fokker–Planck equation
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Alternatively, and equivalently, one may first determine the (conditional) probability den-
sity P (x, τ) ≡ P (x, τ |x0, τ0) to find the particle at point x at time τ = nǫ knowing that
it was at x0 at time τ0 = 0. This is given by

P (x, τ) ≡
∫ n∏

i=1

dP(νi) δ
D
(
x − xn[ν]

)
, (3.45)

from which the average of O(x) may then be obtained as

〈O(x)〉τ =
∫
d3xO(x)P (x, τ). (3.46)

The probability density (3.45) is properly normalized:
∫
d3xP (x, τ) = 1, (3.47)

and obeys the Chapman–Kolmogorov equation [156] :

P (x, τ |x0, τ0) =
∫
d3x1 P (x, τ |x1, τ1)P (x1, τ1|x0, τ0), (3.48)

(τ1 obeys τ0 < τ1 < τ , but otherwise is arbitrary) which is similar to the recurrence
formula (3.21) that we have derived previously in QCD.

By using Eq. (3.48) for an infinitesimal time step τ − τ1 = ǫ, together with Eq. (3.45)
restricted to such a small step, one can deduce that, in the limit ǫ → 0, P (x, τ) obeys a
second–order differential equation of the diffusion type (see, e.g., [40] for details on the
derivation) :

Ṗ (x, τ) = ∂α
[
∂β
(

1

2
Dαβ(x)P (x, τ)

)
− fα(x)P (x, τ)

]
, (3.49)

where (cf. Eq. (3.43))

Dαβ(x) ≡ eαγ(x)eβγ(x). (3.50)

is the (generally, medium dependent and anisotropic) diffusion tensor, and is positive–
semidefinite by construction. Eq. (3.49) is the most general form of the Fokker–Planck
(FP) equation [154–156].

We conclude this brief review of the Brownian motion with a discussion of the solutions to
Eq. (3.49) in some simple cases. We assume that the diffusion tensor is point–independent
and isotropic, Dαβ(x) = δαβD with constant D, and consider two cases: (a) free motion
(fα = 0) and (b) potential force (fα = −∂αV ).

(a) If fα = 0, the solution is immediate, and reads (with the initial condition P (x, 0) =
δ(3)(x)):

P (x, τ) =
1

(2πDτ)3/2
exp

{
− x2

2Dτ

}
. (3.51)
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For any fixed x, this probability density goes smoothly to zero when τ → ∞ (‘runaway
solution’). Thus, for sufficiently large times, the probability density is quasi–homogeneous
in space, and is small everywhere: The particle simply diffuses in all the available space.
In particular, the average square displacement

〈x2〉(τ) ≡
∫
d3x x2 P (x, τ) = 6Dτ, (3.52)

grows indefinitely with τ .

(b) If the motion of the particle is biased by an external potential V (x), such that
fα = −∂αV , then Eq. (3.49) admits the stationary solution P0(x) ∝ exp[−βV (x)] with
β = 2/D. This equilibrium distribution is a (non–trivial) fixed point for the evolution:
Once this is reached, all the correlations become independent of time.

3.3.2 High–energy evolution in QCD as a random walk

A brief comparison between Eqs. (3.26) and (3.49) reveals that the RGE for high–energy
evolution in QCD is in fact a functional Fokker–Planck equation, with χ playing the role
of a ‘point’–dependent diffusion tensor (here, the ‘point’ means, of course, a point in the
functional space, i.e., a function), and σ that of a force. Although this interpretation
is essentially correct, a subtle difference remains between Eqs. (3.26) and (3.49): the
argument ατ of the functional derivatives in the RGE depends upon the evolution time τ , a
feature which is not seen on the FP equation (3.49). As we shall explain now, this difference
reflects the fact that the Brownian motion analog of the field ατ is not the position x of
the particle, but rather its velocity vn, with τ = nǫ. The position x corresponds instead
to the Wilson line built with αy, cf. Eq. (3.30).

This can be anticipated from the fact that ατ , so like vn, is the elementary random
ingredient which is brought in by a single step in the evolution, whereas V ≡ Vτ , and also
x ≡ xτ , are the ‘integrated’ results of this evolution, from τ0 up to τ . More precisely, we
have seen in Sect. 3.1 that, when integrating out gauge field fluctuations in the rapidity
strip (τ, τ + dτ), a new layer dτατ ≡ ǫαn (with dτ ≡ ǫ and τ = nǫ) is added on top to the
previous field, so that the Wilson lines evolve according to (for a generic representation
of the color group)

Vn = Vn−1 e−iǫαa
nta , V †

n = eiǫαa
nta V †

n−1, (3.53) LANGEVIN-gr

where we omit transverse coordinates and temporarily set g = 1, to simplify writing. By
iterating this elementary step, a discretized path is generated on the manifold of V fields,
namely

V †
n = eiǫαnV †

n−1 = · · · = eiǫαneiǫαn−1 · · · eiǫα1 V †
0 . (3.54)

In continuous notations, and with spatial coordinates included, the corresponding path is
given by Eq. (3.30). Note that, at each step along this path, ǫαi is an infinitesimal gauge
rotation, so αa

i plays indeed the role of a ‘velocity’ (here, an element of the SU(3) Lie
algebra). Moreover, according to the discussion in Sect. 3.1, αa

i is a random field, whose
stochastic properties are very similar to those of the velocity vi of the particle performing
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the random walk. Indeed, Eqs. (3.13)–(3.14) can be rewritten in terms of αi as follows:

〈αa
i (x)〉 = σa

i−1(x) , 〈αa
i (x) αb

i(y)〉 =
1

ǫ
χab

i−1(x,y) , (3.55) fluct-ai

where σi−1 and χi−1 are calculated in terms of the Wilson lines obtained at the step i− 1
(i.e., V †

i−1 and Vi−1), according to Eqs. (3.27) and (3.28). The similarity with the corre-
sponding equations Eq. (3.43) for vi is now manifest. In fact, the analogy goes even further:
like in Eq. (3.43), the 2–point correlation function χab

xy can be written in a factorized form,
as obvious from Eqs. (3.27):

χab
xy[V ] =

∫
d2z eac,l(x, z) ebc,l(y, z), (3.56) chidef

where

eab,l(x, z) =
1√
4π3

(x − z)l

(x − z)2

(
1 − Ṽ †

xṼz

)ab
(3.57) e

is a matrix in color indices and a vector in transverse coordinates. Thus, the Gaussian
stochastic process for αa

i defined by Eq. (3.55) is equivalent to solving the following
Langevin equation (with eab,l

i−1 given by Eq. (3.57) with V ≡ Vi−1):

αa
i (x) = σa

i−1(x) +
∫

z
eab,l

i−1(x, z) ν
b,l
i (z) , (3.58) alpha-n

where νa
i (x) is an auxiliary Gaussian white noise:

〈νa,l
i (x)〉 = 0, 〈νa,l

i (x)νb,k
j (y)〉 =

1

ǫ
δijδ

abδlkδ(2)(x − y), (3.59) eq:noise-corr-gr

By averaging over the noise the solution of Eq. (3.58) one indeed recovers the expectation
value and correlator of the random variables αa

i (x) as given by Eq. (3.55).

We conclude that the quantum evolution in QCD with increasing rapidity amounts to a
random walk on the two–dimensional SU(3) manifold spanned by the Wilson lines. But in
contrast to what happens in the simple example of the Brownian motion in a flat space,
the relation between the “coordinate” Vi and the “velocity” αi is here non trivial, because
of the non-trivial geometry of the group manifold. However, as long as we characterize
the random walk by small displacements in the tangent space (the Lie algebra), the
special geometry of the group manifold plays essentially no role (it only enters through
the dependence of σ and χ on the Wilson lines). Eqs. (3.53)–(3.59) represent the Langevin
description of this stochastic process, while the RGE (3.26) is a rather unusual version
of the Fokker–Planck equation, namely its velocity representation [40]. The corresponding
equation for the ordinary Brownian motion had never been written down; inspired by the
QCD problem, we have done so in Ref. [40]. It is interesting to note that the probability
distribution Wτ [v] in the velocity representation (the analog of our QCD weight function
Wτ [α]) remains a functional even for the ordinary random walk, because it characterizes a
given path (as specified by the velocity function vτ ), rather than merely the final point x

of this path. Thus, the relation between Wτ [v] and the more standard probability P (x, τ)
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introduced before (cf. Eq. (3.45)) reads

P (x, τ) =
∫

[dv] δ(D)(x − x[v])Wτ [v] (3.60) PW

with (compare to Eq. (3.30))

x[v] = x0 +
∫ ∞

0
dτ ′ v(τ ′). (3.61) xv0

As in the corresponding QCD problem, the physical paths relevant for computing P (x, τ)
terminate at τ , but this information is encoded in the weight function Wτ [v]. Then, Wτ [v]
obeys an equation similar to the RGE (3.26).

Conversely, the analog of the standard version, Eq. (3.49), of the Fokker–Planck equation
exists also in QCD [35]. It applies to the following quantity (compare to Eq. (3.60); below,
δG(U, V ) is the group-invariant δ–function [157])

Zτ [V ] =
∫

[dα] δG
(
V †, P eig

∫
dy αy

)
Wτ [α] , (3.62) ZW

which represents the probability density that a given SU(3) group element V (actually, a
group–valued field in the transverse space) be produced by the quantum evolution up to
rapidity τ . Like P (x, τ), the probability distribution (3.62) refers solely to the final ‘point’
of the evolution. The contributions of the various paths leading to this point are summed
over in Eqs. (3.60) and (3.62). Then, Zτ [V ] obeys a RGE obtained from Eq. (3.26) after
replacing the functional derivatives w.r.t. ατ by (functional) Lie derivatives [157] w.r.t. the
Wilson lines. This representation of the high energy evolution has been originally proposed
by Weigert [35] independently of the CGC formalism: rather, Weigert managed to show
that the infinite hierarchy of equations for scattering amplitudes originally derived by
Balitsky [39], and that we shall discuss in the next section, can be compactly summarized
as a single functional equation for the probability distribution of the Wilson lines (the
scattering operators at high energy). In this description, the gauge field αy is not present
any longer, in the same way as the velocity field v(τ) is not visible in the FP equation
(3.49). As we shall see in the next sections, this representation is well suited to study
the evolution of observables built with Wilson lines (so like the scattering amplitudes),
but is perhaps less convenient for perturbative studies which require the expansion of the
Wilson lines.

Let us finally consider a general implication of the RGE for the high energy limit of
the effective theory (and thus of QCD). So far, the special relation (3.32) between the
coefficients σ and χ in the RGE has not played any role: The identification with the FP
equation and the probabilistic interpretation discussed above hold for generic σ and χ. In
particular, we have seen that σa plays the role of a ‘color force’, and, moreover, according
to the discussion at the end of Sect. 3.3.1, the presence of such a force may imply non–
trivial ‘fixed points’ (i.e., stationary distributions) in the evolution. In the context of
QCD, such a fixed point would mean that, at sufficiently high energy, all the correlations
of α become independent of the energy. It is tantalizing to consider this scenario as the
solution to the unitarity problem in QCD at high energy. As we explain now, the evolution
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described by Eq. (3.26) solves indeed the unitarity problem, but in a different way, which
is at the same time more subtle and simpler than the above scenario:

Note first that, in the presence of a point–dependent diffusion tensor, the derivatives acting
on Dαβ(x) in Eq. (3.49) generate terms which play a similar role as the ‘external force’.
In particular, one can show that when considering free Brownian motion (no external
potential) on a curved manifold, an equation similar to Eq. (3.49) arises, in which however
fα and Dαβ are related by the analog of Eq. (3.32) [155] (in that case, the diffusion tensor
also involves the metric on the manifold). Coming back to QCD, the previous remark
shows that the RGE (3.26) describes a free random walk on a functional manifold with a
complicated metric (as characterized by χ). In view of this, the Hamiltonian in Eq. (3.35)
is a purely kinetic operator, which describes diffusion on the group manifold. Thus, we do
not expect non–trivial fixed points for this evolution, just runaway solutions [34], and this
will be explicitly seen below (in Sect. 4.1) : The correlations of α (in particular, the gluon
distribution) keep growing with the energy — so, strictly speaking, there is no complete
saturation at high energy —, but for large s this growth is only linear in τ (so like for the
ordinary Brownian motion, cf. Eq. (3.52)), that is, logarithmic in s [37, 38]. On the other
hand, since the gauge field α enters as a phase in the Wilson lines, and at high energy this
phase is large and has a typical variation scale 1/Qs, it follows that the Wilson lines are
rapidly oscillating when probed over transverse distances larger than 1/Qs, and thus their
contribution vanish in any gauge–invariant correlator [38]. In that average sense, V = 0
is an asymptotic fixed point for the evolution [35]. As we shall see in what follows, this
implies that the scattering amplitudes computed in the CGC formalism respect unitarity,
and saturate the black disk limit for sufficiently high energies.

3.4 Evolution equations for observables

SECT_OBS

As shown via explicit examples in the previous sections, the interesting observables in
QCD at high energy can be always expressed as operators built with the A+ component
of the gauge field in the target (by working in a suitable gauge). Within the effective
theory for the CGC, A+

a is identified with the classical random field αa in the Coulomb
gauge. Then, for any interesting operator, say O[α], the corresponding expectation value
is obtained by averaging over α, as in Eq. (2.7) :

〈O〉τ ≡
∫

DαWτ [α]O[α] . (3.63)

The energy dependence in this equation is entirely encoded in the weight function Wτ [α]
for the classical field. Thus, by taking a τ -derivative in Eq. (3.63), using the Hamiltonian
version (3.35) of the RGE, and performing some integrations by parts in the functional
integral, one can deduce

∂

∂τ
〈O〉τ = −

∫
D[α]Wτ [α]H†

[
α,

δ

iδα

]
O[α] . (3.64) DOgen

This can be interpreted as describing the evolution of the scattering operator Oτ [α], with
‘Hamiltonian’ H†:
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∂Oτ

∂τ
= −H†

[
α,

δ

iδα

]
Oτ . (3.65)

(The JIMWLK Hamiltonian (3.36) is Hermitian, but we keep the Hermitian conjugation
sign explicitly, to anticipate for more general situations.) Both points of view, somewhat
reminiscent of, respectively, the Schrödinger and the Heisenberg pictures of quantum me-
chanics, will be used in the following discussion (although we shall refrain from introducing
explicitly rapidity dependent operators). In the Schrödinger picture, one puts emphasis
on the evolution of the state vector, whose role is played here by the weight functional
Wτ [α]. In the Heisenberg picture, the state vector is a constant reference vector involved
in the calculation of all expectation values, and one puts all the evolution in the opera-
tors, here Oτ [α]. The Schrödinger picture corresponds to evolution equations which aim at
providing a detailed microscopic description of the color field in the target, together with
its complicated correlations. This is what the JIMWLK equation does. The Heisenberg
picture rather describes how the ‘test particles’ (i.e., the projectile probing the CGC) get
dressed by color field fluctuations as they are boosted to higher rapidities. In this ap-
proach, the complicated color correlations in the target wavefunction are not immediately
visible, and indeed the resulting equation of motion are established somewhat more easily.
This second approach is essentially the one used by Balitsky to obtain his hierarchy of
equations [39] that we shall recover in Sect. 3.5 from the perspective of target evolution.

In the case of the JIMWLK evolution, Eqs. (3.35) and (3.64) imply :

∂

∂τ
〈O〉τ =

〈
1

2

∫

xy

δ

δαa
τ (x)

χab(x,y)
δ

δαb
τ(y)

O
〉

τ

. (3.66)

In what follows, we shall investigate the structure of Eq. (3.66) in more detail, starting
with an analysis of its potential singularities. To that aim, we shall use the expression
(3.27) for χ, that we conveniently rewrite here as

χab(x,y) =
1

π

∫
d2z

(2π)2
K(x,y, z)

(
1 − Ṽ †

xṼz

)fa (
1 − Ṽ †

z Ṽy

)fb
. (3.67)

As manifest on Eq. (3.29), the transverse kernel K(x,y, z) has simple poles at z = x

and z = y, which could give rise to short–range (or ‘ultraviolet’) divergences in the
integration over z. However, a brief inspection of Eq. (3.67) reveals that these poles are
in fact innocuous since they have zero residue; e.g., 1 − Ṽ †

xṼz → 0 when z → x.

The cancelation of the long–range, or ‘infrared’, singularities, on the other hand, is less
obvious — at large distances z ≫ x, y, the transverse kernel (3.29) decays only like
Kxyz ∼ 1/z2, so Eq. (3.66) may develop logarithmic divergences (∼ ∫

d2z/z2 for z → ∞)
—, and not so general: it only holds for gauge–invariant observables, as is often the case
in QCD. To understand how this works out, it is instructive to consider first the weak
field limit of Eq. (3.66), corresponding to the dilute regime in which the gluon occupation
factor is relatively small (≪ 1/α). In this regime, the classical field is typically weak,
gα ≪ 1, so one can expand the Wilson lines (within the Hamiltonian and the various
observables) in powers of α. As we shall see, when restricted to lowest nontrivial order,
this expansion generates the BFKL approximation.
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3.4.1 The weak field approximation: BFKL equationSECT_WEAK

The weak–field expansion of a Wilson line reads (in a generic representation of SU(Nc))

V †
x [α] = 1 + ig

∫
dx−αa(x−,x)ta

− g2

2

∫
dx−

∫
dy−αa(x−,x)αb(y−,x)

[
θ(x− − y−)tatb + θ(y− − x−)tbta

]

+ · · · . (3.68)

To compute the kernel χ in Eq. (3.67) to lowest order, i.e., to order (gα)2, it is sufficient to
restrict ourselves to the term linear in α in the above expansion. Indeed, to the accuracy
of interest we simply need:

(1 − Ṽ †
z Ṽx)

fa ≈ ig(αc(x) − αc(z))(T c)fa, (3.69)

where

αa(x) ≡
∫
dx− αa(x−,x) ≡ αa

x (3.70)

is the effective color field in the transverse plane, as obtained after integrating over the
longitudinal profile of the hadron. Then, Eq. (3.66) reduces to

∂

∂τ
〈O〉τ = −〈HBFKLO〉τ ≡

g2

16π3

∫

xyz
K(x,y, z) (3.71)

×
〈
facff bfd(αx − αz)

a δ

δαc
x

(αy − αz)
b δ

δαd
y

O
〉

τ

.

We have anticipated here that, within the same approximation, any interesting observable
O[α] reduces to a function of the 2–dimensional field αa(x) alone, so that the original
functional derivatives in Eq. (3.66) can be replaced by δ/δαa

x. We see that, within the weak
field, or BFKL, approximation, the longitudinal structure of the color field becomes irrel-
evant. This reflects the fact that, in this regime, the multiple scattering can be neglected
(cf. Sect. 3.1).

In order for O[α] to represent a physical observable, it must be gauge–invariant. As a
simple example, consider the elastic scattering between the CGC and an external ‘color
dipole’ (a quark–antiquark pair in a colorless state). In Sect. 1.2.3 we have seen that the
corresponding scattering amplitude reads

〈T (x,y)〉τ = 1 − 1

Nc

〈
tr(V †

xVy)
〉

τ
, (3.72)

which is gauge invariant indeed. The weak field approximation of this amplitude is ob-
tained after expanding each of the Wilson lines to second order in α (the linear terms
vanish after taking the color trace). Note that, to this order, the x−–ordering of the color
matrices starts to play a role in Eq. (3.68). Still, this ordering is irrelevant for the com-
putation of the dipole amplitude to lowest order, because of the symmetry of the color
trace: tr(tatb) = 1

2
δab = tr(tbta). Namely, one finds:
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〈T (x,y)〉τ ≃ g2

4Nc
〈αa

xα
a
x + αa

yα
a
y − 2αa

xα
a
y〉τ =

g2

4Nc
〈(αa

x − αa
y)2〉τ , (3.73)

which involves only the integrated field αa(x), as anticipated. We are thus led to study
the evolution of the 2–point function 〈αa

xα
a
y〉τ in the dilute regime. By using O = αa

xα
a
y

in Eq. (3.71), one immediately obtains:

∂

∂τ

〈
αa

xα
a
y

〉

τ
=
g2Nc

2π

∫

z

〈
2Kxyz

(
αa

x − αa
z

)(
αa

y − αa
z

)

−Kxxzα
a
y

(
αa

x − αa
z

)
−Kyyzα

a
x

(
αa

y − αa
z

)〉

τ
, (3.74)

where Kxyz ≡ K(x,y, z) and we have used (T cT d)abδ
cd = Ncδ

ab.

Consider the convergence properties of the above integral over z. As expected from the
general discussion, there is no singularity at short distances : the three terms within the
integrand are separately ultraviolet finite.

To study the large distance behavior (z ≫ x, y), it is convenient to group separately the
terms involving αa

z, and those without it. The latter combine into M(x,y, z)〈αa
xα

a
y〉τ ,

where (cf. Eq. (3.29)) :

M(x,y, z) ≡ (x − y)2

(x − z)2(z − y)2
= Kxxz + Kyyz − 2Kxyz , (3.75)

is recognized as the dipole kernel [58], and is rapidly decaying, like 1/z4, at large z; thus,
the corresponding integral is convergent. Note that the potentially troublesome terms
behaving like 1/z2 have cancelled in the linear combination in the r.h.s. of Eq. (3.75). If
one returns to the original formulation, Eq. (3.26), of the RGE, one can recognize this as
a cancellation between “real” and “virtual” contributions (i.e., contributions generated
by the χ piece and, respectively, the σ piece of the JIMWLK Hamiltonian).

But for the terms in Eq. (3.74) involving one or two factors of αa
z, there is no such a

cancellation. For instance:

Kxyz

〈
αa

xα
a
z

〉

τ
∝ 1

z2

〈
αa

xα
a
z

〉

τ
for z ≫ x, y , (3.76)

which leaves the place for a potential infrared problem.

However, the dangerous terms cancel in the equation satisfied by the linear combination
〈αa

xα
a
x + αa

yα
a
y − 2αa

xα
a
y〉τ , which according to Eq. (3.73) is proportional to the physical

amplitude. One finds indeed:

∂

∂τ
〈(αa

x − αa
y)2〉τ =

ᾱs

2π

∫
d2z

(x − y)2

(x − z)2(y − z)2
(3.77)

×
〈
− (αa

x − αa
y)2 + (αa

x − αa
z)2 + (αa

z − αa
y)2
〉

τ
,

which after also using Eq. (3.73) is recognized as the BFKL equation for 〈T (x,y)〉τ , as
anticipated. This simple example illustrates a general feature of the evolution generated
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by the JIMWLK equation, namely, the infrared divergences cancel between ‘real’ and
‘virtual’ contributions, but only in the evolution equations for gauge–invariant quantities.
The general connection between gauge symmetry and infrared finiteness will be clarified
below, in Sect. 3.4.2.

Note also that in the weak–field limit we have obtained a closed equation for the 2–point
function 〈αa

xα
a
y〉τ . This is so since the corresponding version of the JIMWLK Hamil-

tonian (see Eq. (3.71)) is quadratic both in α and in the functional derivative δ/δα.
Thus, the evolution generated by this Hamiltonian is diagonal in the number of fields:
the n–point correlation functions 〈α(x1)α(x2) · · ·α(xn)〉τ with different values of n evolve
independently from each other. For each of them, one step of the evolution consists in
the exchange of one gluon (together with the corresponding virtual corrections) between
any pair of fields. In applications to scattering, this means that the number of gluons
exchanged in the t-channel remains fixed in the course of the evolution. This is similar to
the ‘multi–reggeon’ version of the BFKL evolution [126–130], and in fact it is equivalent
to it, as we shall check explicitly for the case of the “odderon” 3–point function in Sect.
3.6.

3.4.2 Gauge symmetry and the dipole JIMWLK HamiltonianSECT_HDIP

Returning to the general, strong–field (gα ∼ 1), case, as described by the full JIMWLK
Hamiltonian, it is clear that the non–linear effects encoded in the latter correspond to
gluon mergings in the hadron wavefunction. This was already manifest from the diagram-
matic interpretation of the renormalization group analysis in Sect. 3.1 (see, e.g., Figs. 30
and 33), and to which we shall return in Sect. 3.5. This can be also checked on the struc-
ture of the Hamiltonian, as explicit in Eqs. (3.66)–(3.67): when expanding the kernel χ in
powers of gα, one generates terms like (gα)n(δ/δα)2 which for n > 2 represent vertices in
which n gluons merge into two. For instance, the r.h.s. of the evolution equation for the
2–point function 〈α(x1)α(x2)〉τ will involve n–point functions with all values of n ≥ 2.

Note that the structure of these vertices is quite peculiar since they are coming all from
expanding the bilinears of Wilson lines in Eq. (3.27); thus, for any value of n, there
will be only three independent transverse coordinates, but n longitudinal ones; besides,
for n ≥ 3, the ordering of the color matrices in x− will be essential, unlike in the BFKL
approximation (n = 2). The general vertices are certainly complicated, but there is no need
to isolate them out: When the fields are so strong that the non–linear effects play a role,
then the expansion of the Wilson lines makes no sense since all the terms in this expansion
would be of the same order. Moreover, as anticipated by our previous discussion of eikonal
scattering in Sect. 1.2.3, the relevant operators at high energy are themselves built with
Wilson lines. In the next section, we shall see that the general evolution equations have a
simpler structure when applied to Wilson line operators, while such a simplification does
not hold for the n–point functions of the gauge fields themselves. In other terms, in the
non–linear regime at high energy, it is crucial to correctly include non–linear effects not
only in the evolution Hamiltonian, but also in the definition of the observables.

Such non–linear effects are in fact required by gauge symmetry, and in this section we
shall demonstrate that the evolution equations are well defined (in the sense of being
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free of infrared singularities) only for such properly defined observables, which are gauge–
invariant. This will also give us the opportunity to deduce a simpler, ‘dipolar’, form of
the JIMWLK Hamiltonian, valid on the Hilbert space of gauge–invariant operators, in
which the cancellation of infrared singularities between the ‘real’ and ‘virtual’ corrections
has been already performed [36]. This will greatly simplify the subsequent manipulations
with this Hamiltonian.

Since the CGC effective theory is already written in a fixed gauge, namely the ‘covariant
gauge’ of Sect. 2.3, it is important to clarify first what we mean by “gauge symmetry”
in this context. A given operator O[α] is said to be gauge–invariant provided it can be
recognized as the expression of a manifestly gauge–invariant functional of Aµ

a (e.g., a
Wilson loop) restricted to a gauge field with the simple structure Aµ

a(x) = δµ+αa(x
−,x).

We have seen on specific examples (like the gluon distribution or the dipole scattering
amplitude) that such an identification is generally straightforward once the operator O[α]
is given. But to be able to characterize the action of the JIMWLK Hamiltonian on a
generic operator, we still need an operational criterion for gauge–invariance. This can be
inferred by observing that, even within CGC, the gauge is not yet completely fixed: The
structure Aµ

a(x) = δµ+αa(x
−,x) of the classical field is preserved by the ‘residual’ gauge

transformations:

α(x−,x) → Ω(x−)

(
α(x−,x) +

i

g
∂+

)
Ω†(x−), Ω(x−) = eigωa(x−)ta , (3.78)

where the gauge function Ω depends solely upon x−. Clearly, in order to be gauge–
invariant, an operator O[α] must not change under (3.78). In what follows, we shall
be only interested in operators built with the Wilson lines (2.22), for which the above
transformation amounts to

V †(x) → Ω(x− = ∞)V †(x) Ω†(x− = −∞). (3.79)

Eq. (3.79) involves only the gauge function at the extreme points x− = ±∞ (by which
we mean, of course, points which lie outside the longitudinal support of the hadron, as
measured at the resolution scale k+ of interest). Thus, from the perspective of the 2–
dimensional field V †(x), the residual gauge transformations (3.79) are tantamount to two
independent global color rotations, one on the left, the other on the right:

V †
x → ΩL V

†
x, V †

x → V †
x Ω†

R, (3.80)

where ΩL/R = exp(igωa
L/Rt

a) is a constant SU(Nc) matrix. It is easy to check that the
infinitesimal generators of these global rotations are the following differential operators:

GL ≡
∫
d2x

δ

δαa
τ (x)

,

GR ≡ −
∫
d2x(Ṽx)ab δ

δαb
τ (x)

. (3.81)

For instance, the dipole operator tr(V †
xVy) is manifestly invariant under the left and right

color rotations (3.80), and is indeed annihilated by the differential operators (3.81), since,
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e.g.,

δ

δαa
τ (v)

tr(V †
xVy) = ig

{
δ(2)(v − x) − δ(2)(v − y)

}
tr(V †

xVyt
a)

which vanishes after integration over v. For GR, the corresponding check also involves the
formulae (Ṽ )ab = 2tr(taV tbV †) and tr(taA)tr(taB) = 1

2
tr(AB)− 1

2Nc
tr(A)tr(B). More gen-

erally, the following 2n-point operators constructed from Wilson lines in the fundamental
representation

On ≡ tr (M1M2 · · ·Mn) , Mi ≡ V †
xi
Vyi
, (3.82)

and arbitrary linear combinations and products of them (On1On2 · · · ), are gauge invariant:
GLOn = 0 = GROn.

In particular, it is interesting to show the transformation properties appropriate to the
weak–field regime (cf. Sect. 3.4.1), where the natural field variable is αa(x) =

∫
dx−αa(x−,x),

and the gauge function must be restricted to be weak as well. Under an infinitesimal gauge
transformation, δα(x−,x) = ∂+ω(x−), so that

αa(x) −→ αa(x) +
∫ ∞

−∞
dx−∂+ωa(x−) = αa(x) + ξa, (3.83)

with ξa ≡ ωa(x− = ∞)−ωa(x− = −∞) a pure number. It is now obvious that weak–field
operators involving the difference between fields at different points, so like Eq. (3.73), are
gauge invariant.

Thus, in what follows we shall characterize the gauge–invariant operators by their property
to be annihilated by the differential operators (3.81). It is then easily to check that, when
acting on any such an operator, the JIMWLK equation (3.66) can be written in the
‘dipolar form’ (cf. Eq. (3.75)) [36] :

∂

∂τ
〈O〉τ = 〈HdpO〉τ ≡ − 1

16π3

∫

xyz

(x − y)2

(x − z)2(z − y)2
(3.84)

×
〈(

1 + Ṽ †
xṼy − Ṽ †

xṼz − Ṽ †
z Ṽy

)ab δ

δαa
τ (x)

δ

δαb
τ (y)

O
〉

τ

,

where infrared finiteness is now manifest.

Note that in the r.h.s. of Eq. (3.84), the functional derivatives do not act on the Wilson
lines in the structure of the Hamiltonian, but only on the external operator O. This is to
be contrasted with the original equation (3.66), where the action of the derivatives on η
plays a crucial role, in that it generates the ‘virtual’ piece σ of the quantum corrections
(cf. Eq. (3.32)). In fact, in Eq. (3.84), the relative position of the Wilson lines and of
the functional derivatives is irrelevant, since in the presence of the dipole kernel, they
commute with each other. (Recall indeed that, when acting on the Wilson lines inside χ,
the functional derivative generates a factor δxy ; see Eq. (3.34).) This is not an accident:
In constructing the dipole kernel in Eq. (3.84) we have combined contributions from the
‘real’ piece η and from the ‘virtual’ piece σ, and left outside some potentially divergent
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terms which vanish when acting on gauge–invariant operators. Thus, the ‘virtual’ piece is
now effectively included as a part of the dipole kernel in Eq. (3.84), and there is no need to
generate it through functional differentiation within H . One should remind in this context
that a similar combination of real and virtual corrections into the well–behaved dipole
kernel is seen to hold in Mueller’s “color dipole picture” [58] (see also Sect. 6 below).

We conclude this section with a comment on the importance of Eq. (3.32) relating σ and χ
: Since the derivative δ/δαa

τ (x) acts as a generator for gauge transformations, Eq. (3.32)
can be interpreted as a generalized Ward identity, thus emphasizing its connection to
gauge symmetry. As we have seen, this relation has two crucial consequences for the high
energy evolution: (a) It implies that there is no non–trivial fixed–point (cf. Sect. 3.3),
and (b) it guarantees the cancellation of infrared singularities in the evolution of physical
observables.

3.5 The Balitsky equations

SECT_BALIT

In this section we shall derive evolution equations for the scattering amplitudes describing
the elastic scattering between the CGC and some simple external projectiles, like a color
dipole or a set of dipoles. As we have seen in Sect. 1.2.3, the relevant operators are Wilson
lines which resum multiple scattering in the eikonal approximation. In terms of the color
field α of the target, these operators perform a formidable resummation: each amplitude
includes an infinite series of n–point functions of α. But in spite of this (or, more correctly,
because of this), the ensuing equations are relatively simple and intuitive (much simpler
than the equations satisfied by the field correlations themselves !) . At a technical level,
this simplicity appears because the JIMWLK Hamiltonian has a rather simple expression
in terms of Wilson lines (cf. Eq. (3.84)), and the functional derivatives there have a simple
action on the Wilson lines (cf. Eq. (3.31)). But at a conceptual level, such a simplicity was
indeed expected, as it reflects an alternative interpretation of the evolution as projectile
evolution : Since the scattering amplitudes are boost invariant, the same equations should
be obtained when using the increment in rapidity to accelerate the projectile, and thus
evolves its wavefunction. But the projectile is a dilute system, so its evolution remains
relatively simple and, especially, linear, however complicated are the interactions between
its elementary constituents and the target. In fact, this was the physical picture used to
justify the Balitsky–Kovchegov (BK) equation in Sect. 1.4, and also the picture used by
Balitsky in its original derivation [39] of the equations that we shall find here. We shall
return to the interplay between projectile and target evolution after deriving the relevant
equations.

Let us start with a single incoming dipole, with quark leg at x and antiquark leg at y.
The corresponding S–matrix operator reads

S(x,y) =
1

Nc
tr(V †

xVy), (3.85)

where the Wilson lines are in the fundamental representation. By using O ≡ S(x,y) in
Eq. (3.84), together with
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δ

δαa
u

δ

δαb
v

Sxy = (ig)2(δxv − δyv)
[
δuxtr(tbtaV †

xVy) − δuytr(tatbV †
xVy)

]
, (3.86)

and the following identities (below, A and B are generic matrices in the fundamental
representation):

Ṽ †
abt

b = V taV †, tr(taA)tr(taB) =
1

2
tr(AB) − 1

2Nc

tr(A)tr(B) , (3.87)

one can easily deduce the first Balitsky equation:

∂

∂τ
〈Sxy〉τ =

ᾱs

2π

∫

z
M(x,y, z)

{
− 〈Sxy〉τ + 〈SxzSzy〉τ

}
, (3.88)

with ᾱs = αsNc/π. This has the structure anticipated in Sect. 1.4 (cf. Eq. (1.63)) and, as
discussed there, it is naturally interpreted in terms of projectile evolution, as the splitting
of the incoming dipole (x,y) into two new dipoles (x, z) and (z,y), which then both
interact with the target. This accounts for the second term, quadratic in S, within the
braces in Eq. (3.88), whereas the first term there, which is linear and negative, describes
the possibility that the original dipole survives without splitting after an evolution dτ .

Interestingly, this dipole interpretation holds in spite of the fact that there was no large–Nc

approximation involved in the derivation of Eq. (3.88): it so happens that the radiation
of a small–x gluon off a single dipole can be exactly described as the splitting of the
dipole into two dipoles, which are contiguous in transverse space [58]. But Eq. (3.88) is
not a closed equation — it couples a 2–point function of the Wilson lines to a 4–point
function (with two external legs identified) — but only the first equation in an hierarchy
which turns out to be infinite. As we shall soon discover, for the higher equations in this
hierarchy, the dipole interpretation holds only in the large–Nc limit, as expected.

When moving higher up in the hierarchy, the complexity of the equations is rapidly
increasing, so here we shall present only the second equation, that is, the one satisfied by
the 4–point function which enters the r.h.s. of Eq. (3.88):

∂

∂τ
〈SxzSzy〉τ =

ᾱs

2π

∫

w
Mxzw

〈(
− Sxz + SxwSwz

)
Szy

〉

τ
(3.89)

+
ᾱs

2π

∫

w
Mzyw

〈
Sxz

(
− Szy + SzwSwy

)〉

τ

+
1

N2
c

ᾱs

2π

∫

w

[
Mxyz −Mxzw −Mzyw

]〈
Qxzwy +Qxwzy

〉

τ
,

where in the last line we have introduced the quadrupole operator :

Q(x, z,w,y) ≡ 1

Nc

[
tr(V †

xVzV
†
wVyV

†
zVw) − tr(V †

xVy)
]
. (3.90)

In the weak field limit, this operator starts at order (gα)4. This equation too admits
a relatively simple interpretation in terms of projectile evolution: When increasing the
rapidity by dτ , a two–dipole system evolves by radiating one small–x gluon from any of
the two incoming dipoles. If the radiated gluon is eventually absorbed by the same dipole
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which has emitted it, the process amounts to the splitting of that dipole into two new ones;
thus, at the time of scattering, the system consists in three dipoles, and is described by the
first two lines in the r.h.s. of Eq. (3.89). If, one the other hand, the gluon is absorbed by
the other dipole, then no dipole survives after the evolution, and the system that scatters
is rather a color quadrupole 11 (made with the quarks and the antiquarks of the original
dipoles together with the radiated gluon). However, the exchange of a gluon in between
different dipoles is suppressed by a factor 1/N2

c at large Nc, and this suppression factor
is indeed manifest in the last term of Eq. (3.89).

At this point, the general pattern of the projectile evolution should be clear: Through
successive gluon emissions, the original dipole evolves into a complicated system, which
in general involves several dipoles together with composite objects with higher multipolar
moments. For the hierarchy to be complete, we also need the evolution equations satisfied
by such multipolar operators. But a drastic simplification occurs in the large–Nc limit, in
which the evolution can be restricted to the space of dipoles: a general configuration then
consists in a set of dipoles, which with increasing τ evolves through dipole splitting. Thus,
at large Nc, the whole hierarchy can be generated from the following “operator equation”:

∂S(x,y)

∂τ
=
ᾱ

2π

∫
d2zM(x,y, z)

{
− S(x,y) + S(x, z)S(z,y)

}
, (3.91)

with the help of the Leibniz rule; e.g. :

∂

∂τ

〈
S(1)S(2)

〉

τ
=
〈
∂S(1)

∂τ
S(2)

〉

τ
+
〈
S(1)

∂S(2)

∂τ

〉

τ
. (3.92)

Note, however, that in this limit, the dipolar evolution is quasi–deterministic. For in-
stance if the initial conditions at τ0 are chosen in factorized form, i.e., 〈S(1) · · ·S(N)〉0 =
〈S(1)〉0 · · · 〈S(N)〉0, then this factorized form will be preserved by the large–Nc evolution
up to arbitrarily large τ : 〈S(N)〉τ = 〈S〉Nτ , with the one–point function 〈S〉Y obeying
the Kovchegov equation [124] (i.e., the equation obtained by replacing S → 〈S〉τ into
Eq. (3.91)). More generally, it has been shown in Refs. [158,?] that the hierarchy gen-
erated by Eq. (3.91) admits a one–parameter family of fully factorized exact solutions.
Thus, in their simplified version valid at large Nc, the Balitsky equations do not generate
new correlations, but only propagate those already encoded in the initial conditions.

Note also that, although the Balitsky equations have been obtained here by performing
target evolution, their interpretation appears to be more natural in terms of the evolution
of the projectile. This is so because of the Hamiltonian structure of the RGE (3.35) which
allows for a dual (‘Schrödinger vs. Heisenberg’, or ‘passive vs. active’) interpretation of the
results of the evolution (cf. the discussion in Sect. 3.4). In particular, some approximations
like the large–Nc limit are easier to implement in terms of projectile evolution, since they
depend upon the internal color structure of the operator that the Hamiltonian is acting
on. In Sect. 6 we shall see that the large–Nc approximation can be also implemented in
the target evolution, provided the color structure of the latter is explicitly under control.

11 If the two incoming dipoles were not contiguous with each other, the scattering state in this
case would be rather a color sextupole.
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Fig. 34. Diagrams for single dipole scattering: (a) the tree–level contribution; (b,c,d) one step
evolution of the projectile; (e,f) one step evolution of the target. FIG_1DIP

It is finally instructive to compare the digrammatic interpretations of Eq. (3.88) corre-
sponding to projectile evolution, and to target evolution, respectively. This will make
clear that non–linear effects appear as either multiple scattering, or gluon saturation,
depending upon our perspective.

In Fig. 34, we display some of the relevant Feynman graphs. For more clarity, we show
only one diagram contributing to each type of process, which is moreover taken at the
lowest non–trivial order in perturbation theory. Thus, the scattering between a dipole
and the CGC target starts at two gluon exchange, as shown in Fig. 34.a. The one–step
evolution of the projectile (i.e., the dipole splitting) generates the diagrams in Figs. 34.b,
c, d: Fig. 34.b is the ‘virtual’ term (the original dipole survives without splitting), Fig.
34.c shows the scattering of one of the two child dipoles (there is a similar diagram for
the other dipole), while Fig. 34.d describes their simultaneous scattering.

The corresponding diagrams for target evolution are shown in Figs. 34.e and f. The first
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one, Fig. 34.e, represents one step in the BFKL evolution of the 2–point function 〈αα〉τ ,
which yields the scattering amplitude to lowest order (cf. Eq. (3.73)); in terms of projectile
evolution, it corresponds to the two diagrams shown in Figs. 34.b and c. The second
diagram, Fig. 34.f, represents the merging of four gluons into two. This is a saturation effect
encoded in the JIMWLK equation (the term of order (gα)4(δ/δα)2 in the Hamiltonian)
and corresponds to the double scattering process displayed in Fig. 34.d.

As we shall further discuss in Sect. 4.1, the non–linear effects encoded in the Balitsky
hierarchy ensure the unitarization of the scattering amplitudes at high energy.

3.6 Odderon evolution in the CGC and the BKP equation

SECT_ODD

We have previously seen that, in the weak field regime, the dipole scattering amplitude
(3.73) obeys the BFKL equation, and thus can be identified as the ‘BFKL pomeron’ [16]
(that is, the two–gluon exchange dressed by the BFKL evolution). It is therefore tempting
to identify the general dipole operator (3.72), which is built with Wilson lines and obeys
the non–linear Balitsky equation Eq. (3.88), as the non–linear generalization of the BFKL
pomeron, valid also in the strong field regime where unitarity corrections are important.
As we shall argue now, this is essentially correct, except for the fact that the identification
with the ‘pomeron’ should hold only for the real part of the dipole amplitude in Eq. (3.72)
(which has indeed the quantum numbers of the pomeron). In general, this amplitude has
also an imaginary part, which, as we shall shortly explain, is odd under charge conjugation,
and therefore describes the exchange of an odderon [8] (see Ref. [137] for a recent review
of the odderon in QCD, and more references).

The purpose of this section is to describe odderon exchanges in the CGC formalism, and
to show that, in the weak field limit, they obey evolution equations which are equivalent
to the corresponding equation in perturbative QCD, known as the Bartels–Kwiecinski–
Praszalowicz (BKP) equation [126, 127]. As we shall see, the CGC approach sheds some
new light on the physical relevance of the solutions to the BKP equation.

Before we consider the charge parity (C) of the dipole scattering operator in a more
formal way, let us briefly discuss the physical need for odderon exchanges in dipole–
CGC scattering. Consider the production of a of C–even meson like ηc in the diffractive
scattering of a virtual photon on a hadronic target at high energy. In the LLA, the
respective cross–section admits a factorization similar to that of DIS at small–x : the
virtual photon dissociates into a qq̄ pair (a ‘color dipole’), which then elastically scatters
off the color fields in the hadron before finally recombining in the outgoing meson. Since,
however, a (virtual) photon has negative C–parity, the gluon exchange between the dipole
and the hadron must be C–odd as well, in order for a C–even final state to be produced
[134, 159]. In perturbative QCD, the lowest order t–channel exchange which is C–odd is the
exchange of three gluons in a totally symmetric color state (see below). The eikonalized
dipole amplitude in Eq. (3.72) contains n–gluon exchanges with any n ≥ 2, and thus
potentially C–odd exchanges, that we shall isolate now.

Let us first recall the transformation properties of the gauge fields under charge conjuga-
tion:
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C AµC
−1 = −(Aµ)T , (3.93)

which immediately implies that the three–gluon operator dabcAa
µ(x)Ab

ν(y)Ac
ρ(z) (with

dabc = 2tr({ta, tb}tc) the totally symmetric tensor) is indeed C–odd. Moreover, Eq. (3.93)
implies the following transformation law for Wilson lines:

C V C−1 = (V †)T = V ∗, (3.94)

and therefore C tr(V †
xVy)C−1 = tr(V †

yVx). We thus conclude that the C–odd piece of the
dipole S–matrix (3.85) (“the dipole odderon operator”) is given by

O(x,y) ≡ 1

2iNc

tr(V †
xVy − V †

yVx) = −O(y,x), (3.95)

where the factor of i is introduced in order for this quantity to be real: indeed, since
V and V † are unitary matrices, we have [tr(V †

xVy)]∗ = tr(V †
yVx). Thus we shall write in

general S = 1− T + iO, with T ≡ 1−ℜeS identified as the ‘pomeron’. Note the obvious
boundary conditions which follow from S(x,x) = 1:

T (x,x) = O(x,x) = 0. (3.96)

The lowest non–trivial contribution to Eq. (3.95) is obtained by expanding the Wilson
lines there up to cubic order in the field α in the exponent:

O(x,y) ≃ −g3

24Nc

dabc(αa
x − αa

y)(αb
x − αb

y)(αc
x − αc

y). (3.97)

This expression is in agreement with the expectations from perturbative QCD, in the sense
that it is a trilinear operator in α with the color indices contracted symmetrically by the d–
symbol. Note that, because of the symmetry properties of this symbol, the path–ordering
of the Wilson lines in x− has been irrelevant for computing O(x,y). Furthermore, the
linear combination of field operators in Eq. (3.97) is manifestly invariant under a residual
gauge transformation, which consists in a constant shift of the field: αa → αa + ξa (cf.
Eq. (3.83)).

The evolution equations for pomeron and odderon exchanges in the dipole–CGC scattering
are immediately obtained by separating the real part and the imaginary part of the first
Balitsky equation (3.88) [36] :

∂

∂τ
〈O(x,y)〉τ =

ᾱ

2π

∫

z
M(x,y, z)

〈
O(x, z) +O(z,y) − O(x,y)

−O(x, z)T (z,y) − T (x, z)O(z,y)
〉

τ
, (3.98)

∂

∂τ
〈T (x,y)〉τ =

ᾱ

2π

∫

z
M(x,y, z)

〈
T (x, z) + T (z,y) − T (x,y)

−T (x, z)T (z,y) + O(x, z)O(z,y)
〉

τ
. (3.99)

The mean field version of these equations, in which the non–linear terms are assumed to
factorize (so like in the Kovchegov equation [124]), has been first proposed by Kovchegov,
Szymanowski and Wallon [160].
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Interestingly, the non–linear terms in the above equations couple the evolution of C–
odd and C–even operators. For instance, the last term, quadratic in O, in the r.h.s.
of Eq. (3.99) for 〈N〉τ describes the merging of two odderons into one pomeron. The
vertex connecting one pomeron to two odderons has been also computed in lowest order
perturbation theory in Ref. [142], and it would be interesting to compare the respective
result with the corresponding vertex in Eq. (3.99), which is essentially the dipole kernel.
As we shall argue in Sect. 4.1, the odderon–pomeron coupling encoded in the last terms in
Eq. (3.98) has the rather dramatic effect to suppress the odderon contributions in the high
energy regime where unitarity corrections start to be important (i.e., where 〈T 〉τ ∼ 1).

In the remaining part of this section, we shall focus on the weak scattering regime, and
the relation with perturbative QCD. For not too high energies, such that both T and O
are small compared to one, one can neglect the non–linear terms in the equations above,
which then reduce to the BFKL equation for both 〈T 〉τ and 〈O〉τ ! That is, not only the
pomeron amplitude obeys Eq. (1.65), which was to be expected, but a similar equation
holds also for the odderon amplitude:

∂

∂τ
〈O(x,y)〉τ =

ᾱ

2π

∫

z
M(x,y, z)

〈
O(x, z) +O(z,y) − O(x,y)

〉

τ
. (3.100)

(This equation has been first derived in Ref. [160], within the color dipole picture [58, 124].)
In view of the difference between the respective operators, cf. Eqs. (3.73) and (3.97), this
coincidence may look at the first sight surprising, but some further thinking reveals that
this is actually not so: When seen from the perspective of the projectile, the (linear)
evolution consists in the splitting of the original dipole into two, followed by the scattering
between one of the child dipoles and the target. This process looks the same whatever are
the quantum numbers of the exchanged object, and this is indeed the physical content of
both Eqs. (1.65) and (3.100). Moreover, the structure of the BFKL equation is uniquely
fixed by the singularities of the dipole kernel together with the conditions (3.96).

But the initial conditions corresponding to T and O are, of course, different (in particular,
they have opposite C–parities), and they lead to very different behaviors for the corre-
sponding solutions at high energy. For instance, in the case where the target itself is an
elementary dipole at τ = 0 (with the quark leg at x0 and the antiquark one at y0), the
initial scattering amplitudes read (see Sect. 6)

〈T (x,y)〉τ=0 =
α2

2

N2
c − 1

N2
c

ln2 |x − x0||y − y0|
|x − y0||y − x0|

, (3.101)

for the pomeron and, respectively,

〈O(x,y)〉τ=0 =
α3

12

(N2
c − 4)(N2

c − 1)

N3
c

ln3 |x − x0||y − y0|
|x − y0||y − x0|

. (3.102)

for the odderon. At high energy (but within the linear regime though), the projection of the
general BFKL solution onto C–even states has a maximal intercept αP = 1+(4 ln 2)ᾱ (the
‘BFKL pomeron’ [16]), whereas the respective projection on C–odd initial conditions has a
maximal intercept αO = 0 [160] (that is, the odderon solution rises as most as a logarithm
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of the energy), and coincides with the Bartels–Lipatov–Vacca (BLV) solution [134] to the
BKP equation. This brings us to the other point that we would like to discuss here, namely
the relation between odderon evolution in the CGC formalism and in perturbative QCD.

The ‘BKP equation’ describing the BFKL evolution of the three–gluon odderon exchanges
has been originally derived by Bartels [126] and Kwiecinski and Praszalowicz [127] (see
also [128]). The BKP Hamiltonian is the sum of three BFKL Hamiltonians, one for each
pair of gluons. In Ref. [160], the consistency between the BKP equation and the BFKL
equation (3.100) describing C–odd exchanges in the dipole scattering has been verified
via a direct comparison of the respective solutions [134]. In what follows, we shall follow
a more general approach, proposed in Ref. [36], which demonstrates that all the odderon
exchanges in the CGC formalism (and not only the one pertinent to dipole scattering)
reduce to the BKP odderon in the weak field limit.

A direct comparison between the two formalisms is hindered by the fact that, a priori, they
deal with different objects: The perturbative QCD approach exploits k⊥–factorization to
express a scattering amplitude as the convolution of a universal odderon Green’s func-
tion, which is written in momentum space and obeys the BKP equation, with process–
dependent impact factors, which connect the exchanged gluons to the external particles.
On the other hand, in the CGC formalism, there is generally no k⊥–factorization and only
the overall scattering amplitudes make a priori sense; these are gauge–invariant opera-
tors built with Wilson lines, which include the projectile impact factor (the Wilson lines
themselves !) and are written in coordinate space.

Yet, in the weak–field regime, the two formalisms are expected to become equivalent with
each other, so k⊥–factorization should emerge in this limit from the CGC formalism as
well. As we shall show now, this is indeed the case: In the dilute regime, one can identify
a universal odderon Green’s function also in the CGC, and this turns out to obey the
coordinate–space version of the BKP equation.

Specifically, the weak–field version of the dipolar odderon amplitude, Eq. (3.97), can be
rewritten as:

〈O(x,y)〉τ ≃ −g3

24Nc

{
3
(
fτ (x,y,y) − fτ (x,x,y)

)
+ fτ (x,x,x) − fτ (y,y,y)

}
,

(3.103)

where

fτ (x,y, z) ≡ dabc〈αa
xα

b
yα

c
z〉τ (3.104)

is a natural candidate for the CGC odderon Green’s function. Indeed, after going to
momentum space, via

fτ (k1,k2,k3) ≡
∫ d2xd2yd2z

(2π)6
e−ik1x−ik2y−ik3z fτ (x,y, z) , (3.105)

the scattering amplitudes (3.103) takes the k⊥–factorized structure 12 :

12 The impact factor of the target (the CGC) is still implicit in the definition (3.104) of the CGC
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〈O(x,y)〉τ =
∫
d2k1d

2k2d
2k3fτ (k1,k2,k3) (3.106)

×( eik1x − eik1y)( eik2x − eik2y)( eik3x − eik3y),

where the exponential terms within the parentheses correspond to all the possible attach-
ments of the three exchanged gluons to the quark and antiquark lines in the dipole. This
is the dipole–odderon impact factor. Note that this vanishes whenever ki = 0 for some i,
as required by gauge symmetry: a zero–momentum gluon ‘sees’ the projectile as a whole,
and the latter is globally color neutral.

To better appreciate the universality of the odderon Green’s function (3.104), let us give
another example where this quantity controls the weak field limit of odderon exchanges.
Specifically, let us consider the eikonal scattering between a system of three quarks in
a color singlet state and the CGC. For Nc = 3, a gauge–invariant “baryonic” operator
which is sometimes used in the literature (see, e.g., [36, 161]) to model such a 3–quark
system is ǫijkψi(x)ψj(y)ψk(z), where ǫijk is the complete antisymmetric symbol, and the
color indices i, j, k can take the values 1, 2, or 3. The corresponding S–matrix reads

Sτ (x,y, z) =
1

3!
ǫijkǫlmn〈V †

il (x)V †
jm(y)V †

kn(z)〉τ , (3.107)

where x, y, and z are the transverse positions of the three quarks. This amplitude
is symmetric under any permutations of the three coordinates, and is normalized as
Sτ (x,x,x) = 1. By using Eq. (3.93), it is easy to check that the odderon contribution is
given again by the imaginary part of the S-matrix :

〈B(x,y, z)〉τ = ℑmSτ (x,y, z). (3.108)

The 3–quark odderon operatorB(x,y, z) is totally symmetric too, and satisfies the bound-
ary condition B(x,x,x) = 0. In particular, when two of the coordinates are the same,
the 3–quark odderon operator reduces to the dipole odderon operator, Eq. (3.95):

B(x, z, z) = O(x, z) = −B(x,x, z). (Nc = 3) (3.109)

In the weak field approximation, B(x,y, z) reduces again to a gauge invariant linear
combination of 3–point functions like Eq. (3.104) :

B(x,y, z)≃ g3

144
dabc

{
(αa

x − αa
z) + (αa

y − αa
z)
}

(3.110)

×
{
(αb

y − αb
x) + (αb

z − αb
x)
} {

(αc
z − αc

y) + (αc
x − αc

y)
}
.

This can be given the k⊥–factorized form (compare to Eq. (3.106))

〈B(x,y, z)〉τ =
∫
d2k1d

2k2d
2k3 fτ (k1,k2,k3) (2 eik1x − eik1y − eik1z)

×(2 eik2y − eik2z − eik2x)(2 eik3z − eik3x − eik3y), (3.111)

Green’s function.
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which reinforces our interpretation of fτ (k1,k2,k3) as a momentum–space odderon Green’s
function.

It remains to establish the evolution equation obeyed by the 3–point function (3.104).
This quantity is not gauge–invariant by itself, so its evolution under the original JIMWLK
Hamiltonian would be afflicted by infrared singularities. However, these singularities are
physically harmless, as they cancel in the linear combination (3.103) for the scattering
amplitude. Thus, we are allowed to define the odderon Green’s function as the solution to
the infrared–safe equation generated by the dipolar version of the Hamiltonian, Eq. (3.84).
The use of Hdp in connection with a non–gauge-invariant quantity should be viewed as
an infrared regularization, which is convenient at intermediate steps and has no incidence
on the final results for gauge–invariant observables.

In the weak–field regime of interest here we need only the approximate form of Eq. (3.84)
in which the Wilson lines are expanded to second order in α (like in Eq. (3.71)). By
applying the ensuing Hamiltonian on O = dabcαa

xα
b
yα

c
z, and after some simple algebra,

one obtains

∂

∂τ
fτ (x,y, z) =

ᾱ

4π

∫
d2w

(x − y)2

(x − w)2(y − w)2

(
fτ (x,w, z) + fτ (w,y, z) − fτ (x,y, z) − fτ (w,w, z)

)

+
{
2 cyclic permutations

}
. (3.112)

By using this equation, it is straightforward to check that the linear combination in
Eq. (3.103) obeys indeed the BFKL equation (3.100), as it should. But our main focus in
what follows will be directly on Eq. (3.112), which can be recognized as the coordinate–
space version of the BKP equation [36]. Indeed, the Fourier transform of Eq. (3.112) — i.e.,
the equation satisfied by fτ (k1,k2,k3) — turns out to be the same as the standard BKP
equation [126, 127] up to terms proportional to δ–functions δ(2)(ki) (i = 1, 2, 3), which
are however irrelevant for the calculation of the scattering amplitudes in Eqs. (3.106)
or (3.111). This finally confirms our identification of Eq. (3.104) as the odderon Green’s
function in the BFKL approximation. It also suggests that one could search for solutions
to the BKP equation directly in coordinate space, by solving Eq. (3.112).

The structure of the last equation, and also the explicit examples of odderon amplitudes
that have been discussed before, have interesting implications for the physical Hilbert
space to be used in connection with the BKP equation and its generalizations. So far,
most of the theoretical efforts aiming at solving these equations have concentrated on
a particular Hilbert space, known as the Möbius space. This is the space of functions
fτ (x,y, z, . . . ) which have the property to vanish whenever two coordinates coincide with
each other: fτ (x,x, z, . . . ) = 0, etc. For instance, the dipole scattering amplitude (3.73)
belongs to this space. This property is important in the context of BFKL evolution, since
it turns out that the BFKL Hamiltonian exhibits holomorphic separability when restricted
to the Möbius space [130]. In turn, this has interesting mathematical consequences, which
have been exploited in the recent years to construct exact solutions to the BKP equation
(the Janik–Wosiek odderon [133]) and, more generally, to the equation which describes
the exchange of n reggeized gluons (with n ≥ 3) in the large–Nc limit [131, 132, 135–137].
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Indeed, the restriction of the BKP equation to a given holomorphic sector describes an
integrable system [131] which is in fact equivalent to the XXX Heisenberg model of spin
s = 0 [132].

Although these constructions are mathematically elegant, one should keep in mind that
the Möbius space is not the complete Hilbert space for the BFKL Hamiltonian, and it is
not clear to which extent it overlaps with the physical Hilbert space (see also the related
discussion in Ref. [146]). For instance, functions in the Möbius space do not contribute to
the dipolar amplitude (3.103), yet we know by now that non–trivial BKP solutions exist,
which describe odderon exchanges in the dipole scattering (and thus necessarily lie outside
the Möbius space) [134, 160]. These are simply the solutions to the BFKL equation (3.100)
with a C–odd initial condition like Eq. (3.102). Besides, although a Möbius function can in
principle contribute to the C–odd amplitude (3.110) for the 3–quark system, the resulting
amplitude has the rather curious property to vanish at equal points (〈B(x, z, z)〉τ = 0,
etc.), for which there is no compelling physical justification.

Note finally that, unlike in the pomeron case, where the restriction to the Möbius space
is natural and does not entail any loss of generality, for the odderon problem this is a
highly nontrivial issue, as it can be appreciated when trying to project Eq. (3.112) on
this particular space. Namely, one can check that, in order for a Möbius function to be a
solution to Eq. (3.112), it must obey the following, strong, constraint (to see this, consider
Eq. (3.112) for y = z) :

∫
d2w

(x − y)2

(x − w)2(y − w)2
fτ (x,y,w) = 0. (3.113)

4 Some physical consequences

SECT_PHYS

With this section, we begin the exploration of the physical consequences of the effective
theory for the CGC. As se shall see in Sect. 4.1, it is rather straightforward to show that
the JIMWLK evolution predicts the (quasi)saturation of the gluon distribution [37, 38]
and that it respects the unitarity condition for the scattering amplitudes (which appear to
approach the black disk limit for very high energy) [35, 38, 162, 163]. Then, in Sect. 4.2, we
shall compute the energy dependence of the saturation momentum [22, 37]; to that aim,
we shall rely on the linear, BFKL, equation supplemented with an absorptive boundary
condition which mimics saturation at low momenta [51, 52]. In that context, we shall also
discuss running coupling effects (in particular, the next–to–leading order calculation by
Triantafyllopoulos [53]), as well as the atomic number dependence of Qs for the case of a
large nucleus. In this calculation, we shall discover a remarkable geometric scaling property
for the dipole scattering amplitude [51, 52], which provides a natural explanation for the
similar scaling observed at HERA [83] (cf. Sect. 1.2). A mathematically more elegant
argument for scaling, due to Munier and Peschanski [164], will be also discussed, and
this will give us the opportunity to introduce a far–reaching correspondence between
the non–linear evolution equations in QCD and some modern problems in statistical
physics [165, 166]. Finally, in Sect. 4.4 we shall discuss the impact parameter dependence
of the scattering amplitude and the high energy behaviour of the total cross–section. Since
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it lacks confinement, the JIMWLK evolution leads to total cross–sections which violate
the Froissart bound, because of the too rapid expansion of the ‘black disk’ [167, 168].
Still, as we shall explain in Sect. 4.4, the Froissart bound can be restored provided the
(perturbative) unitarization mechanism inherent in the Balitsky–JIMWLK equations is
supplemented with a non–perturbative assumption about confinement [169].

4.1 Gluon saturation and unitarity from JIMWLK evolution

SECT_SAT

In the high energy regime and for relatively low transverse momenta, which is where the
saturation effects are expected, the color fields are strong and the dynamics is fully non–
linear, which hinders the use of perturbative techniques (like the expansion of the Wilson
lines) in the analysis of the evolution equations. However, the general properties of the
RGE, as described in the previous section, enable us to perform some drastic simplifica-
tions on the general equations, which makes it possible to study (at least, qualitatively)
the general behaviour of the gluon correlations and of the scattering amplitudes in the
high energy limit.

Specifically, as argued in Sect. 3.3 (see, especially, the discussion towards the end of
that section), in the regime where the classical fields are strong 13 gα ∼ 1, the Wilson
lines (3.30) — which are complex exponentials built with these fields — oscillate around
zero over a transverse distance of the order of the wavelength ∼ 1/Qs(τ) of the fields α
(we shall see indeed that the saturated gluons carry typical momenta ∼ Qs). This implies
that Wilson lines which are separated by large distances ≫ 1/Qs(τ) are uncorrelated with
each other, (their relative phases are random), so the respective correlation functions can
be neglected, or treated as small quantities. This is the “random phase approximation”
introduced in Refs. [35, 38].

4.1.1 Gluon saturation through quantum evolution

In the random phase approximation, the RGE (3.26) simplifies drastically [38]. Neglect-
ing the Wilson lines, the kernel χ becomes independent of α, and the RGE reads (in
momentum space)

∂Wτ [α]

∂τ
=

1

2

∫
d2k

(2π)2

1

πk2
⊥

δ2Wτ [ρ]

δαa
τ (k⊥)δαa

τ (−k⊥)
. (4.1)

Being quadratic, this equation can be immediately integrated [38]

W sat
τ [ρ] ≈ Nτ exp

{
− π

2

τ∫

−∞
dy

Qs(y)∫
d2k⊥
(2π)2

ρa
y(k⊥)ρa

y(−k⊥)

k2
⊥

}
, (4.2)

which for convenience has been written as a functional of ρa
y(k⊥) = k2

⊥α
a
y(k⊥). The ex-

pression in the exponent is recognized as the (colour) Coulomb energy. As indicated by

13 More precisely, we mean here the fields integrated over all rapidities, i.e., α(x) =
∫

dyαy(x).
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the upper limit on the integration over k, Eq. (4.2) is valid only at saturation: for a given
rapidity y (with y ≤ τ), this is to be used for the modes with momenta k⊥ < Qs(y).

We thus see an interesting duality emerging at saturation: The strong field regime allows
for a description in terms of a Gaussian weight function, so like the MV model. However,
the 2–point function encoded in Eq. (4.2) is different from that in the MV model and,
in contrast to the latter, it describes real correlations among the color sources. We have
indeed:

〈ρa
y(x) ρb

y′(y)〉τ = δabδ(y − y′)θ(τ − y)λy(x,y),

λy(k)≃ 1

π
k2 , for k ≪ Qs(y). (4.3)

The fact that the charge–charge correlator vanishes like k2 at small momenta has a strong
influence on the infrared behaviour of the effective theory: Quantities which were found
to be logarithmically divergent in the MV model (cf. Eqs. (2.49) or (2.38)) now become
finite. Moreover, the would–be infrared divergence is cut off at k ∼ Qs(τ), which is a hard
scale — Q2

s(τ) ≫ Λ2
QCD — for high enough energy. In fact, with the correlation function

in Eq. (4.3), all the gauge–invariant quantities that we have considered so far become
infrared safe, and thus are insensitive to non–perturbative physics of confinement.

This is a fundamental property of the perturbative QCD evolution in the presence of
non–linear effects, and demonstrates the internal consistency of the whole approach. It
is because the high gluon density introduces a hard intrinsic scale in the problem and,
moreover, the non–linear effects promote this scale into an effective infrared cutoff, that
the perturbative approach to high–energy QCD is self–consistent, and represent a correct
approach at least for sufficiently high energies.

We shall return to the physical interpretation of this smooth infrared behaviour in the next
subsection, where we shall see that Eq. (4.3) is the expression of color neutrality [41, 42].
But before that, let us show that Eq. (4.3) implies the saturation of the gluon distribution
at high energy.

We first compute the total density of colour charge squared in the transverse plane cor-
responding to saturated gluons with a given momentum k⊥ ≪ Qs(τ):

µτ(k) ≡ 1

N2
c − 1

〈ρa(k) ρa(−k)〉τ
πR2

≃
τ∫

τs(k)

dy λy(k). (4.4)

The lower limit τs(k) in the above integral represents the rapidity at which the saturation
scale becomes equal to the momentum k⊥ of interest : Q2

s(τ) = k2
⊥ for τ = τs(k). In Sect.

4.2, we shall find that, to the accuracy of interest:

Q2
s(τ) ≃ Q2

0 ecᾱτ , c = 4.883... , (4.5)

and therefore

τs(k) ≃ 1

cᾱ
ln

k2

Q2
0

. (4.6)
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(These relations are illustrated in Fig. 38.) Eqs. (4.3) and (4.4) imply [38, 41]

µτ(k) ≃
(
τ − τs(k⊥)

)k2
⊥
π
, (4.7)

which is valid for k ≪ Qs(τ) or, equivalently, τ ≫ τs(k⊥). In this regime, µτ (k) grows
only linearly with τ , in sharp contrast with the exponential behaviour of the corresponding
quantity at large momenta k⊥ ≫ Qs(τ), as obtained from the BFKL equation 14 (1.54).

We conclude that the color charge density saturates because of the non–linear effects in
the quantum evolution [38]. By contrast, in the MV model, the corresponding quantity
µA increases indefinitely as a power of the atomic number A (the analog of the energy in
the MV model), since the respective sources are uncorrelated. Due to quantum evolution,
correlations arise already in the linear regime, via the BFKL equation. However it is
only after including the non–linear effects associated with gluon recombination that these
correlations are such as to limit the growth of the color charge density with τ .

Since the density of the color sources saturate with τ , so does also the gluon distribution
radiated by these sources. This is already obvious if we use the linear approximation,
Eq. (2.35), for the classical field solution, which implies ϕτ (k) ≃ µτ (k)/k2, and therefore
(cf. Eqs. (4.6)–(4.7))

ϕτ (k) ≃ τ − τs(k⊥)

π
≃ 1

πcᾱ
ln
Q2

s(τ)

k2
⊥

, (4.8)

which is valid at low momenta k⊥ ≪ Qs(τ) [37, 38]. A more careful calculation, based
on the non–linear solution (2.13), shows that the correct answer for ϕτ (k) differs from
Eq. (4.8) only by a numerical factor δ <∼ 1 [38, 42]. This factor cannot be computed in
the present approximations, as it is sensitive to the transition regime at k⊥ ∼ Qs(τ). This
overall factor will not affect the salient features of Eq. (4.8), namely its dependence upon
the energy and the transverse momentum.

Note that the saturation of the gluon distribution is not complete : ϕτ (k) still rises with τ ,
albeit only slowly (logarithmically in the energy) [37]. This slow increase can be attributed
to the expansion of the hadron in longitudinal direction when including new modes with
lower values of k+. (Indeed, τ − τs(k⊥) ≈ τ is the longitudinal extent of the hadron in
units of space–time rapidity; cf. Sect. 3.1 and Fig. 32.)

In addition to τ–saturation (the linear increase with τ), Eq. (4.8) shows also k⊥–saturation:
the k⊥ spectrum is only logarithmic in 1/k⊥ at low momenta. Recall that, in the classical
MV model, a similar spectrum emerged (see Eq. (2.56)) only after fully taking into account
the non-linear effects in the classical Yang–Mills equations (2.1). By contrast, in the
quantum case, the non-linear effects responsible for saturation have already been encoded
in the distribution of the color sources. This is natural since, in the presence of evolution,
the difference between “sources” and “small–x gluons” is only a matter of convention and
depends upon the resolution scale in k+.

14 Note that, in the linear regime at high k⊥, µτ (k) is linearly related to the unintegrated gluon
distribution f(τ,k).
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To conclude, the gluon occupation factor at saturation is parametrically of order 1/ᾱ and
is given by the same universal function of the ratio k2

⊥/Q
2
s(τ) as in the MV model. This is

universal in the sense that Eq. (4.8) is independent of either the initial condition at low
energy, or the details of the evolution leading to saturation, except for the corresponding
dependencies of the saturation scale itself. It furthermore exhibits a remarkable scaling
property — it depends upon τ and k⊥ only through the ratio z ≡ k2

⊥/Q
2
s(τ) (geometric

scaling) — which reflects the fact that the saturation momentum is the only intrinsic scale
at low momenta in an infrared–safe theory.

4.1.2 Color neutrality through saturationSECT_CN

We have mentioned before the remarkable property of the charge–charge correlator in
Eq. (4.3) to rapidly vanish as k⊥ → 0. In what follows, we shall argue that this behaviour
has a simple physical interpretation: the color sources are correlated over long distances in
such a way that color neutrality is achieved over a transverse area of order 1/Q2

s(τ) [41, 42].

Recall first that, in a low energy hadron, color screening is due to confinement, and thus
the typical correlation length among color charges — the color screening length — is
Λ−1

QCD ∼ 1 fm. At high energy (small x), partons are much more densely packed, so one
may expect color neutralization to occur over shorter distances. As we shall explain now,
the BFKL evolution already introduces correlations which reduce the total color charge
within a small area ∆Σ ≪ Λ−2

QCD, without however providing a perturbative scale for color
neutralization. Such a scale emerges only in the presence of saturation, and is of the order
of Q−1

s ≪ Λ−1
QCD.

To see this, we shall consider the total color charge Qa enclosed within a surface ∆Σ, as
given by Eq. (1.45). This is a random quantity with zero average (since 〈ρa(~x)〉 = 0 at
any point ~x), so we shall rather compute the average color charge squared Q2 = QaQa.
We have

〈Q2〉τ = (N2
c − 1)

∫

∆Σ
d2x

∫

∆Σ
d2y µτ (x,y) . (4.9)

In the MV model, where the color sources are uncorrelated (cf. Eq. (1.46)), we deduce

〈Q2〉A = (N2
c − 1)∆ΣµA ∼ 1

α
∆ΣQ2

A , (4.10)

which does not vanish not even when ∆Σ covers the whole nuclear area (∆Σ = πR2
A),

since the correlations due to confinement are not explicit in this model. Rather, non–
perturbative color screening at the scale Λ−1

QCD is introduced by hand, whenever a calcula-
tion is meeting with infrared divergences. Besides, the square charge density 〈Q2〉/∆Σ ∼
Q2

A increases rapidly with A, like A1/3.

After including quantum evolution, the charge correlator acquires a non–trivial momen-
tum dependence synonymous of correlations (µA → µτ(k⊥)), and Eq. (4.9) can be esti-
mated as (up to a color factor):

〈Q2〉τ ∼ ∆Σµτ (Q
2) with Q2 ∼ 1/∆Σ . (4.11)
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Fig. 35. A perturbative area over which color neutrality is achieved due to saturation. CNEUTRAL

So long as we look at distances smaller than the saturation length, Q2 ≫ Q2
s(τ), and

µτ (Q
2) can be estimated from the BFKL equation (1.54). As we shall soon discover (see

Sect. 4.2), the solution to the BFKL equation implies :

〈Q2〉τ ∼ 1

α

(
∆ΣQ2

s(τ)
)γ

γ = 0.627... . (4.12)

This shows some color shielding — since γ < 1, so that the total color charge squared
rises slower than the area —, which is however incomplete : 〈Q2〉 still rises as a power of
∆Σ and, besides, the charge density 〈Q2〉/∆Σ increases exponentially with τ .

For larger surfaces, of the order of the saturation disk 1/Q2
s(τ) or larger, one should rather

us Eq. (4.7), which gives:

〈Q2〉τ ∼ 1

α
ln
(
∆ΣQ2

s(τ)
)
. (4.13)

Although, strictly speaking, non–zero, this total charge squared is only logarithmically
increasing with both 1/x and ∆Σ, that is, it remains essentially constant when adding new
sources by either increasing the area or rising the energy. This means that the newly added
color sources are almost totally screened by the other ones (quasi–complete shielding).

In particular, the total charge (4.13) is much smaller than it would be for a system of
uncorrelated color sources, cf. Eq. (4.10), so we can indeed speak about color neutrality.
A pictorial interpretation of this phenomenon is given in Fig. 35. Note, however, that
unlike the non–perturbative mechanism of confinement, which completely washes out all
the color correlations over distances ≫ Λ−1

QCD, the perturbative screening associated with
saturation neutralizes only the color charge, but not also its higher multipolar moments:
the color field created by gluon sources at large distances ≫ 1/Qs(τ) is essentially a
dipolar field [42].

4.1.3 Unitarity: Towards the black disk limitSECT_BD

Consider now the high–energy limit of the scattering amplitudes, as predicted by the
Balitsky equations (cf Sect. 3.5). These equations form an infinite hierarchy, so in general
it is not clear how to approach their respective solutions. However, in the high energy
regime of interest here, the color fields in the target are strong, and we can reasonably
assume that the correlation functions factorize for gauge–invariant objects. In particular,
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by assuming that

〈tr(V †
xVy)tr(V †

zVy)〉τ ≈ 〈tr(V †
xVy)〉τ 〈tr(V †

zVy)〉τ , (4.14)

one immediately finds that the first Balitsky equation (3.88) reduces to a closed equation
for the dipole–CGC S–matrix, Eq. (3.85). Namely:

∂

∂τ
〈Sxy〉τ =

ᾱs

2π

∫

z
M(x,y, z)

{
− 〈Sxy〉τ + 〈Sxz〉τ 〈Szy〉τ

}
, (4.15)

which is the same as the BK equation (1.67) originally deduced by Kovchegov for the
case of dipole–nucleus scattering [124]. Note that the mean field approximation (4.14)
amounts to assuming that the two dipoles (x, z) and (z,y) scatter independently off the
color fields in the target. This is indeed reasonable so long as the color sources in the
target are uncorrelated with each other, as for a large nucleus in the MV approximation,
or, more generally, when their only non–trivial correlation is a 2–point function, as for
the saturated gluons (cf. Eq. (4.3)).

The latter case is appropriate for the study of the high energy limit. Namely, we shall
assume that the energy is large enough for the saturation scale Qs(τ) at the impact
parameter of the dipole to be much larger than the typical transverse momentum k⊥ ∼
1/r, with r ≡ |x − y|, carried by the dipole. In other terms, the incoming dipole is large
relative to the screening length in the target, r ≫ 1/Qs(τ), and therefore it scatters
predominantly off saturated gluons. Then, by the ‘random phase’ argument discussed
previously, we expect the corresponding S–matrix to be small: 〈Sxy〉τ ≪ 1. Moreover,
a similar condition should hold for the two dipoles emerging after splitting, since their
typical sizes are also much larger than 1/Qs(τ), as we shall shortly discover. The avove
argument also implies that the target saturation momentum Qs(τ) fixes the scale at which
the dipole scattering makes the transition from weak (r ≪ 1/Qs) to strong (r ≫ 1/Qs).

Under these assumptions, we can neglect the second term, quadratic in 〈S〉τ , within the
braces in Eq. (4.15), and thus obtain a simplified equation, which is linear :

∂

∂τ
〈Sxy〉τ ≈ − ᾱs

2π

∫

z

(x − y)2

(x − z)2(z − y)2
〈Sxy〉τ . (4.16)

Note that the linear term which subsists in the r.h.s. of Eq. (4.16) is simply the probability
that the incoming dipole survive without splitting after one step of evolution (also known
as the “Sudakov factor”). The integral over z in the last equation has uncompensated
poles at z = x and z = y ; this is an artifact of the above approximation (in the original
equation (4.15), such singularities cancel in between the linear and the quadratic terms),
which applies only so long as the emitted dipoles are much larger than 1/Qs(τ). Thus, the
logarithmic singularities in Eq. (4.16) must be cut off at dipole sizes of the order of the
saturation length. Then, the r.h.s. of Eq. (4.16) is dominated by the logarithmic regions
of integration where one has either 1/Q2

s ≪ (x−z)2 ≪ r2 or 1/Q2
s ≪ (z−y)2 ≪ r2. One

easily finds (with Sτ (r) ≡ 〈Sxy〉τ )

∂

∂τ
lnSτ (r) ≃ −ᾱs

∫ r2

Q−2
s (τ)

dz2

z2
= −ᾱs ln[Q2

s(τ)r
2], (4.17) LT00
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which together with ln[Q2
s(τ)r

2] = cᾱs(τ − τs) (cf. Eqs. (4.5) and (4.6)) immediately
implies [38, 41, 42, 162]

Sτ (r) = exp
{
−c

2
ᾱ2

s(τ − τs)
2
}
Sτs(r) . (4.18) LT0

In this equation, τs(r) is such that Qs(τs) ∼ 1/r, and thus Sτs(r) ∼ 1. Eq. (4.18) can be
alternatively rewritten as:

Sτ (r) = exp
{
− 1

2c
ln2

[
Q2

s(τ)r
2
]}
Sτs(r) . (4.19) LT1

From either Eq. (4.18) or Eq. (4.19) it is clear that, for sufficiently large energies (such that
τ ≫ τs(r)) or, equivalently, for sufficiently large dipole sizes (r ≫ 1/Qs(τ)), the S–matrix
approaches rapidly to the “black–disk limit” S = 0. Equivalently, the scattering amplitude
T approaches the unitarity limit T = 1. Since |S|2 has the meaning of the probability
for the dipole to survive after scattering (at a given impact parameter), it is clear that
S → 0 corresponds to the total absorbtion of the dipole by the CGC. Note also that,
although the approach towards the black disk limit in Eqs. (4.18)–(4.19) is quite fast, this
is nevertheless much slower than that predicted by the naive Glauber exponentiation of
the single scattering amplitude, as, e.g., in the Golec-Biernat and Wüsthoff formula [73].
The difference between the above results and the corresponding ones in the MV model
(where the Glauber exponentiation holds indeed; see Eq. (2.49)) stems from the presence
of long–range correlations among the saturated color sources, as described by Eq. (4.3). It
is interesting to note that the τ–dependence in Eq. (4.18) is consistent with a numerical
calculation by Salam [44], based on the dipole picture [43, 45].

Consider similarly the high energy limit of the equation (3.98) describing the evolution
of the odderon amplitude. Near the unitarity limit, T ≃ 1, Eq. (3.98) simplifies to (with
Oτ (x,y) ≡ 〈O(x,y)〉τ)

∂

∂τ
lnOτ (x,y) ≃ −ᾱs

∫ r2

Q−2
s (τ)

dz2

z2
= −ᾱs ln[Q2

s(τ)r
2] , (4.20)

which by the same manipulations as above implies:

Oτ(x,y) ≃ exp
{
−c

2
ᾱ2

s(τ − τs)
2
}
Oτs(x,y). (4.21)

Thus, unlike the pomeron exchanges, which appear to unitarize at the maximally allowed
value T = 1, the odderon exchanges are rapidly suppressed with increasing energy.

4.2 Saturation momentum

SECT_QSAT

In the previous section, we have investigated some properties of the non–linear regime
at low transverse momenta k⊥ <∼ Qs, or relatively large dipole sizes, r >∼ 1/Qs, but the
value of the saturation momentum — which is the boundary of this regime — remained
unspecified. In what follows, we shall rather focus on the linear regime, corresponding
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to small dipoles, r ≪ 1/Qs, or relatively large momenta, k⊥ ≫ Qs, and perform an
analysis of this linear regime based on the BFKL equation, from which we shall compute
the saturation momentum — or, more precisely, its evolution with increasing energy.
Essentially, we shall obtain the saturation momentum Qs(τ) by ‘unitarizing the single
Pomeron exchange approximation to the dipole scattering’ [22, 37, 51, 52], that is, from the
condition that the BFKL solution for the dipole amplitude 〈T (x,y)〉τ become of order one
when r ≡ |x − y| ∼ 1/Qs(τ). There are several implicit assumptions in this construction
whose validity is not a priori obvious — like the possibility to extrapolate the linear
solution towards the non–linear regime, or even the validity of the BFKL approximation
for the (average) amplitude at weak scattering — and to which we shall return later on.
Here, it suffices to say that our subsequent calculation of Qs is equivalent [164] (within
the limits of its accuracy) to solving the non–linear BK equation (1.67), whose direct
resolution would be a considerably more complicated task, though.

The solution 〈T (x,y)〉τ to BK equation, that we shall simply denote as Tτ (x,y) (the
parentheses being redundant in this mean field approximation) is generally inhomoge-
neous : in addition to the dipole size r ≡ x−y, it also depends upon its impact parameter
b ≡ (x + y)/2. The inhomogeneity is introduced by the initial conditions at low energy
and is further modified by the high–energy evolution. Accordingly, the saturation mo-
mentum is also a function of b, Q2

s = Q2
s(τ, b), as expected, since the gluon distribution

in a hadron is generally inhomogeneous. However, an explicit study of this b–dependence
would be both cumbersome and delicate, and goes beyond the purpose of our analysis.
This is cumbersome since it requires the use of the full solution to the ‘non–forward’
BFKL equation, including its b–dependence, and is delicate since the BFKL appproxima-
tion (more generally, perturbation theory) can anyway not be trusted in the low–density
regime towards the edge of the hadron disk, where the physical role of the inhomogeneity
is particularly interesting (see the discussion in Sect. 4.4).

Fortunately, the inhomogeneity in b is not very important for the problem in which we
are currently interested, namely the energy dependence of the saturation momentum at a
given impact parameter. This is so since the evolution near saturation is biased towards
small dipole sizes (or large transverse momenta) : when increasing τ along the saturation
line, we at the same time decrease r (or increase ρ ≡ ln(1/r2)), in such a way to keep the
amplitude (or the gluon occupation number) constant, cf. Fig. 8. To study the approach
towards saturation at a given b, we need the gluon distribution within a small disk with
radius r ∼ 1/Qs(τ, b) centered at b. The evolution being non–local, this distribution
can be correlated with that at points b′ far outside this disk. However, such long–range
correlations are strongly reduced by saturation, via the phenomenon of ‘colour neutrality’
discussed in Sect. 4.1.2 : A region which, at some intermediate step τ ′ in the evolution,
with 0 < τ < τ ′, has a saturation scale Qs(τ

′, b′), will further evolve by predominantly
emitting smaller gluons, with momenta k⊥ ≫ Qs(τ

′, b′). Hence, if the separation |b′−b| is
larger than 1/Qs(τ

′, b′), then this further evolution at b′ cannot influence the physics at b.
Thus, due to saturation, domains which are relatively far away from each other do rapidly
decouple in the course of the evolution, so that the approach towards saturation, or ‘black
disk’ limit, can be characterized as quasi–local in b (the precise range of non–locality being
fixed by the BFKL diffusion in the presence of saturation; see below).
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So, in this section and in many of the subsequent ones, we shall ignore the b–dependence
of the evolution equations, and write the dipole amplitude simply as Tτ (x,y) = Tτ (r),
where we also assume target isotropy (i.e., independence upon the orientations of the 2–
dimensional vector r). These assumptions are consistent with the structure of BK equa-
tion (1.67), since the (dipole) kernel in this equation is invariant under 2–dimensional
translations and rotations.

In particular, the linearized version of this equation, cf. Eq. (1.65), is the ‘forward’ BFKL
equation in coordinate space:

∂

∂τ
Tτ (x − y)=

ᾱs

2π

∫

z

(x − y)2

(x − z)2(z − y)2

{
− Tτ (x − y) + Tτ (x − z) + Tτ (z − y)

}
, (4.22)

which is valid (at least within the limitations of the mean field approximation: see Sect.
7 for a discussion of the role of fluctuations) so long as Tτ (r) ≪ 1. In what follows, we
shall solve this equation and then deduce the saturation momentum from the condition

Tτ (r) = κ for r = 1/Qs(τ) , (4.23)

where κ < 1 is a number of order one (its precise value does not matter to the accuracy of
interest). As anticipated, this procedure requires an extrapolation of the BFKL solution
towards the strong–scattering regime where Tτ (r) ∼ O(1), whose justification will be
given later on.

4.2.1 The Mellin representation of the BFKL amplitudeSECT_MELLIN

The solution to Eq. (4.22) is most conveniently obtain by going to Mellin space, via the
following transformation

Tτ (r) =
∫

C

dγ

2πi

(
r2

r2
0

)γ

Tτ (γ), (4.24)

where the complex variable γ runs along a contour C to be shortly specified and r0 is
an arbitrary reference scale, which drops out in the complete result (see below). This is
convenient since the powers of r2 are eigenfunctions of the BFKL kernel:

KBFKL ⊗ r2γ = ᾱ χ(γ) r2γ , (4.25)

where in the l.h.s. we use an operator notation for the convolution with the BFKL kernel
(this is the same as the r.h.s. of Eq. (4.22) with Tτ (r) → r2γ), and the eigenvalue χ(γ)
reads (ψ(γ) is known as the di-gamma function):

χ(γ) = 2ψ(1) − ψ(γ) − ψ(1 − γ), ψ(γ) ≡ d lnΓ(γ)/dγ , (4.26)

and has simple poles at all the integer values of γ. Therefore, Eq. (4.22) becomes local in
Mellin space, where it can be easily solved to give
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FIG_Mellin

Tτ (r) =
∫

C

dγ

2πi

(
r2

r2
0

)γ

eᾱτχ(γ) T0(γ), (4.27)

with T0(γ) the Mellin transform of the initial condition at τ = 0:

T0(γ) =
∫ ∞

0

d2r

r2

(
r2
0

r2

)γ

T0(r) . (4.28)

Note that T0(γ) is also a function of the arbitrary scale r0, but this dependence goes away,
as anticipated, when inserting Eq. (4.28) into the integrand of Eq. (4.27). The physical
reference scale for r is rather introduced by the initial condition, as we now discuss.

The precise form is the initial amplitude T0(r) is not very important, so long as it satisfies
two important physical requirements: it vanishes like r2 when r → 0 (‘color transparency’)
and it obeys the unitarity bound T0(r) ≤ 1 — meaning that there is some intrinsic scale
Q0, characteristic of the target, such that the amplitude stops growing with r when
r >∼ 1/Q0. For instance, for a nuclear target, Q0 is the nuclear saturation momentum
Qs(A), cf. Eq. (2.54), and is moreover a ‘hard’ scale, Qs(A) ≫ ΛQCD, when A is large
enough. This is convenient, as it justifies to use of perturbation theory all the way from
low top high energies. Another example of that type is when the target itself is a small
dipole, of size rt ≪ 1/ΛQCD; then, Q0 = 1/rt and the dipole–dipole scattering is never
strong : the amplitude T0(r, rt) takes a maximum value of O(α2) when r ∼ rt (see Sect.
6). Given these general properties of T0, it can be easily checked that the integral in
Eq. (4.28) is absolutely convergent for any complex γ such that 0 < Re γ < 1 and is
moreover dominated by r ∼ 1/Q0. Hence, after the integration over γ, Q0 will supplant
r0 as the natural sale for r in the solution, as anticipated.

We choose the contour C in Eq. (4.27) as a straight line parallel to the imaginary axis
which crosses the real axis at 0 < Re γ < 1 (see Fig. 4.2.1). Then we can write

Tτ (r) =
∫

C

dγ

2πi

(
r2Q2

0

)γ
eᾱτχ(γ) T0(γ) =

∫

C

dγ

2πi
eF (γ|ρ,τ) T0(γ), (4.29)
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0.5 0.628 1
γ
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χ(γ)

4.88

p

A

Fig. 36. The BFKL eigenvalue χ(γ) and the graphical solution to the saturation problem The
value γs = 0.627 corresponds to the saturation saddle point and the value χ(γs)/γs = 4.88
determines the asymptotic energy dependence of the saturation momentum (for comparison,
the “hard pomeron” saddle point γ0 = 1/2 and its intercept ω0 = 4 ln 2 = 2.77 are shown). The
points p and A correspond to the proton and the nucleus respectively, for the same transverse
momentum and rapidity, when they are far above the saturation scale (see Sect. 5.2). CHI

where T0(γ) has poles 15 at γ = 0 and γ = 1 and in writing the second equality we
introduced the logarithmic variable ρ ≡ ln(1/r2Q2

0) and the function

F (γ|ρ, τ) ≡ −γρ+ ᾱτχ(γ). (4.30)

The weak scattering regime corresponds to r ≪ 1/Qs(τ), withQs(τ) ≫ Q0 (for sufficiently
large τ), as we shall shortly see. Hence, r2Q2

0 ≪ 1 and ρ is typically much larger than
one. For what follows it is also convenient to introduce the ‘evolution time’ t ≡ ᾱτ .

4.2.2 The BFKL Pomeron

At large energy t ≡ ᾱτ ≫ 1, one can evaluate the integral in Eq. (4.29) via a saddle point
approximation. The saddle point depends upon the value of ρ, but it always lies along the
real axis, so it is useful to notice the behaviour of the function χ(γ) for real γ in between
0 and 1, as illustrated in Fig. 36. In the formal high energy limit t → ∞ at fixed ρ (i.e.,
ρ/t → 0), the saddle point lies at γ = γ0 ≡ 1/2 (the ‘Pomeron’ saddle point), where the
function χ(γ) has a minimum. We can then expand around this minimum,

15 Indeed, when γ = 0 (respectively, γ = 1), the integral in Eq. (4.28) develops logarithmic
divergences coming from the integration over large (respectively, small) values of r⊥.
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χ(γ) ≈ ω0 +
β0

2

(
γ − 1

2

)2

, ω0 = 4 ln 2 ≈ 2.77 , β0 = 28ζ(3) ≈ 33.67 , (4.31)

and perform the ensuing Gaussian integration, to finally obtain

T (ρ, t) ≃ eω0t− 1
2
ρ

exp
{
− ρ2

2β0t

}

√
2πβ0t

T0(1/2) . (4.32)

This is the asymptotic form of the BFKL solution at high energy. As already discussed in
Sect. 1.4 (cf. Eq. (1.57)), this solution develops conceptual problems in the high–energy
limit that it is supposed to describe: it violates unitarity for τ > τ0(ρ) with, e.g.,

τ0(0) ∼ 1

ω0ᾱ
ln

1

T0

, (4.33)

(with T0 ≡ T0(1/2)) and, moreover, it exhibits ‘infrared diffusion’, meaning that the
solution involves an excursion through soft momenta, or large dipole sizes, at intermediate
stages, for which the unitarity bound is violated and perturbation theory fails to apply. As
we understand by now, such problems reflect the fact that the ‘Pomeron’ approximation
(4.32) applies, at most, within a limited rapidity range τ . τ0, where the amplitude
remains much smaller than one. In order to stay in the linear regime when increasing τ
we have to ensure that r ≪ 1/Qs(τ), or ρ > ρs(τ), for any τ . Here, ρs(τ) ≡ ln[Q2

s(τ)/Q
2
0]

is the value of the saturation momentum in these logarithmic units. Thus, the ratio ρ/t
cannot be smaller than the corresponding value at saturation ρs(t)/t, which, as we shall
shortly see, is O(1) for sufficiently large τ ≫ τ0. Accordingly, when increasing energy,
we must simultaneously increase ρ, in such a way that the condition ρ > ρs(τ) remain
satisfied (see Fig. 4.2.2). In particular, in order to determine the locus of the saturation
line, we must follow an evolution which remains close to this line, with ρ always greater
than ρs though. The saddle point describing this evolution will be determined in the next
subsection.

4.2.3 The saturation exponent

The saturation line is, by definition, a line in the (ρ, τ) plane along which the dipole
amplitude Tτ (r) ≡ T (ρ, τ) is constant and of O(1). As we shall shortly see, for sufficiently
high energy, the lines of constant amplitude T (ρ, τ) = κ for the solution T (ρ, τ) to the
BFKL equation are straight lines, whose slope is independent of κ. Although this result
will be here derived only for the weak–scattering regime where κ≪ 1, we shall eventually
extrapolate it to values κ ∼ O(1) and thus identify the common slope of these lines with
the saturation exponent: ρs(τ) ≃ λsτ for τ ≫ τ0. A justification for such an extrapolation
will be presented later on, in Sect. 4.3.2. Here, τ0 is the rapidity at which unitarity
corrections become important on the resolution scale fixed by the original dipole ‘size’
r0 = 1/Q0, i.e., for ρ = 0. As manifest on Eq. (4.33), this critical rapidity is independent
of r0 and of the target size, but it depends upon the value of the original amplitude at
low energy. For a dipole target, we have T0 ∼ α2 and hence τ0 ∼ (1/ω0ᾱ) ln(1/α2).

Let us return to the Mellin representation of the BFKL amplitude, cf. Eq. (4.29), and
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PhaseT3

specialize to dipole–dipole scattering (T0 ∼ α2), for definiteness. In the saddle point
approximation, valid for t≫ 1 (and hence also ρ≫ 1), the line ρκ(t) of constant amplitude
T (ρκ(t), t) = κ is approximately determined by the two following conditions

F ′(γκ|ρκ, t) = 0 =⇒ χ′(γκ) =
ρκ

t
,

F (γκ|ρκ, t) = ln
κ

α2
=⇒ χ(γκ) =

1

t

(
γκ ρκ + ln

κ

α2

)
. (4.34)

The first line (where the prime on F denotes a derivative w.r.t. γ) is the condition that
γκ be the relevant saddle point. The second line is the condition that lnT ≈ lnκ along
the line ρκ(t). Notice that the dependence upon κ is very weak, since merely logarithmic.
Thus one can let κ → 1 in the previous formulæand thus deduce the saturation saddle
point γs and the saturation line ρs(t) [22, 51, 52] :

γs =
χ(γs)

χ′(γs)
≃ 0.627... ,

ρs(t) ≃ cst−
ln(1/α2)

γs

with cs ≡ χ(γs)

γs

≈ 4.883 . (4.35)

We have assumed here that τ , and hence ρs, are large enough for the term ln(1/α2) to
be treated as a small perturbation; this essentially amounts to τ ≫ τ0. Note that γs is
a pure number, independent of either τ or ᾱ, corresponding to the fact that ρs(τ) is a
straight line, as anticipated, with slope λs = csᾱ. This in turn implies that the saturation
momentum increases exponentially with rapidity, i.e., as a power of s :

Q2
s(τ) ≃ (α2)1/γsQ2

0 ecsᾱτ , cs = 4.883.... (4.36)
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The prefactor α2/γs is specific to dipole–dipole scattering and, more generally, to a situa-
tion in which the scattering started by being weak (T0 ∼ α2) at low energy. In such a case,
Eq. (4.36) shows that it takes, roughly, a rapidity evolution τ ∼ [1/χ(γs)ᾱ] ln(1/α2) ∼ τ0
before saturation is reached on the resolution scale 1/Q0 of the initial target dipole.
Eq. (4.36) is valid, strictly speaking, for very large rapidities τ ≫ τ0. We shall later
compute the first sub–asymptotic correction to this result [52]. But before doing that, it
is interesting to deduce a simplified expression for the scattering amplitude valid in the
vicinity of the saturation line.

4.2.4 The scattering amplitude near the saturation line

To that aim, we shall expand F (γ|ρ, t) to second order in γ − γs, by using Eq. (4.34) :

F (γ|ρ, t) ≃ −(ρ− ρs)(γ − γs) +
t

2
χ′′(γs)(γ − γs)

2 , (4.37)

and then perform the Gaussian integration over γ, to deduce

T (ρ, τ) ≃ e−γs(ρ−ρs)

√
2πβᾱτ

exp

{
−(ρ− ρs)

2

2βᾱτ

}
, (4.38)

where β ≡ χ′′(γs) = 48.518... (β measures the curvature of the function χ(γ) at the
saturation saddle point γs; see Fig. 36). This formula can be more suggestively rewritten
in terms of the original variables r and τ , as

Tτ (r) ≃ (r2Q2
s(τ))

γs

√
2πβᾱτ

exp

{
−(ln r2Q2

s(τ))
2

2βᾱτ

}
. (4.39)

Note that this expression is not truly of O(1) when r ∼ 1/Qs(τ), because in our previous
calculation of the saturation momentum we did not take into account the (relatively slowly
varying) prefactor coming from the integration over the Gaussian fluctuations. A better
treatment of this point will be presented in the next subsection.

Since obtained via an expansion around the saturation saddle point, the approximation
(4.39) is valid so long as ρ is close to (but larger than) ρs. In fact, Eq. (4.38) can be
recognized as the expansion of ln[T (ρ, t)] to second order in (ρ − ρs)/t, which is a priori
justified so long as (ρ − ρs)/t ≪ 1. However, since β ∼ 50 is a rather large number, the
second order term in this expansion remains small as compared to the first one even for
ρ − ρs ∼ t. By also using the fact that ρs(t) ∼ t, we conclude that Eq. (4.38) (or (4.39))
is a good approximation for any ρ within the following range [51]

0 < ρ− ρs(τ) <∼ Cρs(τ) , (4.40)

with C ∼ O(1). Within this range, the functional form of the scattering amplitude is
given by an universal function of z ≡ r2Q2

s(τ) and τ , which is determined solely by the
quantum (BFKL) evolution together with the saturation boundary condition. The initial
condition at τ = 0 fixes only the relevant normalization factors, namely T0 in Eq. (4.38)
and the overall scale Q0 for the saturation momentum in Eq. (4.36).
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It is instructive to compare in this respect Eq. (4.38) with the more familiar expression
of the amplitude corresponding to a very small dipole, such that ρ ≫ ατ . (This limit is
known as the “double logarithmic approximation”, or DLA.) For ρ≫ t, the saddle point
in Eq. (4.29) is close to one (where the function χ(γ) becomes very large, cf. Fig. 36), and

it reads γ ≈ 1 −
√
t/ρ. Then the saddle point approximation yields (in mixed notations

involving both r and ρ)

T (ρ, τ) ≃ α2r2Q2
0

e
√

4ᾱτρ

√
2π

√
4ᾱτρ

, (4.41)

where the dominant behaviour upon r2 (i.e., the overall factor r2Q2
0) is inherited from the

initial condition. This behaviour exhibits ‘color transparency’ : the scattering amplitude
for a very small dipole is proportional to r2, up to logarithmic corrections due to the
DGLAP evolution [15], i.e., the evolution with ρ ∼ lnQ2, which here has been considered
only at DLA level. However, this power–like dependence upon r2 is strongly affected by
the high–energy, BFKL, evolution, which reduces the dominant power of r2 from 1 to γ(ρ)
— the saddle point appropriate to the interesting value of ρ. In the (formal) high energy
limit t ≫ ρ, the BFKL anomalous dimension 1 − γ reaches its maximal value, equal to
1 − γ0 = 1/2. But as mentioned before, this ‘Pomeron’ exponent is not the one which
governs the actual high–energy behaviour (in the sense of the approach towards unitarity):
In the vicinity of the saturation line, the power–law behaviour is rather controlled by the
anomalous dimension at saturation, 1 − γs ≈ 0.37.

4.2.5 The approach towards asymptoticsSECT_ABC

The law (4.36) for the energy dependence of the saturation momentum is valid only for
sufficiently large values of τ , such that τ ≫ τ0 & 1/ᾱ. Because of that, we shall refer to
the exponent csᾱ appearing in that equation as the asymptotic saturation exponent. The
first subasymptotic correction (as predicted by the BK equation with fixed coupling) is
also known [52, 170], and will be succinctly derived here following an intuitive method
due to Mueller and Triantafyllopoulos [52].

For this purpose, we need also the subleading behaviour of the dipole amplitude at high
energy, that is, the τ–dependent ‘prefactor’ coming from the integration over small fluc-
tuations around the saturation saddle point, that we shall denote as ∆−1(τ). Assuming
this prefactor to be correctly given by Eq. (4.38) — as we shall shortly see, this is not
the case ! —, an improved estimate for the saturation momentum can be easily deduced
be requiring this expression to be of O(1) when ρ = ρ′s (our improved estimate for the
saturation line). Then, to first order in ρ′s − ρs, one easily finds

ρ′s − ρs ≃ − ln ∆(τ)

γs
, ln ∆(τ) =

1

2
ln(2πβᾱτ) , (4.42)

and therefore
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λs(τ) ≡ dρs(τ)

dτ
≃ csᾱ− 1

γs

d ln ∆

dτ
= ᾱ

(
cs −

1

2γsᾱτ

)
. (4.43)

However, this estimate is not full right: the corrective term shown above has the right
sign and also the right τ–dependence, but is misses the correct normalization by a factor
of 3. The reason for this failure is the fact that the effects of the fluctuations around the
saddle point are over–estimated in Eq. (4.38) as compared to the correct solution to the
non–linear (BK) equation. In turn, this is related to the diffusive nature of the BFKL
equation, as manifest on the saddle point solution in Eq. (4.38). With ξ ≡ ρ − ρs, the
latter can be rewritten as

T (ξ, τ) = e−γsξ ψ(ξ, τ), (4.44)

where ψ(ξ, τ) is a particular solution to the diffusion equation (with D ≡ ᾱβ):

∂

∂τ
ψ(ξ, τ) =

D

2

∂2

∂ξ2
ψ(ξ, τ). (4.45)

Namely, this solution is such that it explores (in the sense of receiving contributions from)
a region in ξ around ξ = 0 within a distance given by the ‘diffusion radius’ ξdiff =

√
2Dτ .

Accordingly, even if one tries to follow a trajectory of weak amplitude T (ξ, τ) = κ with
κ ≪ 1 (meaning ξ ≫ 1), the respective solution will receive contributions from points
ξ′ which, with increasing τ , lie further and further away from this trajectory (within a
distance |ξ′ − ξ| .

√
2Dτ). For sufficiently large values of τ , such contributing points will

enter the saturation region (ξ < 0), where the BFKL amplitude becomes unphysical, since
larger than one. In fact, for negative ξ, the BFKL solution (4.44) blows up exponentially,
thus giving a very large weight to such unphysical evolutions.

This diffusion is a real property of the high–energy evolution near saturation, but its range
should be limited by saturation. Namely, if one uses Eq. (4.44) to define ψ(ξ, τ) in the
whole physical phase–space, including the non–linear region at saturation, then it is clear
that the physical function ψ(ξ, τ) should exponentially die away when ξ < 0 (since T = 1
there). Motivated by this, Mueller and Triantafyllopoulos [52] have observed that a better
approximation in the linear regime (ξ ≫ 1) can be obtained by solving the diffusion
equation (4.45) with an absorptive boundary condition at saturation: ψ(ξ, τ) = 0 for
ξ = −ξ0, where ξ0 is a number of order one. The corresponding solution is easily obtained
through the “image source” method, and reads

ψ(ξ, τ) =
1√

2πDτ

{
e−

ξ2

2Dτ − e−
(ξ+2ξ0)2

2Dτ

}
≃ 2ξ0√

2π(Dτ)3/2
ξ e−

ξ2

2Dτ , (4.46)

where the final, approximate, expansion is appropriate for ρ within the scaling window
(4.40), since there ξ ≫ ξ0 and at the same time ξ ≪ Dτ . The unwanted contributions
coming from diffusion inside the saturation region cancel in the difference between the
two exponentials in Eq. (4.46).

With ψ(ξ, τ) in Eq. (4.46) replacing the diffusion piece of the original amplitude (4.38),
it is clear that the prefactor ∆(τ) behaves like ln ∆(τ) ∼ (Dτ)3/2. Therefore, the correct

125



version of Eq. (4.43) reads

λs(τ) ≃ csᾱ − 3

2γs

1

τ
. (4.47)

This is indeed the right result, as subsequently confirmed through a more rigorous analysis
by Munier and Peschanski [170] (see the next section). Remarkably, this last method has
also allowed one to obtain the third term in the asymptotic expansion of λ(τ) at large τ ,
the last one to be universal [171].

4.2.6 Generalizations: running coupling, NLO, large nucleusSECT_NLOA

We shall now make a brief excursion beyond the leading–order formalism and discuss
the consequences of the running of the coupling (and, more generally, of the full NLO
corrections to the BFKL equation [18]) on the calculation of the saturation exponent
λs [51–53]. As we shall see, these consequences are both qualitatively and quantitatively
important, and in particular they affect the interplay between the energy dependence and
the atomic number dependence of the saturation momentum of a large nucleus [172].

Whereas the NLO version of the BFKL kernel is known for almost a decade [18], a full
NLO formalism including saturation and unitarity corrections (say, the corresponding
generalization of the Balitsky–JIMWLK hierarchy) is still missing, and its construction
is currently an active topics of research. In particular, the proper way to modify the BK
equation in such a way to include the effects of the running coupling (which represents a
part of the NLO corrections) has been recently clarified [173–177]. However, the respective
calculation of the saturation exponent has preceded these recent developments by several
years [51–53]. This was possible because, as previously noticed, the saturation momentum
is effectively determined by the BFKL evolution with an appropriate boundary condition,
and this remains true at NLO level.

In what follows we shall use the one–loop version of the QCD running coupling, which
reads (for Nc colors and Nf flavors of quarks)

ᾱ(Q2) ≡ g2(Q2)Nc

4π2
=

b

ln(Q2/Λ2
QCD)

, with b ≡ 12Nc

11Nc − 2Nf

, (4.48)

where Q2 is the relevant virtuality scale; in the present context, this is either the gluon
transverse momentum k2

⊥, or the inverse dipole size, Q2 ∼ 4/r2. Also, it will be convenient
to choose the scale ΛQCD which enters the running coupling as the reference scale for the
various logarithmic variables; thus we shall write

ρ ≡ ln
1

r2Λ2
QCD

, ρ0 ≡ ln
Q2

0

Λ2
QCD

, ρs(τ) ≡ ln
Q2

s(τ)

Λ2
QCD

, (4.49)

and hence ᾱ(ρ) = b/ρ, etc.

The introduction of a running coupling into the leading–order (LO) BFKL, or BK, equa-
tions is a priori ambiguous. As above mentioned, the correct respective prescription is
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known by now [174, 175, 177], but this is quite complicated and thus renders the analytic
calculations prohibitive. It is therefore useful to keep in mind that, so long as one is inter-
ested in the saturation line alone, this prescription can be considerably simplified. Indeed,
at least for sufficiently high energy, the saturation line is determined by the evolution
within a limited distance ρ − ρs(τ) above ρs, namely, within the window for geomet-
ric scaling. (The saturation region at ρ < ρs(τ) is essentially inert under the evolution,
since there T has already reached its maximal value T = 1.) The width ξdiff(τ) of this
window is increasing with τ , but this increase is quite slow and, moreover, it is further
slowed down by running coupling effects, as we shall see. Accordingly, the relative width
(ρ− ρs(τ))/ρs(τ) of the active region decreases with τ , so for large enough τ it is a good
approximation to expand the running coupling around its value at ρs :

ᾱ(ρ) =
b

ρ
≈ ᾱ(ρs(τ))

(
1 − ρ− ρs(τ)

ρs(τ)

)
. (4.50)

The first term ᾱ(ρs(τ)) in this expansion is in fact enough for computing the asymptotic
behaviour of ρs(τ) at τ → ∞ [22, 51], as verified through more sophisticated calculations
(both analytic [52, 53, 178] and numerical [176, 179–182]). Namely, assuming that the rate
of growth is determined locally by the corresponding fixed coupling result, cf. Eqs. (4.35)
and (4.36), one easily finds (for large enough τ)

dρs

dτ
≃ csᾱ(ρs) =

csb

ρs

=⇒ ρs(τ) ≃
√

2csbτ . (4.51)

This result exhibits an important, general, consequence of the running of the coupling,
which is to considerably slow down the high-energy evolution. In particular, with running
coupling, the effective ‘saturation exponent’ λs ≡ dρs/dτ decreases like 1/

√
τ (at least,

for sufficiently large τ), rather than being a constant (as it was in the fixed coupling case).

Although valid only for very large τ , Eq. (4.51) can be used to construct an interpolation
between low and high energies, which is sometimes useful. Namely, one can write

Q2
s(τ) ≃ Λ2

QCD eσ(τ) , σ(τ) =
√

2csbτ + ρ2
s(0) . (4.52)

This has the expected behaviour both for large τ (i.e., for 2csbτ ≫ ρ2
s(0)), where it reduces

to Eq. (4.51), and for relatively small τ (with 2csbτ ≪ ρ2
s(0)), where it takes the same

form as at fixed coupling, cf. Eq. (4.36), but with ᾱ now evaluated at the initial saturation
scale: ᾱ → b/ρs(0).

To have a better control on the saturation exponent at intermediate values of τ , one
however needs to include in the calculation also the second term in the expansion in
Eq. (4.50) together with the other NLO corrections (one–loop corrections of relative order
α) to the BFKL equation [18]. These corrections become available in the recent years and,
after some initial confusion caused by the fact that they appeared to be unreasonably large,
new resummation techniques have been developed (in relation with collinear radiation)
which allow one to keep these corrections under control. By using one of these techniques,
known as the ‘renormalization group (RG) improvement’ [19], Triantafyllopoulos [53] has
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Fig. 37. The saturation exponent λs(τ) = d ln Q2
s/dτ with running coupling and for successive

approximations to the NLO corrections is represented as a function of the rapidity τ (here
denoted as Y ). Plot taken from Ref. [53]. Dion-fig

given a calculation of the saturation exponent at NLO accuracy. His results which are
in a qualitative agreement with the phenomenology at HERA [54, 73, 83] and, moreover,
they appear to smoothly approach the corresponding results at leading order and running
coupling when increasing the energy. This last feature was expected since, with increasing
τ , the relevant coupling ᾱ(ρs(τ)) is monotonously decreasing, so the influence of the
other NLO corrections (beyond the running of the coupling) should become less and less
important.

The calculation in Ref. [53] is too complex to be described here, but its results are illus-
trated in Fig. 37, where the function λs(τ) — as numerically obtained from the full NLO
calculation — is compared with the simpler result in Eq. (4.52) and also with some inter-
mediate results corresponding to various degrees of sophistication in the inclusion of NLO
effects and/or of the effects of the saturation boundary condition. The simple estimate

(4.52) is referred in this figure as ‘L BFKL’ and it is rewritten as ρs(Y ) =
√

2csb(Y + Y0),
with Y ≡ τ being a different notation for the rapidity variable. As one can see from this
plot, whereas the ‘L BFKL’ estimate shows a rather pronounced decrease with τ , as 1/

√
τ ,

this decrease is slowed down, and at the same time the absolute value of λs diminishes,
when other NLO corrections (including the RG improvement of Ref. [19]) are successively
taken into account. The complete result is a rather flat curve — so in that respect it re-
sembles the corresponding result for fixed coupling, cf. Eq. (4.36) — but the corresponding
value is sensibly smaller than at fixed coupling: namely, one finds λs(τ) = 0.30÷0.29 when
τ is increased from 5 to 9 (which corresponds to the phenomenologically range of interest
at HERA: 10−2 >∼ x >∼ 10−4). As anticipated, this value of λs is roughly consistent with
that extracted from the ‘saturation’ fits to the HERA data [54, 73, 83] (see Sect. 5.1).

Consider finally the case where the target is a large nucleus with atomic number A≫ 1.
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What is then the A–dependence of the saturation scale and how does this change when
increasing the energy ? Clearly, the A–dependence enters via the initial conditions at
low energy. For a sufficiently large nucleus, saturation is expected already for relatively
large values of x, or small values of τ , namely for τ0 ∼ lnA1/3 (which yields τ0 ∼ 2
for a Gold nucleus). Hence, if one starts the high–energy evolution at this rapidity τ0,
then the relevant ‘infrared cutoff’ (the scale Q0 introduced in Eq. (4.29)) is the nuclear
saturation momentum Qs(A), which is expected to scale like Q2

s(A) ∼ A1/3 (cf. Sect. 2.5).
For instance, this scaling is explicit in the MV model, cf. Eq. (2.54).

In the fixed coupling case, this initial scale Q0 ≡ Qs(A) is the only intrinsic scale in
the problem, so the saturation momentum at any τ > τ0 must be proportional to it.
Accordingly, Q2

s(A, τ) scales like A1/3 for any τ . In fact, the previous results allow us to
deduce (for τ ≫ τ0) :

Q2
s(A, τ) ≃ Q2

s(A)
ecsᾱτ

(ᾱτ)3/2γs
, c = 4.883..., (4.53)

where we have also included the first sub–asymptotic correction, cf. Eq. (4.47).

For a running coupling, on the other hand, Eq. (4.52) involves two momentum scales:
ΛQCD and Qs(A) (the latter enters through ρs(0) = ln(Q2

s(A)/Λ2
QCD) ≡ ρA), and this

allows for an interesting change in the A–dependence with increasing τ [172] : For small
τ , such that 2cbτ ≪ ρ2

A, we have Q2
s(τ) ∝ Q2

s(A), and thus the usual A1/3–scaling holds.
But with increasing τ , the dependence on A becomes weaker and weaker 16 :

Q2
s(A, τ) ≃ Λ2

QCD e
√

2csbτ exp

{
ρ2

A

2
√

2csbτ

}
for 2csbτ ≫ ρ2

A . (4.54)

By using similar formulae (with ρA → ρp ∼ 1) also for the proton, it becomes clear that,
unlike in the fixed coupling case, where the ratio Q2

s(A, τ)/Q
2
s(p, τ) = Q2

s(A)/Q2
s(p) is

independent of τ and of O(A1/3), with a running coupling this ratio decreases with τ and
approaches to one at sufficiently large τ [172] :

Q2
s(A, τ)

Q2
s(p, τ)

≃ exp

{
ρ2

A − ρ2
p

2
√

2csbτ

}
≃ 1 for 2csbτ >∼ ρ4

A . (4.55)

Thus, due to running coupling effects in the evolution, the initial difference between the
proton and the nucleus is washed out after a rapidity evolution csbτ ∼ ρ4

A [172]. This will
play an important role in Sect. 5.2, in the theoretical analysis of the ratio RpA at forward
rapidities (cf. Sect. 1.3).

16 Choosing ρA = 4 (a reasonable value at RHIC) and using 2csb ∼ 10, one finds that the running
effects become important — in the sense that the two terms under the square root in Eq. (4.52)
become comparable — already for τ − τ0 of order one [87].

129



4.3 Geometric scaling

SECT_GEOMETRIC

In the previous section we have used BFKL equation supplemented with a saturation
boundary condition as an approximation to BK equation, and on its basis we computed
the saturation exponent λs(τ) = d lnQ2

s(τ)/dτ and the dipole scattering amplitude in the
vicinity of the saturation line (see Eqs. (4.38)–(4.40)). In what follows, we shall emphasize
a crucial property of the amplitude in Eq. (4.38), known as geometric scaling [51–53],
which is a manifestation of the physics of saturation in the weak scattering regime at
Q2 ≫ Q2

s(τ). Furthermore, we shall describe a remarkable physics and mathematical
correspondence — that between high–energy evolution in QCD and a classical problem
in statistical physics [47, 170] — which in particular helps explaining why we can trust
the results of the linear BFKL equation even close to the saturation line.

For simplicity, throughout this section we shall consider the case of a fixed coupling, but
similar results hold also for a running coupling [52, 53, 178].

4.3.1 Geometric scaling above the saturation line

In the subsequent discussion, we shall rely on the more refined calculation in Sect. 4.2.5,
which permits a better control of the approach towards saturation and asymptotics. The
resulting saturation exponent is displayed in Eq. (4.47), while the corresponding expres-
sion for the dipole amplitude can be inferred from Eqs. (4.44)–(4.46) as

T (ρ, τ) ≃ κ0 (ρ− ρs) e−γs(ρ−ρs) exp

{
−(ρ− ρs)

2

2βᾱτ

}
, (4.56)

which is valid within the window in Eq. (4.40). In the above equation, κ0 is an unde-
termined normalization factor, and the original prefactor ∝ τ−3/2 in Eq. (4.46) has been
absorbed into the definition of the saturation momentum, which therefore reads

ρs(τ) ≡ ln
Q2

s(τ)

Q2
0

= csᾱτ − 3

2γs
ln τ + const., (4.57)

where the last, constant, term (which fixes the absolute normalization of Qs) depends
upon the initial conditions at low energy and generally involves powers of α (see, e.g.,
Eq. (4.36)). Eq. (4.56) appears to vanish when ρ = ρs, but this property merely reflects
the fact that the physical amplitude must approach a value of order one (rather than
grow up exponentially) when ρ− ρs becomes negative; in reality, Eq. (4.56) is valid only
for ρ− ρs ≫ 1.

In particular, let us consider the situation where the difference ρ− ρs(τ) is much smaller
than the diffusion radius ξdiff ∼ √

2βᾱτ . Then, the Gaussian in Eq. (4.56) can be replaced
by one, and the amplitude becomes purely a function of ρ− ρs(τ) :

T (ρ, τ) ≃ κ0 (ρ− ρs(τ)) e−γs(ρ−ρs(τ)) for 1 ≪ ρ− ρs ≪
√

2βᾱτ , (4.58)

that is, a scaling function of z ≡ r2Q2
s(τ) :
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Tτ (r) ≃ κ0

[
ln

1

r2Q2
s(τ)

] (
r2Q2

s(τ)
)γs

. (4.59)

The kinematical window where this is valid, that is,

1 ≪ ρ− ρs(τ) ≪
√

2βᾱτ (geometric scaling for T (ρ, τ)), (4.60)

is generally referred to as the window for extended geometric scaling. The word ‘extended’
refers to the fact that this scaling is now found to hold above the saturation line, i.e.,
in the relatively dilute region at ρ > ρs where the evolution is a priori linear, yet it is
influenced — as we know by now — by the boundary condition of saturation. In Sect.
4.1 we have seen that a similar scaling holds in the saturation region at ρ < ρs (i.e., for
k⊥ . Qs(τ), or r & 1/Qs(τ)), cf. Eqs. (4.8) and (4.19); but in that context, such a scaling
looks less surprising, because the only evolution which remains possible at saturation is
that of the saturation momentum itself. We now see that this scaling gets transmitted
across the saturation boundary, up to relatively large values of ρ.

If, moreover, we are interested in the scaling behaviour of the logarithm of the amplitude,
so like in the phenomenological studies at HERA [83] (see Fig. 10), then from Eq. (4.56)
we deduce

lnT (ρ, τ) ≈ −γs(ρ− ρs) −
(ρ− ρs)

2

2βᾱτ
, (4.61)

which shows that for lnT the scaling holds in an even wider region in ρ−ρs — namely, so
long as the second, diffusive, term in the r.h.s. of Eq. (4.61) can be neglected next to the
first term there. This requires ρ− ρs ≪ 2βγsᾱτ , an inequality which given the relatively
large value of β ≈ 48 is well satisfied for any ρ within the larger window (4.40) [51]. In
terms of Q2 ≡ 1/r2 (which roughly corresponds to the virtuality of the exchanged photon
in DIS), the window (4.40) amounts to

Q2
s(τ) ≪ Q2 ≪ Q4

s(τ)

Q2
0

(geometric scaling for lnT (ρ, τ)). (4.62)

For the typical ‘small–x’ kinematics at HERA we have Qs ∼ 1 GeV, which together with
Q0 ∼ ΛQCD ≈ 200 MeV implies that the upper boundary of the window (4.62) is in the
ballpark of 10 to 100GeV2, in qualitative agreement with the observed geometric scaling
at HERA [83] (see Fig. 10). The various regions for QCD evolution identified so far are
illustrated in Fig. 38.

Let us finally comment on geometric scaling with running coupling: in that case, ana-
lytic approximations are more difficult to construct and they are moreover restricted to
asymptotically high energies. Yet, the respective studies in Refs. [52, 53, 178] found that
geometric scaling persists in that case too, although in a much narrower window than at
fixed coupling. Specifically, in Refs. [53, 87], this window was estimated as

1 ≪ ρ− ρs(τ) . [2csbτ + ρ2
s(0)]1/6 , (4.63)
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Fig. 38. A map of the quantum evolution in the τ − ln Q2 plane. phase-diagram

where now ρs(τ) ≃
√

2csbτ , cf. Eq. (4.51). But precisely because this window is so narrow,
the analytic form of the approximate solution becomes ambiguous (different functions be-
ing able to describe the same behaviour over such a limited interval in ρ), and a more
recent analysis [183] has actually found a different scaling behaviour: instead of being a
function of ρ−√

2csbτ , so like in the running–coupling version of Eq. (4.58), the approx-
imate solution found in Ref. [183] rather scales as a function of the variable ρ− 2csbτ/ρ.
So far, it seems difficult to distinguish between these different scalings via numerical anal-
yses of the BK equation. What is however certain is that the running of the coupling
considerably slows down the high–energy evolution, thus reducing both the value of the
saturation momentum and the phase–space for geometric scaling.

4.3.2 The FKPP equation and the traveling waveSECT_TW

So far, all our explicit results concerning saturation and geometric scaling have been
obtained from a study of the BFKL equation (which is the linearized version of the
BK equation) with appropriate boundary conditions at saturation. One may legitimately
wonder whether these results are indeed consistent with the actual, non–linear, dynamics
described by BK equation. In this section, we shall give a general argument in that
sense [170].

For the present purposes, the BK equation (4.15) is more conveniently rewritten in terms
of the scattering amplitude (with impact parameter dependence neglected) :
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∂

∂τ
Tτ (x − y)=

ᾱs

2π

∫

z

(x − y)2

(x − z)2(z − y)2

{
− Tτ (x − y) (4.64)

+Tτ (x − z) + Tτ (z − y) − Tτ (x − z)Tτ (z − y)
}
.

So far, there are no exact analytic solutions known for this equation, nor systematic ap-
proximations valid in the transition region from the linear to the non–linear regime (see
however below). But BK equation has been extensively studied via numerical calculations,
sometimes performed directly in coordinate space [180], but more often in momentum
space (since the non–local structure of the equation gets simplified after a Fourier trans-
form Tτ (r) → Tτ (k)) [115, 162, 168, 176, 179, 181, 184, 185]. All these studies confirmed
the existence of geometric scaling in a wide kinematical region, and some of them have
also checked some fine details of the approximate analytic solutions, like the values of the
anomalous dimension and of the saturation exponent. In particular, the studies involving
a running coupling [176, 179–181] have demonstrated the change in the τ–dependence of
the saturation momentum, cf. Eq. (4.52), and also the fact that the evolution is drastically
slowed down as compared with the fixed–coupling case.

An important step towards understanding geometric scaling directly in the context of
the non–linear BK equation was made in Ref. [170], where a correspondence has been
identified between BK equation and another non–linear equation — the FKPP equation
(from Fisher Kolmogorov, Petrovsky, and Piscounov [186]; see below) —, which is well
known in the context of statistical physics and was intensively studied over several decades
(see e.g. [165] for a review paper and references). This correspondence allowed one to
translate some rigorous results known about the FKPP equation to the corresponding
problem in QCD, and thus gain new insight about properties like geometric scaling or the
energy dependence (4.47) of the saturation exponent.

Proposed back in the thirties [186], the FKPP equation is most succinctly written as

∂tu(x, t) = ∂2
xu(x, t) + u(x, t) − u2(x, t), (4.65)

and appears as a mean field approximation (typically, in the limit of a large number of
particles) in a variety of stochastic problems in chemistry, physics, and biology [165], the
prototype of which is the reaction–diffusion problem A ⇋ A + A. This problem can be
formulated as follows:

Consider a one–dimensional lattice in which the site xi, with i = 1, 2, . . . , is occupied by
ni particles (‘molecules’) of type A. They can be involved in the following three processes:

• A particle can locally split into two, at a rate α, i.e.

Ai
α−→ Ai + Ai. (4.66)

• Two particles can recombine locally into one at a rate 2β, i.e.

Ai + Ai
2β−→ Ai. (4.67)

• A particle can diffuse to a neighboring site at a rate µ, i.e.

Ai
µ−→ Ai+1, Ai

µ−→ Ai−1. (4.68)
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As we shall shortly see, the maximal occupation number is N = α/β, and corresponds to
a stable state (since for ni = N , the splitting and recombination processes compensate
each other). Introducing the concentration u(xi, t) ≡ ni(t)/N at site i and time t, then in
limit N → ∞, the function u(x, t) obeys Eq. (4.65) (in continuum notations and after an
appropriate rescaling of the diffusion coefficient). This equation admits two fixed points:
an unstable one at u = 0 and a stable one at u = 1 (the latter corresponds to the
maximal occupation number alluded to above). It has been rigorously established [187]
that for initial conditions u(x, 0) such that u(x, 0) → 1 as x→ −∞ and u(x, 0) ∼ e−γx as
x → ∞, there exists a one–parameter family Fv of solutions (indexed by the velocity v)
which behave as traveling waves at large times:

u(x, t) ≃ Fv(x− vt) , (4.69)

with Fv(z) → 1 as x→ −∞ and Fv(z) decreasing exponentially at large z. The approxi-
mate equality in Eq. (4.69) should be understood as the large t limit for fixed z ≡ x− vt.
The analytic expression of the shape Fv(z) is generally not known, but one can determine
the range of velocities v for which traveling wave solutions exist. Namely, by assuming
Fv(z) ≃ e−γz at large z, where Fv ≪ 1, and by inserting this Ansatz in the linearized
version of Eq. (4.65), one immediately finds:

v(γ) = γ + 1/γ, (4.70)

which shows that v ≥ 2, with the minimal velocity v0 = 2 being reached for a slope γ0 = 1.

What is remarkable about Eq. (4.65) is that the asymptotic velocity of a traveling wave is
given by Eq. (4.70) only so long as the parameter γ in the initial condition is sufficiently
small: γ ≤ γ0 = 1. But for a steeper initial condition u(x, 0), which decays faster than
e−γ0x, the solution selected at large time by the non–linear dynamics is the one corre-
sponding to the minimal velocity v0. In that case, the front of the traveling wave decays
like e−γ0z, while the more abrupt decrease of the initial condition persists only at very
large x (for fixed t), far ahead of the front. This selection mechanism is related to an
important property of the FKPP equation (and, by extension, of the BK equation; see
below), namely the fact that the propagation of the front is driven by the linear dynamics
in the tail of the front at large z, where u (or T ) is small: The front is pulled by the growth
and spread of small perturbations around the unstable state (“pulled front”).

Because of this property, the characteristics of the front, like its velocity (including at
intermediate times) or the shape Fv0(z) for z ≫ 1, can be obtained from an analysis of
the linearized equation valid at large z. For instance, one readily finds (A is a normalization
constant) :

Fv0(z) ≃ Az e−γ0z for z ≫ 1 , (4.71)

where the factor of z occurs because the equation v(γ) = v0 has two degenerate solutions
(cf. Eq. (4.70)) : γ1 = γ2 ≡ γ0 (with γ0 = 1, of course). Furthermore, the position of
the front X(t) can be defined as a level curve for u(x, t): u(X(t), t) = κ, with κ ≪ 1.
We already know that, for asymptotically large times, X(t) ≃ v0t, but the first two
sub–asymptotic corrections have also been computed (we only show here the first such a
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correction) [165, 187, 188]:

X(t) ≃ v0t −
3

2γ0

ln t . (4.72)

What is the relation between the FKPP equation and the BK equation of interest for
us in QCD at high energy ? There is an obvious parallel between the above equations
(4.71) and (4.72) and the previous equations (4.58) and (4.57) in QCD, and this is not
an accident [164]: The linear part of the FKPP equation is essentially the same as the
BFKL equation in the saddle point approximation 17 , whereas the non–linear term in
Eq. (4.65) for u corresponds to the non–linear term in the BK equation (4.64) for T
(this correspondence becomes particularly transparent when using the momentum–space
version of the BK equation; see Sect. 7.2). This strongly suggests that the BK equation
should be in the same universality class as the FKPP equation, at least in so far as the
large–τ behaviour is concerned (since this is controlled by the saddle point approximation
to the BFKL equation).

This correspondence can be summarized in the following intuitive picture of the solution
T (ρ, τ) to the BK equation (4.64): At large ‘time’ τ , the function T (ρ, τ) is a front which
interpolates between the stable state T = 1 behind the front, where the unitarity limit
has been reached, and the unstable state T → 0 ahead of the front, where the amplitude
is still controlled by the initial condition and thus it exhibits ‘color transparency’ (which
is strictly speaking modified by the DLA evolution, cf. Eq. (4.41)). With increasing τ ,
the position ρs(τ) of the front moves towards larger values of ρ, according to Eq. (4.57),
and the velocity of the front approaches its asymptotic value λas = cᾱ, cf. Eq. (4.47).
The most interesting region of the front is the intermediate region at ρs(τ) ≪ ρ≪ ρg(τ),
with ρg(τ) ≈ 2ρs(τ), in which the solution takes the universal shape (4.56), and which
extends with τ . This includes the extended scaling window at ρ − ρs ≃

√
2βᾱτ , in which

the solution takes the shape of a traveling wave, cf. Eq. (4.58).

Within this interpretation, the geometric scaling property of the scattering amplitude, cf.
Eq. (4.58), is simply the property (4.69) of the front to propagate as a traveling wave, i.e.,
to undergo a uniform translation without distortion [164]. For T (ρ, τ), the scaling holds
within the width of the front, which grows like

√
τ . For lnT , approximate scaling holds

within the much larger scaling window ρg − ρs ∼ τ .

In the above discussion, the correspondence between high–energy evolution in QCD and
the propagation of pulled fronts in statistical physics has helped us better understanding
the mean field approximation in QCD, that is, the BK equation. As we shall see in Sect. 7,
this also helps us understanding the limitations of the latter in the presence of fluctuations.

17 Indeed, Eqs. (4.44) and (4.45) imply that T (ρ, τ) obeys the following equation in this approx-
imation: ∂Y T = ᾱ

(
− c∂ρ + β

2 (−∂ρ − γs)
2
)
T .
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4.4 Total cross–section and the problem of the Froissart bound

SECT_FB

In our previous applications of the BK equation to physical problems, we have always
ignored the impact parameter dependence, that is, we have considered solutions Tτ (r)
which depend upon the size r = x − y of the dipole, but not also upon its impact
parameter b = (x + y)/2. As explained before, this approximation is reasonable so long
as one is interested in the evolution towards saturation and the unitarity limit at a fixed
impact parameter and, more generally, in a given region in the impact parameter space
(say, the central region of a large nucleus, which is quasi–homogeneous). On the other
hand, such an approximation is generally not legitimate (not even in the high–energy
limit !) for the computation of quantities like the total cross–section

σtot(τ, r⊥) = 2
∫

d2bTτ (r, b) , (4.73)

which involve an integration over all the impact parameters. The inhomogeneity in the
target is generally determined by non–perturbative physics, and thus one needs to rely
on some model or on a phenomenological parametrization in order to establish the b–
dependence of the initial condition T0(r, b) at low energy (τ = 0). By itself, this is hardly
a novel problem: for a realistic target, the initial conditions at low energy are always non–
perturbative and require a model. What is, however, new is that not even the evolution of
the impact parameter dependence of Tτ with increasing energy is not fully under control
in perturbation theory, and this even at arbitrarily high energy. This should be con-
trasted with the evolution towards saturation at fixed impact parameter, which becomes
perturbative as soon as the energy is high enough for the local saturation scale Qs(τ, b)
to be hard: Qs(τ, b) ≫ ΛQCD. Thus, whereas it is possible to study the unitarization of
the scattering amplitude for a small dipole (with r⊥ ≪ 1/ΛQCD) in perturbation theory,
on the other it is not possible to perturbatively follow the evolution of the associated
cross–section up to very high energy.

The problems originates in the long–range non–locality of the perturbative evoluation at
high–energy : in dipole language, an original dipole (x,y) can dissociate into two dipoles
(x, z) and (z,y) with a probability density M(x,y, z), Eq. (1.62), which decreases only
as a power of z⊥ (namely, M ∼ r2

⊥/z
4
⊥) when z⊥ → ∞. Therefore, even if at τ = 0 one

starts with a gluon distribution which is well localized in the impact parameter space (say,
within a disk of radius R0), the subsequent evolution with τ generates a power–like tail
at large b⊥, which is then rapidly amplified by the BFKL evolution, with the result that
the saturation front expands exponentially fast in b⊥.

This ‘radial expansion’ should be compared to the front propagation in the ρ–direction
(with ρ ∼ ln 1/r2

⊥), as discussed in Sect. 4.3.2. In that context, the competition between
the exponential decrease of the front with ρ and its exponential increase with τ leads to the
formation of a ‘traveling wave’ which propagates with constant velocity. Here, the front
has only a power–law decrease with b⊥, which together with the exponential increase with
τ implies that the velocity in the b⊥–direction increases exponentially with τ (see below
for a simple estimate). Accordingly, the (perturbatively computed) total cross–section
grows like a power of the energy [167], in violation of the Froissart bound [2].
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Fig. 39. Dipole-hadron scattering in longitudinal (left) and transverse (right) projections. In the
right figure, we also show the b–profile of the saturation momentum (at fixed τ), as corresponding
to a ‘realistic’ hadron, with an exponential tail at large impact parameters (cf. Eq. (4.80)). The
black disk corresponds to b ≤ R(Q2) and the perturbative grey corona to R(Q2) < b < RH .GREY

The fact that the unitarization of the scattering amplitude at fixed impact parameter is
not sufficient to guarantee the fulfillment of the Froissart bound should not come as a
surprise: As is should be clear from the previous considerations, and is also manifest in the
original derivations of the Froissart bound [2–4]), the latter requires some ‘screening mass’
to eliminate the long–range power tails. In the absence of any such a mass, a theory may
very well be unitary, yet not fulfill the Froissart bound; this is, for instance, the case for
‘pure QED’ — that is, QED seen as an individual theory, taken outside from the Standard
Model 18 . But although the gluons are massless in perturbation theory, we know that in
real QCD the power tails of the color fields are removed by confinement and replaced at
large distances by exponential tails, with the scale in the exponent of order ΛQCD. Hence,
after a rapid expansion at intermediate energies, the saturation front should eventually
enter the exponential tail at very high energy, and then slow down and further expand
with a constant speed. This in turn implies that the Froissart bound should not only be
respected, but actually saturated [1, 169].

Let us illustrate the above considerations with a few simple formulae. For an incoming
dipole with transverse size r⊥ and at sufficiently high energy, the central region of the
target will look ‘black’, since the local saturation scale Q2

s(τ, b⊥) is larger than 1/r2
⊥ at the

central points. Let R(τ, r⊥) denote the corresponding black disk radius, i.e., the position of
the saturation front in the transverse plane at rapidity τ (see Fig. 18; we assume isotropy,

18 Within the Standard Model, the cross–sections for processes involving electrons and photons
do obey Froissart–like bounds, coming from their coupling to quarks and thus to the strong
interactions; see Sect. 5.1 for a discussion of the corresponding bound on the DIS cross–section.
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for simplicity):

Tτ (r⊥, b⊥) ≃ 1 for b⊥ ≤ R(τ, r⊥). (4.74)

With increasing τ , the black disk expands towards larger values of b⊥, and for sufficiently
high energy, it dominates the total cross section:

σtot(τ, r⊥) ≈ 2πR2(τ, r⊥) (at large τ) . (4.75)

To compute R(τ, Q2) from the BK equation, it is enough to consider the dynamics at
impact parameters well ahead of the front, b⊥ ≫ R(τ, r⊥), where the scattering amplitude
is weak, Tτ (r⊥, b⊥) ≪ 1, and can be estimated from the linear, BFKL, equation (1.65).
One should keep in mind, however, that for a given τ , perturbation theory is valid only
within a limited ‘grey corona’ outside of the ‘black disk’, namely, within the region where
the local saturation scale Qs(τ, b⊥) remains much larger than ΛQCD (see Fig. 18).

For definiteness, let us assume that the target itself has started by being a dipole at
low energy, with an original size 19 R0 ≫ r. This situation is in fact quite generic, since
at high energy and large Nc, any dilute target can be described as a collection of color
dipoles [58] (see Sect. 6). Thus, the dipole R0 can be viewed as one of the dipoles making
up the dilute part of the wavefunction of a generic target at the original rapidity. The
total contribution of these dipoles to the scattering with the external dipole r is simply
additive, and here we shall focus on the evolution of a single such a contribution, that of
the dipole with an original size R0.

In perturbative QCD, the dipole–dipole scattering amplitude at low energy T0(r, R0, b)
can be computed in the two–gluon exchange approximation, with the result shown in
Eq. (6.47). Here we shall need this amplitude only for large impact parameters b ≫ R0,
where it can be easily estimated as follows: the dipole r couples to the color electric field
Ei

a ∼ gtaRi
0/b

2 of the target dipole R0, with an amplitude T0 ≃ |gr · E|2 ∼ α2r2R2
0/b

4.
Thus, the original amplitude dies off as 1/b4 at large b.

This behaviour will be modified by the BFKL evolution, because of the non–locality
of the dipole kernel. At high energy (but still within the weak scattering regime), the
corresponding solution can be estimated in the saddle point approximation, with the
saddle point γ0 = 1/2, cf. Fig. 36. One thus finds the following dominant behaviour at
large τ and b [138, 189] (compare to the homogeneous solution in Eq. (1.57)):

Tτ (r, R0, b) ∼ α2 rR0

b2
exp

{
ω0ᾱτ −

2 ln2(16b2/rR0)

β0ᾱτ

}
, (4.76)

where ω0 ≡ χ(1/2) = 4 ln 2 and β0 = χ′′(1/2) ≈ 33.67 (cf. Eq. (4.27)). As compared to
the initial condition T0, the prefactor rR0/b

2 in Eq. (4.76) decays twice as slow at large
b, which reflects the BFKL ‘anomalous dimension’ 1 − γ0 = 1/2.

By supplementing Eq. (4.76) with the saturation conditions (4.23) or (4.74), one can
estimate the saturation momentum and the black disk radius, respectively. One thus
finds [167, 168, 190]

19 For simplicity, r⊥ and b⊥ will be denoted as r and b in the remaining part of this section.
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Q2
s(τ, b) ≃ R2

0

256 b4⊥
ecᾱτ , σtot(τ, Q

2) ≈ 2πR2(τ, r) ≃ π

8
rR0 e(c/2)ᾱτ , (4.77)

where

c =
1

2

(
− β0 +

√
β0(β0 + 8ω0)

)
≈ 4.8 (4.78)

is essentially the same saturation exponent as in Eq. (4.36), and has been reobtained here
via an expansion 20 around the high–energy BFKL saddle point γ0 = 1/2.

As we have anticipated, the evolution described by the BK equations leads to power–like
tails in the dipole scattering amplitude and the target gluon distribution (as measured,
e.g., by the respective saturation momentum), and thus to a dipole cross–section growing
exponentially with τ . These semi–quantitative estimates are in agreement with the results
of a numerical resolution of the BK equation in impact parameter space, in Ref. [168].

However, as also emphasized before, this perturbative dynamics becomes physically un-
acceptable at high energy, as it violates an essential, but non–perturbative, property of
QCD: the color confinement. To understand the origin of the problem, it is instructive
to consider in more detail the evolution leading to strong scattering at large impact pa-
rameters. This is most intuitively described in the dipole language valid at large Nc, in
which the original dipole R0 evolves into a collection of dipoles via successive 1 → 2
dipole splitting (see Sect. 6 for details). The average evolution is quasi–local, as explained
above Eq. (4.22) : the typical child dipoles have transverse sizes and impact parameters
comparable to those of the parent dipole R0. But such typical child dipoles contribute
very little to the scattering of the external dipole r, since their respective contributions
are suppressed as 1/b4. Rather, the dominant contributions to Tτ (r, R0, b) come from the
rare fluctuations in which a gluon is radiated at impact parameters close to b, that is, far
outside the original dipole R0. The probability of such a fluctuation is suppressed as 1/b4

too, because of the large–distance behaviour of the dipole kernel, but its contribution to
the scattering amplitude Tτ (r, R0, b) is rapidly amplified by the subsequent gluon evolu-
tion around b, for which this fluctuation acts as a seed. This pattern for the evolution is
clearly seen in the numerical simulations of the dipole picture by Salam [44, 45].

But in QCD, color fields cannot propagate through the vacuum over distances larger
than the confinement scale, of order 1/ΛQCD. Thus, the above perturbative picture makes
physical sense only so long as b ≪ 1/ΛQCD. Presently, we do not know how to modify
the evolution equations in order to systematically account for the effects of confinement;
but one can at least heuristically do so, e.g., by modifying the splitting kernel by hand
in such a way to suppress the radiation of very large dipoles, with sizes >∼ 1/ΛQCD. On
physical grounds, one expects this suppression to be exponential [169] : the probability
for emitting a large dipole with size b should decrease like e−µb, with µ a ‘screening mass’
(or infrared cutoff) of order ΛQCD. A similar suppression must be introduced also in the

20 This approximate calculation yields relatively good estimates for both the saturation exponent
c and the anomalous dimension γs [51] because γs is not very different from γ0 and the function
χ(γ) is only slowly varying around its minimum at γ0 = 1/2; see Fig. 36.
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initial condition T0 : the physical scattering amplitude between a dipole and a qq̄ ‘meson’
(a true bound state of QCD) should decay exponentially at large distances.

With this in mind, let us return to our analysis of the scattering amplitude at large impact
parameters: A relevant, rare, fluctuation, resulting in a dipole with a leg at b, occurs with
a small probability ∼ e−µb, but once that this happens, the subsequent evolution of the
dipole distribution around b is quasi–local, since governed by the typical BFKL dynamics.
(We implicitly assume here that the point b of interest lies within the perturbative ‘grey
corona’; see Fig. 18.) Therefore, the ‘soft’ inhomogeneity over the scale 1/µ does not
interfere with the subsequent BFKL evolution around b, so that the b–dependence of the
final amplitude factorizes out:

Tτ (r, b) ≃ Tτ (r) e−µb ∼ r

R0
exp {−µb+ ω0ᾱτ} , (4.79)

where Tτ (r) is the solution to the homogeneous BFKL equation (4.22), and we have kept
only the dominant behavior of the latter at high energy (cf. Eq. (1.57)). From this equation
and the saturation conditions (4.23) and (4.74), one can now estimate the saturation
momentum and the black disk radius. One obtains (with Q0 ≡ 1/R0) [169]

Q2
s(τ, b) ≃ Q2

0 e2ω0ᾱτe−2µb , R(τ, r) ≃ 1

µ

(
ω0ᾱτ − ln

R0

r

)
, (4.80)

which in turn implies the following result for the total cross section at high energy [169]

σtot(s, r) ≈ 2π

(
ω0ᾱ

µ

)2

ln2 s when s→ ∞. (4.81)

These results apply in the high energy limit s→ ∞, when the black disk is already much
larger than the original target size R0. In this limit, and within the present assumptions,
the Froissart bound appears to be saturated, with a proportionality coefficient which is
universal (i.e., the same for all hadrons), and which reflects the combined role of pertur-
bative (BFKL) and non–perturbative (confinement) physics in controlling the asymptotic
behaviour of the total cross–section at high energy. Numerical simulations of modified
versions of the BK equation in which the infrared cutoff µ is introduced by hand confirm
the conclusions in Eqs. (4.80)–(4.81) [191, 192].

In Ref. [169] it has been further argued that the characteristic screening mass µ should
be equal to twice the pion mass: µ = 2mπ. This is because the pion is the lightest bound
state in QCD and because of isospin conservation: The long–range scattering should be
controlled by pion exchange, but pions have isospin one, while gluons have isospin zero,
so the scattering must proceed via the exchange of (at least) two pions.

At this point, one should recall that the Froissart bound σtot ≤ σ0 ln2 s [2] is a consequence
of general principles (unitarity, crossing, analiticity, and finite range of the interactions),
but does not rely on detailed dynamical information. So, in reality, this bound may very
well not be saturated. It so happens, however, that the measured cross–sections (e.g., for
pp and pp̄ scattering) show a slow, but monotonous, increase with s, which are indeed
well fitted by a ln2 s behaviour [193]. This suggests that the Froissart bound is actually
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saturated in nature. Then the simple mechanism described above provides a physical
picture for such a saturation, with a definite prediction for the scale σ0. Note however
that this is merely a crude estimate, because of the use of the leading–order perturbative
QCD formalism and, especially, because of the heuristic treatment of confinement in the
study of the expansion of the black disk.

To conclude, while perturbation theory alone appears to be sufficient to describe uni-
tarization at fixed impact parameter, one still needs some information about the finite
range of the strong interactions in order to be able to compute total cross-sections. This
is reminiscent of an old argument by Heisenberg [1] which combines unitarity and short–
rangeness (as modelled by a Yukawa potential) to deduce cross sections which saturate
the Froissart bound. Fifty years later, our progress in understanding high energy strong
interactions allows us to confirm Heisenberg’s intuition, and identify short–rangeness with
confinement and unitarization with gluon saturation.

5 Some consequences for the phenomenology at HERA & RHIC

SECT_APPLICS

In this section, we shall discuss two applications of the theory for the CGC to the present–
day phenomenology: a fit to the HERA data for deep inelastic scattering (DIS) at small
x, and an interpretation of the RHIC data for particle production in deuteron–gold (d–
Au) collisions. These applications have been selected because of their potential to test
some very non–trivial predictions of the theory, which have the merit to be robust and
qualitative. For DIS, these predictions are the approximate geometric scaling (including
the pattern of its violations) and the tame of the growth of the structure function F2 at
sufficiently low values of x and/or Q2. For the d–Au collisions at RHIC, these are the
multiple scattering in a large nucleus (leading to a Cronin peak in the particle produc-
tion at central rapidity) and the evolution of the nuclear gluon distribution with 1/x in
the presence of saturation (which can explain the ‘high–k⊥ suppression’ in the particle
production at forward rapidities). The experimental evidence for the phenomena to be
discussed here has been presented in Sects. 1.2 and 1.3, for HERA and RHIC respectively.

5.1 Geometric scaling and its violations at HERA

SECT_HERA

In our precedent discussion of the small–x experimental situation at HERA, in Sect. 1.2,
we have already emphasized the difficulty of extracting compelling evidences for saturation
from the data. This is related to the kinematical limitations of the present experiments,
and also to our limited understanding of QCD at small–x.

On the other, we have also mentioned there that simple models inspired by the idea of
saturation — namely the Golec-Biernat–Wüsthoff “saturation model” [73] and its various
extensions [74, 75] — were successful in explaining, or even predicting, some remarkable
regularities of the small–x data, like the geometric scaling [83], the weak energy de-
pendence of the ratio between the diffractive and the inclusive structure functions, and
the qualitative changes in the behaviour of F2 at very small x and/or Q2 (the progres-
sive taming of its rise with 1/x, and the approach towards the ‘photoabsorption limit’
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Q2 → 0) [74, 75]. These simple models were also able to provide reasonable fits, which
involved only few parameters (three to five), to the original HERA data for F2 [65], but
the quality of these fits (in terms of χ2 = variance per degree of freedom) became unsat-
isfactory with the advent of the new HERA data [17], which are much more precise.

However, the parametrizations used in these original models for the dipole cross–section
(cf. Sect. 1.2.2) were rather ad–hoc, and certainly too crude to capture the full complexity
of the QCD dynamics even within the limited kinematical range in which they were
used. In the mean time, our theoretical understanding of gluon saturation and unitarity
corrections has substantially progressed, as explained in the previous sections, and the
conceptual limitations of the original “saturation models” have become even more obvious.
It is therefore interesting to check whether one can use our improved knowledge of QCD
at small x in order to achieve a more satisfactory description of the respective HERA
data. The answer turns out to be positive, as demonstrated by several recent analyses
[54, 76, 194, 195]. In what follows, we shall focus on the ‘CGC model’ of Ref. [54], which
is closest in spirit to the original ‘saturation model’ by Golec-Biernat and Wüsthoff : it
involves the same set of (three) free parameters and it includes the minimal modifications
necessary to render the dipole cross–section consistent with the CGC analysis in Sect. 4.
But before that, it is interesting to understand in more detail the interplay between the
virtual photon wavefunction and the dipole cross–section in determining the high–energy
DIS cross–section according to Eq. (1.22).

5.1.1 Dipole factorization: a qualitative analysis

In this subsection, we shall perform an analytic but qualitative study of the DIS cross–
section with the purpose of identifying the typical dipole sizes contributing to the convolu-
tion in Eq. (1.22) and estimating their contribution. We shall thus see how some important
properties like geometric scaling or the unitarization transmit from the scattering of the
dipole to that of the virtual photon.

To start with, let us be more specific about the dipole factorization of the inclusive DIS
cross–section at high energy, as expressed by Eq. (1.22). This can be decomposed as

σγ∗p = σT + σL

σT/L(x,Q2) =
∫ 1

0
dz
∫

d2r |ΨT/L(z, r;Q2)|2 σdipole(x, r), (5.1)

where Ψα, with α = T or L, is the LC wavefunction which describes the qq̄ fluctuation of
a virtual photon with transverse, or longitudinal, polarization. Furthermore, r = |r| is the
dipole size and z is the fraction of the longitudinal momentum of the virtual photon which
is taken away by the quark component of the dipole. To lowest order in the electromagnetic
coupling, one has [71, 72]

|ΨT (z, r;Q2)|2 =
αemNc

2π2

∑

f

e2f
{(
z2 + (1 − z)2

)
Q̄2

fK
2
1(Q̄fr) +m2

fK
2
0(Q̄fr)

}
, (5.2)

|ΨL(z, r;Q2)|2 =
αemNc

2π2

∑

f

e2f
{
4Q2z2(1 − z)2K2

0 (Q̄fr)
}
. (5.3)
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In these equations, Q̄2
f ≡ z(1 − z)Q2 + m2

f (ef and mf are the electric charge and,
respectively, the mass for the quark with flavor f) and K0 and K1 are the modified Bessel
functions. The factor of Nc comes from summing over the color degrees of freedom of the
quarks. To get a simple estimate for the DIS cross–section in the high–energy regime at
x ≪ 1 and Q2 ≫ Λ2

QCD, we shall ignore the quark masses 21 (a reasonable approximation
so long as Q2 ≫ m2

f ) and use simple approximations for the Bessel functions. Specifically,
since Kν(x) decreases exponentially at large values of x, one can restrict the integrations
in Eq. (5.1) to values z and r such that Q̄fr < 1. Besides, for x ≪ 1, K1(x) ∼ 1/x
and K0(x) ∼ (− ln x), so the Bessel functions in Eqs. (5.2)–(5.3) can be approximately
replaced by:

K0(x) ∼ Θ(1 − x), K1(x) ∼
1

x
Θ(1 − x), (5.4)

where we ignore the overall normalization as well as the logarithmic singularity of K0 as
x → 0, since the latter is innocuous within the relevant convolutions. (Note that we shall
be merely interested here in order–of–magnitude estimates.) A final simplification can be
performed when evaluating the integral over z : the constraint z(1 − z)Q2r2 < 1 together
with the fact that z(1 − z) ≤ 1/4 for 0 ≤ z ≤ 1 makes it natural to distinguish between

(i) symmetric configurations, for which Q2r2 < 4 (“small dipoles”), and

(ii) aligned jet configurations, with 4 < Q2r2 (“large dipoles”).

In the first case, there is no restriction on the v integral, which is then dominated by
symmetric values v ∼ 1/2 : the total longitudinal momentum is “democratically” divided
among the quark and the antiquark. In the second case, the dominant contributions
correspond to the situation in which one of the two dipoles carries most of the total
longitudinal momentum, that is, v is either close to zero, or close to one, which allows us
to further simplify the respective integrand.

As a result of such simplifications, the integrations involving the transverse and longitu-
dinal photon wavefunctions are estimated as

∫
dz d2r |ΨT (z, r;Q2)|2 f(r) ∼ αemNc

∑

f

e2f




2/Q∫

0

dr

r
f(r) +

1

Q2

∞∫

2/Q

dr

r3
f(r)


 , (5.5)

and, respectively,

∫
dz d2r |ΨL(z, r;Q2)|2 f(r) ∼ αemNc

∑

f

e2f


Q2

2/Q∫

0

dr rf(r) +
1

Q4

∞∫

2/Q

dr

r5
f(r)


 , (5.6)

where in writing the r.h.s.’s we have kept the various parametric dependencies, but ignored
all numerical factors. For each of these expressions, the first term within the square brack-

21 For the phenomenology at HERA, quark masses are important though, and will be reintro-
duced in the respective analysis later on.
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ets corresponds to the symmetric configurations, and the second one to the aligned–jet
configurations.

Turning now to the dipole cross–section, this will be estimated as σdipole(x, r) ≈ σ0T (r, x),
where σ0 is a geometric cross–section: σ0 ≡ 2πR2 with R the ‘proton radius’ (more
precisely, the radius of the central area of the hadron disk, which contributes significantly
to scattering) and T (r, x) is the dipole–hadron scattering amplitude averaged over impact
parameters within the relevant area. For the dipole amplitude, we shall use a simple,
piecewise, approximation suggested by the calculations in the previous section (i.e., by
the solution to the BK equation). Specifically, we shall use

σdipole(x, r) ≈






σ0 r
2Q2

s(x) for r <∼ 1/Qg(x)

σ0 (r2Q2
s(x))

γs for 1/Qg(x) ≪ r ≪ 1/Qs(x)

σ0 for r ≫ 1/Qs(x) ,

(5.7)

where Qs(x) is the target saturation momentum (averaged over impact parameters in
the central area) and Q2

g(x) ≡ Q4
s(x)/Λ

2
QCD is the high–Q2 boundary of the geometric

scaling window (cf. Fig. 38). In writing Eq. (5.7) we have distinguished between the ‘color
transparency’ regime at very small r, the ‘geometric scaling window’ at intermediate values
of r, and the ‘saturation’ region at very large r. More subtle phenomena, like the DGLAP
evolution at very small r, the violation of geometric scaling through BFKL diffusion, or
the expansion of the black disk at very high energy, have been ignored, since unimportant
for a qualitative discussion. (Some of these effects will be reintroduced later.)

We are now equipped to evaluate the convolutions appearing in Eq. (5.1). To simplify
writing, in the remaining part of this section we shall omit the overall factor αemNc

∑
f e

2
f ,

which is common to all the cross–sections.

(L) Consider the longitudinal sector first: It is then easily verified that, within the whole
kinematic range in which the present approximations are justified, the cross–section
σL(x,Q2) is dominated by dipole sizes r ∼ 2/Q, and thus receives lowest–order con-
tributions from both the symmetric and the aligned–jet configurations. Let us check this
for the large–Q2 regime at Q2 ≫ Q2

s(x). One can then write (below, γ is either equal to
one, or equal to γs, depending upon the value of Q2) :

σL

σ0

∼ Q2

2/Q∫

0

dr r(r2Q2
s)

γ +
1

Q4

1/Qs∫

2/Q

dr

r5
(r2Q2

s)
γ +

1

Q4

∞∫

1/Qs

dr

r5
∼
(
Q2

s(x)

Q2

)γ

, (5.8)

where the aligned–jet integral has been split in two: 2/Q < r < 1/Qs and 1/Qs < r <∞.
The first two integrals in Eq. (5.8) are dominated by dipole sizes of order 2/Q — i.e., of
the order of the upper/lower cutoff for the first/second integral — and contribute both
to the final result shown in the r.h.s. The third integral, with lower cutoff 1/Qs, gives
a ‘higher–twist’ contribution of order Q4

s/Q
4, which is power–suppressed in the high–Q2

regime at Q2 ≫ Q2
s. A similar analysis of the low–Q2 regime at Q2 ≪ Q2

s(x) yields

σL(x,Q2) ∼ σ0 for Q2 ≪ Q2
s(x) . (5.9)
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By comparing the above results to Eq. (5.7), we deduce that σL(x,Q2) is proportional
to the dipole cross–section for a dipole with size 2/Q, and thus is a direct probe of the
gluon distribution in the target (so like the dipole itself). Unfortunately, it turns out
that σL(x,Q2) (or FL(x,Q2)) is rather difficult to extract from the data — the quantity
which is most directly measured in the experiment is the complete structure function
F2 = FT + FL — and the accuracy of the current measurements of FL at HERA is not
good enough to impose strong constraints on the saturation physics.

(T) While unessential in the longitudinal sector, the distinction between symmetric and
aligned–jet configurations becomes important in the transverse sector, as we show now:

At large Q2, it is further necessary to distinguish between values of Q2 above, or within,
the geometric scaling window, since the cross–section σT (x,Q2) shows different behaviors
in these two regimes. Namely, for Q2 within the range Q2

s ≪ Q2 ≪ Q2
g, the situation

is similar to that in the longitudinal sector: the dominant contribution to σT is of order
(Q2

s/Q
2)γs and comes from dipole sizes r ∼ 2/Q, i.e. from both symmetric and aligned–jet

configurations. But when Q2 ≫ Q2
g, the situation changes : the dominant term is then

produced by the aligned–jet configurations alone and, more precisely, by dipole sizes r
which are logarithmically distributed within the range 2/Q < r < 1/Qg. Indeed, in this
regime we can decompose the integrals in Eq. (5.5) as follows

σT

σ0
∼

2/Q∫

0

dr

r
r2Q2

s +
1

Q2

1/Qg∫

2/Q

dr

r3
r2Q2

s +
1

Q2

1/Qs∫

1/Qg

dr

r3
(r2Q2

s)
γ +

1

Q2

∞∫

1/Qs

dr

r3

∼ Q2
s

Q2
ln

(
Q2

Q2
g

)
for Q2 ≫ Q2

g(x) , (5.10)

where the dominant term, as isolated in the second line, is enhanced with respect to
the subleading ones, as coming from all the other integrals shown above, by the large
logarithm ln(Q2/Q2

g) ≃ ln(Q2/Q2
s). Note that the subleading terms in this calculation

are not power–suppressed anymore — they are all of order Q2
s/Q

2 —, so a complete
calculation of σT to ‘leading–twist’ order (i.e., to leading order in 1/Q2) must include all
such terms.

A similar analysis of the low–Q2 regime at Q2 ≪ Q2
s(x) shows that, in that case, σT

is dominated by the symmetric dipole configurations with dipole sizes r logarithmically
distributed within the range 1/Qs < r < 2/Q. This leads to a logarithmic enhancement
once again, as visible in the third line of Eq. (5.11) below. To summarize, within the
present approximations we obtain the following parametric estimates for σT :

σT (x,Q2) ≈





σ0(Q
2
s/Q

2) ln(Q2/Q2
s) for Q2 ≫ Q2

g

σ0(Q
2
s/Q

2)γs for Q2
s ≪ Q2 ≪ Q2

g

σ0 ln(Q2
s/Q

2) for Q2 ≪ Q2
s .

(5.11)

At this level, several comments are in order:

(i) The previous results show that, for all Q2 except in the intermediate range for geomet-
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ric scaling, the transverse cross–section σT is parametrically larger than the longitudinal
one σL (by a large logarithm in our estimates). This is in agreement with the experimental
observation that F2 = FT + FL is dominated by its transverse piece FT [69].

(ii) For large values of Q2, the transverse cross–section σT receives ‘leading–twist’ con-
tributions from the relatively large dipoles, with sizes of the order of the unitarization
scale 1/Qs (see the last integral in Eq. (5.10)). This shows that the very calculability of σT ,
and thus of F2, within perturbative QCD relies crucially on the existence of perturbative
gluon saturation, and thus it becomes possible only for sufficiently high energies, or small
values of x, such that Q2

s(x) ≫ Λ2
QCD. By contrast, at lower energies, where the physics of

unitarization is non–perturbative, an integral like the last one 22 in Eq. (5.10) is effectively
cut–off (by the physics of confinement) at the ‘soft’ scale R ∼ 1/ΛQCD, and thus gener-
ates a non–calculable ‘leading–twist’ term ∼ Λ2

QCD/Q
2. Such a term does not contribute

to the ‘evolution’ of F2(x,Q
2) ∝ Q2σγ∗p with either x or Q2 — hence, the evolution of

the proton structure function at high Q2 can be computed in perturbative QCD, as well
known [15, 16] —, however it affects its absolute value already at leading–twist order.

(iii) The DIS cross–sections in Eqs. (5.8), (5.9) and (5.11) show geometric scaling, that
is, they depend upon x and Q2 only via the dimensionless ratio Q2/Q2

s(x). This prop-
erty looks very natural within the present calculation: after having neglected the quark
masses and the impact–parameter dependence, and in the absence of any infrared prob-
lem, the scaling behavior of the dipole cross–section, Eq. (5.7), automatically transmits
to the virtual–photon cross–section, as clear from Eqs. (5.1)–(5.3) via dimensional anal-
ysis. Note, however, that this behavior is natural only in the context of saturation, that
is, for sufficiently small values of x : Both the scaling form of the dipole cross–section
(5.7) and the fact that Qs acts effectively as an infrared cut–off in the relevant integrals
(see, e.g., Eq. (5.10)) are essential consequences of the mechanism of saturation. In fact,
the previous results show perfect scaling up to arbitrarily high values of Q2, but this is
just an artifact of our oversimplified form for the dipole cross–section (5.7): From Sect.
4.3, we know that the geometric scaling starts to be violated already within the scaling
window, by the BFKL diffusion (cf. Eq. (4.38)), and it is totally broken at r <∼ 1/Qg,
by the DGLAP evolution (cf. Eq. (4.41)). The effects of the BFKL diffusion on the DIS
cross–section will be included in the phenomenological analysis in the next subsection.

(iv) The unitarization of the dipole amplitude for large dipole sizes r >∼ 1/Qs(x) transmits
into a corresponding property for the DIS cross–sections at relatively low virtualities
Q2 < Q2

s(x). This implies an important turnover in the Q2 and x–dependencies of the
proton structure function F2 : whereas at large Q2 ≫ Q2

s(x), F2 ∝ Q2
s(x) ln(Q2/Q2

s) shows
a rapid, power–like, increase with 1/x, but only a weak, logarithmic, dependence upon
Q2 (the ‘Bjorken–scaling violation’, attributed here to the DGLAP–like evolution of the
virtual photon, cf. Eq. (5.10)), at lower values of Q2 < Q2

s(x), F2 ∝ Q2 ln(Q2
s/Q

2) vanishes
like Q2 and increases only slowly, logarithmically, with 1/x. Note that the strong deviation
from Bjorken scaling, in the sense of a power–like dependence upon Q2, starts already
at momenta Q2 > Q2

s(x), namely, within the geometric scaling window of Fig. 38, where

22 Similarly, the logarithmic divergence of the second integral there would be cutoff at the scale
R, this yielding a ‘leading–twist’ contribution enhanced by the logarithm ln(Q2/Λ2

QCD).
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F2 ∝ Q2
s(x)(Q

2/Q2
s)

1−γs with 1 − γs ≈ 0.37.

(v) From Eq. (5.11) one sees that, even when σdipole saturates at a fixed value σ0 (as
assumed in Eq. (5.7)), the virtual photon cross–section σT has still a slow, logarithmic,
increase with 1/x in the high–energy regime: σT ∝ ln(Q2

s/Q
2) ∼ ln(1/x) when Q2

s(x) ≫
Q2. This is due to the increase in the transverse phase–space available for the dissociation
of the (transverse) virtual photon into a qq̄ pair with size r within the range 1/Qs < r <
2/Q. It is then easily to understand what happens if, instead of using Eq. (5.7), one rather
assumes the dipole cross–section to saturate the Froissart bound at very high energy (cf.
the discussion in Sect. 4.4). One then finds

σdipole(s, r) ≈ σ0 ln2 s when s→ ∞ =⇒ F2(x,Q
2) ∝ ln3(1/x) when x → 0,

(5.12)

where the third factor of ln(1/x) in F2 has been generated, as expected, by the transverse
phase–space ln(Q2

s/Q
2) for the dissociation of γ∗. The fact that the virtual–photon cross–

section appears to grows faster with the energy than permitted by the Froissart bound is
not contradictory: Froissart bound applies only to properly normalized hadronic states, so
like the dipole. But γ∗ is a virtual superposition of dipole states, with a weight function |Ψ|2
which is not properly normalized. (Indeed, the integral of |ΨT |2 over r has a logarithmic
singularity at r → 0, which becomes manifest when replacing f = 1 in Eq. (5.5). This
means that there is an infinite probability for emitting very small dipoles, which is however
innocuous since such small dipoles do not contribute significantly to physical quantities
like σT — as obvious in Eq. (5.10).) Thus, there is a priori no analog of the Froissart
bound for F2 ; the one in Eq. (5.12) is merely induced by the corresponding bound on the
dipole scattering together with the properties of the superposition yielding γ∗.

5.1.2 The CGC fit to F2

The CGC–inspired phenomenological analysis in Ref. [54] has focused on the F2 data
within the following kinematical range: x ≤ 10−2 and Q2 < 50 GeV2. This is the range
where one expects important high density effects (in particular, it includes the transition
region from high to low Q2). The upper limit on Q2 has been chosen large enough to
include a significant number of “perturbative” data points, but low enough to justify the
emphasis on BFKL, rather than DGLAP, evolution (for the small–x values of interest). In
fact, 50 GeV2 is roughly consistent with the estimated upper bound Q4

s(x)/Λ
2
QCD of the

kinematical window for BFKL behaviour (cf. Eq. (4.62)).

The analysis is based on a model for the dipole cross–section which is inspired by the
solution to the non–linear BK equation discussed in Sect. 4 and which involves the same set
of three free parameters as the GBW “saturation model” [73] (recall Eq. (1.26)): namely,
the geometric cross–section σ0 ≡ 2πR2 (with R the ‘proton radius’), the value x0 at which
Q2

s(x0) = 1 GeV2, and the saturation exponent λ. The need for the first two parameters
reflects the fact that, even in a first principle calculation including saturation, some aspects
of the calculation remain genuinely non–perturbative: the impact parameter dependence
of the scattering amplitude and the initial condition at low energy. (A more realistic impact
parameter dependence can be implemented along the lines of Refs. [75, 76].) We thus write
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σdipole(x, r) = 2πR2 T (x, r) with T (x, r) the approximate solution to the homogeneous
BK equation constructed in Sect. 4.2. Given the universal form of this solution at high
energy (cf. the discussion after Eq. (4.40)), the initial condition enters through a single
parameter: the overall normalization scale Q2

0 of the saturation momentum (cf. Eq. (4.36))
or, equivalently, the value x0 of x at which Qs equals 1GeV.

The parameter λ, on the other hand, is computable in perturbation theory, and presently
this is known to NLO, as discussed in Sect. 4.2. Namely, the NLO calculation of Ref. [53],
which is summarized by the plots in Fig. 37, shows that λ(τ) ≡ d lnQ2

s(τ)/dτ (with
τ = ln 1/x) is not simply a constant, but rather a slowly varying function, which decreases
from λ ≈ 0.30 for τ = 5 to λ ≈ 0.27 for τ = 15, with a theoretical uncertainty of about
15%. Unfortunately, this uncertainty is still too large to permit a good description of
the data: λ is the exponent which controls the growth of F2 with τ at large Q2, so the
data are very sensitive to its precise value. To cope with that, we shall treat λ as a free
parameter, as announced. Remarkably, the value of λ that will come out from the fit,
namely λ ≈ 0.25 − 0.29, is consistent with the theoretical prediction of Ref. [53], within
the theoretical uncertainty alluded to above.

The function T (x, r) to be used in the fit is constructed by smoothly joining together the
limiting behaviours of the BK solution, which are analytically under control: These are
encoded in Eq. (4.39) for small dipole sizes, r ≪ 1/Qs(x), and, respectively, in Eq. (4.19)
for larger dipoles, r ≫ 1/Qs(x). We implicitly assume here that the smallest values of r to
be relevant for the fit are those within the geometric scaling window at 1/Qg

<∼ r ≪ 1/Qs,
where Eq. (4.39) applies. This is a reasonable approximation for the not–too–large values
of Q2 of interest, as shown by the qualitative analysis in the previous subsection. We thus
write: T (x, r) ≡ T (rQs, τ), with

T (rQs, τ) =T0

(
rQs

2

)2

(
γs+

ln(2/rQs)
κλτ

)

for rQs ≤ 2,

T (rQs, τ) = 1 − e−a ln2(b rQs) for rQs > 2, (5.13)

where Qs(x) = (x0/x)
λ/2 GeV, γs ≈ 0.63 and κ ≡ β/c ≈ 9.9. The first line in Eq. (5.13)

is essentially a rewriting of Eq. (4.39) (in particular, the coefficients γs and κ are fixed to
their LO BFKL values). Also, Qs has been defined in such a way that T (rQs, τ) = T0 for
rQs = 2, so like in the corresponding GBW formula, Eq. (1.26). The coefficients a and
b in the second line are uniquely determined from the condition that T (rQs, τ) and its
slope be continuous at rQs = 2. The value T0 of the scattering amplitude at saturation is
ambiguous, reflecting an ambiguity in the definition of Qs. The fit has been repeated for
various values of T0 between 0.5 and 0.9. It has been checked in Ref. [54] that the quality
of the fits is not very sensitive to the details of the interpolation, nor to the precise form
of the approach towards the black–disk limit T = 1. On the other hand, the data are quite
sensitive to the details of the scattering amplitude at smaller sizes r ≤ 1/Qs(x), and thus
provide a test of the BFKL dynamics in the presence of saturation.

As compared to the GBW parametrization (1.26), the amplitude in Eq. (5.13) exhibits the
‘anomalous dimension’ 1−γs ≈ 0.37, which describes deviations from ‘color transparency’
at small r, and involves geometric scaling violations through the ‘BFKL diffusion term’.
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Both effects are hallmarks of the BFKL dynamics within the extended scaling window (cf.
Fig. 38). Furthermore, the approach towards the unitarity limit T = 1 is much slower in
Eq. (5.13) than in the original GBW formula (1.26), or in any other approach assuming
Glauber–like exponentiation [74, 75]. The importance of the scaling violations for the
quality of the fit will be emphasized below.

T0/model 0.5 0.6 0.7 0.8 0.9 GBW

χ2 146.43 129.88 123.63 125.61 133.73 243.87

χ2/d.o.f 0.96 0.85 0.81 0.82 0.87 1.59

x0 (×10−4) 0.669 0.435 0.267 0.171 0.108 4.45

λ 0.252 0.254 0.253 0.252 0.250 0.286

R (fm) 0.692 0.660 0.641 0.627 0.618 0.585

Table 1
The CGC fits for different values of T0 and 3 quark flavors with mass mq = 140 MeV. Also
shown is the fit obtained by using the GBW model, Eq. (1.26).

The fit has been performed for the F2 data at ZEUS (the first two references in [17]) with
x ≤ 10−2 and Q2 between 0.045 and 45 GeV2 (156 data points). The values obtained for
the three free parameters and the χ2/d.o.f. for the fits corresponding to different choices
for T0 are shown in Table 1. (The photon wavefunctions in Eqs. (5.2)–(5.3) have been
evaluated with three active quark flavors with equal masses mq = 140 MeV.) Note the
good quality of the fit (χ2/d.o.f. ≃ 0.8 ÷ 0.9), and also the stability of the result for λ,
which changes only by 15% (within the range λ = 0.25 ÷ 0.29) when varying T0 (and
also when varying the quark masses [54]). As anticipated, this value of λ is in agreement
with the theoretical calculation in Ref. [53]. In Table 1, we also show, for comparison,
the results obtained when performing a fit to the same set of data with the GBW cross–
section (1.26). Clearly, the corresponding χ2/d.o.f. = 1.59 is relatively poor. Note also
that the value of Q2

s(x) emerging from the CGC fit is smaller — roughly, by a factor of 2
for T0 = 0.7 — than the corresponding value for the GBW fit (since x0 is smaller).

In Figs. 40 and 41, the results of the fit are plotted against the HEAR data. Fig. 41 shows
also the extrapolation of the fit towards larger values of x and Q2 (outside the range
of the fit), together with the corresponding HERA data, in order to emphasize that the
deviations from BFKL dynamics — due notably to the presence of the valence quarks
and to the DGLAP evolution [15] — do eventually show up, as expected.

In both figures, it also shown (with dashed line) the prediction of the BFKL calculation
without saturation, as obtained by extrapolating the formula in the first line of Eq. (5.13)
to arbitrarily large rQs (with the same values for the parameters as in Table 1, and the
BFKL diffusion term switched off for rQs > 2). This pure BFKL fit shows a too strong
increase with 1/x at small Q2, as expected from similar analyses in the literature [196].

On the other hand, the complete fit, including saturation, works remarkably well down
to the lowest values of Q2 that we have included. Since, a priori, such low values of Q2
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Fig. 40. The F2 structure function in bins of Q2 for small (upper part) and moderate (lower
part) values of Q2. The experimental points are taken from Refs. [17]. (The H1 data have been
rescaled by a factor 1.05 which is within the normalization uncertainty.) The few data points
at the lowest available Q2 (0.045, 0.065 and 0.085 GeV2) are not displayed although they are
included in the fit. The full line is the result of the CGC fit, whereas the dashed line shows the
predictions of the pure BFKL part of the fit (no saturation). (Figure taken from Ref. [54].) F2low

seem to be completely out of the reach of perturbation theory, it is important to explain
why it is nevertheless meaningful to approach these data within a saturation fit:

The reason is that, for the low Q2 data at HERA, the associated values of x are also
very small, so the corresponding saturation momentum is relatively large (much larger
than Q2) and marginally perturbative : Q2

s(x) ∼ 1.3 ÷ 2.3 GeV2 for x ∼ 10−5 ÷ 10−6.
From the discussion prior to Eq. (5.11) we know that, when Q2 ≪ Q2

s, the strength of
the convolution yielding the DIS cross–section, Eq. (5.1), is pushed towards relatively
small dipole sizes, r ∼ 1/Qs. Thus, a large fraction of the dipole configurations relevant
at low Q2 is actually perturbative. These perturbative configurations are responsible for
the dominant logarithmic behaviour exhibited in the third line of Eq. (5.11). In turn, this
behaviour naturally explains the turnover at low Q2 observed in the HERA data for F2
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Fig. 41. The same as in Fig. 40, but for large Q2. Note that in the bins with Q2 ≥ 60GeV2, the
CGC fit is extrapolated outside the range of the fit (Q2 < 50 GeV2 and x ≤ 10−2), to better
emphasize its limitations. (Figure taken from Ref. [54].) F2high

when these data are plotted as a function of Q2 for small values of x (cf. Fig. 4).

Let us finally emphasize that, within the kinematical range considered in the fit, the
HERA data show clear evidence for geometric scaling violation, and the success of the
CGC fit relies crucially on its ability to describe this violation, via the BFKL diffusion.
To clearly demonstrate this point, the authors of Ref. [54] have also tried a different fit,
from which the diffusion term has been excluded. That is, the dipole amplitude has been
assumed to be a pure scaling function : T (x, r) = T (rQs), with

T (rQs)= T0

(
rQs

2

)2γ

for rQs ≤ 2,

T (rQs)= 1 − e−a ln2(b rQs) for rQs > 2, (5.14)

where the exponent γ is now treated as a free parameter. But in spite of involving one
more parameter, the best ‘scaling fit’ has a poor quality: χ2/d.o.f. ≈ 1.4. Besides, the
value of γ which emerges from this fit is γ ≈ 0.84, which has no fundamental meaning:
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this value is significantly smaller than one (at variance with the GBW “saturation model”,
and also with the DGLAP evolution), but also significantly larger than the BFKL value
γs = 0.63. This clearly shows that the data ‘prefer’ an effective ‘anomalous dimension’,
which varies with x and Q2 in such a way to violate geometric scaling. Within the CGC
fit based on Eq. (5.13) this effective ‘anomalous dimension’ can be estimated as

γeff(rQs, τ) ≡ − d ln T (rQs, τ)

d ln(4/r2Q2
s)

= γs + 2
ln(2/rQs)

κλτ
for rQs ≤ 2 , (5.15)

and is larger than γs. The difference γeff − γs decreases with τ , but increases with the
deviation ρ − ρs = 2 ln(2/rQs) from the saturation line. For rQs ≪ 1, γeff is close to
one and thus mimics the DGLAP behaviour; this may explain why the CGC fit works
reasonably well up to relatively large values ofQ2 ∼ 50 GeV2, where the DGLAP dynamics
is expected to be important.

The CGC parametrization (5.13) for the dipole cross–section (with the values of the pa-
rameters fixed as above) has been subsequently used for various phenomenological appli-
cations, both to the HERA physics [194, 195, 197, 198] and to the RHIC physics [199–201],
in particular to the study of particle production in d+Au collisions at forward rapidities,
a topic that we shall discuss in a model–independent way in the next subsection.

5.2 Cronin effect and high–p⊥ suppression from the CGC

SECT_CRONIN

In our discussion of the experimental situation at RHIC, in Sect. 1.3, we have empha-
sized that the ‘RpA(η, p⊥)–ratio’ defined in Eq. (1.38) is a good indicator of collective
nuclear effects like gluon saturation. (In the experiment at RHIC, one is actually per-
forming deuteron–gold collisions, but these are similar to the pA collisions that we shall
consider here, for simplicity.) From Sect. 1.3, we recall that η and p⊥ denote respectively
the pseudo–rapidity and the transverse momentum of the particles (hadrons) produced in
the collision, with positive values for η corresponding to the proton fragmentation region.
At high energy, the particles are predominantly produced via gluon–gluon scattering, so
by measuring the particle yield one has access to the gluon distributions in the incoming
hadrons (the proton and the nucleus). In particular, when increasing η, one is probing
gluons with smaller and smaller values of x in the nuclear wavefunction, which is interest-
ing as it allows us to follow the evolution of the nuclear gluon distribution in the presence
of high density effects. Indeed, in the experimental conditions at RHIC, the nuclear gluon
density is quite large already for the intermediate values of x ∼ 10−1 ÷ 10−2 correspond-
ing to central rapidity (η = 0), and this density can only increase when decreasing x (=
increasing η). But for the same values of η, the pp collisions which serve as a level of
reference in Eq. (1.38) are not sensitive to saturation effects, but only to the standard,
‘perturbative’ (in the sense of linear), evolution in QCD. Therefore, by dividing out the
particle yield in pA collisions by the corresponding one in pp collisions multiplied by A,
as in Eq. (1.38), one should be able to single out the high density effects in the evolution.

As also discussed in Sect. 1.3, the experimental results for this ratio at RHIC [57, 202–
204] show a very interesting structure, which evolves quite fast with increasing η, from
enhancement at central rapidity (η = 0) — where the data exhibit a Cronin peak (RpA > 1)

152



at intermediate momenta (cf. Fig. 16) — to suppression at forward rapidities (1 < η < 4),
where the ratio is significantly smaller than one at all the measured momenta, and exhibits
an ‘abnormal’ centrality dependence (cf. Figs. 17 and 18). It is then natural to ask: can
one understand this complex behaviour within the scenario of saturation ?

The answer turns out to be ‘yes’, as substantiated by an abundant literature [86, 87,
114, 115, 205–211]. And as a matter of facts, the pattern of the evolution of the RpA–
ratio with increasing η has been theoretically predicted [86] before the advent of the first
respective data at RHIC. In this subsection, we shall give a brief theoretical discussion
of this phenomenon within the CGC formalism, following the very detailed analysis in
Ref. [87]. Although only qualitative, the latter has the virtue to provide a conceptual
explanation of the main features seen in the RHIC data from first principles, without
additional assumptions or free parameters. More quantitative analyses, which introduce
additional parameters in order to actually fit the data, can be found in Refs. [208, 210, 211].

The first question is, how to relate the measured ratio RpA to the ‘theoretical’ gluon
distributions inside the hadrons participating in the collision ? Or, equivalently, how to
compute gluon and quark production 23 in pA or AA collisions ? For the case of pp
collisions at not too high energies (namely, so long as the saturation effects remain neg-
ligible in both the incoming protons), it was since long known that “k⊥–factorization”
applies: the spectrum of the partons produced in the collision can be computed in terms
of the (unintegrated) gluon distributions in the target and the projectile together with the
elementary cross–section for gluon–gluon scattering (see, e.g., [123]). More recent stud-
ies [30, 91, 207, 212, 213] have demonstrated that the k⊥–factorization extends to gluon
production in pA collisions as well, provided a generalized ‘unintegrated gluon distri-
bution’ is used for the nucleus: this is truly a Fourier transform of the dipole–nucleus
cross–section, and includes the effects of the multiple scattering between the produced
gluons and the strong color fields in the nuclear wavefunction. No similar factorization is
expected for quark pair production though [207, 214], nor for parton (quark or gluon) pro-
duction in AA collisions (although k⊥–factorization is sometimes used, for convenience,
in phenomenological analyses [98, 215] of the Au+Au data at RHIC). So far, the only
first–principle approach [216] to gluon production in AA collisions consists in solving the
Yang–Mills equations describing the scattering between two classical color charges dis-
tributed according to the MV model (and hence representing the valence quarks of the
two incoming nuclei). The lattice implementation of these equations has been constructed
by Krasnitz and Venugopalan [116] and also by Lappi [118], and has been used for exten-
sive numerical studies of gluon production at central rapidity [116–119, 205, 217]. There
is an ongoing effort towards extending these calculations to quark pair production [218]
and also to forward rapidities (by including quantum evolution in the distribution of the
color charges).

Returning to the case of the (‘dilute–dense’) pA collisions, which is our main focus here,
the respective gluon yield can be computed as [30, 91, 207, 213, 219]

23 Note that we restrict ourselves here to parton (quark or gluon) production and gloss over the
complicated problem of the ‘parton fragmentation’ into the final hadrons.
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dNpA

dη d2p⊥d2b⊥
=

N2
c − 1

4π3

ᾱ

p2
⊥

∫
d2k ΦA(k, b, τ1)ϕp(p − k, τ2) , (5.16)

where τ1,2 = τ0±η, with τ0 ≡ ln(
√
s/k⊥) (see kinematics in Fig. 15). In the above equation,

ϕp(k, τ) is the gluon occupation factor in the proton, cf. Eq. (2.33), here integrated over
the proton area: ϕp(k, τ) =

∫
d2bϕp(k, b, τ). Furthermore, the quantity ΦA(k, b, τ), which

plays a formally similar role — that of the gluon occupation factor in the nucleus —, is
really a scattering amplitude, namely [212]

ΦA(k, b, τ) ≡ 1

αNc

∫
d2r

4π
e−ik·r ∇2Tgg(r, b, τ) , (5.17)

where Tgg(r, b, τ) is the scattering amplitude for a gluonic (gg) dipole, with size r and
impact parameter b, as computed in the eikonal approximation: Tgg ≡ 1 − Sgg, with
Sgg defined as in Eq. (2.42). This ‘dipole’ is merely a mathematical construction — it
arises in the calculation of the gluon production cross–section as the product between the
gluon line in the direct amplitude (see Fig. 14) and the corresponding line in the complex
conjugate amplitude — and its amplitude Tgg encodes the effects of multiple scattering,
as anticipated.

The quantity (5.17) is not the same as the ‘canonical’ gluon occupation factor, Eq. (2.33),
although it essentially reduces to the latter at high momenta k⊥ ≫ Qs(A, τ). For generic
momenta, one rather has ΦA ∝ k2∇2

kϕA (this follows, e.g., by comparing Eqs. (5.17) and
(2.52)). In fact, there is a priori no reason why the canonical gluon distribution should
enter the calculation of an observable at high energy: in the high–density environment
characteristic for a high–energy target, the scattering operators are non–linear in the color
fields; so, unlike what usually happens at low energy, they are not anymore proportional
to the 2–point function which defines the gluon distribution.

From its definition (5.17), it is straightforward to evaluate the generalized ‘gluon distribu-
tion’ ΦA in the kinematical regions of interest, via manipulations similar to those already
encountered in this report (see, e.g., Ref. [114] for analytic estimates of ΦA). However, it
turns out that, in order to perform a qualitative study of the RpA–ratio, one can simply
replace ΦA → ϕA in Eq. (5.16) and also ignore the convolution with the ‘spectator’ proton
— the one evolved up to the lower rapidity τ2. That is, all the salient features of the ratio
(1.38) are preserved when this is simply evaluated as 24

RpA(η, k⊥) ≡ ϕA(τ1, k⊥)

A1/3 ϕp(τ1, k⊥)
, (5.18)

where we recall that τ1 ≡ τ0 + η is the rapidity of the participating gluon in the nuclear
wavefunction. Eq. (5.18) measures the difference between the gluon distribution in the
nucleus and that in the proton (scaled up by A1/3) at the same value of x, and thus is the
most direct expression of the nuclear effects which should be responsible for the deviation

24 More quantitative analyses [114, 115] have confirmed that the simplified ratio, Eq. (5.18), and
the original one, cf. Eqs. (1.38) and (5.16), have indeed a similar behaviour.
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of the experimentally measured ratio RpA from one. In what follows, we shall estimate
Eq. (5.18), separately for the central rapidity and for the forward ones.

5.2.1 Central rapidity: Cronin peak in the MV modelSECT_ETAZERO

At central pseudo–rapidity (η = 0) and for the kinematics at RHIC, τ1 = τ0 ∼ 3 is rather
small, so one can ignore quantum evolution towards small x in the nuclear wavefunction,
and describe the corresponding gluon distribution as the result of classical radiation from
the valence quarks. (From experience with the phenomenology at HERA, we expect small–
x evolution effects to become important only x < 10−2, i.e. τ > 5 ; cf. Sect. 5.1).

Under these assumptions, the gluon distribution of a large nucleus (A ≫ 1) can be
described within the McLerran–Venugopalan model introduced in Sect. 1.3.3. As further
explained in Sect. 2.5, this model encodes non–linear effects associated with the classical
dynamics of strong color fields. When computed in the LC–gauge in which the gluon
distribution makes sense, these non–linear effects are interpreted as gluon saturation at
low transverse momenta k⊥ <∼ Qs(A), cf. Eq. (2.56), and, respectively, as ‘higher twist’
corrections to the bremsstrahlung spectrum at large momenta k⊥ ≫ Qs(A), cf. Eq. (2.55).
The intermediate scale Qs(A) is the nuclear saturation momentum defined in Eq. (2.54);
it scales with A like Q2

s(A) ∼ A1/3 lnA1/3. Alternatively, when viewed in the COV–gauge
in which the classical field equations remain linear even for strong color fields, the non–
linear effects encoded in Eq. (2.49) are interpreted as the multiple scattering of a gluonic
dipole crossing the nucleus. This last interpretation, which is perhaps more suggestive for
the problem at hand (gluon production in pA collisions), is illustrated in Fig. 42.

p

proton

nucleus

Fig. 42. Multiple scattering in a proton–nucleus collision. In the experiments at RHIC, the proton
is actually replaced by a deuteron. dARESCAT1

At the same (small) rapidities at which the large nucleus can be described within the MV
model, the proton is in a dilute regime, so the associated gluon distribution ϕp(k⊥) can be
computed in the ‘leading–twist’ approximation. To the accuracy of interest, this is simply
the bremsstrahlung spectrum (compare to Eqs. (2.53) and (2.55)) :

ϕp(k⊥) ≃ 1

αNc

Q2
p

k2
⊥
, Q2

p ≈ 2α2Nc

R2
p

, (5.19)

with Qp ∼ ΛQCD. Eq. (5.19) is valid in the perturbative regime at k⊥ ≫ Qp.

We are now in a position to compute the RpA–ratio, Eq. (5.18). In view of Eq. (5.19),
it is clear that the quantity A1/3ϕp(k⊥) which appears in the denominator of Eq. (5.18)
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Fig. 43. The ratio RpA(z) as a function of the scaled momentum variable z = k2/Q2
s(A)

in the McLerran-Venugopalan model with ρA = 6. The thick (black) line is the complete
result; the solid (blue) line shows the contribution Rsat

pA(z) of the saturation plateau alone;

the dotted (magenta) line shows the difference Rtwist
pA (z) ≡ RpA −Rsat

pA due to higher–twist
effects at z ≪ 1. (From Ref. [87].) RpAMV

coincides with the nuclear gluon distribution in the high momentum limit — i.e., the
dominant term at high–k⊥ in the r.h.s. of Eq. (2.55). Thus, within the MV model at least,
the ratio RpA(k⊥) is also a measure of the deviation of the actual nuclear gluon distribution
from the corresponding prediction of the ‘leading–twist’ (or linear) perturbation theory. As
explained in Sect. 2.5, this deviation is associated with non–linear effects which ‘push’ the
gluons towards the modes with higher transverse momenta (of the order of the saturation
scale, or larger). Accordingly, when compared to the bremsstrahlung spectrum, the MV
spectrum shows a strong depletion at very low momenta k⊥ ≪ Qs(A), but a relative excess
for larger momenta k⊥ >∼ Qs(A) (see Fig. 27). This immediately implies that the ratio
(5.18) should be smaller than one for k⊥ ≪ Qs(A) and larger than one for k⊥ >∼ Qs(A),
and moreover it must approach one from the above at sufficiently high momenta :

RpA(k⊥) ց 1 when k⊥ → ∞. (5.20)

This last property follows since, at high k⊥, the nuclear spectrum is amended by ‘higher
twist’ corrections which are positive, cf. Eq. (2.55). From these considerations, it becomes
obvious that the function RpA(k⊥) must have a maximum at some intermediate value of
k⊥, of the order of Qs(A). This maximum is the Cronin peak.

To study the emergence and the properties of this maximum in more detail, let us consider
increasing k⊥ from very small values, k⊥ ∼ Qp. (See also Fig. 43.) So long as k⊥ <∼ Qs(A),
the nuclear distribution ϕA(k⊥) remains nearly constant, cf. Eq. (2.56), whereas the proton
distribution ϕp(k⊥) decreases very fast, like 1/k2

⊥. Accordingly, the ratio RpA(k⊥) increases
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rapidly, RpA(k⊥) ∝ k2
⊥, from a value RpA ∼ A−1/3 ≪ 1 when k⊥ ∼ Qp up to a value

RpA(k⊥) ∼ ρA > 1 for k⊥ ∼ Qs(A) . (5.21)

We have defined here (cf. Eq. (2.54)) :

ρA ≡ Q2
s(A)

Q2
A

= ln
Q2

s(A)

Λ2
QCD

∼ lnA1/3 , (5.22)

and we have used the fact that ϕA ∼ 1/αNc for k⊥ ∼ Qs(A), together with Eq. (5.19)
and the estimate Q2

A ≈ A1/3Q2
p, cf. Eq. (2.53).

But when k⊥ is further increased above Qs(A), the nuclear saturation plateau ends up
quite abruptly (cf. Fig. 27), and the gluon occupation factor ϕA(k⊥) decreases very fast
— exponentially in z ≡ k2

⊥/Q
2
s(A) — down to the power law tail given by the ‘twist

expansion’ in Eq. (2.55). Correspondingly, the ratio RpA(k⊥) decreases quite fast for
k⊥ > Qs(A), down to a value of order one (but strictly larger than one).

Thus, the maximum is located at k⊥ ∼ Qs(A), as anticipated, and has a height Rmax(A) ∼
ρA which is parametrically enhanced for large A. Still for large A, this maximum is rather
well peaked: the width/height ratio at the peak can be estimated as (ln ρA/ρA) ≪ 1.
Note that, in these estimates, we have implicitly treated ρA (and not only A) like a large
number. To make contact with RHIC phenomenology, it is therefore useful to notice that,
for a gold nucleus at RHIC energies, one expects Q2

s(A) ≃ 2 GeV2 [55], which together
with ΛQCD ≃ 200 MeV implies ρA ≃ ln 50 ≃ 4. This number is reasonably large.

The qualitative analysis above is confirmed by an exact (analytic) calculation [87] of the
nuclear gluon spectrum in the MV model, Eq. (2.52), which together with Eq. (5.19) for
the corresponding spectrum in the proton leads to the ratio RpA displayed in Fig. 43. In
particular, the location z0 of the maximum and its height Rmax(A) ≡ RpA(z0) have been
computed in an expansion in powers of 1/ρA [87], with the following results:

z0 = 0.435 +
0.882

ρA
+ O

(
ρ−2

A

)
, Rmax(A) = 0.281 ρA + 0.300 + O

(
ρ−1

A

)
. (5.23)

To conclude, the experimental observation of a rather well–defined Cronin peak in d+Au
collisions at central rapidity at RHIC (cf. Fig. 16) may be naturally interpreted as an
evidence of the non–linear effects responsible for gluon saturation in the nuclear wave-
function. A closely related effect is that the spectrum of the produced gluons gets ‘harder’
as a result of their rescattering inside the nucleus (cf. Fig. 42). To see this, let us return
to Eq. (5.16) for the gluon yield and notice that, in the absence of saturation effects in
the nucleus (i.e., with ΦA(k⊥) ∝ 1/k2

⊥), the integral there would yield

dNpA

dηd2p⊥d2b⊥
∝ 1

p4
⊥

when p⊥ ≫ Qs(A) . (5.24)

However, as emphasized in writing the r.h.s. of Eq. (5.24), the ‘leading–twist’ spectrum
∝ 1/p4

⊥ holds only for very high momenta, well above the nuclear saturation scale. But
it is easily to check that, for lower momenta p⊥ <∼ Qs(A), the spectrum becomes less
infrared divergent, because of gluon saturation inside the nucleus:
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dNpA

dηd2p⊥d2b⊥
∝ 1

p2
⊥

when p⊥ <∼ Qs(A) . (5.25)

5.2.2 Forward rapidities: High–p⊥ suppressionSECT_RPA

From the experimental results at RHIC, we know that the physical picture changes dra-
matically when moving from central to forward rapidities. As we shall explain in what
follows, such a dramatic change can be understood as the result of the dissymmetry be-
tween the small–x evolutions of the nuclear and, respectively, proton gluon distributions
which form the ratio (5.18).

At forward, and sufficiently large, pseudo–rapidities (η = 2 − 3), the gluons with τ1 =
τ0 +η in either the nucleus or the proton 25 wavefunctions are predominantly produced by
quantum evolution, that is, they are emitted by gluons with larger values of x which
are themselves radiated by the valence quarks. In the kinematical range relevant for
d+Au collisions at RHIC, one can assume the proton to be always in a dilute regime,
so its evolution is linear. But the nucleus develops a saturation region at sufficiently low
transverse momenta (since it already did so in the initial condition at τ1 = τ0), hence
its evolution must include the non–linear effects discussed in Sect. 3. It is the difference
between the linear evolution of the proton and that non–linear of the nucleus which leads
to the rapid suppression of the RpA–ratio with increasing η, as we shall shortly see.

To be consistent with our previous discussion of the η = 0 case (cf. Sect. 5.2.1), where
we have assumed that the effects of the evolution are negligible for τ1 = τ0, we need to
consider that the rapidity interval which is really available for the small–x evolution is
not τ1, but rather τ1 − τ0 = η. To keep in line with the previous notations in this report,
where this rapidity interval has been systematically denoted as τ , we shall often rewrite
η ≡ τ . That is, in the remaining part of this section, τ and η will be just different names
for the same physical quantity — the rapidity of the particles produced in pA collisions.

The gluon occupation factor predicted by the CGC effective theory has been either ex-
plicitly computed in Sect. 4 (in some kinematical regions), or it can be easily inferred
from the results presented there (in the other regions). For convenience, we summarize
here the relevant results:

(1) The gluon distribution at saturation has been computed in Sect. 4.1 with the following
result (cf. Eq. (4.8), which is here extended to a nucleus) :

ϕA(k⊥, τ) ≈ 1

αNc

{
ln
Q2

s(A, τ)

k2
⊥

+ O(1)

}
, for k2

⊥ ≪ Q2
s(A, τ) . (5.26)

Here, Qs(A, τ) is the nuclear saturation momentum, which has been discussed in Sect.
4.2.6. The LO approximation with fixed coupling predicts that Qs(A, τ) rises very fast
with both τ and A (cf. Eq. (4.53)) : Q2

s(A, τ) ≃ Q2
s(A) ecᾱτ with c ≃ 4.88, ᾱ ≡ αNc/π,

and the initial condition Q2
s(A) ∝ A1/3 provided by the MV model, cf. Eq. (2.54). But

this growth is slowed down by running coupling effects, which become more and more

25 Note that the ‘proton’ here is that one which appears in the denominator of the ratio RpA–
ratio, Eq. (5.18), and which has the same rapidity τ as the nucleus.
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important with increasing τ (cf. Eq. (4.52)) and ultimately wash out any A–dependence
in the saturation scale [172] (see Eq. (4.55)).

(2) For transverse momenta well above the saturation scale, the occupation factor is
given by the solution to the BFKL equation with the saturation boundary condition 26

(??). This can be solved via the same manipulations described in Sect. 4.1 for the case
of the dipole scattering amplitude, with similar results. Specifically, for momenta within
the ‘extended scaling region’ (5.27), which for a nucleus reads

Q2
s(A, τ) ≪ k2

⊥ ≪ Q2
g(A, τ) , with Q2

g(A, τ) ≡ Q4
s(A, τ)/Q

2
s(A) , (5.27)

the BFKL solution is well approximated by the scaling form (compare with Eq. (4.58))

ϕA(k⊥, τ) ≈
1

αNc

{
ln

k2
⊥

Q2
s(A, τ)

+ O
(
1
)}(Q2

s(A, τ)

k2
⊥

)γ

, γ ≈ 0.63. (5.28)

Scaling violations in the form of the diffusion term can be easily added (cf. Eq. (4.56)),
but they are omitted here for simplicity.

(3) For even higher momenta k2
⊥ ≫ Q2

g(A, τ), the occupation factor must be computed by
resumming small–x and collinear emissions. To the present accuracy, the corresponding
result is given by the “double–logarithmic approximation” of Eq. (4.41), that is

ϕA(k⊥, y) ≃ 1

αNc

Q2
A

k2
⊥

exp
{√

4ᾱyρ(A, k⊥)
}
, (5.29)

where ρ(A, k⊥) ≡ ln(k2
⊥/Q

2
s(A)) is recognized as the phase–space available for the (linear)

k2
⊥–evolution:

ρ(A, k⊥) =
∫ k2

⊥

Q2
s(A)

dk2
⊥

k2
⊥

= ln
k2
⊥

Q2
s(A)

. (5.30)

Notice that, in agreement with the discussion in Sect. 4.2.1, it is the infrared cutoff in
the initial conditions at low energy — here, the nuclear saturation momentum Qs(A) —
which sets the lower cutoff for the transverse phase–space available for the evolution. For
the proton, this scale would be Qp, with Qp ≪ Qs(A). Hence, ρ(p, k⊥) > ρ(A, k⊥) for any
k⊥, which explains why a pronounced difference persists between the gluon spectrum in
the nucleus and that in the proton even at very high momenta k⊥ ≫ Qs(A, τ).

We are now prepared for a study of the evolution of the ratio RpA(k⊥, τ) with increasing
τ , starting with the initial condition provided by the MV model. The most distinguished
features of this evolution are summarized below (we refer to [87] for more details) :

i) The main effect of the evolution is a rapid suppression of the ratio RpA with increas-
ing τ at any value of k⊥ (except for the asymptotic ones), which is due to the different
evolution rates of the gluon distributions in the nucleus (the numerator in Eq. (5.18))

26 This is tantamount to solving the BK equation in momentum space. Indeed, the gluon occupa-
tion factor can be alternatively computed as a specific Fourier transform of the dipole scattering
amplitude [51, 87, 124].
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and respectively the proton (the denominator there). Roughly speaking, the proton dis-
tribution grows faster because, for a given k⊥, the transverse phase–space available for
the proton evolution is larger than that for the nucleus (cf. Eq. (5.30)) :

ρ(p, k⊥) ≡ ln
k2
⊥
Q2

p

= ln
k2
⊥

Q2
s(A)

+ ln
Q2

s(A)

Q2
p

≃ ρ(A, k⊥) + ρA, (5.31)

where ρA ≫ 1 has been generated according to Eq. (5.22). Correspondingly, RpA(k⊥, τ)
decreases very fast with τ , and already after a short evolution τc ∼ 1 it becomes smaller
than one at all but the asymptotic momenta (τc will be estimated below).

In fact, the suppression rate d lnRpA/dτ is largest at small τ and for not so large trans-
verse momenta — namely, for k⊥ <∼ Qg(A, τ) —, since in this regime the dissymmetry
between the evolution of the proton and that of the nucleus is most pronounced: The
proton is in the DLA regime, and thus evolves very fast, whereas the nucleus is either
at saturation, or in the geometric scaling window, and thus it evolves quite slowly (be-
cause, so long as ᾱτ < 1, the nuclear saturation momentum rises very slowly with τ ; see
Eq. (4.53)). This explains, in particular, the rapid suppression in RpA observed in the
early stages of the evolution in the numerical study in Ref. [115], which is based on the
BK equation. The results obtained there are shown in Fig. 44.

To better appreciate how fast is the evolution and estimate τc, let us study the evolution
of the ratio RpA(k⊥, τ) for momenta k⊥ ∼ Qs(A, τ); that is, τ and k⊥ are simultaneously
increased, in such a way to remain in the vicinity of the nuclear saturation line, where the
Cronin peak is expected to be located. We thus consider the following function of τ :

Rsat(A, τ) ≡ RpA(k⊥ = Qs(A, τ), τ) , (5.32)

which measures the height of the Cronin peak, so long as the latter exists. (For τ = 0,
Rsat ∼ ρA, cf. Eq. (5.21).) By definition, τc is the rapidity evolution after which Rsat(A, τ)
decreases from its initial value of O(ρA) to a value of O(1).

For k⊥ ∼ Qs(A, τ), the gluon occupation factor in the nucleus is independent of τ and of
order 1/αNc, while that in the proton is given by the DLA formula (5.29) (the DGLAP
evolution of the proton prevails over the BFKL one so long as ᾱτ ≪ ρA). We then have

Rsat(A, τ) ∼ ρA exp
{
cᾱτ −

√
4ᾱτρA

}
. (5.33)

For τ = 0, this is of O(ρA), as expected. But when increasing τ , the ratio decreases very
fast — the DGLAP increase of the proton distribution being faster than the BFKL increase
of the nuclear saturation momentum, cf. Eq. (4.36) —, and becomes parametrically of O(1)
already after the very short rapidity evolution

ᾱτc ∼ ln2 ρA

4ρA
≪ 1 . (5.34)

This value τc is in fact so small that one can in fact ignore the corresponding evolution
of the nucleus: The rapid decrease in the height of the peak in the very early stages of the
evolution is entirely due to the DGLAP evolution of the proton.
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Fig. 44. Ratios RpA and RAA of gluon yields in p–A (upper plot) and A–A (lower plot) for BK
evolution, with MV as initial condition with Q2

s = 0.1 GeV2 for p and 2 GeV2 for A. Lines from
top to bottom correspond to τ=0, 0.25, 0.5, 1, 2, 3, 5, 7 and 10. From Ref. [115]. Armesto3

Note that, parametrically, τc ∼ 1/(ᾱρA) is indeed of order one, as anticipated, since the
coupling ᾱ is to be evaluated at the nuclear saturation scale, which implies ᾱ(Q2

s(A)) =
b/ρA with b = O(1).

Insert the double-scaling regime.

ii) By the same argument, the suppression goes away at extremely large momenta, where
the difference between Qs(A) and Qp becomes unimportant in computing the phase–space.
In fact, when k⊥ ≫ Qs(A, τ), one can use the DLA formula (5.29) for both the proton
and the nucleus, and thus deduce (for fixed coupling) :

RpA(k⊥, τ) ≃ e−ρA

√
ᾱτ/ρ(A,k⊥) for k⊥ ≫ Qs(A, τ) , (5.35)

which approaches one from below when k⊥ → ∞.

iii) For larger τ such that ᾱτ >∼ 1, the ratio RpA(k⊥, τ) is monotonously increasing with
k⊥. That is, the Cronin peak has flattened out during the first 1/ᾱ units of rapidity.

The flattening of the Cronin peak cannot be attributed to the proton evolution alone
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(the latter produces a quasi–uniform suppression in RpA at momenta around Qs(A, τ),
so, by itself, it would preserve a local structure like a peak), rather this must be related
to the evolution of the nucleus. As demonstrated in Ref. [87], it is indeed the nuclear
evolution which washes out that distinguished feature of the initial distribution which
was responsible for the existence of a well–pronounced peak at τ = 0 : the exponential
fall off of the gluon occupation factor at momenta just above the saturation plateau.

iv) Whereas the generic features of the evolution, as described above, are qualitatively
similar for both fixed and running coupling, important differences persist between these
two scenarios as far as the details of the evolution, and also the precise structure of
the final results, are concerned. Specifically, after including running coupling effects, the
evolution appears to be slower (one needs a larger increase in rapidity to achieve a given
suppression in RpA), but eventually stronger (the final value for RpA which is obtained
after a very large evolution in τ is significantly smaller with running coupling than with
fixed coupling). Let us be more specific on these two points:

• To appreciate how fast is the evolution, one can use the rapidity τc introduced above.
For fixed coupling, this is given by Eq. (5.34), whereas for running coupling one finds [87]

τc ≃ 1

4b
ln ρA ∼ lnA1/3 (running coupling). (5.36)

For largeA, the above estimate is parametrically larger than the previous one in Eq. (5.34);
thus, the running of the coupling slows down the evolution indeed.

• Furthermore, to characterize the strength of the suppression after a very large rapidity
evolution, consider the limit of RpA when τ → ∞ with fixed z ≡ k2

⊥/Q
2
s(A, τ). For

z = O(1), one finds [87]:

RpA(z ∼ 1, τ → ∞) ∼ 1

(A1/3ρA)1−γ
(fixed coupling) , (5.37)

and, respectively,

RpA(z ∼ 1, τ → ∞) =
1

A1/3
(running coupling) . (5.38)

As anticipated, for large A, the running coupling result (5.38) is much smaller than the
corresponding one for fixed coupling, Eq. (5.37) (recall that 1 − γ ≃ 0.37).

In fact, the power of A1/3 in the r.h.s. of Eq. (5.38) is simply the factor introduced
by hand in the definition (5.18) of RpA. That is, the result (5.38) arises directly from
the observation that, with a running coupling and for sufficiently large τ , the nuclear and
proton saturation scales become equal with each other, cf. Eq. (4.55), so the corresponding
occupation factors will be equal too, in the whole kinematic range where geometric scaling
applies (which includes the saturation domain at z ≤ 1 and the BFKL regime (5.27)).

v) The dependence of the ratio RpA upon A is also interesting, since this corresponds to
the centrality dependence of the ratio RdAu measured at RHIC [27, 57]. Consider the A–
dependence for momenta around the Cronin peak: Whereas at τ = 0, the ratio RpA(k⊥ ∼
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Qs(A)) is logarithmically increasing with A (recall Eq. (5.21)), this tendency is rapidly
reversed by the evolution, as manifest by inspection of Eq. (5.33) : After only a small
rapidity increase τ ∼ τc ∼ 1, RpA(k⊥, τ) becomes a decreasing function of A for any
k⊥, in qualitative agreement with the corresponding change in the centrality dependence
observed in the data, cf. Fig. 18.

6 The color dipole picture

SECT_DIPOLE

In this section, we shall give an introduction to the color dipole picture developed by
A. Mueller [43, 58], which is an intuitive and very economical description of the lightcone
wavefunction in the BFKL approximation and for large Nc. As we shall see, this formalism
allows one to study the onset of unitarity corrections in dipole–dipole scattering at high
energy, and is also well suited for numerical calculations, as demonstrated by the explicit
Monte–Carlo simulations performed by Salam [44, 45]. Our main emphasis will be on the
relation between this picture and the CGC formalism discussed previously. As we shall
see, the color dipole picture includes at the same time less and more than the CGC
effective theory as developed so far: It contains less in the sense that it does not include
saturation effects in the wavefunction, and thus applies only in the dilute regime, where
such effects are unimportant. But it contains more, in the sense that it allows for a faithful
description of the wavefunction and its evolution in the dilute regime, including the effects
of particle number fluctuations which have been neglected in the JIMWLK evolution of the
CGC. Such fluctuations are a priori important at low density; but, somehow unexpectedly,
they turn out to play an important role also in the approach towards saturation, as we
shall discover in Sect. 7. Despite of these dissimilarities, the color dipole picture can
be equivalently reformulated as the theory of a (non–saturated) color glass [163], which
however evolves according to a different renormalization group equation [50] as compared
to JIMWLK.

6.1 A Markovian picture for the BFKL evolution at large Nc

Let us start with an elementary color dipole (a quark–antiquark pair in a color singlet
state) at low energy and study the evolution of the associated lightcone wavefunction when
increasing the energy. We shall work in the leading logarithmic approximation at high
energy, as before, but we shall also assume that the number of colors is large: Nc ≫ 1. Also,
we shall assume that the final energy is not too high, so that the saturation effects within
the evolved wavefunction remain negligible: the evolution is linear, of the BFKL type.
Under these assumptions, a mathematically simple and physically intuitive description
emerges for the evolution of the norm (i.e., the modulus squared) of the wavefunction
— the quantity which acts as a weight function in the calculation of expectation values
over the dipole wavefunction. (This is the analog of the CGC weight function and plays a
similar role, e.g., when computing the elastic S–matrix or the total cross–section for the
scattering between the evolved dipole and some external target.) Namely, it turns out that
the relevant evolution is a classical stochastic process in which a system of (elementary)
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Fig. 45. dipole_evol

dipoles evolves through 1 → 2 dipole splitting [58, 70].

To avoid any confusion between the evolved dipole and an elementary one (i.e., a qq̄
pair without additional gluons), we shall refer to the former as the ‘onium’ [58]. Let
us examine the first few steps in the evolution of the onium. As usual, there are two
different, but equivalent, ways to think about this evolution — either as boosting the
onium to higher rapidities, or as including gluons with smaller and smaller values of x in
the onium wavefunction —, and in what follows we shall adopt the second perspective.

The first step is illustrated in Fig. 45. The norm of the wavefunction is depicted as the
product between the direct amplitude (on the left) and the complex conjugate (c.c.)
amplitude (on the right), separated by a dashed vertical line. In this first step, a small–x
gluon is emitted, in the direct amplitude, from either the original quark or the original
antiquark, and then it is absorbed back again, in the c.c. amplitude, by any of these two
fermions. This generates the four diagrams displayed in the l.h.s. of Fig. 45. Since the
transverse coordinates of the quark and the antiquark are not modified by the emission
of the small–x gluon, it is convenient to use the transverse coordinates to indicate the
various fields, as shown in Fig. 45.

The key simplification arising at large Nc is that a gluon can be replaced by a pointlike
quark–antiquark pair in a color octet state. This can be seen with the help of the Fierz
identity:

taij t
a
kl =

1

2
δilδjk − 1

2Nc
δijδkl , (6.1)

where the two color matrices in the fundamental representation correspond to the vertices
for gluon emission and, respectively, absorbtion in the diagrams in Fig. 45. WhenNc → ∞,
one can neglect the second term in the r.h.s. of Eq. (6.1), and the remaining term describes
indeed the propagation of a qq̄ pair (in so far as color indices are concerned). Accordingly,
the radiated gluon can be effectively replaced by a qq̄ pair at z, and the color indices are
such that the ‘quark’ component of the gluon (at z) together with the original antiquark
(at y) make up a new color dipole, and similarly for the ‘antiquark’ at z and the original
quark at x. That is, as a result of the evolution, the original dipole (x,y) has effectively
split into two new dipoles (x, z) and (z,y), as illustrated in the r.h.s. of Fig. 45.

In the second rapidity step, another gluon with an even smaller value of x can be emitted
from either the original qq̄ pair (x,y) or from the first gluon at z. In the latter case, it
is convenient to think about the second gluon as being emitted from either the ‘quark’ or
the ‘antiquark’ components of the first gluon.
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Consider, e.g., the case where the second gluon is emitted, in the direct amplitude, from
the quark x or the ‘antiquark’ z. Then, there are two possibilities for the c.c. amplitude:
(i) The second gluon is absorbed back again by the quark x or the ‘antiquark’ z; in
such a case, the process can be represented as the splitting of the dipole (x, z) into two
new dipoles (x,w) and (w, z). (Note that the dipole (z,y) is merely a spectator in this
scenario.) (ii) The second gluon is rather absorbed by the ‘quark’ z or the antiquark y;
this process does not admit a dipolar interpretation, but on the other hand it is suppressed
at large Nc (by a power 1/N2

c with respect to the first one).

A similar discussion holds when the second gluon is emitted off the ‘quark’ z or the
antiquark y, and, more generally, for higher steps in this evolution: In the large–Nc limit,
the evolution can be restricted to dipole configurations and proceeds via dipole splitting.
After being produced, the dipoles evolve independently from each other, yet the ensuing
dipole branches are correlated with each other, because they have a common ancestor.
In order to follow the evolution of the dipole distribution with increasing τ , we need the
probability density for the elementary splitting, that we shall now compute.

For definiteness, we take the onium to be a right–mover, in which case it is convenient
to use the LC gauge A+ = 0. Consider first the soft gluon emission from the quark
component of the dipole alone. The amplitude for a quark with longitudinal momentum p+

and transverse momentum p⊥ = 0 to emit a small–x gluon with longitudinal momentum
k+ ≪ p+ and transverse momentum k⊥ is easily computed as [70]

Ma
λ(k

+,k) ≃ gta
ǫ−λ√

(2π)32k+

2k+

k2
⊥

=
2gta

√
(2π)32k+

ǫλ · k
k2
⊥

, (6.2)

where a and λ represent color and polarization indices for the emitted gluon, and the
quark color indices are implicit (the amplitude is a color matrix in the fundamental rep-
resentation). Furthermore, gtaǫ−λ is the quark–gluon vertex in the eikonal approximation,
2k+/k2

⊥ = 1/k− is the energy denominator for the radiation process (within the present
approximations), and the factor involving a square–root arises from the normalization of
the gluon wavefunction. In writing Eq. (6.2), we have also used the fact that, for a gluon
in the gauge A+ = 0, the transversality condition kµǫ

µ
λ = 0 implies ǫ−λ = ǫλ · k/k+.

As a first application of Eq. (6.2), let us use it to deduce the familiar expression of the
differential probability for bremsstrahlung, which appeared already in Sect. 1.4. We have:

dPBrem ≡
∑

a,λ

|Ma
λ(k

+,k)|2 d2k dk+ ≃ αCF

π2

d2k

k2
⊥

dk+

k+
, (6.3)

where we have used
∑

λ ǫ
i
λ(ǫ

j
λ)

∗ = δij and the Casimir CF = (N2
c − 1)/2Nc of the funda-

mental representation has been generated via the quark color algebra, i.e., by taking the
sum over the final color states and the average over the initial ones: (1/Nc)t

a
ij(t

a
ij)

∗ = CF .
At large Nc, one can approximate CF ≈ Nc/2.

For the problem of the high–energy evolution, it is preferable to use the Fourier trans-
form of the amplitude (6.2) to coordinate space, obtained as (x denotes the transverse
coordinate of the quark, and z that of the emitted gluon)
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Ma
λ(k

+,x − z) =
∫

d2k

(2π)2
eik·(x−z)Ma

λ(k
+,k) =

2igta
√

(2π)32k+

ǫλ · (x − z)

(x − z)2
. (6.4)

To deduce the corresponding amplitude for a dipole, one must add a similar contribution
for the emission from the antiquark at y, and also enforce the quark and the antiquark to
be in a same color state before the gluon is emitted (because the original qq̄ pair was in
a color singlet state). To ensure the proper counting of the color states, a factor 1/

√
Nc

must then be introduced in the amplitude. One has:

Ma,ij
λ (k+,x,y, z) =

taji√
Nc

2ig
√

(2π)32k+

{
ǫλ · (x − z)

(x − z)2
− ǫλ · (y − z)

(y − z)2

}
, (6.5)

where i and j denote the color indices (for the quark and, respectively, the antiquark) in
the final state, after the gluon has been emitted. The differential probability for dipole
splitting is finally obtained by taking the modulus squared of this dipole amplitude and
summing over the final color indices. One thus obtains [58] :

dPsplit =
αNc

2π2

(x − y)2

(x − z)2(y − z)2
d2z dτ ≡ ᾱ

2π
M(x,y, z) d2z dτ , (6.6)

where we have set dk+/k+ = dτ and the dipole kernel has been generated as in Eq. (3.75);
that is, M(x,y, z) = Kxxz + Kyyz − Kxyz − Kxyz, with the four terms in the r.h.s.
corresponding to the four diagrams in Fig. 45.

Note the emergence of the coupling constant scaled by the number of colors, ᾱ ≡ αNc/π,
which is characteristic for a large–Nc approximation. This shows that the meaningful way
to take the large–Nc limit is to let Nc → ∞ and simultaneously α → 0 in such a way
that ᾱ remains constant. Besides, ᾱ ≪ 1 in the perturbative regime. As we shall see, in
the presence of unitarity corrections or saturation effects, the definition of the ‘large–Nc

limit’ needs to be adjusted in order to accommodate the relevant physics.

As anticipated, under the present, high–energy and large–Nc, approximations, the quan-
tum evolution of the onium can be described as a classical stochastic process for a system
of dipoles living in the two transverse dimensions and ‘time’ τ ; this is the ‘color dipole’
picture [58]. At each step in this process, one of the preexisting dipoles can split into two
new dipoles with a differential probability given by Eq. (6.6). The latter is independent of
the history of the evolution in the previous steps, so the process is Markovian [154, 156].
The result of this evolution can then be described as a statistical ensemble of dipole
configurations endowed with a probability distribution evolving with τ .

Specifically, a given configuration is specified by the number of dipoles N and by N − 1
transverse coordinates {zi} = {z1, z2, ...zN−1}, such that the coordinates of the N dipoles
are (z0, z1), (z1, z2),...,(zN−1, zN), with z0 ≡ x0 and zN ≡ y0. (Note that, from now on, we
shall denote the transverse coordinates of the original dipole as (x0,y0), for more clarity.)
We therefore introduce the probability density PN({zi}|τ) to find a given configuration (the
dependence upon the original coordinates (x0,y0) is kept implicit), and study its evolution
with τ . Physically, the intermediate coordinates zi represent the positions of the emitted
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gluons, and PN is the norm of the Fock space component of the LC wavefunction which
involves N − 1 soft gluons.

The dipole probabilities are normalized according to

∞∑

N=1

∫
dΓN PN({zi}|τ) = 1, (6.7)

where the phase space integration is dΓN = d2z1d
2z2 . . .d

2zN−1. Then expectation values
over the onium wavefunction are obtained as

〈O(Y )〉 =
∞∑

N=1

∫
dΓN PN ({zi};Y )ON({zi}), (6.8) opeave

where the operator O represents some physical observable which depends upon the dipole
coordinates alone.

From Eq. (6.6), it is straightforward to deduce the evolution law for the dipole probabilities
(the ‘Master equations’ in the language of statistical physics [154, 156]). When increasing
rapidity from τ to τ + dτ , the probability for a given configuration {zi} of N dipoles
can increase via splitting within a previous configuration of N − 1 dipoles and decrease
because of the splitting of one of the N dipoles in the configuration at study. This leads
to a set of coupled evolution equations for the probabilities PN [163, 220]

∂PN ({zi}|τ)
∂τ

= − ᾱ

2π

[
N∑

i=1

∫
d2zM(zi−1, zi, z)

]
PN({zi}|τ) (6.9) evolP

+
ᾱ

2π

N−1∑

i=1

M(zi−1, zi+1, zi)PN−1(z1, ..., zi−1, zi+1, ..., zN−1|τ),

where in the r.h.s. one can easily identify the loss and gain terms characteristic of a Master
equation [156]. Note that, from the point of view of perturbative QCD, the loss term in
Eq. (6.9) corresponds to the decrease in the norm of the (N − 1)–gluon Fock state, as
associated with virtual–gluon loop corrections to the LC wavefunction. The correspond-
ing diagrams have not been explicitly considered above, rather their overall contribution
has been directly inferred — via the condition of probability conservation — from the
respective contribution of the real–gluon corrections that we have computed indeed (and
which are responsible for the gain terms in Eq. (6.9)).

The hierarchy represented by Eq. (6.9) must be solved with the initial condition that, at
τ = 0, there is only one dipole: PN(τ = 0) = δN1. Thus, the normalization condition,
Eq. (6.7), is trivially satisfied at τ = 0 and is further preserved at any τ by the evolution
according to Eq. (6.9) (as one can check by replacing ON → 1 in Eq. (6.11) below).

Note a subtle point concerning the dipole probabilities: As it stands, the integral over z

yielding the loss term in Eq. (6.9) has logarithmic divergencies due to the poles of the
dipole kernel at z = zi and z = zi−1. These singularities reflect the fact that, in the
construction of the wavefunction, one cannot forbid the radiation of dipoles of arbitrarily
small sizes. To regularize these divergences at intermediate steps, one must introduce some
ultraviolet cutoff, e.g., a minimal size rmin for the radiated dipoles. The probabilities PN
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will logarithmically depend upon this cutoff; for instance, the survival probability P1 for
the original dipole (x0,y0), or ‘Sudakov factor’, is easily obtained as

P1(τ) = exp
{
− ᾱτ ln

r2
0

r2
min

}
, (6.10)

where r0 ≡ |x0 − y0|. But the cutoff dependence cancels out between the loss and gain
terms in the calculation of physical quantities according to Eq. (6.8), as we shall see below
on explicit examples.

From Eqs. (6.9) and (6.8), one can deduce the following evolution equation for the expec-
tation value of an observable [163]

∂〈O(τ)〉
∂τ

=
ᾱ

2π

∞∑

N=1

∫
dΓN PN({zi}|τ)

N∑

i=1

∫
d2zM(zi−1, zi, z) (6.11) DODY

×
[
−ON(z1, . . . , zN−1) + ON+1(x1, . . . , zi−1, z, zi, . . . , zN−1)

]
,

where the first term, (−ON ), comes from the loss terms in the Master equation, whereas
the second one, ON+1, is generated by the gain terms there. By inspection of Eq. (6.11),
one can anticipate the mechanism for the compensation of the ultraviolet singularities:
Consider, e.g., the pole of the dipole kernel at z = zi and notice that, within the ‘gain’
term ON+1, z is a common leg for the two adjacent dipoles (zi−1, z) and (z, zi). Thus,
when z → zi, the dipole (z, zi) becomes of zero size and cannot have any physical
influence; hence, in that limit, ON+1 must effectively reduce to ON , so the residue of the
would–be pole z = zi appears to vanish. This will be later checked on explicit expressions
for the observable O.

The hierarchy in Eq. (6.9) has a relatively simple structure, which reflects the fact that
the onium evolution as described above is linear : For N = 1, we have a closed equation
for P1 that we have solved in Eq. (6.10), and for N ≥ 2 the evolution couples PN only to
PN−1. Hence, the second equation determines P2 in terms of P1, etc., and the equations
can be solved one after the other, without any need for a truncation (in contrast to the
Balitsky hierarchy, which describes non–linear evolution in the presence of saturation). In
practice, it turns out that the most convenient way to compute the dipole distribution is
via Monte Carlo simulations [44, 45]. In the next subsection, we shall see that the evolution
described by Eq. (6.9) is of the BFKL type, as expected.

The manifest linearity of the evolution reflects our assumption that saturation effects can
be neglected within the onium wavefunction — the gluons can split in the course of the
evolution, but they cannot merge with each other —, an approximation that we know
to fail at sufficiently high energy. Incidentally, it might be interesting to notice that the
evolution would remain strictly linear (at any energy) within the formal large–Nc limit:
Nc → ∞ at fixed energy. Indeed, as we have seen in the construction of the dipole picture,
the gluon exchanges between different dipoles correspond to ‘non–planar’ diagrams, which
are suppressed by powers of 1/Nc. But, of course, the physically interesting “large–Nc

approximation” is that one where Nc is large (Nc ≫ 1) but finite, and then it is easy to
see that the growth of the dipole distribution with τ rapidly compensates for the 1/Nc
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suppression of the saturation effects. Let us make this argument more precise and use it
to estimate the rapidity range for the validity of the dipole picture.

We shall soon discover that the characteristic amplitude for dipole–dipole interactions is of
order α2 ≡ ᾱ2/N2

c (see Sect. 6.5.1), and thus is suppressed at large Nc, as anticipated. On
the other hand, the average dipole number density 〈n〉τ increases very fast with the energy,
like the BFKL pomeron (see Sect. 6.2) : 〈n〉τ ∼ eω0τ with ω0 = (4 ln 2)ᾱ. Thus, for any
finite value of Nc, there exists a value τc at which the 1/N2

c suppression of the elementary
amplitude is compensated by the large density of dipoles available for scattering. This
happens, roughly, when the total amplitude for the interaction between a given dipole
and any other dipole in the system becomes of order one:

α2 eω0τ ∼ 1 for τ = τc ≃ 1

ω0
ln
N2

c

ᾱ2
. (6.12)

For even larger rapidities, the dipole picture must be abandoned and the 1/Nc expan-
sion must be modified to account for the high–density effects: quantities of order αNcτ
and α2eω0τ must be treated on equal footing. Note, however, that the saturation effects
cannot be accommodated in the dipole basis, since the interaction between two dipoles
inside the wavefunction leads in general to more complicated color configurations, like
quadrupoles, sextupoles, etc. In particular, one cannot treat the saturation effects as
“dipole recombination” [221], although, as we shall see in Sect. 7, one can arrive at an
effective description [49, 61, 222] which looks extremely (even confusingly !) close to it.

6.2 Dipole densities and their evolution

SECT_DDENSITY

By using Eq. (6.11), we shall now deduce evolution equations for the dipole number den-
sities [43, 48, 58, 163, 223]. The resulting equations will make it clear that the onium evo-
lution as described above is a special representation of the BFKL evolution (at large Nc),
which is however more general than the BFKL equation by itself, in the sense of includ-
ing correlations induced through dipole splitting. The equations to be established in this
subsection will play an essential role in the construction of improved evolution equations
(going beyond the Balitsky–JIMWLK hierarchy) in Sect. 7.

Consider first the average dipole number density. The corresponding operator for an N–
dipole configuration is

nN (x,y) =
N∑

j=1

δ(2)(zj−1 − x)δ(2)(zj − y). (6.13) densityN

By using Eq. (6.11) with ON ≡ nN , and after simple manipulations we arrive at the
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Fig. 46. The one–step evolution of the average dipole number density as described by Eq. (6.14).
Fig_T1

following evolution equation for the average dipole number density nτ (x,y) ≡ 〈n(x,y)〉τ

∂nτ (x,y)

∂τ
=

ᾱ

2π

∫
d2z

[
−M(x,y, z)nτ(x,y)

+M(x, z,y)nτ(x, z) + M(z,y,x)nτ(z,y)
]

≡ ᾱ

2π

∫
d2zNxyz ⊗ nτ (x,y), (6.14) evolnumber

which is illustrated in Fig. 46. This is recognized as the BFKL equation in coordinate
space [58, 163]. Note that the poles in the various dipole kernels are innocuous, as their
residues cancel in the integrand: e.g., when z → x, the first term cancels against the
third one, whereas the second term is not singular in that limit. Thus, as anticipated in
the previous subsection, the ultraviolet singularities cancel between the gain and the loss
terms, and the dipole number density grows with the energy like the BFKL pomeron.

Now we turn to the dipole pair density. The corresponding operator for a given N–dipole
configuration is defined as [48]:

n
(2)
N (x1,y1; x2,y2) ≡ nN (x1,y1)nN(x2,y2)−δx1x2δy1y2nN (x1,y1),

(6.15)

where the subtracted term eliminates the “pairs” made of the same dipole. With this
subtraction, n(2) measures non–trivial correlations between distinct pairs.

The construction of the equation obeyed by the average pair density n(2)
τ ≡ 〈n(2)〉τ is a

bit more tedious (see Ref. [48] for details), but its final structure can be easily anticipated
via physical considerations. To that aim, let us consider the construction of the dipole
pair density via evolution, starting with a single dipole at low energy. That is, consider
the following initial conditions at τ = 0 :

n0(x,y) = δ(2)(x − x0)δ
(2)(y − y0) and n

(2)
0 = 0 . (6.16)

After increasing the rapidity by dτ , the original dipole can decay into two dipoles (x0, z)
and (z, y0), with the differential probability (6.6). Thus, if one measures the pair density
(6.15) at τ = dτ , one can find a non–zero result provided the coordinates (x1,y1) and
(x2,y2) of the measured dipoles match onto the coordinates (x0, z) and (z, y0) of the
two child dipoles. This requires the measured dipoles to have a common leg: x2 = y1 or
y2 = x1 (see Fig. 47) — we shall say that they are contiguous with each other. But even
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Fig. 47. The geometry of dipole splitting SPLITG

when this condition is satisfied, the measured pair density n
(2)
dτ is parametrically small, of

order ᾱdτ , to be compared to the one–body density ndτ , which is of order one.

We see that, so long as ᾱdτ <∼ 1, the two–body correlations remain weak, but they get
built via dipole splitting in the course of the evolution. In this process, the one–body
dipole density nτ acts as a source for the two–body correlations. Given the form (6.6) of
the differential probability for one–step evolution, and the geometry of splitting in Fig.
47, it is clear that the rate of change in the dipole pair density due to the splitting of one
of the dipoles in nτ reads (with r1 = x1 − y1 and r2 = x2 − y2) :

∂

∂τ
n(2)

τ (x1,y1 ; x2,y2)
∣∣∣∣
fluct.

=
ᾱ

2π

(r1 + r2)
2

r2
1r

2
2

{
δ(2)(x2 − y1)nτ (x1, y2)

+ δ(2)(y2 − x1)nτ (x2, y1)
}
. (6.17)

As indicated in the l.h.s. of Eq. (6.17), this is just the “fluctuating” contribution to the
evolution of n(2)

τ , in which the two measured dipoles arise from the splitting of the same
parent dipole (and thus are contiguous with each other). The general equation is easily
obtained after adding in the r.h.s. the terms linear in n(2)

τ which describe the usual BFKL
evolution of any of the two measured dipoles. Thus, the complete equation reads:

∂ n(2)
τ (x1,y1; x2,y2)

∂τ
=

ᾱ

2π

[ ∫
d2zNx1y1z ⊗ n(2)

τ (x1,y1; x2,y2) (6.18) eqn2

+M(x1,y2,x2)nτ (x1,y2) δ
(2)(x2 − y1)

]
+
{
1 ↔ 2

}
,

(we use the notation introduced in Eq. (6.14)) and is illustrated in Fig. 48.

It is now manifest in the r.h.s. of Eq. (6.18) that the fluctuation term, proportional to nτ ,
controls the growth of n(2)

τ in the dilute regime where nτ ≫ n(2)
τ . Although the previous

discussion has focused, for simplicity, on the low–energy regime ᾱτ <∼ 1, one should keep
in mind that the ‘dilute regime’ is not restricted to the early stages of the evolution:
However large is τ , the dipole distribution will always have a tail corresponding to small
dipole sizes r ≪ 1/Qs(τ) in which the density is low and the fluctuations are important.
(Recall the discussion of the saturation front in Sect. 4.3.2.) In particular, such a tail will

171



Fig. 48. The one–step evolution of the dipole pair density n
(2)
τ as described by Eq. (6.18). The

virtual BFKL term is not shown. Fig_T2

be produced by the high–energy evolution even if one starts with a relatively dense system
at τ = 0, so like a large ‘nucleus’ composed with many dipoles.

On the other hand, once that a non–zero contribution to the dipole pair density has been
generated via fluctuations, this contribution is then rapidly amplified by the standard
BFKL evolution, which proceeds twice as fast for n(2)

τ as compared to nτ — because the
two dipoles making the pair can simultaneously evolve. This too is manifest on the r.h.s.
of Eq. (6.18) and it implies that, for sufficiently high energy, n(2)

τ rises with τ as a ‘double
BFKL Pomeron’ : n(2)

τ ∼ e2ω0τ for ᾱτ >∼ 1.

A similar discussion applies to the generic κ–body dipole density n(κ)
τ , with κ ≥ 2, as

defined via the straightforward generalization of Eq. (6.15), that is,

n(κ)
u1...uκ

≡ nu1(nu2 − δu1u2) . . . (nuκ − δu1uκ − · · · − δuκ−1uκ), (6.19)

where ui = (xi,yi) is a 4–dimensional variable representing in a compact way the coor-
dinates of the quark and the antiquark of the i–th dipole. The corresponding evolution
equation involves the standard BFKL terms — a total of κ terms linear in n(κ)

τ , which
describe the independent BFKL evolution of each of the dipoles —, together with fluctua-
tion terms — a total of κ(κ−1)/2 terms linear in n(κ−1)

τ , which account for the possibility
that a pair of dipoles with sizes ri and, respectively, rj from n(κ)

τ , which are contiguous
with each other, be generated in one step of the evolution via the splitting of a unique
dipole of size ri + rj from n(κ−1)

τ [48, 223].

Let us conclude this discussion with the following observation, which will play an impor-
tant role in what follows: Although a dilute system, the onium does not evolve according
to the weak–field limit of the JIMWLK Hamiltonian, which is the BFKL Hamiltonian
(cf. Sect. 3.4.1), but rather according to the more general Master equations (6.9), which
lead to a non–trivial hierarchy for the κ–body dipole densities, as we have just seen.
Whereas the BFKL equation (6.14) describes the change in the average dipole number
density alone, the higher equations in this hierarchy — which are not accommodated by
the BFKL Hamiltonian, nor by the JIMWLK one — describe the construction of corre-
lations in the evolving dipole distribution. To summarize, the dipole picture goes beyond
the JIMWLK equation in the sense of providing a better description of the correlations
produced by the evolution in the dilute regime, although only for large Nc.
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6.3 Onium–CGC scattering: a lesson from boost–invariance

SECT_ONIUMCGC

Now that we know how to construct the ‘wavefunction’ of the onium (more precisely, its
modulus squared, or the probability density), let us consider some physical applications of
the formalism. We start with the elastic scattering between the onium and some energetic
hadron (a CGC). As we shall see, this calculation is interesting for, at least, two reasons:
First, it reveals some limitations of the previously established Balitsky–JIMWLK (or BK)
equations. Second, it will naturally lead us — in the next subsection — to a generalized
‘color glass’ picture (that of the onium), which transcends the standard picture provided
by the JIMWLK evolution.

Let S(x0,y0; τ) denote the S–matrix element for the elastic scattering between an onium
(the ‘projectile’) and the hadronic target corresponding to a rapidity separation τ . At
the time of scattering, the projectile consists in a statistical ensemble of dipoles which
elastically scatter off the color fields in the target. This picture suggests the following
‘factorization formula’, which can more formally derived within the lightcone wavefunction
formalism (see below for a sketch of its proof):

S(x0,y0; τ) =
∞∑

N=1

∫
dΓN PN({zi}|τ − τ0)

〈
S(1)S(2) · · ·S(N)

〉

τ0
. (6.20)

This formula is written in the Lorentz frame where the target rapidity is τ0 and that
of the projectile is τ − τ0, with some restriction on the value of τ0 (see below). In the
r.h.s., S(i) ≡ S(zi−1, zi) is the S–matrix for the scattering between the ith dipole in the
projectile and a given configuration of the target fields. Accordingly, 〈S(1)S(2) · · ·S(N)〉τ0 ,
where the average refers to the target wavefunction, represents the S–matrix element for
the elastic scattering of a system of N dipoles in a given transverse configuration. After
some simple algebra, Eq. (6.20) can be equivalently rewritten as an expression for the
‘forward’ (i.e., elastic) scattering amplitude T ≡ 1 − S :

T (x0,y0; τ) =
∞∑

κ=1

(−1)κ+1

κ !

∫
du1...duκ n

(κ)
τ−τ0(u1...uκ) 〈T (κ)(u1...uκ)〉τ0 , (6.21)

where n
(κ)
τ−τ0 is the κ–body dipole density in the projectile, cf. Eq. (6.19), and T (κ) =

T (1)T (2) · · ·T (κ), with T (i) ≡ 1− S(i), is the amplitude for the simultaneous scattering
of κ dipoles.

A priori, the choice of a specific frame should not influence the final result of the cal-
culation, since the elastic S–matrix is boost invariant. However, the above expressions,
Eqs. (6.20) and (6.21), are not valid in any frame: they assume that the projectile is dilute
enough for the saturation effects to be negligible, which in turn implies a restriction on
its rapidity (cf. Eq. (6.12)) : τ − τ0 ≪ τc. But there is no corresponding restriction on the
total rapidity τ : however large τ is, one can always choose the frame in such a way that
τ − τ0 be small enough. In particular, with the choice τ0 ≈ τ , the projectile reduces to a
single dipole and then the problem is tantamount to the dipole–CGC scattering that we
have already considered in some previous chapters. (The precise condition for neglecting
the evolution of the projectile reads ᾱ(τ − τ0) ≪ 1.) It is nevertheless interesting to allow
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τ0 to take generic values (modulo the restriction on τ − τ0 alluded to above), because by
varying τ0 one can study the interplay between the condition of boost–invariance and the
high–energy evolution. Ultimately, this study will unveil some important limitations of
the CGC formalism introduced so far.

Specifically, the constraint that τ − τ0 ≪ τc leaves a rather large range of variation for τ0;
within that range, Eqs. (6.20) and (6.21) must be independent of τ0, to the accuracy of
interest — i.e., up to corrections related to saturation effects in the projectile wavefunction
(which are small indeed within the considered range for τ0). By requiring that

dS(τ)

dτ0
= 0, (6.22)

within Eq. (6.20) and then using the Master equation (6.9) for the dipole probabilities
(or, equivalently, from dT /dτ0 = 0 together with the equations in Sect. 6.2 for the dipole
densities), it is straightforward to deduce [221, 223] that the dipole amplitudes 〈T (κ)〉τ0
obey the large–Nc version of the Balitsky hierarchy 27 (cf. the discussion after Eq. (3.91)).
In particular, the non–linear terms in these equations (the ‘unitarity corrections’) arise
from the fluctuation terms in the equations for n(κ)

τ with κ ≥ 2 : one dipole splits into
two, and both child dipoles are then measured via scattering off the target. This finding
is in agreement with the interpretation of the Balitsky equations in terms of projectile
evolution, as explained in Sects. 1.4.3 and 3.5.

But although natural at a first sight, this result as a rather curious consequence, which
sheds doubts on the internal consistency of the Balitsky equations (and implicitly also
on that of the JIMWLK evolution of the target) : It implies that, at a mathematical
level, Eqs. (6.20) and (6.21) are strictly independent off τ0 so long as the projectile evolves
according to the dipole picture and the target expectation values evolve according to the
(large–Nc version of the) Balitsky–JIMWLK hierarchy. This is paradoxical since it implies
that, if one uses the Balitsky–JIMWLK equations to compute the dipole amplitudes which
enter Eq. (6.20), then the latter provides exactly the same result for S(τ) in any frame,
including the frames like the target rest frame (τ0 ≃ 0) where this formula is bound to be
wrong. The solution to this paradox consists in recognizing that the Balitksy–JIMWLK
equations are in fact incomplete [46–48].

This failure will be discussed at length in Sect. 7, where we shall also propose a remedy
to it, but the origin of the problem can be already recognized here: This is the profound
dissymmetry between the evolutions of the projectile and, respectively, the target as en-
coded in the Balitksy equations. We have just argued that the non–linear terms in these
equations correspond to dipole (or gluon) number fluctuations in the evolution of the
projectile. Alternatively, from the discussion in Sect. 3, we now that, from the perspective
of the target evolution, the same terms corresponds to saturation effects. This ‘duality’
in our physical interpretation is quite natural, as it reflects the boost–invariance of the
scattering amplitudes: by varying τ0, one can reinterpret the same elementary evolution
step as either a gluon splitting (1 → 2) inside the projectile, or as a gluon merging (2 → 1)

27 The original derivation of the BK equation by Kovchegov [124] uses precisely this argument,
further supplemented by the mean field assumption 〈T (κ)〉 ≈ 〈T (1)〉〈T (2)〉 · · · 〈T (κ)〉.
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inside the target. But this discussion also shows that the physical information encoded
in the Balitsky equations is necessarily incomplete : it misses the saturation effects in the
projectile and also (by ‘duality’) the gluon–number fluctuations in the target.

One may hope that, by working in a well chosen frame, in which the projectile is dilute
and the target is dense, all this missing information becomes irrelevant, so the Balitksy–
JIMWLK equations can there be used as written. But the previous discussion of Eq. (6.20)
shows that this cannot be true: By boost–invariance, the very same results would be
obtained by working in a different frame where the physical situation is reversed (the
projectile becomes dense, whereas the target is dilute), and where equations like (6.20)
do not apply anymore — so the respective results are necessarily wrong, and then they
are wrong in any frame. This ‘duality’ argument may look a little formal, or at least
indirect, since based on boost–invariance alone; but in the subsequent discussion this will
be corroborated by explicit dynamical considerations, which will shed more light on the
‘missing physics’ and eventually drive us, in Sect. 7, towards an improved set of evolution
equations.

6.4 The ‘color glass’ description of the onium

SECT_DIPCGC

The discussion in the previous subsection points towards some limitations of the CGC
formalism in the description of the dilute regime. On the other hand, we know that the
dipole picture provides a faithful description of this regime (at large Nc), including the
essential correlations induced via gluon–number fluctuations. To better understand the
limitations of the CGC picture, it would be interesting to compare the predictions of the
dipole picture and of the JIMWLK equation at low density. A priori, these two formalisms
are quite different from each other — one is formulated in terms of the (colorless) dipole
number density, the other one in terms of the color charge density — and these differ-
ences prevent a direct comparison. One possibility would be to compare their respective
predictions for the same physical observables, like the scattering amplitudes for given pro-
jectiles. This is the strategy that we shall follow in Sect. 7, where we shall combine these
two approaches in a unified picture. Another possibility, that we shall develop in this sec-
tion, is to reformulate the dipole picture as a generalized ‘color glass’ description [50, 163],
valid at low density, which encompasses and extends (within this low density regime) the
standard picture based on the JIMWLK equation, and thus directly demonstrates the
limitations of the latter.

To that aim, let us return to the factorization formula (6.20) and show now that this can
be interpreted as the scattering between two ‘color glasses’, which represent the hadronic
target and the onium, respectively. For definiteness, we shall take the target to be a
right–mover. Then, the projectile is a left–mover and the S–matrix S(zi−1, zi) for the
scattering of an elementary dipole is given by Eq. (1.36) with the Wilson lines V † and V
built with the color field A+

a ≡ αa
R of the target, as shown in Eq. (1.35). The following

mathematical identity will be useful in what follows (in matrix notations appropriate for
the fundamental representation) :
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P exp

(
−g

∫
dx−

δ

δρa
L(x−, z)

ta
)

e−i
∫

dx−d2xρa
L(x−,x)αa

R(x−,x) =

= P exp
(
ig
∫

dx−αa
R(x−, z) ta

)
e−i

∫
dx−d2xρa

L(x−,x)αa
R(x−,x) . (6.23)

This is easily verified by expanding the x−–ordered differential operator in the first line,
acting with the derivatives on the exponential function, and finally reexponentiating the
result. In the second line of Eq. (6.23), one recognizes the Wilson line describing the
eikonal scattering of a left–moving quark with transverse coordinate z :

V †(z) = P exp
(
ig
∫

dx−αa
R(x−, z) ta

)
. (6.24)

A similar identity holds, of course, for the anti–chronological Wilson line V which describes
the scattering of an antiquark. By using such identities together with some integrations
by parts, one can check that the S–matrix S(zi−1, zi) for the ith dipole in the projectile
admits the following integral representation

S(zi−1, zi)[αR] =
∫

D[ρL] e−i
∫

dx−d2xρa
Lαa

R
1

Nc

tr
(
V †(zi−1)V (zi)

)[
i
δ

δρL

]
δ[ρL] , (6.25)

where ρL ≡ ρa
L(x−,x), δ[ρL] is the functional δ–function :

δ[ρL] ≡
∏

a

∏

x−

∏

x

δ
(
ρa

L(x−,x)
)
, (6.26)

and the Wilson lines inside the integrand must be read as ‘derivative Wilson lines’, i.e., all–
orders, functional, differential operators obtained by replacing αa

R → i δ/δρL in expressions
like Eq. (6.24); e.g.,

V †(z)
[
i
δ

δρL

]
= P exp

(
−g

∫
dx−

δ

δρa
L(x−, z)

ta
)
. (6.27)

The exponential factor exp{−i
∫
ρa

Lα
a
R} is recognized as the eikonal coupling between the

color charge of the left–mover and the color field created by the target. Then, Eq. (6.25)
is suggestive of a ‘color glass’–like averaging over the wavefunction of the ith dipole, with
the following ‘color glass’ weight function for a single, left–moving, dipole [163, 224] :

Wi[ρL] ≡ 1

Nc
tr
(
V †(zi−1)V (zi)

)[
i
δ

δρL

]
δ[ρL] ≡ D†(zi−1, zi) δ[ρL]. (6.28)

To gain more intuition with this formula, notice that, in QED, where gta → e with e the
electric charge and there is no path–ordering, the analog of Eq. (6.28) would read

Wi[ρL] = exp

(
−e

∫
dx−

[
δ

δρL(x−, zi−1)
− δ

δρL(x−, zi)

])
δ[ρL]

= δ
[
ρL(x−,x) − e

(
δ(2)(x − zi−1) − δ(2)(x − zi)

)]
, (6.29)
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which expresses the fact that ρL is the (x−–independent) electric charge density of a dipole
made with a positive charge at zi−1 and a negative charge at zi. In QCD, the physical
interpretation is complicated by the non–commutativity of the color matrices, but even
there one can understand Eq. (6.28) as follows: The differential operator i δ/δρL(x−,x)
can be viewed as the creation operator for a gluon with the indicated coordinates. Then,
δ[ρL] is the vacuum state for this operator (no gluon), and the derivative Wilson line
in Eq. (6.27) is the creation operator for a fast loving quark, seen as the source of ar-
bitrarily many small–x gluons, whose emission is treated in the eikonal approximation.
Correspondingly, D†(zi−1, zi) is the creation operator for a left–moving 28 dipole, and the
meaning of Eq. (6.28) is then transparent: a one–dipole state is produced by acting with
the dipole creation operator on the vacuum.

By using the representation in Eq. (6.25) for all the dipoles making up the onium (the
projectile) together with the CGC representation for the average over the target, we are
finally lead to the following rewriting of Eq. (6.20) [163] :

S(x0,y0; τ) =
∫

D[αR]
∫

D[ρL] e−i
∫

dx−d2xρa
L(x−,x)αa

R(x−,x) Wτ0 [αR]WD
τ−τ0 [ρL] , (6.30)

where Wτ0 [αR] is the color–glass weight function for the target and WD
τ−τ0

[ρL] is the
corresponding weight function for the onium, and reads (cf. Eq. (6.28)) [225, 226]

WD
τ [ρ] =

∞∑

N=1

∫
dΓN PN ({zi}|τ)

N∏

i=1

D†(zi−1, zi) δ[ρ] . (6.31)

As anticipated, Eq. (6.30) depicts the elastic onium–hadron scattering as the collision be-
tween two color glasses, with a particularly simple form for the eikonal coupling between
the respective color charges: a simple exponential, so like in QED. What is especially ap-
pealing about this formula is that it looks symmetric between the target and the projectile.
(Recall that −∇2

⊥α
a
R = ρa

R, so the integral giving the eikonal phase can be more symmet-
rically rewritten as

∫
ρa

Lα
a
R ≡ ∫

ρa
L

−1
∇2

⊥

ρa
R.) However, given the approximations underlying

its derivation, this symmetry is only formal: Eq. (6.30) is valid only in an asymmetric
frame, where the projectile is dilute and the target is dense. It is presently not clear
whether a similar factorization exists also for the more symmetric situation where both
colliding systems are dense (see the discussion in [62, 63, 227–230]). But even for the asym-
metric situation under consideration, the discussion in Sect. 6.3 shows that, in general,
one cannot trust the JIMWLK equation for providing the weight function Wτ0 [αR] of the
dense target. This is so because the JIMWLK evolution misses some correlations which
are generated via gluon splitting in the dilute regime, and which are important for the
scattering in the presence of unitarity corrections.

Remarkably, these correlations are explicitly encoded in the onium weight function in
Eq. (6.31), which represents an explicit example of a color–glass description which tran-
scends the JIMWLK evolution — albeit only in the dilute regime and for large–Nc. It
is therefore interesting to understand the structure of this equation in more detail. Note

28 Clearly, the corresponding formulæ for a right–moving dipole are obtained by simply replacing
x− → x+ in equations like (6.27).
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first that, for the left–moving onium, the LC coordinates x− and x+ play the roles of
‘time’ and ‘longitudinal’ directions, respectively. The standard color glass description (as
developed in the previous chapters) of such a dilute, left–moving, system would involve a
color charge density ρa

L which is localized near x+ = 0 (or z = −t) and is independent of
x−. The first condition is indeed satisfied for the color charge appearing in Eqs. (6.23)–
(6.28), which should be actually viewed 29 as the coefficient of a δ–function in x+ ; e.g.,
the eikonal phase in Eq. (6.23) should be understood as

∫
d4x δ(x+)ρa

L(x−,x)αa
R(x) =

∫
dx−d2x ρa

L(x−,x)αa
R(x+ = 0, x−,x). (6.32)

On the other hand, and unlike in the standard CGC description, the charge density ρa
L

which enters Eqs. (6.23)–(6.28) is explicitly dependent upon the ‘time’ variable x−. This
dependence accounts for the color matrix ordering of the gluons exchanged in the multiple
scattering between a (anti)quark from the onium and the target. Hence, this dependence
is important within the interaction region, which is localized near x− = 0 because of the
Lorentz contraction of the right–moving target.

We have thus identified an important limitation of the CGC formalism: a purely ‘glassy’
description, which is strictly (LC) time–independent, cannot be used whenever one needs
to take into account the multiple scattering of the individual constituents (quarks, gluons,
dipoles) which compose the ‘color glass’. This should not come as a surprise: We have
seen already in Sect. 1.2.3 that the multiple scattering of a single–dipole projectile, which
is a left–mover, probes the longitudinal (x−) structure of the CGC target, which is a
right–mover. Now, if the projectile itself is dense, then the elementary constituents of the
target can undergo multiple scattering too, and thus probe the longitudinal (x+) structure
of the projectile; accordingly, the temporal (x+) structure of the target is now important.
The example of Eq. (6.31) together with our previous experience with JIMWLK equation
suggests that a complete ‘CGC’ description should involve two types of Wilson lines:
ordinary Wilson lines in the longitudinal direction (x− for a right–mover) and derivative
Wilson lines in the time direction (x+). It appears to be quite difficult to construct a
generalized CGC picture accommodating both types of Wilson lines and their high–energy
evolution [60, 62, 63, 224, 228, 229]. We shall return to this issue in the next section.

But even when the multiple scattering can be ignored for the elementary constituents,
and a genuine glass description is indeed possible, the corresponding description of the
onium as emerging from Eq. (6.31) is still different from the JIMWLK evolution, as we
explain now: With reference to Eq. (6.30), consider the situation where the right–moving
target is dilute, so that we can restrict ourselves to the single–scattering approximation for
the individual dipoles which compose the left–moving onium. This amounts to evaluating
Eq. (6.25) in the two–gluon exchange approximation, which yields (cf. Eq. (3.73))

1 − g2

4Nc

(
αa

R(zi−1) − αa
R(zi)

)2
=
∫

D[ρL] e−i
∫

d2xρa
Lαa

R D†
0(zi−1, zi) δ[ρL] , (6.33)

29 Alternatively, and equivalently, the functional derivative in equations like (6.27) can be re-
placed as δ/δρa

L(x−,x) → δ/δρa
L(x+ = 0, x−,x), and then the integral giving the eikonal phase

is understood in the four–dimensional sense:
∫

d4x ρa
L(x)αa

R(x).
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where now the fields ρL and αR depend upon the transverse coordinate x alone, and

D†
0(x,y) ≡ 1 +

g2

4Nc

(
δ

δρa
L(x)

− δ

δρa
L(y)

)2

. (6.34)

That is, any reference to the coordinate x− has disappeared, as expected in a single–
scattering approximation. Physics–wise, we can make the following identifications :

αa
R(x) ≡

∫
dx− αa

R(x+ ≃ 0, x−,x) , ρa
L(x) ≡

∫
dx+ ρa

L(x+, x− ≃ 0,x) . (6.35)

The operatorD†
0 in Eq. (6.34) is recognized as the expansion of the dipole creation operator

D† introduced in Eq. (6.28) to second–order in the functional derivatives. That is, a
‘dipole’ created by D†

0 is a color source which can emit, or absorb, exactly two gluons.

Corresponding to Eq. (6.33), we obtain the following, “Dipole Model”, approximation for
the onium weight function [163] :

WDM
τ [ρ] =

∞∑

N=1

∫
dΓN PN({zi}|τ)

N∏

i=1

D†
0(zi−1, zi) δ[ρ] , (6.36)

which is sufficient for all the physical situations in which one can limit oneself to the ex-
change of two gluons per dipole. As we shall later argue, this is indeed the most interesting
situation at high energy (and large Nc).

As compared to Eq. (6.31), the dependence upon x− has disappeared from Eq. (6.36),
which therefore provides a truly ‘glassy’ description, as anticipated. Yet, this description
is not the one that would be produced by the JIMWLK evolution of the original dipole. In
fact, since the left–moving system is dilute, the corresponding JIMWLK evolution reduces
to the BFKL evolution, which rather implies

WBFKL
τ [ρ] =

{
1 +

g2

4Nc

∫
d2xd2y nτ (x,y)

(
δ

δρa(x)
− δ

δρa(y)

)2
}
δ[ρ] , (6.37)

where nτ is the average dipole number density, as given by the solution to the BFKL
equation (6.14). By using the latter, one can indeed check that Eq. (6.37) obeys the
low–density (or BFKL) version of the JIMWLK evolution, Eq. (3.71), at large Nc.

Eq. (6.37) can be formally obtained from Eq. (6.36) by keeping only the terms of O(}∈) (or,
equivalently, of second order in the functional derivatives) in the product

∏N
i=1D

†
0(zi−1, zi).

Hence, out of the dynamical information a priori encoded in Eq. (6.36), its BFKL approx-
imation (6.37) retains just the information about the average dipole number density. By
contrast, the more general weight function (6.36) also encompasses the higher many–body
correlations n(κ)

τ with κ ≥ 2, that is, it encodes the complete information about the sta-
tistical distribution of the dipoles in transverse space. Thus, in applications to scattering,
Eq. (6.37) can be used when only one of the dipoles composing the onium can scatter at
a time (i.e., in the single–scattering approximation for the onium as a whole), whereas
Eq. (6.36) is also appropriate in more general situations, where two or more dipoles can si-
multaneously scatter (with each such a dipole exchanging two gluons). Physical situations
where this difference is relevant will be presented later, in Sects. 6.5 and 7.
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Still another way to visualize the difference between the dipole picture and the dilute (or
BFKL) version of the JIMWLK equation, is to construct the Dipole Model analog of the
JIMWLK Hamiltonian. This is the Hamiltonian HDM which generates the dipole–picture
evolution of the onium weight function (6.36), via the following equation:

∂

∂τ
WDM

τ = −HDMW
DM
τ , (6.38)

where the τ–derivative in the l.h.s. is independently determined by the Master equation
(6.9) for PN(τ). The appropriate Hamiltonian is [50, 163]

HDM = − ᾱ

2π

∫

xyz

M(x,y, z)
[
−D†

0(x,y) +D†
0(x, z)D†

0(z,y)
]
D0(x,y), (6.39)

where D†
0 is the dipole creation operator introduced in Eq. (6.34) and 30

D0(x,y) ≡ − 1

g2Nc
ρa(x)ρa(y) for x 6= y. (6.40)

is the corresponding annihilation operator, as it can be seen from the following commu-
tation relation, which holds at large Nc (with δux ≡ δ(2)(u − x)) :

[D0(x,y), D†
0(u,v) ] =

1

2

(
δuxδvy + δuyδvx

)
. (6.41)

By using this commutation relation, it is straightforward to verify that the action of HDM

in the r.h.s. of Eq. (6.38) is indeed consistent with the prediction of the Master equation
(6.9) for the variation ∂WDM

τ /∂τ in the l.h.s.

The structure of the Hamiltonian (6.39) is physically transparent: when this is acting on
the onium weight function (6.36), a dipole (x,y) is removed from the original configura-
tion and replaced by a new pair of dipoles (x, z) and (z,y), with the right probability
density for this process to be recognized as a dipole splitting. In addition, there is a neg-
ative, ‘virtual’, term which accounts for the decrease in the probability that the original
configuration remain unchanged after one step in the evolution.

The Hamiltonian (6.39) can be decomposed as HDM = H0 + H1→2, with H0 describing
the BFKL evolution of the average color charge density (or dipole number) [163]:

H0 = − 1

2N2
c

ᾱ

2π

∫

x,y,z

M(§, †, ‡)
[

δ

δρ⊣(§) −
δ

δρ⊣(‡)

] [
δ

δρ⊣(‡) −
δ

δρ⊣(†)

]
ρ⌊(§)ρ⌊(†) ,

(6.42) HBFKLD

30 The expression of D0(x,y) in the limit x → y is not needed, because the dipole kernel in
Eq. (6.39) vanishes in that limit.
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and H1→2 describing the new correlations induced via 1 → 2 dipole splitting [50]:

H1→2 =
g2

16N3
c

ᾱ

2π

∫

x,y,z

M(§, †, ‡)
[

δ

δρ⊣(§) −
δ

δρ⊣(‡)

]∈ [
δ

δρ⌊(‡) −
δ

δρ⌊(†)

]∈
ρ⌋(§)ρ⌋(†).

(6.43) HMSW

Whereas H0 can be recognized [61] as the large–Nc version of the low–density JIMWLK
Hamiltonian in Eq. (3.71), the second piece H1→2 clearly goes beyond the JIMWLK
formalism, as it involves four functional derivatives w.r.t. ρ. Recalling the interpretation
of the derivative δ/δρ as a creation operator for one gluon, it becomes clear that H1→2

represents the vertex for 2 → 4 gluon splitting at large Nc.

To summarize, unlike the JIMWLK picture, which goes beyond the BFKL evolution
by including the non–linear, gluon merging, effects at high density, the dipole picture
deviates from the BFKL approximation by including the correlations associated with
gluon splitting in the dilute regime. As we shall later argue, all such effects are in fact
essential for the problem of high–energy scattering.

6.5 Onium–onium scattering

SECT_OO

In this section we shall consider a few applications of the formalism that we have just
developed — the (generalized) color glass description of an onium — to the problem of the
elastic scattering between two dilute systems (dipoles or onia). This problem corresponds
to low or intermediate energies, where the saturation effects remain negligible in both
colliding systems (namely, this requires τ ≪ τc, cf. Eq. (6.12)). This situation is interesting
in that it allows us to study the effects of dipole correlations on the scattering amplitude
in a simple setting, for which the formalism has already been developed. (This extension
of this discussion towards higher energies will be the subject of Sect. 7.) Moreover, as we
shall see in Sect. 6.5.4, when used in the right kinematics and pushed towards its limits,
this set–up also allows us to study the onset of the unitarity corrections while staying
within the dipole picture.

6.5.1 Dipole–onium scatteringSECT_DIPDIP

We start with the simplest case, that of the elastic scattering between two elementary
dipoles, with transverse coordinates (x0,y0) for the left–mover and, respectively, (x,y)
for the right–mover. To lowest order in perturbation theory, the scattering proceeds via the
exchange of two gluons and can be computed according to Eq. (6.30) with the following
weight functions for the incoming dipoles (cf. Eq. (6.28)) :

WL[ρL] = D†
0,L(x0,y0) δ[ρL], WR[ρR] = D†

0,R(x,y) δ[ρR] , (6.44)

with D†
0 given by Eq. (6.34) (now applied to both dipoles). The functional integral over

ρL is computed as in Eq. (6.33), so we are left with
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T0(x,y|x0,y0) =

(
g2

4Nc

)2 ∫
D[ρR]

(
αa

R(x0) − αa
R(y0)

)2
(

δ

δρb
R(x)

− δ

δρb
R(y)

)2

δ[ρR] ,

(6.45)

with ρR and αR related through −∇2
⊥α

a
R = ρa

R. After some integrations by parts and using
CF ≈ Nc/2, one finds the standard result (see, e.g., [189])

T0(x,y|x0,y0) =
g4

8

[
∆(x − x0) − ∆(y − x0) − ∆(x − y0) + ∆(y − y0)

]2

≡ α2A′(§, †|§′, †′), (6.46)

where ∆(x − y) denotes the Coulomb propagator, cf. Eq. (2.16), and

A′(§, †|§′, †′) ≡ ∞
∀ ln∈

[
(§ − †′)∈(† − §′)∈
(§ − §′)∈(† − †′)∈

]
. (6.47)

The four terms inside the square brackets in Eq. (6.46) correspond to the four possible
attachments of a gluon propagator in between a (anti)quark line in the first dipole and a
corresponding line in the second dipole. Thus, Eq. (6.46) describes the exchange of two
gluons, as anticipated.

6.5.2 Dipole–onium scatteringSECT_DIPO

Consider now increasing the rapidity of the left–mover, which consequently evolves into
an onium, whose ‘color glass’ weight function is generally given by Eq. (6.31). But for the
purpose of computing the dipole–onium scattering amplitude to lowest order, it is enough
to use the BFKL weight function in Eq. (6.37) (since the onium scatters only once). Then
one easily finds

〈T (x,y|x0,y0)〉τ = α2
∫

d2u d2vA′(§, †|⊓,⊑) \τ (⊓,⊑), (6.48) Tconv

where the brackets on T refer to the average over the onium wavefunction. Eq. (6.48)
tells us that the collision proceeds via a two–gluon exchange between the external dipole
and any of the dipoles internal to the onium. In what follows, we shall often denote a
dipole–onium amplitude simply as T (x,y) ; that is, the coordinates (x0,y0) of the dipole
which has initiated the onium will be kept implicit.

6.5.3 Two dipoles–onium scatteringSECT_2DIPO

For the same left–moving onium as above, consider now the situation where the right–
moving system is made with two dipoles, with coordinates (x1,y1) and (x2,y2), respec-
tively. We are interested in the amplitude 〈T (2)(x1,y1; x2,y2)〉τ ≡ 〈T (x1,y1)T (x2,y2)〉τ
for the simultaneous scattering of the two external dipoles. This quantity is interesting in
that it enters as the ‘non–linear term’ (or the ‘unitarity correction’) in the Balitsky equa-
tion (1.64) for the evolution of the single–dipole amplitude. Previously, this quantity has
been generally evaluated in the mean field approximation 〈TT 〉 ≈ 〈T 〉〈T 〉, which neglects
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the correlations in the target wavefunction, and under which Eq. (1.64) reduces to the
Kovchegov equation (1.67). Here, we would like to study the violation of this MFA by the
correlations built in the onium wavefunction by the high–energy evolution.

To lowest order in perturbation theory, meaning O(α4), each of the external dipoles scat-
ters only once, via two–gluon exchange, so we have

〈T (2)(x1,y1; x2,y2)〉τ ≃
(
g2

4Nc

)2 〈(
αa

L(x1) − αa
L(y1)

)2 (
αb

L(x2) − αb
L(y2)

)2〉τ , (6.49)

where αL is the color field created by the onium, with −∇2
⊥α

a
L = ρa

L. (Note that, in LC
notations, this field is an A− component, since the onium is a left mover.) The four color
fields which appear inside the matrix element in the r.h.s. can be attached to either two
different dipoles inside the onium (which then separately undergo single scattering), or to
a same internal dipole (which therefore undergoes double scattering). A priori, both types
of contributions are of the same order in α and Nc. Yet, as we shall demonstrate in what
follows, the second type of contribution, involving the multiple scattering of individual
dipoles, has a slower rise with the energy and thus can be neglected in the high–energy
regime where the unitarity corrections are important [225, 226].

Note first that, since the onium as a whole undergoes a double scattering, the use of the
BFKL approximation (6.37) for its weight function would be totally inappropriate. One
should rather use the more general expressions in Eq. (6.31) or (6.36) which allow for
multiple scattering. It is convenient to separately discuss the two types of contributions
alluded to above:

(i) Scattering off two different internal dipoles. In that case, each of the internal dipoles
partaking in the collision undergoes a single scattering, so one can use the approximation
(6.36) for the onium weight function. Then the expectation value in Eq. (6.49) is easily
computed via integration by parts (similarly to Eq. (6.45)), to yield

〈
T (2)(x1,y1; x2,y2)

〉2−dipoles

τ
= α4

∞∑

N=1

∫
dΓN PN({zi}|τ)

∑

1≤i6=j≤N

A′(§∞, †∞|‡〉−∞, ‡〉)A′(§∈, †∈|‡|−∞, ‡|) . (6.50)

We have also used the large–Nc approximation to avoid crossed exchanges in which one
dipole exchanges two gluons with two different dipoles. After also recalling the definition
(6.15) of the average dipole pair density, the above result is finally rewritten as

〈
T (2)(x1,y1; x2,y2)

〉2−dipoles

τ
= α4

∫

ui,vi

A′(§∞, †∞|⊓∞,⊑∞)A′(§∈, †∈|⊓∈,⊑∈) \(∈)
τ (⊓∞,⊑∞;⊓∈,⊑∈),

(6.51) T2conv

with a transparent physical interpretation: the two external dipoles scatter off two different
internal ones, via two–gluon exchange per dipole–dipole scattering.

(ii) Double scattering with only one internal dipole. In this case, the calculation is more
complicated (and, a priori, even ambiguous) because of the need to use the complete
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expression, Eq. (6.31), for the onium weight function. An ambiguity arises because the
functional derivatives which enter this expression, cf. Eq. (6.27), involve the color charge
density ρa

L(x−,x) at different ‘times’ x−, whereas in Eq. (6.49) the x− coordinate has
been suppressed: roughly speaking, the field αa

L in that equation should be evaluated near
x− = 0, cf. Eq. (6.35), but its detailed structure in x− cannot be better specified in the
present, high–energy, approximation. As discussed in Refs. [225, 226], this ambiguity can
be fixed by interpreting αL as the field at the upper end of the interaction region in x− :
αa

L(x) ≡ αa
L(x− → ∞,x) =

∫
u ∆(x−u)ρa

L(∞,u), where ‘infinity’ truly means ‘well above
the support of the interaction region’. The calculation can now be done, by using (below,
V †(z) is the derivative Wilson line in Eq. (6.27))

V †(z) ρa
L(∞,x) ≡ Pe

−g
∫

dx−tb δ
δρa

L
(x−,z) ρb

L(∞,x) = −gtaδ(2)(x − z)V †(z), (6.52)

and similarly for V (z). Note the similitude between the above equation and Eq. (3.31):
the color charge density at infinity acts on the derivative Wilson lines in the same way
as the functional derivative w.r.t. the field ατ at infinity acts on the normal Wilson lines
— that is, as an infinitesimal color rotation at the end point. By repeatedly using such
identities, one can integrate by parts the derivative Wilson lines implicit in Eq. (6.49),
and thus compute the contribution to 〈T (2)〉 due to the double scattering of one of the
internal dipoles. One thus finds (at large Nc) [226]

〈
T (2)(x1,y1; x2,y2)

〉1−dipole

τ
= α4

∫

u,v

A′(§∞, †∞|⊓,⊑)A′(§∈, †∈|⊓,⊑) \τ (⊓,⊑), (6.53) T21dipole

which has a very simple physical interpretation: the two external dipoles scatter indepen-
dently of each other off a same internal dipole, chosen according to the density nτ . This
result is in fact natural at large Nc : non–planar diagrams, in which the gluons exchanged
by the external dipoles cross with each other, are relatively suppressed at large Nc.

To summarize, to lowest order in α and 1/Nc, the two–dipole amplitude 〈T (2)〉τ receives the
two contributions shown in Eqs. (6.51) and (6.53). At relatively low energies, ᾱτ <∼ 1, and
for a target onium which has started as a single dipole at τ = 0, the second contribution,
which involves the single dipole density, dominates over the first one. But the situation
rapidly changes with increasing energy, since n(2)

τ rises much faster with τ than nτ (cf.
the discussion in Sect. 6.2). Thus, the first contribution, which describes the scattering off
different target dipoles, becomes the dominant one as soon as ᾱτ >∼ 1, and it remains so in
the approach towards unitrarization. A different argument leading to the same conclusion
can be found in Ref. [225].

It should be further emphasized that both contributions computed above are in strong
disagreement with the mean field approximation 〈TT 〉MFA = 〈T 〉〈T 〉, with 〈T 〉 given (to
the requested accuracy) by Eq. (6.48). This is obvious for Eq. (6.53), but it is also true
for Eq. (6.51) since the dipole pair density n(2)

τ (u1, u2) is predominantly built via gluon–
number fluctuations at low density (cf. Sect. 6.2) and hence is very different in general from
its mean field estimate, or ‘disconnected piece’, nτ (u1)nτ (u2). A simple way to appreciate
this difference is to consider the zero–transverse–dimensions version of the equations for
the dipole densities, which read (compare to Eqs. (6.14) and (6.18))
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dn(1)

dτ
= αn(1),

dn(2)

dτ
= 2α

[
n(2) + n(1)

]
, . . . (6.54)

where the dots stay for the higher equations in the hierarchy, and the local splitting rate
α replaces the non–local dipole kernel of QCD. The solutions corresponding to the initial
conditions n(1)(0) = n0 and n(2)(0) = 0 (cf. Eq. (6.16)) read

n(1)(τ) = n0 exp(ατ),

n(2)(τ) = 2n0 exp(2ατ) − 2n0 exp(ατ), . . . (6.55) toysol1

They confirm the fact that, so long as ατ <∼ 1, n(1) dominates over n(2) in the r.h.s. of the
second equation (6.54), and thus it is the driving force for the growth in the number of
pairs. For ατ >∼ 1, n(2) starts to dominate over n(1), as expected. However, the ratio

n(2)(τ)

[n(1)(τ)]2
= 2 − 2 exp(−ατ), (6.56) toyratio

approaches 2 at large τ , and thus differs from the naive prediction n(2)(τ) ≈ [n(1)(τ)]2

of the MFA. In fact, one can easily check that the only way to satisfy the mean–field
behaviour is to enforce it already in the initial conditions, by assuming n0 ≫ 1, n

(2)
0 ≈ n2

0,
etc. This might suggest that, in QCD, the MFA would be a good approximation at any τ
provided one starts the evolution with a very large nucleus at τ = 0. But this is actually
not so: the QCD evolution is non–local in transverse momenta (or dipole sizes) and,
independently of the initial conditions, it develops a tail at large momenta where the
density is low and the MFA breaks down completely.

6.5.4 Onium–onium scattering near the unitarity limitSECT_OOS

As a final application of the factorization formula (6.30), we shall now consider the
elastic onium–onium scattering in the center–of–mass (COM) frame. The COM kine-
matics is advantageous in that it allows one to study the onset of unitarity corrections
while neglecting saturation effects in any of the incoming wavefunctions [43]: Indeed, for
τ0 = τ − τ0 = τ/2, the dipole picture applies (separately for the left–mover and the right–
mover) so long as τ/2 ≪ τc, cf. Eq. (6.12); this condition leaves a parametrically large
window at τc <∼ τ ≪ 2τc within which both hadronic systems are non–saturated, yet their
multiple scattering is important and leads to unitarization.

To compute the elastic S–matrix within this kinematical window, one can neglect the
multiple scattering of the individual dipoles from both onia: indeed, as explained in the
previous subsection, when κ dipoles simultaneously scatter off a (non–saturated) onium,
then for ᾱτ >∼ 1 they predominantly scatter off κ different dipoles from that onium. (In
Sect. 6.5.3 we have taken κ = 2, but the generalization to arbitrary κ is straightforward.)
Hence, the onium–onium scattering in the kinematics of interest should be dominated by
the scattering between κ dipoles from one onium against κ dipoles from the other onium,
for any κ ≥ 1 and arbitrary transverse configurations for the two sets of colliding dipoles.
This is precisely the picture which emerges from Eq. (6.30), as we show now.
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Namely, after using Eq. (6.36) for the weight functions of both incoming onia, Eq. (6.30)
can be rewritten as

S(τ) =
∞∑

N=1

∫
dΓN PN(τ/2)

∞∑

N ′=1

∫
dΓN ′ PN ′(τ/2) SN×N ′ . (6.57)

where SN×N ′ is the S–matrix for the elastic scattering between two given dipole configu-
rations, which involve N and N ′ dipoles, respectively:

SN×N ′ =
∫

D[αR]
∫

D[ρL] e−i
∫

d2xρa
L(x)αa

R(x) WN [ρL] WN ′[ρR] ,

WN [ρL] ≡
N∏

i=1

D†
0,L(zi−1, zi) δ[ρL] , WN ′[ρR] ≡

N ′∏

j=1

D†
0,R(vj−1,vj) δ[ρR]. (6.58)

Via integrations by parts like in Eq. (6.33), it is straightforward to work out one of the
functional integrals in Eq. (6.58), say, that over ρL. This yields

SN×N ′ =
∫

D[αR]
N∏

i=1

[
1 − g2

4Nc

(
αa

R(zi−1) − αa
R(zi)

)2
]
WN ′[ρR] . (6.59)

It is furthermore easy to extract the single–scattering contribution to Eq. (6.59), that is,
the piece of O(α2): by using Eqs. (6.45)–(6.47), one finds

S one−scatt
N×N ′ = 1 − α2

N∑

i=1

N ′∑

j=1

A′(‡〉−∞, ‡〉|⊑|−∞,⊑|) , (6.60)

which immediately implies

〈T 〉1P = α2
∫

uv,xy
A′(§, †|⊓,⊑) \τ/∈(§, †) \τ/∈(⊓,⊑). (6.61) TNN

This is the ‘one–pomeron exchange’ approximation and describes the scattering between
two dipoles — one from each onium. Since the dipole densities rise very fast with τ in
both onia, nτ/2 ∼ eω0τ/2, it is clear that 〈T 〉1P ∼ α2eω0τ will violate unitarity for τ >∼ τc.
This means that, for such high energies, we need a better estimate for Eq. (6.59), which
includes the unitarity corrections associated with multiple scattering. It turns out that,
to the order of interest, Eq. (6.59) is equivalent to the following, Glauber, formula :

SN×N ′ = exp

{
− α2

N∑

i=1

N ′∑

j=1

A′(‡〉−∞, ‡〉|⊑|−∞,⊑|)

}
, (6.62)

on which unitarity is manifest: SN×N ′ ≤ 1. This formula implies that the successive
scatterings are independent from each other (in the event–by–event description, i.e., for
given configurations of dipoles in the two onia), so that the multiple–scattering series
simply exponentiates. To demonstrate this exponentiation, it is convenient to introduce
the simpler notations:

186



ti ≡ g2

4Nc

(
αa

R(zi−1) − αa
R(zi)

)2
, dj ≡ g2

4Nc

(
δ

δρc
R(vj−1)

− δ

δρc
R(vj)

)2

, (6.63)

in terms of which Eq. (6.59) is compactly rewritten as

SN×N ′ =
∫

D[ρR]
N∏

i=1

[1 − ti]
N ′∏

j=1

[1 + dj] δ[ρR] ≡
〈

N∏

i=1

[1 − ti]
N ′∏

j=1

[1 + dj ]

〉
. (6.64)

When expanding the two products above, the only non–trivial terms are those involving
an equal number of factors t and d. We then use the following ‘contraction’ (in compact
notations; see Eqs. (6.45)–(6.47)) :

〈tidj〉 = T0(i|j) ≡ α2A′(〉||) (6.65)

together with factorization properties valid at large Nc, e.g.,

〈titmdjdn〉 ≈ T0(i|j)T0(m|n) + T0(i|n)T0(m|j) , etc. (6.66)

to deduce that:

SN×N ′ = 1 − α2
N∑

i=1

N ′∑

j=1

A′(〉||) +
α△

∈
∑

∞≤〉6=m≤N

∑

∞≤|6=\≤N ′

A′(〉||)A′(m|\) + · · · (6.67)

This is not exactly the same as the expansion of the exponential (6.62), because, e.g., of
the restrictions i 6= m and j 6= n in the second–order term in Eq. (6.59). However, at high
energy and for the typical configurations, both N and N ′ are very large, of order eω0τ/2,
so the difference between Eqs. (6.59) and (6.62) is indeed negligible.

Note, however, that the Glauber exponentiation holds only configuration by configuration,
but not also for the average S–matrix, Eq. (6.57). In turns out that, in the region where
the unitarity corrections start to be important (i.e., for τ >∼ τc), the average amplitude
is very different [43] from the naive exponentiation of the amplitude for ‘one–pomeron
exchange’, Eq. (6.61). This has been clearly seen in the numerical calculations of the
dipole picture by Salam [44, 45] : one has thus found that the S–matrix (6.57) has a
rather slow approach towards the unitarity limit S = 0, namely, of the form

S(τ) ∼ exp
{
− κᾱ2

sτ
2
}

with κ ≈ 0.72 , (6.68)

which should be contrasted with the much faster decay predicted by a simple exponenti-
ation of the BFKL amplitude for single–scattering:

SGlauber(τ) ∼ exp
{
− 〈T 〉1P

}
with 〈T 〉1P ∼ α2 eω0τ . (6.69)

In fact, the functional form in Eq. (6.68) appears to be consistent with the prediction
(4.18) of the BK equation [162], although the coefficient κ ≈ 0.72 which appears in
Eq. (6.68) is somewhat smaller than the corresponding value c/2 ≈ 2.44 in Eq. (4.18).

As explained in Ref. [59], the difference between the correct result, Eq. (6.68), and the
corresponding predictions of either the naive Glauber formula, Eq. (6.69), or the BK equa-
tion, cf. Eq. (4.18), reflects the limitations of the mean field approximations underlying
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the latter calculations. Namely, as discussed in Refs. [45, 59, 231], the approach of the (av-
erage) S–matrix S towards the black–disk limit S = 0 with increasing energy is controlled
by very rare configurations, which involve only few dipoles (much fewer than the typical
configurations at the respective energy), and therefore yield relatively large contributions
S ∼ 1. Note indeed that the probability for suppressing evolution, although very small
at high energy (see Eq. (6.10)), decreases with τ much slower than the S–matrix SN×N ′

for the elastic scattering between two typical configurations, for which N ∼ N ′ ∼ eω0τ/2.
Hence, although very rare, the dilute configurations with N ∼ N ′ ∼ O(∞) dominate the
expectation value S at sufficiently high energy. In fact, the exponential result in Eq. (6.68)
can be recognized [59] as the probability for the relevant, rare, configurations: one of the
factors ᾱsτ in the exponent comes from the ‘Sudakov factor’, Eq. (6.10), and the other
one, from the integral over the transverse size of the dipoles, so like in Eq. (4.17).

The fact that the prediction (4.18) of the BK equation appears to be much closer to the
correct result (6.68) than the naive Glauber exponentiation, Eq. (6.69), is because the
respective mean field approximations are performed in different frames: the rest frame
of one of the incoming onia for the BK equation and, respectively, the COM frame for
Eq. (6.69). Or, whereas in the COM frame, the relevant configurations have N ∼ N ′ ∼
O(∞) — so, for them, the MFA is very bad —, on the other hand, in the rest frame of
one dipole, S is dominated by relatively dense configurations in the wavefunction of the
other dipole (the highly–evolved one), for which the MFA is better justified.

7 Beyond JIMWLK: Fluctuations & Pomeron loops

SECT_PLOOP

The importance of the correlations in the gluon distribution induced by the high–energy
evolution have been one of the leitmotifs of the discussion in the previous sections. For
instance, in Sect. 4.1 we have seen that the color correlations generated in this way
modify the k⊥–dependence of the unintegrated gluon distribution 〈ρa(k⊥)ρa(−k⊥)〉τ from
the bremsstrahlung spectrum ∼ 1/k2

⊥ at very large k⊥ to a softer spectrum ∼ 1/k2γ
⊥

(with the ‘anomalous dimension’ γ ≃ 0.63) at intermediate momenta, and finally to an
almost flat spectrum (logarithmic in k⊥) at momenta below the saturation scale. Another
example of color correlations is the coupling between scattering operators with different
multipolar moments within the Balitsky equations, like the emergence of the quadrupole
operator (3.90) in the r.h.s. of the evolution equation (3.89) for the two–dipole amplitude.
As explained in Sect. 3.5, this coupling is suppressed in the large–Nc limit, where the
Balitsky hierarchy essentially reduces to the BK equation.

Then, in Sect. 6 we have met with a new type of correlations, which refer to the dis-
tribution of the colorless dipole (or gluon) number operator, and thus survive at large
Nc. These correlations are preponderantly produced via particle–number fluctuations in
the dilute regime, which are then amplified by the BFKL evolution and eventually play
an important role in the approach towards saturation and unitarity. This role has been
partially anticipated by our discussion of multiple scattering within the dipole picture (cf.
Sect. 6.5), and it should fully reveal itself through the subsequent analysis in this section.
As we shall discover, the effects of the particle–number fluctuations on the high–energy
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evolution in QCD are at the same time dramatic (in terms of physical consequences)
and very subtle (in so far as the interplay between fluctuations and saturation is con-
cerned). This subtlety, together with the technical challenges that these effects pose for
the practical calculations (see below), may explain why they have not been properly ap-
preciated for quite some time — in particular, they have not been included in the original
Balitsky–JIMWLK equations, as explained in Ref. [48].

The conceptual understanding of these new effects has gradually developed over the last
few years, starting with the accumulation of physical arguments (like the role of rare
fluctuations in the approach towards unitarity [59]) and also of internal contradictions of
the BK equation (like the lack of boost invariance [46]), which led to the recognition of
a powerful correspondence between QCD and statistical physics [47] and, shortly after,
to the construction of a new set of evolution equations [48–50] — the ‘Pomeron loop’
equations —, which generalize the Balitsky–JIMWLK equations by including the effects
of the particle–number fluctuations in the dilute regime, at the level of accuracy of the
dipole picture. It is important to emphasize here that a complete leading–order formalism
(valid for generic Nc and providing a faithful description of all physical regimes, including
the dense–to–dilute transition region) is still lacking, in spite of significant progresses that
we shall describe, or at least mention, in what follows. Besides, the known Pomeron loop
equations are relatively complicated, due to their non–local and non–linear structure, and
so far they resisted to all attempts to find explicit (analytic or numerical) solutions. So,
in fact, most of the properties expected for these solutions have been inferred from the
correspondence with statistical physics alluded to above, to which we shall devote a large
part of the subsequent discussion.

7.1 Beyond the Balitsky–JIMWLK equations: a diagrammatic perspective

SECT_BREM

The discussion of the dipole picture in Sect. 6 gives us guidance about the physical effects
which have been missed by the Balitsky–JIMWLK equations — namely, the particle–
number fluctuations in the dilute regime —, and also about the modality to construct
new, improved, equations which take these effects into account at large Nc. We shall
present the improved equations in the next subsection. But before that, it is useful to
gain more intuition about the role of the fluctuations in the high–energy evolution by
inspecting the corresponding Feynman graphs.

As in the previous construction of the JIMWLK equation in Sect. 3.1, we shall not com-
pute the relevant graphs explicitly (so, we do not need to specify the Feynman rule),
but rather we shall rely on them to illustrate the perturbative content of the evolution
equations. Then, the diagrams describing gluon–number fluctuations in perturbative QCD
can be obtained by straightforwardly redrawing the corresponding diagrams of the dipole
picture. From Sect. 6.2, we recall that, at large Nc, such a fluctuation corresponds to
an evolution process in which one dipole splits into two and both child dipoles are sub-
sequently measured — so that one keeps trace of the correlations among these dipoles
which come from the fact that they have a common parent. Now, the dipoles correspond
to gluons in the s–channel, while the measurement of a dipole proceeds by exchanging
gluons in the t–channel (say, with an external projectile). This is manifest in the color
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glass description of the onium, cf. Sect. 6.4, where a dipole is precisely represented as
a source for gluons in the t–channel. Thus, a particle–number fluctuation, which in the
dipole picture is depicted as in Fig. ??, can be alternatively represented by the CGC–like
diagrams in Fig. ??, which involve gluons alone. In drawing Fig. ??, we have assumed
that each dipole is measured via the exchange of only two gluons 31 , which is indeed the
relevant situation at high energy, cf. Sect. 6.5.3. Also, the parent dipole was implicitly
assumed to belong to some general, ‘onium’, wavefunction, represented by the upper blob
in Fig. ??. Note that, among all the quark and antiquark lines appearing in Fig. ??, only
that pair has been represented in Fig. ?? which corresponds to the ‘semi–hard’ gluon
emitted in the s–channel in one step of the evolution.

Clearly, the diagrams in Fig. ?? are not of the type discussed in Sect. 3.1 in relation with
the JIMWLK equation. For more clarity, we have redrawn in Figs. ?? some diagrams
which are representative for the latter: all such diagrams allow for the emission of only
two new t–channel gluons in one step of the evolution. This corresponds to the fact that
the JIMWLK Hamiltonian (3.36) is a functional operator of only second order in δ/δα,
but of all orders in α; that is, this operator involves n → 2–gluons vertices with any
n ≥ 2. By contrast, the ‘fluctuation’ effect in Fig. ?? is clearly a 2 → 4–gluons vertex,
so it would correspond to a term α2(δ/δα)4 in the evolution Hamiltonian. Such a term
has been indeed observed in the ‘color–glass’ version of the Hamiltonian for the dipole
picture, cf. Eq. (6.43). Via this vertex, the 2–point function 〈αα〉τ acts as a source for the
evolution of the 4–point function 〈αααα〉τ . Recalling that the bilinear αα corresponds,
roughly speaking, to the gluon–number operator, we conclude that this vertex describes
indeed a fluctuation in the gluon number, as expected.

To understand the reason for neglecting this vertex within the context of the JIMWLK
evolution, one should compare its effects to those of the vertices which, in that context,
contribute to the evolution of the 4–point function (see Fig. ??). At low density (the rel-
evant regime for such a comparison), the BFKL diagram in Fig. ??.a gives the dominant
contribution, which is of order g2〈αααα〉τ ∼ g2〈ϕϕ〉τ . Here, ϕ ∝ αα is the gluon occu-
pation number, cf. Eq. (2.33), presently understood as an operator. By comparison, the
contribution ∼ g4〈ϕ〉τ of the ‘fluctuation’ diagram in Fig. ?? is formally suppressed by
a factor g2. Thus, it is indeed legitimate to neglect this contribution unless the density
is so low that 〈ϕ〉τ <∼ g2. (In the language of Sect. 6, this corresponds to an average
dipole occupation number <∼ 1.) When this happens, not only the saturation effects are
completely negligible — this would only require the weaker condition 〈ϕ〉τ ≪ 1/g2 —,
but in fact there is on the average ‘of order O(}∈) gluons’ per unit cell in the transverse
phase–space. Physically, this means that, when looking at a particular realization of the
evolution, or ‘event’, one finds that most of these cells are actually empty. The fact that
fluctuations are relatively important in such a dilute regime is, of course, not a surprise;
however, this regime was a priori expected to be irrelevant for the physical problem of
interest for us here, which is the evolution towards saturation and unitarity with increas-
ing energy/gluon density. It is on the basis of this expectation that the particle–number

31 In the general case, where a dipole can emit arbitrarily many gluons, so like in Eq. (6.28), one
can show [224–226] that a 1 → 2 dipole splitting corresponds to 2 → n–gluons vertices with any
n ≥ 2 (evaluated at large Nc, of course).
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Fig. 49. The one–step evolution of the scattering amplitude for a pair of dipoles: (a) tree–level
contribution; (b, c) BFKL evolution; (d) saturation effects; (e) gluon–number fluctuations. FIG_2DIP

fluctuations have been neglected in the construction of the JIMWLK equation [31–35].
However, this expectation turned out to be naive, for reasons to be explained in detail
later on and which can be summarized here as follows: the dynamics in the dilute tail of
the gluon distribution at high momenta, where fluctuations are important, is the driving
force for the evolution towards high density with increasing energy.

Let us finally consider, still at the diagrammatic level, the consequences of the fluctuations
on the scattering with external dipoles. This will allows us to make contact with the
‘dual’ point of view, in which is evolution is interpreted as projectile evolution. In order to
probe the evolution of the 4–point function 〈αααα〉τ , we consider the scattering with two
external dipoles, as illustrated by the diagrams in Fig. 49. The first diagram, Fig. 49.a,
represents the ‘tree–level’ process, while the other diagrams illustrate the contributions
generated in one step of the evolution, that one should compare to the terms in the
r.h.s. of the Balitsky equation for 〈T (2)〉τ , Eq. (3.89). Namely, Figs. 49.b and c describe
the BFKL evolution of the four–gluon exchange in Fig. 49.a (the second diagram, which
corresponds to the quadrupole piece in the r.h.s. of Eq. (3.89), is suppressed at large Nc),
while Fig. 49.d represents a saturation effect in the target wavefunction and corresponds to
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Fig. 50. Alternative representations of the processes in Figs. 49.b and d, which are now inter-
preted as the splitting of a dipole from the projectile, followed by the scattering of one of the
child dipoles (a), or of both of them (b). FIG_2DIPPROJ

the non–linear terms (the ‘unitarity corrections’) in Eq. (3.89). Finally, Fig. 49.e displays
the contribution of the gluon–number fluctuations in the target, which is missing in the
Balitsky–JIMWLK equations. From the structure of this diagram, it is suggestive that
it should correspond to a term linear in 〈T 〉τ in the r.h.s. of the evolution equation for
〈T (2)〉τ . Such a term will be explicitly constructed in the next subsection.

Of course, all these processes can be reinterpreted as the evolution of the projectile, and
this interpretation is most suggestive for the diagrams in Figs. 49.b and d, which then
correspond to the splitting of one of the projectile dipoles, as represented in Fig. 50. In
particular, the diagram in Fig. 50.b can be characterized as a dipole–number fluctuation in
the wavefunction of the projectile: one dipole splits into two, and then both child dipoles
are measured through scattering. From this new perspective, Fig. 49.c describes a process
in which the two projectile dipoles exchange a gluon with each other and thus evolve
into a color quadrupole, which then interacts with the target via a four–gluon exchange.
Finally, Fig. 49.e can be reinterpreted as a saturation effect in the projectile wavefunction
— this amounts the reading the 2 → 4–gluon vertex there upside down. We thus see
that, in the evolution of the scattering amplitudes, saturation effects in the target can
be reinterpreted as particle–number fluctuations in the projectile, and vice–versa. This is
just a consequence of boost invariance which allows one to transfer the evolution from the
wavefunction of the target into that of the projectile, via a change of frame. As we shall
later discover, this property introduces a constraint on the high–energy evolution, which
can be formalized as the ‘self–duality’ of the corresponding Hamiltonian [61, 62].

7.2 The Pomeron loop equations

SECT_LANGEVIN

The previous analysis shows that in order to dispose of correct evolution equations for the
scattering amplitudes which are complete to lowest order in perturbative QCD, one should
generalize the previous approaches by including the effects of gluon–number fluctuations
(or bremsstrahlung) in the JIMWLK evolution of the target wavefunction or, equivalently,
by including saturation effects in the Balitsky approach to the evolution of the projectile.

This turns to be a formidable task, which in the framework of the JIMWLK–like renor-
malization group analysis would require (for a single step in the evolution) the calculation
of infinitely many m → n–gluon vertices with arbitrary values for m and n and for an
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infinite class of topologies. The first two topologies in this class are illustrated in Fig. ??.
(As usual, we take the target to be a right–mover.) In the first diagram, Fig. ??.a, the
‘semi–hard’ gluon emitted in the s–channel is allowed to undergo multiple scattering off
two types of fields: the fields A+ radiated by the relatively fast color sources produced in
the previous steps of the evolution (the corresponding rescatterings implement the satu-
ration effects, as in the usual JIMWLK evolution) and the fields A− which represent the
additional t–channel gluons emitted in this step of the evolution, and which are arbitrarily
many (and not just two, as in the JIMWLK evolution) since they must encode all the new
correlations induced in the process (in particular, the effects of the gluon–number fluctua-
tions). The second diagram, Fig. ??.a, deviates even further from the standard JIMWLK
diagrams in the sense of including the self–interactions of the ‘semi–hard’ gluons (here,
via a three–gluon vertex). Such a diagram would be negligible in the JIMWLK context,
where A+ is the only strong field (A+ ∼ 1/g), but now it becomes relevant since both
A+ and A− are allowed to be strong, at least at a formal level, in order to encode all the
relevant correlations produced by the evolution. (But, of course, A− can be even physically
strong, in the case of the scattering with a dense left–mover.)

As a matter of facts, the classes of diagrams represented in Fig. ?? have been explicitly
computed [63, 228], for generic values ofA+ and A−. However, conceptual problems appear
when trying to promote the respective results into vertices in the evolution Hamiltonian:
at a formal level, this requires replacing A−

a → iδ/δρa, with ρa the color charge density
of the CGC, but in practice this procedure meets with ambiguities beyond the JIMWLK
approximation. Besides, there are infinitely many other diagrams, involving all the possible
tree–level self–interactions of the ‘semi–hard’ gluons, which so far have not been computed.
We refer to Refs. [60, 63, 224–226, 228] for a more detailed account of such problems and
further discussions.

Fortunately, at large Nc, there exists an alternative strategy [48] which, although not en-
tirely rigorous, has the merit to provide a physically meaningful description while avoiding
most of the complications alluded to above: This consists in putting together the dipole
picture and the Balitsky–JIMWLK equations — which separately describe the particle–
number fluctuations at low density and, respectively, the saturation/unitarization effects
at high density — in order to obtain a unified description which is, by construction, piece-
wise correct and includes the most important physical ingredients. A priori, the transition
region between the dense and the dilute regimes is not correctly covered by this descrip-
tion; still, as we shall later argue, this failure is expected to be irrelevant for the most
interesting physical issues.

Consider first the weak–scattering regime, as corresponding to the dilute tail of the target
wavefunction, or, equivalently, to a projectile made with relatively small dipoles. At large
Nc, the relevant part of the target wavefunction can be described as a collection of dipoles
which evolves according to the picture developed in Sect. 6. Then, the projectile dipoles
scatter off the dipoles internal to the target, and the (forward) scattering amplitude
can be computed according to formulæ like (6.48) or (6.51). By also using the evolution
equations for the (target) dipole densities, as established in Sect. 6.2, one can easily deduce
corresponding equations for the scattering amplitudes, valid within this weak–scattering
regime. Finally, these equations are supplemented with the non–linear terms taken from
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the Balitsky equations and thus extended into the non–linear, strong–scattering, regime.

Specifically, by using Eq. (6.48) for the scattering amplitude of a single external dipole
together with Eq. (6.14) for the dipole density nτ (u,v), one finds [58, 163] that 〈T (x,y)〉τ
obeys the BFKL equation (1.65), as expected. This is the same as the linear part of the
first Balitsky equation (3.88), and since this is also true for the non–linear term, by
construction, we conclude that the first equation in the new hierarchy is formally the
same as the corresponding Balitsky equation:

∂ 〈T (x,y)〉τ
∂τ

=
ᾱ

2π

∫

z

{
M§†‡ ⊗ 〈T (§, †)〉τ −M(§, †, ‡)

〈
T (∈)(§, ‡; ‡, †)

〉

τ

}
, (7.1) T1evolfull

where we have introduced the shorthand notation

M§†‡ ⊗ {(§, †) ≡ M(§, †, ‡)[−{(§, †) + {(§, ‡) + {(‡, †)]. (7.2) Moper

Note however that the meaning of the two–dipole amplitude which appears in the r.h.s.
of Eq. (7.1) is now different, because of the fluctuation effects which enter the higher
equations in the hierarchy, starting with the second one.

Namely, using Eq. (6.51) for a two–dipole projectile together with Eq. (6.18) for n(2)
τ , one

finds an evolution equation for 〈T (2)〉τ which, in addition to the standard BFKL terms
(one for each external dipole; see Eq. (3.89)), contains also a fluctuation term, as induced
by the corresponding term in the equation for n(2)

τ (cf. Eq. (6.17)):

∂
〈
T (2)(x1,y1; x2,y2)

〉

τ

∂τ

∣∣∣∣∣
fluct

=2α4 ᾱ

2π

∫

u,v,z

M(u,v, z)nτ(u,v)

×A′(§∞, †∞|⊓, ‡)A′(§∈, †∈|‡,⊑) . (7.3)

In this equation, one can eliminate the dipole density nτ (u,v) in favour of the scattering
amplitude 〈T (u,v)〉τ by using the following relation, obtained from Eqs. (6.48) and (6.47)
(recall that ∇2

x ln x2 = 4πδ(2)(x)) :

nτ (x,y) + nτ (y,x) =
4

g4
∇2

x∇2
y 〈T (x,y)〉τ . (7.4) invert

This relation is valid for x 6= y, and can be understood as the amputation of the gluon
lines attached to the target dipole. By using this, one finds:

∂
〈
T (2)(x1,y1; x2,y2)

〉

τ

∂τ

∣∣∣∣∣
fluct

=
(
α

2π

)2 ᾱ

2π

∫

u,v,z

M(u,v, z)∇2
u∇2

v 〈T (u,v)〉τ

× A′(§∞, †∞|⊓, ‡)A′(§∈, †∈|‡,⊑) . (7.5) T2evol

The overall evolution equation for 〈T (2)〉τ within the present scheme can be now obtained
by adding the unitarity corrections at high energy, i.e. the terms involving 〈T (3)〉τ in the
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corresponding Balitsky equation (3.89). One finally obtains 32 [48, 49]

∂
〈
T (2)(x1,y1; x2,y2)

〉

τ

∂τ
=

ᾱ

2π

∫

z

{[
M§∞†∞‡ ⊗

〈
T (∈)(§∞, †∞; §∈, †∈)

〉

τ

−M(x1,y1, z)
〈
T (3)(x1, z; z,y1; x2,y2)

〉

τ

]
+ [1 ↔ 2]

}

+
∂
〈
T (2)(x1,y1; x2,y2)

〉

τ

∂Y

∣∣∣∣∣
fluct

, (7.6) T2evolfull

with the last term given by Eq. (7.5). We have again used the notation in Eq. (7.2). As
anticipated in the previous subsection, the fluctuation term is formally suppressed with
respect to the BFKL terms by a factor of α2, but it is truly a leading–order effect in
the dilute regime where 〈T 〉τ <∼ α2 [48]. In that regime, this term acts as a source for
two–body correlations in the scattering off external dipoles. Because of such correlations,
the two–dipole amplitude 〈T (2)〉τ does not factorizes for generic Y , even if it did so in the
initial conditions (e.g., if the target at Y = 0 was a large nucleus described by the MV
model).

Eq. (7.6) is representative for the new hierarchy including both saturation and fluctua-
tions [49] : the scattering amplitude 〈T κ〉τ for a projectile made with κ dipoles obeys an
evolution equation which in addition to the BFKL terms, linear in 〈T κ〉τ , and to the uni-
tarity corrections, proportional to 〈T (κ+1)〉τ , involves also terms linear in 〈T (κ−1)〉τ , which
describe the effects of gluon–number fluctuations and can be constructed via the straight-
forward generalization of the above procedure, starting with the respective equation for
the κ–body dipole density n(κ)

τ , cf. Eq. (6.19). We shall not explicitly write down here the
general equation (see Ref. [49]), but in the next subsection we shall present an alternative
representation of the hierarchy as a whole, in terms of a special Langevin equation.

We have already presented, in Fig. 49.e, a diagrammatic interpretation for the fluctuation
term. But now that we know the detailed structure of this term, cf. Eq. (7.5), it is in-
structive to give a more precise graphical representation for it, which exhibits the precise
mechanism responsible for fluctuations. This is shown in Fig. 51, where we represent the
target as a collection of dipoles (as appropriate in the dilute regime and at large Nc), one
out of which splits into two dipoles which then interact both with the external ones.

It is furthermore interesting to consider two successive steps in the evolution of the single–
dipole amplitude 〈T (x,y)〉τ , as described by Eqs. (7.1) and (7.6). This helps understand-
ing why we refer to this new hierarchy as the ‘Pomeron loop equations’. Namely, the most
interesting diagram generated by this two–step evolution is that in Fig. 52, which involves
both fluctuations and saturation. The upper part of this diagram, which belongs to the
dipole picture, is the same as the splitting process in Fig. 51. The lower part, which is
characteristic for the CGC formalism (compare to Fig. 34.f), describes the recombination
of the four gluons resulting from that splitting into two gluons, which then scatter with
the projectile dipole. The overall diagram in the r.h.s. of Fig. 52 represents the simplest
Pomeron loop generated by the present evolution; here, the ‘Pomeron’ is merely a two–

32 Recall that the quadrupole operator 〈Q〉 in Eq. (3.89) has to be omitted at large Nc.
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Fig. 51. Diagrammatic illustration of the fluctuation term in Eq. (7.5) : the original dipole (u,v)
within the target splits at the time of the interaction into two new dipoles (u,z) and (z,v),
which then scatter off two external dipoles. Fig_split

Fig. 52. Two steps in the evolution of the average scattering amplitude of a single dipole: the
original amplitude (left) and its evolution after two steps (right). Two_steps

gluon exchange, but this will be dressed with BFKL ladders in the subsequent steps of
the evolution, and thus become a genuine BFKL Pomeron.

Fig. 52 nicely illustrates an important characteristic of the evolution with Pomeron loops,
that was missing in the Balitsky–JIMWLK equations, namely, the feedback of the evolu-
tion on the correlation functions: via particle–number fluctuations, the one–dipole ampli-
tude 〈T 〉τ acts as a source for the two–dipole amplitude 〈T (2)〉τ , which in turn influences
the evolution of 〈T 〉τ , via the saturation effects. In this way, 〈T 〉τ becomes sensitive to
fluctuations, although the correspond evolution equation, Eq. (7.1), contains no explicit
fluctuation term. The physical consequences of this feedback, together with other proper-
ties of the Pomeron loop equations and their solutions will be analyzed in the remaining
part of this section.

Let us conclude this subsection with a word of warning concerning the interpretation of
the fluctuation term, Eq. (7.5), from the perspective of projectile evolution. As already
discussed in connection with Fig. 49.e, this term corresponds to a saturation effect in
the projectile, that one might be tempted to interpret as dipole recombination: the two
dipoles composing the projectile merge with each other into a single dipole, which then
scatters off the target. Indeed, such a process would generate a term linear in 〈T 〉τ in the
r.h.s. of the equation for 〈T (2)〉τ , in agreement with the structure apparent in Eq. (7.5).
Such an interpretation would be interesting since it would allow one to treat the ensemble
of the evolution described by the Pomeron loop equations as a generalized ‘reaction–
diffusion’ process occurring in the wavefunction of the projectile, in which dipoles evolve
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via splitting and merging 33 . In turn, this would open the way for Monte–Carlo simulations
of this evolution. Unfortunately, however, this interpretation is incorrect, as shown by the
following argument [221]: after some integrations by parts, the r.h.s. of Eq. (7.5) can be
rewritten in such a way to isolate the would–be 2 → 1–dipole recombination vertex:

∂
〈
T (2)(x1,y1; x2,y2)

〉

τ

∂τ

∣∣∣∣∣
fluct

=
(
α

2π

)2 ᾱ

2π

∫

u,v

V∋P(§∞, †∞; §∈, †∈|⊓,⊑) 〈T (⊓,⊑)〉,(7.7)

where

V∋P(§∞, †∞; §∈, †∈|⊓,⊑) ≡
∫

‡
∇∈

⊓∇∈
⊑
[
M(⊓,⊑, ‡)A′(§∞, †∞|⊓, ‡)A′(§∈, †∈|‡,⊑)

]
,(7.8)

is recognized as the triple–Pomeron vertex which describes a 2 → 6–gluon transition in
one step of the high–energy evolution at large Nc [138–141, 146, 148]. For this vertex to be
identified with a probability rate for dipole merging, it should be positive–semidefinite, so
like the corresponding vertex for dipole splitting — the ‘dipole kernel’ in Eq. (6.6). How-
ever, this condition is not satisfied for the vertex in Eq. (7.8), which is a total derivative
with respect to its arguments u and v, and hence it has not a fixed sign. Indeed, we have

∫

u,v

R(⊓∞,⊑∞;⊓∈,⊑∈|⊓,⊑) = ′ (7.9)

(one can check that the boundary terms vanish [221]), showing that this vertex must
be negative in some regions of the transverse space, and positive in some others. Even
though a little disappointing (as it prevents straightforward Monte–Carlo simulations of
the evolution with Pomeron loops), this lack of a dipolar description for the effects of
saturation should not come as a surprise: as emphasized in Sect. 6, the dipole picture
cannot accommodate the physics of saturation, which involves gluon exchanges inside the
wavefunction and hence goes beyond a strict large–Nc approximation. Rather, this physics
must be described in terms of the fundamental, gluon, degrees of freedom, and at that
level it can be given a probabilistic interpretation — as manifest in the context of the
JIMWLK equation. However, the complicated nature of this phenomenon makes that the
corresponding statistical description is generally more complicated than a simple reaction–
diffusion process. Yet, in what follows, we shall argue that such a simple description can
nevertheless be given under some additional assumptions.

7.3 The stochastic FKPP equation

SECT_SFKPP

In Sect. 3.3, we have already noticed the possibility to reformulate the JIMWLK evolution
as a Langevin equation with multiplicative noise which describes a random walk in the

33 The general structure of the evolution equations that would be generated by a reaction–
diffusion process in the projectile can be found in Ref. [221].
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functional space of the color charge density, or the associated color field. The noise term in
that equation carries a color index showing that the corresponding fluctuations refer to the
color degrees of freedom and thus die way, as we have seen, in the limit where Nc ≫ 1. As
furthermore mentioned in Sect. 3.3, the Langevin formulation was particularly convenient
for numerical simulations of the JIMWLK evolution, as performed in Ref. [180].

It turns out that the Pomeron loop hierarchy introduced in the previous section can
also be compactly encoded into a single Langevin equation [49] — now, with a colorless
(multiplicative) noise term, as appropriate for fluctuations in the particle number —,
whose practical utility (say, in view of numerical simulations) is however not obvious,
becose of the rather complicated structure of the noise. Still, the ensuing equation is
interesting, at least, at a conceptual level, since it allows us to make contact with the
similar description of the reaction–diffusion process in statistical physics.

Let us therefore introduce the following Langevin equation (“the BK equation supple-
mented with a noise term”)

∂Tτ (x,y)

∂τ
=
ᾱ

2π

∫

z

[
M§†‡ ⊗ Tτ (§, †) −M(§, †, ‡) Tτ (§, ‡) Tτ (‡, †)

]
+
∂Tτ (§, †)
∂τ

∣∣∣∣
noise

,

(7.10) Tlangfull

where the noise term reads

∂Tτ (x,y)

∂τ

∣∣∣∣
noise

=
α

2π

√
ᾱ

2π

∫

u,v,z

A′(§, †|⊓, ‡)
|⊓ − ⊑|
(⊓− ‡)∈

√
∇∈

⊓∇∈
⊑ Tτ (⊓,⊑) ν(⊓,⊑, ‡, τ) ,

(7.11) Tlang

and ν(u,v, z, τ) is a Gaussian noise which is local in the evolution time τ and also in its
third spatial variable z, but which is non–local, and in a very special way, in its first two
arguments: namely, it is off–diagonal in u and v :

〈ν(u1,v1, z1, τ)ν(u2,v2, z2, τ
′)〉 = δ(2)(u1 − v2)δ

(2)(v1 − u2)δ
(2)(z1 − z2)δ(τ − τ ′) .

(7.12) noise

This peculiar structure for the noise correlations is needed in order to properly account
for the geometry of the dipole splitting (see below).

This stochastic equation is to be understood with the Ito prescription for discretizing
rapidity (cf. Sect. 3.3), as usual for a renormalization group problem. One can then easily
check that the equations for the correlators of T generated by this Langevin equation
coincide indeed with the original Pomeron loop equations. Consider, e.g., the change in
the 2–dipole amplitude T1T2 under an infinitesimal increase ∆τ in rapidity (in Ti, the index
i serves as a shorthand for the coordinates of the i-th dipole). Eqs. (7.10)–(7.12) imply
that the variation ∆T has two sources, ∆T = ∆T |BK + ∆T |noise, where ∆T |BK ∼ ∆τ
is the contribution induced by the BK–like terms in the r.h.s. of Eq. (7.10), whereas
∆T |noise ∼

√
∆τ is the contribution of the noise term there. (Recall that ν scales like

1/
√

∆τ ; cf. Eq. (3.40).) Thus, in order to evaluate ∆(T1T2) to O(·τ), one has to keep
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terms up to second order in the ∆T ’s :

∆(T1T2) = (T1 + ∆T1)(T2 + ∆T2) − T1T2 = T1 ∆T2 + ∆T1 T2 + ∆T1 ∆T2 , (7.13) delta

where in the quadratic term ∆T1 ∆T2 it is enough to keep the contribution of the noise.
After averaging over the noise, cf. Eq. (7.12), we have, e.g., 〈T1 ∆T2〉 = 〈T1 ∆T2|BK〉, so
the first two terms, linear in ∆Ti, in the r.h.s. of Eq. (7.13) generate, as expected, the
Balistky–like terms in the r.h.s. of Eq. (7.6). Furthermore, after using Eqs. (7.11)–(7.12)
and some simple algebra, it is straightforward to verify that 〈∆T1 ∆T2〉 is indeed equal to
the respective fluctuation term, cf. Eq. (7.5).

Eqs. (7.10)–(7.12) offer a synthetic representation of the Pomeron loop hierarchy, which
is convenient for visualizing structural properties (e.g., is shows at a glance that the BK
equation represents the mean field approximation in which one neglects the correlations
induced by the noise term), but perhaps not also for direct numerical simulations. The
off–diagonal nature of the noise correlations makes it tricky to simulate such a noise via
Monte–Carlo techniques. Besides, the appearance of the square root factor in front of the
noise, although physically natural (see below), may introduce further complications: The
quantity under the square root is bound to be positive when evaluated exactly and in
the weak scattering regime (where this quantity coincides with the dipole number density
in the dilute target; cf. Eq. (7.4)), but it may be difficult to maintain its positivity in
numerical calculations, where the discretization effects affect the smoothness of the so-
lution Tτ . Besides, in the strong scattering regime, where Tτ ∼ O(∞) and Eq. (7.4) is
not valid anymore, the fluctuation term (7.11) is relatively unimportant (since suppressed
by a power of α relative to the BK terms), yet it is not strictly zero, and the function
under the square root need not be positive anymore. But perhaps the most serious ob-
stacle against numerical simulations of either the above Langevin equation or the original
Pomeron loop equations is the strong transverse non–locality of the triple–Pomeron vertex
within the fluctuation terms, cf. Eqs. (7.5) or (7.8), which makes direct numerical integra-
tions prohibitively difficult. This structure reflects the non–locality in impact parameter
space of elementary processes like the 1 → 2–dipole splitting, cf. Fig. 47, and the elastic
dipole–dipole scattering, cf. Eq. (6.47).

Via additional approximations — which amount to giving up the impact–parameter de-
pendence of the scattering amplitudes —, it is possible to bring the fluctuation terms into
a local form [48]. To that aim, one first notices that the elementary dipole–dipole scatter-
ing amplitude T0 ≡ α2A′, cf. Eq. (6.47), is quasi–local in transverse phase–space: we have
indeed T0 ∼ α2 when the two dipoles have similar sizes and are relatively close to each
other in impact parameter space (i.e., they overlap with each other), but T0 decreases very
fast for a large separation between the dipoles: T0 ∼ α2r2

1r
2
2/(b1−b2)

4 when |b1−b2| ≫ r>,
and also for a large disparity in between their respective sizes: T0 ∼ α2r2

</r
2
>. In these for-

mulæ, ri, bi, i = 1, 2, are the transverse sizes and, respectively, impact parameters of the
dipoles partaking in the collision, and r< = min(r1, r2), r> = max(r1, r2). This discussion
suggests the following, local, approximation for T0 :

α2A′(§, †|⊓,⊑) ≃ ⌋α∈(§ − †)△ δ(∈)(§ − ⊓) δ(∈)(† − ⊑), (7.14) T0approx
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with c some numerical fudge factor. Within this approximation, the fluctuation term takes
the simpler form

∂
〈
T (2)(x1,y1; x2,y2)

〉

τ

∂τ

∣∣∣∣∣
fluct

≈ c α2 ᾱ

2π

(x1 − y1)
2(x2 − y2)

2

(x1 + y2)2
〈T (x1,y2)〉τ δ(2)(x2 − y1) ,

(7.15) T2approx

where as compared to Eq. (7.5) all the convolutions have now disappeared: the coordinates
of the external dipoles are identified to those of the child dipoles produced after a splitting
in the target. This identification requires the incoming dipoles to be contiguous with each
other (cf. the δ–function in the r.h.s. of Eq. (7.15)), which in turn calls for an off–diagonal
noise term in the associated Langevin equation — so like in Eq. (7.12).

To obtain a fully local noise term, we shall now perform a coarse–graining which eliminates
the dependence upon the impact parameter. This is physically motivated, since an external
dipole of size r cannot distinguish details in the target on a transverse scale much smaller
than r. That is, the gluon (or dipole) distribution measured by the external dipole is
necessarily averaged in b over a disk of radius r around its impact parameter. As usual, we
shall assume the target to be quasi–homogeneous over distances of O(r). It is convenient
to go to momentum space: Tτ (x,y) → φτ (k, b), where

φτ(k, b) ≡
∫ d2r

2πr2
e−ik·r Tτ (r, b) , (7.16)

with the standard notations r = x − y, b = (x + y)/2. (Incidentally, the quantity
ϕτ (k, b) = (1/ᾱ)φτ (k, b) can be interpreted as the gluon occupation number in the target
[51].) The coarse–graining then consists in dividing the impact–parameter space into cells
with area Σ ∼ 1/k2 and averaging the evolution equations over impact parameters within
given cells. After doing this, different cells decouple from each other, and the ensuing
hierarchy can be succinctly encoded into the following Langevin equation [48]:

1

ᾱ

∂φτ (k)

∂τ
=
∫

d2p

2π

k2

p2(k − p)2

(
2

p2

k2
φτ (p) − φτ (k)

)
− φ2

τ(k)

+
√
κα2 φτ (k) ν(k, τ) (7.17)

where φτ (k) is the cell–averaged gluon occupation number, κ is some fudge factor, and
ν(k, τ) is a Gaussian noise :

〈ν(k, τ)〉 = 0, 〈ν(k1, τ1)ν(k2, τ2)〉 =
1

ᾱ
δ(τ1 − τ2) δ

(2)(k1 − k2) k2
1 . (7.18)

Once again, Eq. (7.17) must be understood with the Ito prescription for discretizing τ .

As anticipated, the b–dependence has completely disappeared from Eq. (7.17). The first
line in this equation is recognized as the momentum–space version of the BK equation
[124], whereas the noise term in the second line is responsible for deviations from the
mean field behaviour. For the sake of the comparison with the reaction–diffusion process,
it is convenient to introduce the logarithmic variable ρ ≡ ln(k2

⊥/k
2
0) and use the diffusion
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approximation (which, we recall, it is tantamount to a second–order expansion around the
saturation saddle point) to simplify the non–locality of the BFKL kernel. This leads to
the following, final, form for the Langevin equation which reproduces the QCD evolution
with Pomeron loops within the present approximations [48] (t ≡ ᾱτ):

∂tφ(ρ, t) = −c∂ρφ+ (β/2)(−∂ρ − γ0)
2φ − φ2 +

√
κα2 φ ν(ρ, t), (7.19)

with the Gaussian white noise :

〈ν(ρ, t)〉 = 0, 〈ν(ρ, t)ν(ρ′, t′)〉 = δ(t− t′) δ(ρ− ρ′) . (7.20)

Up to a linear change of variables and an appropriate rescaling of φ, the above equation is
essentially the same as the stochastic FKPP equation (sFKPP) [165, 166] — the Langevin
equation which describes a reaction–diffusion process [232], whose standard form reads

∂tu(x, t) = ∂2
xu + u(1 − u) +

√
2

N
u(1 − u) ν(x, t) , (7.21)

where N ≫ 1 is the maximal occupation number per site and ν(x, t) is a Gaussian noise
with 〈ν(x, t)〉 = 0 and 〈ν(x, t)ν(x′, t′)〉 = δ(t− t′)δ(x− x′).

The physical meaning of the multiplicative noise in Eq. (7.21) becomes clear if one remem-
bers that, in the corresponding microscopic problem (cf. Sect. 4.3.2), u = n/N , with n the
number of particles per site. For such a particle system, one expects typical fluctuations

to scale like δn ∼ √
n, and hence δu = δn/N ∼

√
u/N . This is indeed consistent with

the noise term in Eq. (7.21) in the dilute regime where u≪ 1. One the other hand, when
u → 1 (i.e., in the high–density regime near, or at, saturation), the noise term in the
sFKPP equation is explicitly suppressed by the factor 1−u under the square root, which
appears to be absent in the corresponding QCD equation, Eq. (7.19). However, this factor
is not really essential 34 , since when u ∼ 1 the fluctuation term is anyway suppressed by
a factor 1/N ∼ α2. Moreover, if one returns to the original Langevin equation in QCD,
Eq. (7.11), one sees that also in that equation the coefficient of the noise vanishes at
saturation (T → 1), because of the gradients acting on T .

In Sect. 4.3.2, we have already noticed the correspondence between the FKPP equation
(4.65), which is obtained by neglecting the noise term in Eq. (7.21), and the BK equation.
Now we see that this correspondence between the high–energy evolution in QCD and the
reaction–diffusion process in statistical physics extends beyond this mean field approxi-
mation, that is, it also holds after including the effects of particle number fluctuations
(at least, at the level of accuracy of the approximations underlying Eq. (7.17)). In this
analogy, the (reduced) particle occupation number u(x, t) = n(x, t)/N in the reaction–
diffusion process correspond to (momentum–space) dipole scattering amplitude φ(ρ, τ) in
QCD (with x ↔ ρ and t ↔ τ), and N corresponds to 1/α2. These identifications may
look formal at a first sight, but they reflect the fact that the evolution described by the

34 Numerical simulations within the context of statistical physics [232, 233] have confirmed that
the sFKPP equation and the so–called ‘one–dimensional Reggeon model’, where the coefficient
of the noise is simply

√
(2/N)u, give identical results to the accuracy of interest.
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Pomeron loop equations can be loosely viewed as a reaction–diffusion process with dipoles
in either the target, or the projectile, wavefunction [47]. This interpretation is imperfect,
because of the sign problem of the triple–Pomeron vertex (7.8) alluded to before, but it is
still useful as it provides an intuitive basis for the correspondence with statistical physics.
In particular, the fact that N ∼ 1/α2 reflects the fact that the saturation effects become
important when the dipole occupation number becomes of O(∞/α∈) (cf. Eq. (6.12)). Note
that this estimate, N ∼ 1/α2, for the dipole occupation number at saturation is paramet-
rically different from the corresponding one for the gluon occupation number, which is
ϕ ∼ 1/ᾱ. This difference can be attributed to the fact that the dipoles act as sources for
the gluons, hence the emission of two gluons from one dipole (the process which measures
the gluon number) costs an additional factor g2.

7.4 Fluctuating pulled fronts: The saturation exponent

SECT_EBE

As previously mentioned, the complexity of the non–linear and non–local structure of
the Pomeron loop equations has so far prevented the obtention of general solutions to
these equations, via either analytic and numerical techniques. On the other hand, the
‘sFKPP equation’, by which we generically mean any of the Langevin equations shown in
Eqs. (7.17)–(7.21), looks considerably simpler — there is no impact–parameter dependence
anymore, and the fluctuation term has been reduced to a local form —, and indeed much
more is known about its properties and solutions.

In the framework of statistical physics, Eq. (7.21) has been intensively studied in relation
with stochastic processes of the ‘reaction–diffusion’ type. Such processes appear in various
contexts — from physics to chemistry, and from astrophysics to biology —, and admit
various microscopic realizations, yet they are known to exhibit a universal behaviour at
late times, which is in particular encoded in the sFKPP equation (see the review papers
[165, 166] for detailed discussions and more references). The same universal behaviour is
therefore expected in QCD at sufficiently high energy — at least, within the accuracy
limits of Eq. (7.17). More recently, the reaction–diffusion process has been also studied in
relation with the high–energy QCD problem [234–236]; in that context, some efforts have
been made to go beyond the canonical sFKPP equation (7.21) by including more detailed
features of the actual QCD dynamics, like the non–locality of the BFKL kernel [234], or
the effects of multiple scattering [236].

Also, in a search for analytic solutions, one has considered ‘zero–dimensional’ versions of
the reaction–diffusion process in which the whole dynamics (i.e., the particle splitting and
merging) occurs at a single point in space [45, 231, 237, 238]. Such models shed light on
particular aspects of the dynamics with Pomeron loops, like the role of the rare fluctuations
in the approach towards unitarity. On the other hand, they cannot accommodate the
most interesting aspects of this dynamics, like the emergence of a saturation scale and
its evolution with increasing energy. For this reason, we shall not discuss such models
any further, but rather focus on the one–dimensional dynamics generated by the sFKPP
equation. For applications to QCD, one should keep in mind that the ‘spatial dimension’
in Eq. (7.21) truly corresponds to a transverse momentum (or size) in QCD: x↔ ρ, with
ρ ≡ ln(k2

⊥/k
2
0), where k⊥ is roughly the momentum of the gluons probed in the target
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wavefunction, or the inverse size of the dipole projectile (k2
⊥ ∼ 1/r2).

In order to describe the effects of fluctuations, it is convenient to use the traveling–wave
picture, as introduced in Sect. 4.3.2 in the context of the mean field approximation (i.e.,
for the solutions to the BK, or FKPP, equations). This picture remains appropriate in
the presence of fluctuations since the solution to, say, Eq. (7.21) is again a front which
interpolates between the fixed points u = 1 and u = 0, and which propagates towards
larger values of x with increasing t, but whose propagation is now perturbed by a random
force — the noise term. This perturbation has two major physical consequences:

(i) The evolution becomes stochastic : Instead of the single front that would be generated
by a deterministic equation, so like BK, we now have a statistical ensemble of fronts which
encompasses all the possible realizations of the evolution — where a ‘realization’ refers
to a particular front obtained by iterating the Langevin equation up to the rapidity of
interest. To describe this evolution, one can either use the ‘event–by–event picture’, which
focuses on the individual realizations and their fluctuations, or the ‘statistical description’,
which deals with quantities averaged over the ensemble, so like the n–point correlation
functions 〈u(x1) · · ·u(xn)〉t, or the n–dipole scattering amplitudes in QCD.

(ii) The evolution ‘slows down’, by which we more precisely mean that the average
velocity of the fronts is smaller than the corresponding prediction of the mean field ap-
proximation, as previously obtained in Sects. 4.2–4.3. As we shall later see, this property
reflects the fact that, in the presence of fluctuations, the ‘unitarity corrections’ (the non–
linear terms in the Pomeron loop equations) become important already in the regime
where the average amplitude is significantly smaller than one, and thus they considerably
limit the subsequent evolution.

Although relatively easily to understand at a qualitative level, the quantitative description
of these effects turns out to be quite subtle, and to reserve some surprises: On physical
grounds, and also by inspection of the noise term in any of the previous Langevin equa-
tions, it is quite clear that the effects of the fluctuations must die away in the limit where
the particle occupation number at saturation N becomes arbitrarily large. That is, one
expects the mean field approximation to become reliable when N → ∞, which in QCD
corresponds to the weak coupling limit 35 α2 → 0. And this is indeed what is found by
the various analyses of the sFKPP equation (or the reaction–diffusion process), via either
numerical and analytic techniques. What came however as a surprise in these analyses,
is the extremely slow convergence towards the mean field limit with increasing N : when
N → ∞, the deviations due to fluctuations vanish only logarithmically, i.e., as inverse
powers of lnN ∼ ln(1/α2), rather than as inverse powers of N , as generally expected
for stochastic particle systems. In the remaining part of this subsection, we shall try to
motivate this behaviour via physical arguments, and even give a heuristic derivation for it
(taken from an original analysis by Brunet and Derrida [188], in the context of statistical
physics; see also Ref. [46] for a somewhat different argument, in the framework of the BK

35 Note that, in the present discussion, α2 and ᾱ ≡ αNc/π play different physical roles, and thus
should be treated on different footings: While α2 measures the strength of fluctuations and it
can be arbitrarily small, ᾱ sets the scale for the ‘evolution time’ t ≡ ᾱτ , which is typically large:
t ≫ 1. Hence, the ‘weak coupling limit’ is here understood as the limit α2 → 0 at fixed t.
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Fig. 53. Evolution of the continuum front of the Balitsky–Kovchegov equation with increasing
τ . TWave5

equation), for the case of the average front velocity (i.e., the saturation exponent in QCD).
Then, in the next subsection, we shall discuss the statistical properties of the ensemble,
in particular, the front dispersion.

This anomalously slow convergence towards the mean field behaviour shows that the
reaction–diffusion processes are more sensitive to fluctuations than the ordinary stochas-
tic processes. This can be attributed to the pulled nature of the front, a property already
emphasized in the discussion of the FKPP equation in Sect. 4.3.2: the front is driven
by the dynamics in its tail, where the occupation numbers are relatively small and the
fluctuations are correspondingly important. The following, qualitative, argument shows
that the mechanism for front propagation is in fact different in the mean field approxima-
tion (i.e., for the solution to the BK, or FKPP, equation) and in the actual, microscopic,
process, which includes fluctuations.

The propagation of the mean–field front is illustrated in Fig. 53, in notations appropriate
for the QCD problem. The front has an exponential tail which extends up to arbitrarily
large values of ρ; with increasing τ , this tail is rapidly amplified (at all the points ρ ≫
ρs where the amplitude is still small) by the BFKL instability. This rapid growth is
predominantly local (the non–local, diffusion, term is relatively unimportant, as manifest
at the level of the FKPP equation, where the diffusion term and the local growth term are
isolated from each other), and it has the effect to ‘pull’ the front towards larger values of
ρ. In Fig. 54, we similarly consider a particular realization of the front in the microscopic
problem, where the particle occupation numbers are discrete 36 . The front looks now like
a histogram and thus is necessarily compact — for any τ , there is only a finite number of
bins in ρ ahead of ρs where Tτ is non–zero. In the empty bins on the right of the tip of
the front, the local BFKL growth is not possible anymore, as this would require a seed.
Thus, the only way for the front to progress towards these bins is via diffusion, i.e., via
radiation from the occupied bins at ρ < ρtip (with ρtip = the ‘tip of the front’, i.e., the

36 In QCD, the ‘particles’ can be assimilated with dipoles in the dilute part of the target wave-
function (since here we are interested only in the dynamics of the tail). Then, Tτ (ρ) ∼ α2nτ (ρ),
with nτ (ρ) = the dipole occupation number; accordingly, the event–by–event amplitude is a
discrete quantity, which takes values in steps of α2, as illustrated in Fig. 54.
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Fig. 54. Evolution of the discrete front of a microscopic event with increasing rapidity τ . The
small blobs are meant to represent the elementary quanta α2 of T in a microscopic event. TWave6

position of the foremost occupied bin). But since diffusion is less effective than the local
growth, we expect the velocity vN of the microscopic front to be reduced as compared to
the respective prediction v0 of the MFA.

Such a reduction has been indeed seen in all the numerical simulations of the reaction–
diffusion dynamics, which moreover found that this reduction is quite dramatic, and that it
dies away very slowly when increasing N : for N ≫ 1 (by which we mean a tremendously
large value for N , so like N ∼ 1010), one finds vN ≃ v0 − C/ ln2N , with C a constant
factor [188, 232, 239, 240]. This logarithmic law appears to be universal, i.e., it is the
same for all the reaction–diffusion processes, independently of their detailed microscopic
dynamics. An analytic argument which explains this universal, slow, convergence and also
provides an estimate for the coefficient C has been given by Brunet and Derrida [188].

Specifically, Brunet and Derrida argued that the dynamics of a given front in the presence
of discreteness and for N ≫ 1 can be reasonably described by a modified version of
the FKPP equation (4.65) in which the linear, growth, term is switched off when the
concentration u(x, t) becomes smaller than 1/N (its minimal value allowed when the
particle number is taken to be discrete):

∂tu(x, t) = ∂2
xu(x, t) + Θ(u− a/N) u(x, t)

(
1 − u(x, t)

)
. (7.22)

This equation captures in a simple way the physical ideas developed before, namely the
fact that the MFA is expected to be reliable in the bulk of the front where u ≫ 1/N ,
and that the local growth term should become ineffective towards the tip of the front,
where u ∼ 1/N . The fudge factor a is not under control, but this is not going to affect the
dominant contribution to vN − v0, which is only logarithmically sensitive to the cutoff;
thus, without loss in generality, we shall set a = 1 in what follows. Note that the form of
Eq. (7.22) makes no reference to the detailed microscopic dynamics, in agreement with
the expected universality at large N (and for large times).

Since we are interested in the dynamics of the tail of the front, where u≪ 1, we shall use
the same strategy as for the BK equation in Sect. 4.2, that is, we shall solve the linearized
version of Eq. (7.22) with saturation boundary conditions at large, negative, values of x.
Anticipating that, for sufficiently large values of t, the solution will have a traveling–wave
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pattern, we search for it in the form u(x, t) = F (x−vN t), where F (z) represents the shape
of the front and the velocity vN is yet to be determined. As usual, we define the position
X(t) of the front (the would–be ‘saturation line’ in QCD) as a constant–level curve for
u(x, t): u(X(t), t) = κ, with 1 ≫ κ≫ 1/N . Clearly,

X(t) = X0 + vN t for large t , (7.23)

with constant X0. Also, we define the width of the front as the distance L = x−X(t) ahead
of the front where the amplitude falls down to a value ∼ O(∞/N ) : u(X(t)+L, t) = 1/N .
We expect L to increase withN , and this will be confirmed by the calculation to follow. For
a given, and relatively large, t, we shall then distinguish between three physical regions:

• Region I : x≪ X(t) =⇒ 1 >∼ u(x, t) ≫ κ.
In this region, the dynamics is essentially non–linear.

• Region II : X(t) < x < X(t) + L =⇒ κ > u(x, t) > 1/N .
In this region, the shape function F (z), with z ≡ x−X(t), obeys the linear equation:

F ′′(z) + vNF
′(z) + F (z) = 0. (7.24)

• Region III : x > X(t) + L =⇒ u(x, t) < 1/N .
In this region, the equation reduces to:

F ′′(z) + vNF
′(z) = 0. (7.25)

Moreover, when N ≫ 1, we expect the cutoff on u to have almost no effect on the dynamics
in Region I. Hence, for x >∼ X(t), which is the region of transition between Region I and
Region II, we expect F (z) ≈ Fv0(z) = Az e−γ0z, cf. Eq. (4.71), where we recall that v0 = 2
and γ0 = 1 are the mean–field (or FKPP) estimates for the velocity and the exponential
slope of the front, respectively. Clearly, vN must reduce to v0 as N → ∞, and we shall
write vN − v0 ≡ ∆, where ∆ becomes arbitrarily small for sufficiently large values of N ,
and it is expected to be positive according to our previous, physical, discussion.

The boundary condition

F (z) ≃ Az e−γ0z for z <∼ 1 and N → ∞ , (7.26)

together with equations (7.24) and (7.25) completely determine the solution F (z) in the
linear regime, including the value of vN , as we now show.

The general solution to Eq. (7.24) reads:

F (z) = C e−γrz sin(γiz +D) , (7.27)

where γr and γi are, respectively, the real and the imaginary part of the solution γN to
the dispersion equation vN = v(γ) (cf. Eq. (4.70)), that is,

vN = v(γ) ≡ γ +
1

γ
=⇒ γ = γN ≡ γr + iγi . (7.28)

Clearly, we have γN → γ0 as N → ∞, and it is easy to find the first corrections to γr and
γi by expanding the above equation around its mean–field solution. One thus finds
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vN ≃ v0 − γ2
i

2
v′′(γ0) , (7.29)

which shows that γi ∼ O(·∞/∈), and, respectively,

γr − γ0 ≃ γ2
i

6

v′′′(γ0)

v′′(γ0)
. (7.30)

Note that γr−γ0 ∼ O(·) is of higher order than γi, so in what follows we shall approximate
γr ≃ γ0 for N ≫ 1. Then, by comparing Eqs. (7.27) and (7.26) for z <∼ 1 (and hence
γiz ≪ 1), one can deduce the values of the constants C and D: C = A/γi and D = 0.

Furthermore, to solution to Eq. (7.25) obeying the boundary condition F (z) = 1/N for
z = L reads

F (z) =
1

N
e−vN (z−L) . (7.31)

By imposing the continuity of F and of its first derivative at z = L, we are finally in a
position to determine vN and L. It is in fact easier to first deduce

L ≃ 1

γ0
lnN and γi ≃ π

L
≃ πγ0

lnN
, (7.32)

where the second result, namely Lγi ≃ π, is the condition that the sine function in
Eq. (7.27) has a node at z = L. This reflects the fact that the function F (z) decays much
faster at z > L than at z < L, as obvious when comparing the respective exponents in
Eqs. (7.27) and (7.31). When inserted into Eq. (7.29), this result yields [188]

vN ≃ v0 −
π2γ2

0

2

v′′(γ0)

ln2N
for N ≫ 1 . (7.33)

The next–to–leading–order term in the large–N expansion of vN has also been computed
[241], and found to be of O(∞/ ln∈(lnN )). Thus, the convergence towards the mean–field
result with increasing N is extremely slow, as anticipated. The result (7.33), including
the coefficient in front of the 1/ ln2N–behaviour, has been checked through numerical
simulations for various reaction–diffusion processes [188, 240, 241]. It is important to notice
here that this result is universal, in the sense that it depends upon the microscopic process
under consideration only via the dispersion relation v = v(γ) for the corresponding mean
field approximation.

In particular, the result corresponding to the high–energy evolution in QCD is obtained
by replacing 1/N → α2 and v(γ) → χ(γ)/γ, where χ(γ) is the Mellin transform of the
BFKL kernel, cf. Eq. (4.26). By also recalling that t = ᾱτ and using the standard notation
λ for the saturation exponent, we finally deduce the following prediction from statistical
physics for the (asymptotic) saturation exponent in QCD at high energy [46, 47]:

λ ≃ ᾱ

[
c − π2γsβ

2 ln2(1/α2)

]
for α ≪ 1 , (7.34)
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where c ≈ 4.88, γs ≈ 0.63, and β ≡ χ′′(γs) ≈ 48.52 (cf. Sect. 4.2). Note that the sec-
ond, corrective, term is particularly large, not only because it decreases very slowly with
α2, but also because its coefficient turns out to be numerically large: π2γsβ/2 ≈ 150.
Thus, Eq. (7.34) makes sense only for extremely small values of α, which are physically
unrealistic. (In fact, its r.h.s. becomes negative as soon as α > 0.06 !) Yet, this result is
conceptually interesting, in that it illustrates the importance of particle–number fluctua-
tions for the dynamics towards saturation.

Let us conclude this presentation which a qualitative argument [47] which is able to
reproduce the logarithmic behaviour in Eq. (7.34), if not also the respective coefficient,
and thus sheds more light on the physical origin of this peculiar behaviour. This argument
is based on an estimate of the formation time of the front, which is the time required for
the front to reach the asymptotic, scaling, form in Eq. (7.27) starting from some arbitrary
initial condition at t = 0, so like a Θ–function. Namely, from the discussion in Sect. 4.3,
we know that the front sets in diffusively; thus, in order for the front to spread over a
given distance ρ− ρs, one needs a rapidity evolution (cf. Eq. (4.56))

ᾱ τ ∼ (ρ− ρs)
2

2β
. (7.35)

During this evolution, the velocity of the front increases towards its asymptotic value
according to Eq. (4.47). If the front is allowed to extend arbitrarily far away, as in the
case of the MFA, then the velocity will asymptotically approach the value λ0 = cᾱ.
However, when the front is compact, as is the case for the actual microscopic evolution,
then the formation time is finite as well, namely of the order

ᾱ∆τ ∼ L2

2β
∼ ln2(1/α2)

2β γ2
s

, (7.36)

where L is the width of front, as previously computed in Eq. (7.32). During such a limited
evolution, the front velocity cannot increase beyond a maximal value

λ ≃ λ0 −
3

2γs

1

∆τ
≃ cᾱ − κ ᾱ

γsβ

ln2(1/α2)
, (7.37)

with κ some unknown fudge factor. We thus recover the qualitative behaviour in Eq. (7.34).

7.5 Front diffusion: From geometric scaling to diffusive scaling

SECT_DIFF

As emphasized in the previous subsection, the stochastic evolution leads to a statistical
ensemble of fronts, all of them corresponding to the same initial condition at τ = 0, but
which differ from each other because of the fluctuations inherent in the evolution process.
From this perspective, the front velocity computed in Eq. (7.34) should be viewed as the
average velocity, with the “average” understood as an expectation value over the statistical
ensemble. More generally, all the relevant physical quantities, so like the dipole scattering
amplitudes, should be computed as expectation values over this ensemble, and to that
aim one needs to know the corresponding probability distribution. In what follows, we
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shall infer this distribution from studies of the sFKPP equation [188, 241] and then use
the result for some applications to high–energy QCD [47, 48].

The crucial observation is that geometric scaling is, to a good approximation, satisfied for
the individual fronts. Indeed, the discussion in the previous subsection shows that, except
in the vicinity of the tip of the front (where the fluctuations are important), a particular
front can be viewed as a traveling–wave: T (ρ, τ) ≈ T (ρ−ρs(τ)), where the shape function
T (z) with z = ρ− ρs(τ) admits the following piece–parametrization:

T (z) =





1 for z < 0

A e−γsz L

π
sin

πz

L
for 0 < z < L

Be−(z−L) for z > L,

(7.38) TWD

and L ≈ (1/γs) ln(1/α2) is the front width, cf. Eq. (7.32). Note that, throughout this sec-
tion, we use notations adapted to QCD: T (ρ, τ) is the event–by-event scattering amplitude
for a dipole with logarithmic size ρ = ln(1/r2Q2

0), with Q0 an arbitrary scale of reference,
and for a rapidity gap τ between the dipole and the target. The coefficients A and B are
undetermined constants, and the tail of amplitude at large z > L is the color–transparency
tail, T ∼ e−ρ ∼ r2, specific to QCD, and not the sFKPP tail in Eq. (7.31). This change in
the tail appears because, for very small dipole sizes, the BFKL evolution matches onto the
DGLAP one (in the DLA approximation) and the ‘diffusion approximation’ to the BFKL
kernel (which, we recall, was used to reduce Eq. (7.17) to the sFKPP equation (7.19)) is
not justified any longer. Strictly speaking, this dilute tail is further modified by the DLA
evolution and also by fluctuations, but this needs not be specified here in more detail
since, as we shall see, the tail does not contribute to the most interesting observables.

Because of geometric scaling, a front is characterized by a unique ‘parameter’ — the
position ρs of the front, or the associated saturation momentum Q2

s = Q2
0e

ρs —, which for
the stochastic evolution is a random variable — it can vary from one event to another.
Accordingly, the statistics of the fronts reduces to that of a single variable: ρs. Moreover,
from studies of the reaction–diffusion process [241, 242] one knows that, within a wide
range of values for ρ, which covers the most interesting physical situations (see below),
and for sufficiently large values of τ (larger than the front ‘formation time’ in Eq. (7.36)),
the corresponding probability distribution is simply a Gaussian, and thus is characterized
by only two parameters: the expectation value 〈ρs〉, which is fixed by the discussion in
the previous subsection as

〈ρs〉τ ≃ λ τ , (7.39)

(we have chosen the arbitrary scale Q0 as the original saturation scale at τ = 0), and the
front dispersion, which is found to increase linearly with τ :

σ2(τ) ≡ 〈ρ2
s〉τ − 〈ρs〉 2

τ ≃ D τ . (7.40)

One may say that, with increasing τ , the position ρs of the front executes a random walk
superposed over an uniform progression with velocity λ. This random walk is, clearly, an
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effect of the fluctuations, so the dispersion should vanish in the mean–field limit N ≡
1/α2 → ∞. And, indeed, one has found (first via numerical simulations [188, 240], which
more recently have been confirmed via an analytic argument [241]) that the front diffusion
coefficient D vanishes when N → ∞, albeit (again !) very slowly, namely like 1/ ln3N .
Translating this result to QCD, one finds

D ≃ ᾱd

ln3(1/α2)
for α ≪ 1 , (7.41)

where the coefficient d is also known [241] (When specialized to QCD, the result for d in
Ref. [241] turns out to be uncomfortably large.)

This diffusive wandering of the fronts is illustrated in Figs. ?? and 55. Fig. ?? has been
obtained [47] via numerical simulations within the discrete particle model of Ref. [188],
but a similar situation is expected in QCD as well. (In fact, similar numerical results have
been obtained in Refs. [234, 236] for statistical models which include more of the actual
QCD dynamics.) All the fronts represented there are different realizations of the same
evolution; that is, they have been obtained by evolving the same initial condition over
the same period of time. The dispersion of ρs is manifest in this picture, and so is also
the universality of the shape of the individual fronts for T . However, precisely because of
the dispersion, the shape of the average amplitude 〈T (ρ)〉τ (represented by the thick line
in Fig. ??) is significantly different from the shape of the individual fronts. Besides, this
average shape keeps changing with τ : when increasing τ , the dispersion increases, so the
average front 〈T (ρ)〉τ becomes flatter and flatter, as schematically illustrated in Fig. 55
(see also Fig. 57 below). This means that, although valid for the individual fronts, the
geometric scaling is in fact violated at the level of the average amplitude [46, 47].

To study this violation in more detail, let us explicitly compute the average amplitude,
which in the present context is obtained by averaging the event–by–event amplitude
T (ρ) ≈ T (ρ− ρs) over ρs, with the Gaussian probability distribution alluded to above :

〈T (ρ)〉τ =

∞∫

−∞
dρs P (ρs, τ) T (ρ− ρs), (7.42) average
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with T (ρ− ρs) given by Eq. (7.38) and

P (ρs, τ) ≡ 1√
2π σ(τ)

exp

[
−(ρs − 〈ρs〉τ )2

2σ2(τ)

]
. (7.43) probdens

One can simplify the calculation, while retaining its most salient features, by replacing
Eq. (7.38) with

T (ρ− ρs) = Θ(ρs − ρ) + Θ(ρ− ρs) e−γ(ρ−ρs) . (7.44)

For γ = γs ≈ 0.63, this simulates the front region in the second line of Eq. (7.38), while
for γ = 1 it rather corresponds to the ‘color transparency’ region in the third line there.
By using Eqs. (7.44) and (7.43) it is straightforward to deduce

〈T (z)〉τ =
1

2
Erfc

(
z√
2σ

)
+

1

2
exp

(
γ2σ2

2
− γz

) [
2 − Erfc

(
z√
2σ

− γσ√
2

)]
, (7.45) Tave

where here and from now on z ≡ ρ − 〈ρs〉τ , and Erfc(x) is the complimentary error
function:

Erfc(x) ≡ 2√
π

∞∫

x

dt e−t2 ≃





2 − exp(−x2)√
π |x| for x≪ −1

1 for |x| ≪ 1

exp(−x2)√
πx

for x≫ 1 .

(7.46)

The first term in the r.h.s. of Eq. (7.45) comes from the ‘saturated’ piece, Θ(ρs−ρ), of the
individual front (7.44), while the second term comes from its exponential tail at ρ > ρs.
The behaviour of the average amplitude depends upon the competition between σ (the
width of the Gaussian distribution of the fronts) and 1/γ ∼ O(1), which characterizes the
exponential decay of the individual fronts. We can thus distinguish between two types of
behaviour, one at intermediate energies, the other one at (very) high energies:

i) When σ ≪ 1/γ (the situation in the early or the intermediate stages of the evolution),
the Gaussian ensemble is strongly peaked around the average front, hence the average
amplitude retains the single event profile (except in the short interval |z| <∼ σ where it
gets smoothed), and thus shows geometric scaling :

〈T (z)〉τ ≈ T (z) . (7.47)

In practice, the region for geometric scaling is limited by BFKL diffusion, as explained in
Sect. 4.3, and is anyway restricted to the width L of the front, cf. Eq. (7.32).

ii) When σ ≫ 1/γ (the situation at sufficiently high energy), then the first term in
Eq. (7.45) dominates up to very large values of z, namely for z ≪ γσ2 :

〈T (z)〉τ ≃
∞∫

ρ

dρs P (ρs, τ) =
1

2
Erfc

(
z√
2σ

)
for −∞ < z ≪ γσ2, (7.48)
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where the neglected terms are suppressed by, at least, one power of 1/(γσ) and/or z/(γσ2).
In this regime, the average amplitude is dominated by gluon configurations in the target
wavefunction which have ρs ≥ ρ and therefore appear as ‘black’ (T = 1) on the resolution
scale of the projectile. That is, if one fixes a point ρ on the abscissa axis in Fig. ??, then the
average amplitude 〈T (ρ)〉 is dominated by those fronts in the ensemble which are ahead
of ρ. This is true, in particular, for ρ≫ 〈ρs〉, i.e., for relatively small projectile dipoles, for
which the average scattering amplitude is weak, 〈T (ρ)〉 ≪ 1, yet this average is dominated
by the rare configurations with ρs ≥ ρ, which are at saturation for that (large) value of ρ.
(A configuration is ‘rare’ when |ρs−〈ρs〉| ≫ σ, since in that case P (ρs, τ) ≪ 1.) This is so
because such rare–but–dense configurations yield large contributions, T ∼ O(∞), to the
scattering amplitude, whereas the respective contributions of the typical configurations
— those with ρs ∼ 〈ρs〉 — are exponentially suppressed, cf. Eq. (7.44). This dominance
of the ‘black’ configurations has important physical consequences, that we now discuss.

As manifest on Eq. (7.48), the high–energy amplitude takes a relatively simple form,
which is universal [48] — i.e., independent of the initial conditions at low energy, and also
of the details of the evolution (so like the BFKL anomalous dimension) —, and which
scales as a function of z/σ [47] — it depends upon the two kinematical variables ρ and
τ only via the ratio (ρ − 〈ρs〉)/σ, where 〈ρs〉 = λτ and σ2 = Dτ . This new scaling law,
known as diffusive scaling [243], emerges at sufficiently high energy, such that σ ≫ 1, and
holds within a wide region in ρ, which extends well above the average saturation line —
namely, up to ρD(τ) ≃ 〈ρs〉 + γσ2 = (λ+ γD)τ .

This discussion suggests the ‘phase–diagram’ for high–energy evolution depicted in Fig.
56, whose structure is considerably richer than it was in the MFA: in addition to the
‘geometric scaling’ window, which persists at not too high energies (σ ≪ 1), and which is
now limited by the finite width L of the front, there is an entirely new region which opens
up when σ >∼ 1, where the average amplitude shows diffusive scaling, and which extends
more and more in the ‘dilute’ regime with increasing τ . The quotation marks on ‘dilute’
are intended to remind that the large–ρ part of this diffusive scaling region is dilute only
on the average, but in reality this region is characterized by strong density fluctuations,
whose effects are measurable — e.g., the scattering of a small projectile dipole is controlled
by the rare fluctuations which are at saturation.

Since determined by such a different physics, the amplitude (7.48) has other interesting
properties, which are revealed by a more detailed analysis. (The subsequent points are
also illustrated by Fig. 57, which represents the complete average amplitude, Eq. (7.45),
as a function of z for various values of σ.) Eqs. (7.48) and (7.46) imply the following
piecewise behaviour:

〈T (z)〉τ ≈






1 for z ≪ −σ
1

2
for −σ ≪ z ≪ σ

σ√
2πz

exp

(
− z2

2σ2

)
for σ ≪ z ≪ γσ2 ,

(7.49)

which is remarkable in several respects: (a) The approach towards the unitarity limit at
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Fig. 56. A ‘phase–diagram’ for the high–energy evolution with Pomeron loops. Shown are the
average saturation line and the approximate boundaries of the scaling regions at large values of
ρ ∼ ln Q2. Note the gradual transition with increasing Y from geometric scaling at intermediate
energies (DY ≪ 1) to diffusive scaling at very high energies (DY ≫ 1). This transition can be
more quantitatively studied on Eq. (7.45). phase

negative values of z (i.e., ρ < 〈ρs〉) is extremely slow, the more so the larger σ is. In fact,
when σ ≫ 1, there is a large interval, of width ∼ O(σ), around the average saturation
line 〈ρs〉 = λτ within which the amplitude is almost constant and equal to 1/2. This
interval is recognized as the ‘diffusive radius’ for the probability distribution (7.43), as
represented in Fig. 56. (b) For relatively large values of ρ, or small incoming dipoles, there
is a large window at σ ≪ ρ − 〈ρs〉 ≪ γσ2 within which the average amplitude is very
small, 〈T (ρ)〉τ ≪ 1, yet it is radically different from the respective prediction of the BFKL
equation, or of any other approximation assuming single scattering. For instance, there
is no trace of ‘color transparency’ (not even modified by some ‘anomalous dimension’),
rather the amplitude decreases with ρ ∼ ln(1/r2) as a Gaussian 37 in (ρ − 〈ρs〉)/σ. Also,
there is no Pomeron–like behaviour, i.e., no exponential growth of the amplitude when
increasing τ at fixed ρ; rather, the expression in the last line of Eq. (7.49) rises quite
slowly with τ .

Of course, the usual ‘leading–twist’ behaviour is eventually recovered, but only at values
of ρ much larger than naively expected — namely, for ρ >∼ ρD(τ) in Fig. 56. Indeed, it is
easy to check that for z >∼ γσ2, the dominant contribution to the average amplitude (7.45)
comes from the second term in that equation, as generated by the tails of the individual

37 Hence, this amplitude neither admits a ‘twist–expansion’, i.e., an expansion in powers of r2,
which would correspond to the series of multiple scattering.
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Fig. 57. Evolution of 〈T 〉τ and 〈T 2〉τ with increasing σ. From Ref. [48]. sigma

fronts, and can be estimated as

〈T (z)〉τ ≃ e−γz exp

(
γ2σ2

2

)
for z ≫ γσ2. (7.50) TaveLRHO

As anticipated, this exhibits color transparency (for γ = 1) and also a Pomeron–like
increase with τ : 〈T (z)〉τ ∼ eωτ , with ω = λ+D/2.

Returning to ‘diffusive scaling’ region at ρ < ρD(τ), the dominance of the saturated
configurations has another interesting consequence, which sheds some more light on the
breakdown of the MFA: Since the dipole scattering is controlled by ‘black’ configurations,
which individually yield T ≃ 1, it follows that the average two–dipole amplitude 〈T 2(ρ)〉τ
— i.e., the amplitude for the simultaneous scattering of two incoming dipoles with equal
sizes and impact parameters — is the same as the single–dipole amplitude 〈T (ρ)〉τ pre-
viously computed in Eq. (7.48). Indeed, event–by–event one has T 2 ≃ T ≃ 1 (for the
relevant configurations), which after averaging yields 〈T 2(ρ)〉τ ≃ 〈T (ρ)〉τ ≃ the total
probability to find ‘black’ configurations for a given dipole resolution ρ, cf. Eq. (7.48).
This is true, in particular, for relatively large values of ρ, for which 〈T (ρ)〉τ ≪ 1, in
which case it strongly contradicts the mean–field factorization 〈T 2〉 ≃ 〈T 〉2. We thus see
that, due to fluctuations, the unitarity corrections (here, in the form of the two–dipole
scattering) become important already in the weak scattering regime.

To illustrate this behaviour, we have displayed in Fig. 57 the functions 〈T (z)〉τ and
〈T 2(z)〉τ , as computed from Eq. (7.45) together with its analogue for a two–dipole pro-
jectile (the latter is obtained by replacing γ → 2γ in Eq. (7.45)). As expected, the two
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Fig. 58. Dipole–hadron scattering in the fluctuation–dominated regime at σ2 ≫ 1. (a) a view
along the collision axis; (b) a transverse view of the hadron, as ‘seen’ by a small dipole impinging
at different impact parameters; (c) the simplified, black&white, picture of the hadron which is
relevant for the average dipole amplitude. HotSpot

curves converge towards each other with increasing σ. The above result can be easily
generalized to N dipoles with different sizes (but the same impact parameter): under the
same conditions as for Eq. (7.48), one finds

〈T (ρ1)T (ρ2) · · ·T (ρN )〉τ ≃ 1

2
Erfc

(
z>√
2σ

)
, (7.51)

where z> = ρ> − 〈ρs〉, with ρ> = the largest among the ρi’s.

Although there was no explicit impact–parameter dependence in our discussion so far
(recall that the b–dependence has been washed out by the coarse–graining leading from
the original Pomeron loop equations to the sFKPP equation), one can nevertheless rely
on the previous arguments to deduce a qualitative picture of the hadron structure in the
transverse space, as produced by the high–energy evolution [243, 244]. To that aim, we
shall use the fact that, as argued in Sect. 7.3, the evolution is quasi–local in b, so regions
which are well separated in b evolve independently from each other, and randomly generate
the possible realizations of the stochastic evolution. In other terms, in order to build–up
the statistical ensemble of fronts, one can either repeat the evolution many times at a fixed
impact parameter (our previous strategy in this subsection), or simultaneously consider
the results produced by a single evolution at all the impact parameters — a point of
view that we shall adopt in what follows. At sufficiently high energy, when the dispersion
in the ensemble is large, σ ≫ 1, we expect to see strong density fluctuations from one
impact parameter to another: the event–by–event picture of a high–energy hadron should be
extremely inhomogeneous. Note that these inhomogeneities occur on very short distances,
of the order of the (local) saturation length 1/Qs(b), and thus have nothing to do with
the ‘soft’ (i.e., long–range) inhomogeneities introduced by the non–perturbative initial
conditions at low energy. The ‘granularity’ of a high–energy hadron on short distance
scales is rather a consequence of the (perturbative) evolution alone.

In order to explore this structure, we shall use, as usual, the scattering with a dipole
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projectile (see also Fig. 58). For a fixed dipole size r and various values of its impact
parameter b, the dipole will ‘see’ spots of area r2, which look either ‘black’ (when the
local gluon density is so high that the dipole is completely absorbed: T (r, b) = 1; this in
turn requires Q2

s(b) ≫ 1/r2), or ‘grey’ (low gluon density, or weak scattering: T (r, b) ≪ 1),
or even ‘white’ (T (r, b) ≃ 0). The most interesting situation is that of a relatively small
dipole, for which ρ ≡ ln(1/r2) ≫ 〈ρs〉τ . Then, the target looks ‘grey’ (or ‘white’) at most
impact parameters (since the typical gluon configurations have ρs ≪ ρ), and the average
scattering amplitude is small, 〈T (ρ)〉τ ≪ 1, yet this average is entirely determined by the
relatively rare ‘black spots’ which yield T ∼ 1. Hence, in so far as the dipole scattering
is concerned, the hadron looks effectively black or white, with most regions being white.
This is illustrated by the comparison between Figs. 58.b and c.

Now, clearly, this qualitative picture does not tell us anything about the actual distribu-
tion of the density fluctuations in impact–parameter space. The underlying assumption,
namely that different regions are totally independent from each other, cannot be exactly
right: neither the high–energy evolution (e.g., the dipole splitting kernel), nor the dipole
scattering, are exactly local, rather they are characterized by power–law tails in b, which
lead to long–range correlations between different domains. For instance, two ‘spots’ which
had a common ancestor in the early stages of the evolution are a priori correlated with
each other. Such correlations have been explicitly computed within the BFKL approxi-
mation [245], but it is not clear to which extent they survive the saturation effects.

Such issues could be clarified, in principle, by obtaining more complete solutions to the
Pomeron loop equations, which include the dependence on b. Since, however, this objective
looks too ambitious for the time being, it is interesting to notice here an alternative
strategy [246], which is to construct an effective theory describing the b–dependence of
the saturation momentum on the basis of symmetry arguments alone. The theory proposed
in Ref. [246] is a 2–dimensional field theory for the field ρs(b) (a generalization of the b–
independent probability distribution in Eq. (7.43)), with an action which is closely related
to the Liouville action — itself proposed as an effective theory for quantum gravity in two
dimensions [247] (see the recent review paper [248]).

7.6 Measuring the black spots: DIS, pp, pA,...

SECT_BSPOTS

In this final subsection, we shall describe some physical consequences of the evolution
with Pomeron loops which could be experimentally measured. They refer to observables
which have been already introduced in the previous sections, namely the cross–sections
for inclusive and diffractive (quasi–elastic) deep inelastic scattering (DIS), and that for
inclusive gluon production in hadron–hadron collisions (with emphasis on forward rapidi-
ties). As we have seen in Sect. 5, these quantities have in common the fact they can
be expressed in terms of the dipole–target forward scattering amplitude, and thus they
can be computed within the formalism developed so far. Generalized “kT–factorizations”
of this type, which allows for the inclusion of multiple scattering effects through dipole
amplitudes (generally, for a set of several dipoles) are known to hold for asymmetric colli-
sions, between a system which is dense and one which is dilute. This is the case of DIS in
the dipole frame, of the pA collisions at RHIC at LHC, and also of the pp collisions when
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viewed in an asymmetric frame (say, in fixed target experiments). If, on the other hand,
the pp collisions are viewed in the center–of–mass frame, so like at LHC, then the present
formalism can be used only for the particle production at sufficiently forward rapidities,
where one of the participating protons (the ‘target’) looks much denser than the other
one (the ‘projectile’), which is still dilute (cf. Sect. 5.2).

In the previous subsection, we have seen that, at sufficiently high energy, the dipole am-
plitude is strongly modified by gluon–number fluctuations in the target wavefunction.
These modifications will naturally transmit to the related observables that we shall now
consider. In particular, we shall found that, for high enough energies, the cross–sections
are expected to exhibit diffusive (rather than geometric) scaling. Thus, the fact that the
current data at HERA or RHIC appear to be consistent with geometric scaling (cf. Sect.
5) implies that these experiments correspond to intermediate (rather than high) energies
in the terminology of Fig. 56. But the genuine high–energy regime could be accessible at
LHC. In principle, the theory is able to predict the boundary between these two regimes:
this occurs at Dτ ∼ O(∞), with D the diffusion coefficient which characterizes the disper-
sion of the fronts due to fluctuations. However, by lack of explicit solutions to the Pomeron
loop equations, the value of D remains unknown, so like the value of the saturation ex-
ponent λ beyond the mean–field approximation. Besides, the present formalism being a
leading–order one, the corresponding quantitative predictions are anyway not reliable for
applications to the phenomenology. To cope with that, in what follows we shall treat the
coefficients D and λ as free parameters, in terms of which we shall express the interesting
cross–sections. Hence, our analysis will be, at most, qualitative. Yet, as we shall see, this
analysis predicts some interesting phenomena (like the transition from geometric to dif-
fusive scaling with increasing rapidity, or a total breakdown of the collinear factorization
up to very large values of Q2, well above the average saturation momentum), which could
be well observed in the data.

7.6.1 DIS revisited

As explained in Sects. 1.2.2 and 5.1, DIS is most conveniently computed in the ‘dipole
frame’, in which the proton carries most of the total energy — and hence the totality of
the high–energy evolution, which now includes the Pomeron loops —, whereas the virtual
photon can be replaced by a qq̄ fluctuation, or ‘color dipole’. Then, the ‘inclusive’ cross–
section σγ∗p (the cross–section for the absorbtion of the virtual photon by the hadronic
target) is related to the dipole total cross–section σdipole as shown in Eq. (5.1). In turn,
the latter is determined by the (average) forward dipole amplitude 〈T (r)〉τ , which is now
assumed to be a solution of the ‘Pomeron loop’ equations, and thus to include the effects of
fluctuations. (The corresponding process is pictorially illustrated in Fig. 59.) These effects
are most spectacular at relatively large values of Q2, well above the average saturation
momentum 〈Q2

s〉τ ≡ Q2
0e

〈ρs〉τ (but inside the diffusive–scaling region), which is the range
that we shall focus on in what follows. For simplicity, we shall ignore the details of the
impact–parameter dependence, so like in Sect. 5.1, and write σdipole(τ, r) = σ0〈T (r)〉τ ,
with σ0 ≡ 2πR2 a ‘geometric’ cross–section. Also, we shall use the approximate expression
(7.45) (or even (7.48), when appropriate) for the average dipole amplitude.

In Sect. 5.1 we found that, for Q2 ≫ Q2
s(τ), σγ∗p(τ, Q

2) is dominated by relatively small
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Fig. 59. PloopDIS

dipole sizes, 2/Q <∼ r <∼ 1/Qs, and as a consequence of that it shows approximate geo-
metric scaling. In particular, in the ‘leading–twist’ regime at very large Q2, the leading
contribution — which is enhanced by a large logarithm ln(Q2/Q2

s) with respect to the
subleading ones; see Eq. (5.11) — is generated by the scattering of aligned–jet dipole con-
figurations in the transverse sector. These results did not include fluctuations, so they are
expected to hold at moderately large energies, such that 38 σ2 ≡ Dτ ≪ 1. But for higher
energies, where Dτ ≫ 1, they are totally modified by fluctuations, as we show now:

It is convenient to denote Z ≡ ln(Q2/〈Q2
s〉), with 〈Q2

s〉τ ≡ Q2
0e

λτ . The most interesting
regime at high energy and large Q2 is the one characterized by σ ≪ Z ≪ σ2. In this
regime, one can check [243] that (i) the convolution in Eq. (5.1) is strongly dominated
by dipole sizes r ∼ 1/Q, (ii) the leading contribution comes from symmetric dipole
configurations in the transverse sector, and (iii) the final result shows diffusive scaling,
i.e., it depends upon Q2 and τ only via the single variable Z/σ (after a trivial rescaling).

To emphasize the first point, we have displayed in Fig. 60 [see the curves denoted as “incl”
in that figure; the “diff” curves will be discussed later] the integrand in Eq. (5.1) as a
function of rQs, for Q2 = 100Q2

s and for two scenarios for the scattering amplitude: (I) the
“fluctuation” amplitude (7.45) with σ = 5, and (II) the “mean–field” amplitude (7.44).
Case (II) can be seen as the limit of case (I) when σ → 0. As manifest on this figure,
the strength of the integration is pushed towards smaller dipole sizes after including the
effects of fluctuations: the respective integrand is strongly peaked at r ∼ 2/Q, while that
for the mean field approximation is rather smoothly distributed at all sizes r >∼ 2/Q.

Since controlled by r ∼ 1/Q, the cross–section (5.1) corresponding to σ ≪ Z ≪ σ2 can be

38 Note that, throughout this section, the notation σ, eventually accompanied by a subscript, will
be used for two different types of quantities, namely, for the front dispersion due to fluctuations,
cf. Eq. (7.40), and for the various cross–sections. The precise meaning should be clear from the
context, and also by inspection of the accompanying subscript, when appropriate.
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Fig. 60. The integrands in Eqs. (5.1) and (??) after the integration over z and the azimuthal
angle, as computed with two different expressions for the dipole amplitude — the mean–field
amplitude (7.44) with γ = 1 and the ‘fluctuation’ amplitude (7.45) with σ = 5 [both with γ = 1]
— are plotted as functions of rQs for Q2 = 100Q2

s. The vertical line ar rQs = 0.2 corresponds
to r = 2/Q. integrand

estimated by using the approximate form (7.48) for 〈T (r)〉τ , together with the simplified
integrals in Eqs. (5.5)–(5.6). In the transverse sector, one finds [as in Sect. 5.1, we focus
on order–of–magnitude estimates and omit the overall factor αemNc

∑
f e

2
f ]

σT

σ0
∼ σ3

Z2
exp

(
− Z2

2σ2

)
+

σ

Z
exp

(
− Z2

2σ2

)
for σ ≪ Z ≪ σ2, (7.52)

where the first (second) term in the r.h.s. corresponds to symmetric (aligned–jet) configu-
rations, respectively. As anticipated, the ‘symmetric’ contribution dominates, by a relative
factor σ2/Z ≫ 1. The longitudinal sector yields a contribution similar to the ‘aligned–jet’
piece in Eq. (7.52), which is therefore subleading.

Up to prefactors, all the contributions to σγ∗p in this high–energy regime show the same
dominant behaviour at high Q2, namely a Gaussian decrease with Z/σ. This Gaussian is
simply the probability for the virtual photon to find a ‘black spot’ inside the proton, i.e.,
a (rare) gluon configuration which is saturated on the photon resolution scale Q2 (cf. Fig.
58). Since built up as an average over ‘black’ events, the cross–section (7.52) admits no
expansion in powers of 1/Q2; this demonstrates the breakdown of the twist–expansion in
DIS at high energy. (The standard leading–twist result will be eventually recovered, but
only for Q2 so large that Z >∼ σ2.) Another consequence of this physical mechanism, which
is manifest too on Eq. (7.52), is diffusive scaling : up to prefactors, all the contributions
to σγ∗p scale as functions of Z/σ. If one keeps the dominant contribution alone, i.e., the
first term in Eq. (7.52), then one finds exact diffusive scaling (including the prefactor)
after dividing out a factor of σ : σγ∗p/σ = f(Z/σ) when Z ≪ σ2 [243].
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But the effects of Pomeron loops on the DIS dynamics at high energy become even more
striking when one considers the respective diffractive cross–section. By a ‘diffractive pro-
cess’ in the context of high–energy scattering, one generally means a process character-
ized by a substantial rapidity gap between the particles produced after the collision in
the fragmentation regions of the projectile and, respectively, the target. Here, we shall
limit ourselves to the simplest such a process in DIS, namely a γ∗p collision in which
the qq̄ fluctuation of the virtual photon undergoes elastic scattering off the proton, and
then emerges as a ‘vector meson’. This process is indeed diffractive, as the two emerging
systems — the ‘vector meson’ and the (elastically scattered) proton — are separated by
a rapidity τ (the same as the original rapidity separation between the projectile and the
target), which is the maximal possible value for a rapidity gap 39 . The generalization of
the subsequent discussion to more general diffractive processes in DIS, for which τgap < τ ,
requires the inclusion of higher Fock states, like qq̄g, etc., in the wavefunction of the vir-
tual photon, and has been given in Ref. [243] (within the high–energy approximation).
See also Refs. [73, 74, 76, 88, 167, 194, 195, 198, 249–261] for related studies, which however
do not include the effects of Pomeron loops.

What makes diffractive DIS especially appealing in the context of high–energy QCD
is the fact that the corresponding cross–section is dominated by relatively large dipole
sizes, of the order of the unitarization scale in the problem. In the past, this led to the
general wisdom that diffractive DIS should be a ‘soft’ (i.e., non–perturbative) process
even for large Q2. More recently, it has been recognized [73] that, at x small enough, the
phenomenon of gluon saturation introduces a relatively hard unitarization scale — the
saturation momentum —, so diffractive DIS is rather a ‘semi–hard’ process. As already
mentioned in Sects. 1.2.2 and 5.1 (see also below), this saturation scenario has led to a
rather successful description of the ensemble of the HERA data (including the diffractive
ones) at x ≤ 0.01. Yet, as we shall now explain, the situation changes again when going
to very high energies : then, up to relatively large values of Q2, the DIS diffraction is
controlled by dipole sizes r ∼ 1/Q, and thus is a truly ‘hard’ process [243].

To see this, consider the cross–section for the simple diffractive process alluded to above,
in which the dipole scatters elastically. This is given by

σdiff(τ, Q2) =
∫ 1

0
dz
∫

d2r
∑

α=L,T

|Ψα(z, r;Q2)|2 σel(τ, r),

σel(τ, r) = σ0 |〈T (r)〉τ |2 , (7.53)

where we have again ignored the impact–parameter dependence of the dipole amplitude.
We shall focus on the transverse contribution (this turns out to be the dominant piece),
that we estimate with the help of Eq. (5.5) :

39 This process is sometimes referred to as the “diffractive vector meson production”, or as
“quasi–elastic scattering”. Note that this process is strictly speaking not elastic, since the virtual
photon is not present in the final state.
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σT
diff

σ0
∼

2/Q∫

0

dr

r
|〈T (r)〉τ |2 +

1

Q2

∞∫

2/Q

dr

r3
|〈T (r)〉τ |2 . (7.54)

The standard analysis of this expression proceeds as follows [note that this analysis will
change at high energy]: For large Q2 and r <∼ 2/Q, 〈T (r)〉 ∝ r2, so the first, ‘symmetric’,
integral in Eq. (7.54) gives a higher–twist contribution ∝ 1/Q4, which is negligible. (The
same is true for the whole contribution of the longitudinal sector.) Rather, the domi-
nant contribution, of leading–twist order, comes from the second, ‘aligned–jet’, integral.
By itself, the measure dr/r3 in this integral (as introduced by the virtual–photon wave-
function) would favor relatively small dipoles, with r ∼ 2/Q, but this tendency is more
than compensated by the rapid increase of the dipole amplitude squared at small r :
〈T (r)〉2 ∝ r4. Accordingly, the integral is dominated by large dipole sizes, of the order of
the unitarization scale at which the amplitude ceases to grow.

Without gluon saturation, the unitarization scale would be non–perturbative, say, of the
order of the proton size R. Then, by using the estimate T (r) ≈ α(r2/R2)xG(x,Q2) (cf.
Eq. (1.24)) and cutting the integration of r = R, one obtains

σT
diff

σ0
∼ α2

Q2R2

[
xG(x,Q2)

]2 ∼ x−2(αsoftP−1) , (7.55)

which is the standard, ‘Regge’–like, estimate for diffractive DIS. In this scenario, σdiff

would grow with 1/x as a double soft Pomeron, with the soft Pomeron intercept estimated
as αsoftP − 1 ≈ 0.08 from fits to total cross–sections at high–energy.

However, for sufficiently small values of x, (perturbative) gluon saturation becomes im-
portant, and the above calculation should be modified. By using T (r) ≈ (r2Q2

s)
γ, with

1/2 < γ ≤ 1 for 2/Q < r < 1/Qs and T = 1 for r > 1/Qs, one finds

σT
diff

σ0
∼ 1

Q2

1/Qs∫

2/Q

dr

r3
(r2Q2

s)
2γ +

1

Q2

∞∫

1/Qs

dr

r3
∼ Q2

s(x)

Q2
∼ x−λ , (7.56)

where the final result, which is now fully perturbative (and also insensitive to the precise
value of the ‘anomalous dimension’ 1 − γ), comes from dipole sizes r ∼ 1/Qs, and thus
from both integration domains shown above. This result rises with 1/x in the same way as
Q2

s(x), i.e., like a single hard Pomeron. By using λ ≃ 0.25÷ 0.30, as inferred from the fits
to the inclusive cross–section at HERA (cf. Sect. 5.1), we see that this growth is in fact
faster than the one predicted by Eq. (7.55). Such a faster growth seems to be preferred
by the diffractive data at HERA, which moreover show a remarkable feature — the ratio
between the diffractive and the inclusive cross–sections appears to be roughly independent
of the total energy —, which is consistent with the saturation scenario [73, 74], but not
also with the Regge–theory one: Indeed, Eq. (7.56) together with our previous estimate,
Eq. (5.11), for σγ∗p imply

σdiff

σγ∗p
∼ 1

ln(Q2/Q2
s(τ))

, (7.57)
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which varies only logarithmically when changing the energy of the γ∗p system.

Let us now move up in the energy, such that σ2 ≫ 1, while staying in the kinematical
region at large Q2 where the fluctuations are expected to be important: σ ≪ Z ≪ σ2,
with Z ≡ ln(Q2/〈Q2

s〉)). Then, one assists at a qualitative change in behaviour, which
can be understood as follows: Even though Q2 is high, the contribution T (r) of small
dipoles with r ∼ 1/Q is not necessarily suppressed anymore, since the target also involves
dense configurations with Q2

s > Q2, for which T (r ∼ 1/Q) ≃ 1. Although relatively rare,
such configurations are strongly favored by the integral over r with the virtual photon
wavefunction, cf. Eq. (7.54). Accordingly, this integral is now controlled by dipole sizes
r ∼ 1/Q, with a slight preference (visible at the level of the prefactors) towards the
‘symmetric’ dipole configurations — in full analogy to what happens for the inclusive
cross–section, as found in Eq. (7.52). One eventually finds [243]

σdiff

σ0
∼ σ4

Z3
exp

(
−Z

2

σ2

)
+

σ2

Z2
exp

(
−Z

2

σ2

)
for σ ≪ Z ≪ σ2 , (7.58)

where the first term in the r.h.s., which is the dominant one, corresponds to symmetric
configurations in the transverse sector, while the second term receives contributions from
both the aligned–jet configurations in the transverse sector, and from the longitudinal
sector. These results exhibit diffusive scaling, a property which also transmits to the
diffractive/inclusive ratio at high energy, now estimated as

σdiff

σγ∗p
∼ σ

Z
exp

(
−Z

2

σ2

)
for σ ≪ Z ≪ σ2 . (7.59)

7.6.2 Forward gluon production revisited: Preparing for LHC

In Sect. 1.3.2 and 5.2.2 we have discussed at length the relevance of the particle production
at ‘forward rapidities’ in proton–nucleus collisions as an indicator of the saturation effects
in the nuclear target. As emphasized there, the larger is the rapidity η of the produced
particles, the smaller is the value x1 at which one probes the gluon distribution in the
target: x1 = (p⊥/

√
s) e−η, where s is the COM energy squared for the hadronic collision

and p⊥ and η refer to the produced particle (see the kinematics in Fig. 15). In that context,
it has been convenient to consider the ratio RpA(η, p⊥), Eq. (1.38), between the particle
yield in pA and, respectively, pp collisions, with the latter serving as a reference level and
being computed in the linear, ‘leading–twist’, approximation (cf. Sect. 5.2.2). This was
appropriate for the kinematics at RHIC since the smallest values of x1 which are accessible
in that experiment are still large enough for the saturation effects in the proton target to
remain negligible.

However, when moving to LHC, where
√
s = 14 TeV in pp collisions and the rapidity

coverage will extend up ηmax = 6.6 (in the CMS experiment), one will be able to probe
values of x as small as x1 ≈ 10−6 (corresponding to produced jets with p⊥ ∼ 10 GeV) in the
target hadron wavefunction, and then the saturation effects should be important even in
the proton. Moreover, by increasing η (i.e., decreasing x1), one may be able to observe the
onset of the fluctuation–dominated regime in the target wavefunction, and thus directly
probe the transition from geometric to diffusive scaling. Similar effects are also expected
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in the pA or AA collisions at the LHC, except that, in those cases, the ‘Pomeron loop’
effects should be less important because, first, the corresponding energies will be somewhat
lower (

√
sNN = 8.8 TeV in pA and, respectively,

√
sNN = 5.5 TeV in AA) and, second,

the presence of a high gluon density in the nuclear wavefunction already at low energy
should somehow “enhance the mean–field behaviour”, i.e., delay the development of the
fluctuations in the early stages of the evolution — an effect which has not been captured
by our previous analysis in Sect. 7.5, valid at asymptotic τ , but which could in principle
be studied by solving the full Pomeron loop equations with nuclear (e.g., MV–like) initial
conditions at low energy. This discussion suggests that, at LHC, pp collisions should be
a better laboratory (as compared to pA or AA) for a study of Pomeron loop effects in
the high–energy evolution. In what follows we shall therefore focus on the forward gluon
production in pp collisions and describe its qualitative evolution with decreasing x1, as
expected from the previous analysis throughout this report.

8 Conclusions
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