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Abstract

Diffractive events in proton-positron deep inelastic scattering are studied at HERA with the
ZEUS detector. The selection criterinm is based either on the presence of a rapidity gap.
produced through the exchange of a pomeron hetween the outgoing proton system and the
remaining hadronic system, or on the identification of the diffracted proton by the ZEUS
Leading Proton Spectrometer. The properties of the events are investigated and measure-
ments of the diffractive cross section and the diffractive stencture function are presented.
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Simplifisd disgram of the HERA proton beam optics relevant for the LPS. The top view
(ahave) shows the magnetic elementa relevant to the S1, 82 and S3 wpectrometer as thick
linen. The side view (below) shaws the magnetic: ek th rek to the S4, S5 and S6
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Scheme of the LPS detectors ansemblies. The small trapesoida) areas in Séup -+ SGup
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Schematic layout of & station (S4, S5 or S6). A) During filling and ramping, the detector
planes are kept ontside of the pots and the pots are placed far from the heam. The xig-sag
lines indicate the hellows. B) The detactor planes are insids the pots and the pots are heing
moved towands the heam. Note the elliptical profile of the fronts of the pots (2-y view),
which matches the cut-out of the detector planes. C) When taking data, the pots aze fully
inserted and the detactor planes in the upper and lower half of the station partially overlap
in the transverse plane. This is the data taking configuration. . . . . . . ... ... ..
Block diagram of the front end electronien aystem . . . . oL .o o
Functional circnit diagram of the amplifier-comparatar chip TEKZ. TP1, TP2, and TP3 are
internal probe points on the chiP. . . . .« . 4ot e b e
Block disgram of the Digital TimeShice Chip. . . . . . . . .. . oo oo n s
Schematic of the gain and noise d i i
and 2fCinputcharges, . . . . . .. ..o
Distribution of gain (a) and noise (b) for 669 TEKZ chips with 32 channels tested.

Layout of one of the LPS modilen. . .« o o o o b h e e
LPS signals anddatapathe. . . . . . .. ..o e

Block diagram of the ZEUS offline software. The arrows indicate the data production se-
quence. The Monte Carlo generation proceeds in three stages: ZDIS shapes the various ep
ncattering processes, MOZART reprodices the detector's response, and ZGANA simulates
the ZEUS trigger logic. The data collected by the experiment together with those produced
hy the Monte Carlo chain are processed by the ZEPHYR reconstriction algorithms, stored
and made accessible to the user through s graphic display program (LAZE) and a standard

Diagrams far the procrsaes modeled l'ry the MC groerators. a) Dlﬂrmlve disociation of the
photon. b) Difiractive dissociation of the photon into a resonance state (vertar meson). )
Diffractive dissociation of the photon and tbe proton. d) Reggeon exchange. . . . . . ..

I d luminosity as a fi of the run number. The solid line indicates the laminosity
mllmed hy the main ZEUS, the fraction with the LPS operating is represented by the dashad
line. The periads corresponding to major Juminosity losses for the LPS are indicated. The
vertical dashed lines show the run range rovered by thisanalysis. . . . . . . . . . . . ..
LPS silicon detector planes installed during 1994 data taking. . . . . . . . . . . .. ..
LPS raw data packing. Shown is the format for the LPS raw iata, which is stored as four
srpaperi6hitwanl. . . . . .. L. L e
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Ch | ing rates for dom trigger events on ooe of the w (a) and v (b) planes of
54, and one of the 7 (c) planes of S5uoen. Dead, excemively noisy and stuck channels can
be seen in each of the three views. The peak in the rates for the u and v planes correspond
to the longest atrip on the detector, which runa paraliel to the elliptical cutout, as sketched
-
Noise 7 an a function of the strip length for one of the u planes of $S4... The line represents
the relation 0, =630+ 40 -C(e") =690+ 40-12L(e”). . .. ... .. ... .....
Total bit multiplicity for 25 LPS operating planes dwring a rnin with colliding proton and
positrop heams. . . . . ... L e
(n) Number of clusters per rvent for a selection of random triggers on one of the planes
of S4.,. The dominant Poiwon component is due to the detector noise while the tail can
be attributed to shawers originating from beam gas and beam scraping interactioos. {b)
Difference between the clusters position on two 55,, planes with the same arientation. The
oAITOWw peak is ted with clusters belonging ta the same track segment. The hackground
is of a combinatorial nature. Pairs of clustern are matched if their distance in terms of strip
units is Jess than 2.5 from the center of the peak. Misalignment eflects hetween the detector
planes can canse a shift of the peak position. . . . . . . . . . ... ... .. .....
Position of ucted coordj in 84 (a), S5 (b) and S6 (¢) which peas the
eut on the quality code and would therefore be used by the tracking algorithm. The profile
of the detector’s active ares in the up and down pots is superimposed. The reference frame
han the positive = di pointing towards the centre of the HERA ring and the origin in
the pautlon of the nominal proton beam (i.e. the trajectory of a 820G} proton with zero
transverse momentum at the interaction vertex) at each station. . . . . ., . .., ...
Hori | correlation b n the hit i in 54 and S5. Each of the caorrelation lines
drawn represents a value of z;, in the range (0.5,1.1). The Jines are separated by 0.025 in
2z. The dots are the reconstructed harixontal hit positions in the two stations. Two dense
regions appear along the rg = 1 lation Jine, ponding to the enh, of the
elastic and diffractive crom section. The separation hetween these two populations of hits
= due to the grometrical acceptance of the detectors, as can be seen in the previous figure,
where they locate at the corness of the detector's elliptical cut-ont. The resolution in the
ment of z; b poor in the region where all the linescross. . . . . ... ..
Vertical Iation b the hit coordinates in 54 and S5. The correlation lines are drawn
at intervals of 2, = 0.02. The accumulation of paints along the rg = 1 line, corresponding
to the elastic/diffractive peak, is clearly visible. The resolution aronnd 2z = 1 it is better
comparad with the harizontal projection.

Rewlution in #; and pr withont the inclusion of the beam spread effects. . . . . . . . .
Carrelation hetween the T momentum mmponmu of the p° as messured hy the
CTD and the 2 and y dinates p [ d in S4.y. The width of the residual

distribution around the hits median (as shown in the pictures on the Jeft) is dominated hy
the emittance of the beam. The shadsl band corresponds to a 20 cut around the melian. .
Final fit to the momentum and coordinates correlation in the horizontal and vertical plane
of S4up. The slope of the line fit is fixed by the heam optics. The contribution due ta the
beam emittance (a,, = 20Afel and o, = 504V} hax been added in quadrature to the
erTors on the data points
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Overview of the LPS GEANT Geometry. Drawn by GEANT is an y/z view of the HERA
beamline from five to 90 meters starting at the Jower right and continuing along the top. The
geometry is drawn twice, both at the normal scale (under axia) and with the vertical acale
exaggerated to show more detail. The six LPS stations and each magnet are labelled. The
axis values age in meters from the interaction point. . . . . . . . L L L L0 0 e e -

5 Single it eficiency as a function of planenumber . . . . . .. L. L. L,

Data (dots) and MC (solid line) distributions of the x and y vertex positions {in i) s
rirtermined by the extrapolation of tracks correaponding to three stath incidences. The
data events correspond ta rus 9720, whow configuration is imph d in the Moate Carlo
AMUIBRIOD. . L . L L L L e e e e e e e e e e e e e e
The distrib of each fitted track to the classt heam aperture (in mm)
far data {dots) and Monte Carlo (solid Jime}. . . . . . . . .. ... . .0

Use of the ralorimeter timing for distingnishing between ep collisions at the nomina! inter
action region and up beam-gan interacts

t-integrated LPS T for 1994 running as a function of ¢, calculated with the Beam$
program for two input distributions with different ¢ dependences. . . . . . . . .. . ...
E + p, va ¢ for the data which shows a clear band of events at 25, = 1 nncorrelated with

The E + p; + 3+ p£™? distribution of data (dots) as & sum of diffractive MC (RAPGAP in
light grey) aad randomly sampled balo eventa (dark grey). . . . . . . ... L. L,
Recoastructed {and therefore stroogly shaped by the LPS acreptance) zp distribution. a)
data (dots) are fitted as & weightad sum of & DIS nou diffractive MC (ARIADNE), a double
dissociative MC {EPSOFT), a pion exchange MC (HERWIG) and » diffractive MC (RAP-
GAP). b) the sum of the four abovesaid MC in plotted (batched ares) agaiast the data
(AOMY.  + v e e e e e e e e e e e
(a) 21 spectrum of Rue: < 1.5 data events. (b) fraction of Hues < 1.5 events for a double
dissociative MC (EPSOFT) eaafunctionof 2z, . . . . . ... v v i v v v
(a) Pion exchange and (b} Deck effoct. . . . ... i i
The 2,Q? distsibution of events removed by the varions DIS cuts. Two hands can be observed
in the 3, Q" distribution of events rejerted by the box cut, carresponding to the eventa rejocted
by either the inner SRTD or the juser calorimeter bax cut. . . . ., . . ... ... ...
The 24, pr distribution of evests d by the various LPSents. . . . . .. .. .. .

Definition of EZ, &, F and 4 in the quark-partonmodel. . . . . . . ...
Inolines in energy and srattering angle of the electron and struck quark in the =, Q7 plane.
Intrinsic good resolution is achieved if the isolines are clone togheter since error
in Ei, 8,, F and 4 lead to small nncertainties on z and Q7. The diagonal straight line
represents the kinematical imity = 1. . . . . . .. ... ... ... 0 ...,
Fractional resolutions of = and Q7 as a function of z, QF and y for the electron method. The
dashed hari: | lines indicate deviationn of £20% fromgero. . . . . . . ..., ., ...
Fractiogal resolutionn of z and Q* as a function of 2, @ and y for the douhle angle method.
The dashed borizontat lines indi deviations of £20% fromwero. . . . . ., .. . ...
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Data (dots) and MC (solil line for RAPGAP and dashed line for NZ) distributions of the x

vertex position, the corrected saergy and the angle of the scattered electron and yia

The E ~p. distribution for data (dots) and MC (solid line for RAPGAP and dashed line for

NZ). a stronger disagreement can be observed for the NZ MC which does nat contain ISR
events. Far both MOs differences exist an a result of the hadrons response to the disagyeement

on the inarti ial configuration hetween the detertor and its simulation. . . . . . .
The Q* and 2 data distributions (dots} in ison with the MC (solid line for RAPGAP
and dashed line for NZ) prediction . . . . . . . .. . ... oo e e e
The ¢ and 7, data distributions (dots) are compared with the MC (solid line for RAPGAP
and dashed line for NZ) prediction . . . . . . .. ... oL oo
Diagram of a deep inelastic diffractiveevent . . . . . . . ..o 000
Mx reconstruction with the TA method. The width of the distribution gives the resolution
on the measured My while its mean value shows the systematical shift. . . . . . . . . ..
Gi d versns rec ed My, the hiack dota are events where the mass is recon-
structed from the triple angle formmla while the grey dots correspond to events with & LPS
reconstructed mam. The general trend is that Jow mawes are better reconstructad by the
TA method and high massea by the LPSmethod. . . . . . . . . ... ... .o
The mean vahse of the difference hetween measured and generated A x as a funrtion of Mx.
The vertical error barsrepresent the RMS. . . . . . . . . . ... oo
Mx va W. The gray dots are DIS non diffractive events while the black dots represent the
eventn selected in the diffractive analysia. . . . . . ... Lo Lo oo
Acospt of the sel cutn as 8 fi of /1. The acceptance for events with a TA
reconstricted Mx i shown as 8 wofid line while the acceptance for events with & LPS recon-
structed Mx is shown hy the dashed line . . . . . . . . .. ...
The Mx. W, 7 and 2p data distributions (dots) in comparison with the MC (solid line for
RAPGAP and dashed line for NZ). . . . . . . . . ..t v v i i i et v o s a s o a s
The fmas data distribntion (dots) in 8) with the NZ MC (olid) prediction, b)
with a snm of the NZ and EPSOFT (contribution shown as u dashed line}) MC, relative
weights as determined by the fit to the 7, distribution in chapter 6. . . . . . . . . . . .
The fjas data distsibution {dots) in ison a) with the RAPGAP MC (solid) prediction,
b} with & sum of the RAPGAP and EPSOFT (contribution shown as a dashed line) MC,
relative weights an determined hy the fit to the o distribution in chapter 6. . . . . . . .
Nmes & 2y, for DIS events, the hand at high zr values which runs over the whole range of
fmer values correspond to diffractive events, . . . . . . L L. oL o0 ool

Geometrical LPS P for tracks with a)} 2z = 0.97 and h) zr = 1 io the p., p, plane.
There are two distinct regions where the acceptance goes from vero to values above 95%.
The plot has heen obtained with the nse of the standalone program BEAMY, which includes
the effects of muRiple acattering and the vertex spread. . . . . . . . ..o L.
Geometrical LPS ac in the 2¢, pr plane {or two or three stations coincidences.
The solid line enclases the kinematical region used for the romparison of the kinematic
distributions inchapter 6. . . . . . . . . . ... ... o e
Data (dots) and MC (xolid line for RAPGAP and dashed line for NZ) distributions of the
proton p- BOA Py, . . Lt e e e e s e e e e e e
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Introduction

«You bave missed the point completely, Julia.
There were no tigers. That was the point:s.

T.S. Eliot, The Cocktail Party

This thesis reports on the study of diffraction in inclusive e — p deep inelastic scattering
collisions at HERA with the ZEUS detector. Diffraction was extensively studied in hadron-
hadron interactions about thirty years ago, when, using a purely phenomenological approach,
a2 mathematical formalism was developed to reproduce the asymptotic bebaviour of diffractive
cross sections. HERA offers the unique possibility to resolve the structure of diffeaction at
different scales using the virtual photon as a probe. By requiring the scale governing the
interaction to be large, through a large photon virtuality, the dynamics of diffraction can be
investigated and compared to perturbative calenlations.

The two measurements described in this thesis took place over a two year period and
share many common featnres, notably the the preparation and use of a dedicated detector
component, the Leading Proton Spectrometer {LPS).

Diffractive processes are undemstood to proceed throngh the exchange of a colourless
object which carries the quantnm numbers of the vacuum; in ¢ - p diffractive collisions
the proton emerges intact from the interaction and is deflected throngh a very small angle,
thus escaping undetected in the beam pipe. The LPS is an in-pipe detector comnplex which
allows one to tag and reconstrict the momentum of the diffracted proton, completing the
kinematics determination of the event and offering, by far, the most correct selection criterium
for diffraction.

The thenis is organised as follows:

e The first chapter gives a very brief overview of the theory of deep inelastic scatter-
ing. Diffraction is introduced through the study of hadron-hadron reactions and the
applicability of the hadronic picture of diffraction to e — p collisions at small photon
virtualities. Diffraction at large photon virtualities is discussed in connection with the
experimental observations on the hehavionr of diffractive and elastic cross sections at
large interaction scales. The relevant theoretical models for deep inelastic diffractive
scattering are reviewed.

o The second chapter gives a description of the HERA collider and the ZEUS apparatus.
Particular emphasis is placed on those components used extensively in this analysis.



o The third chapter describes the LPS. In particular its general hardware characteristics,
mechanics, design, testing and detector module assembly are described.

o A description of the ZEUS software and the Monte Carlo generators used o simulate
diffractive processes and related backgrounds is contained in the fourth chapter.

¢ The fifth chapter summarises the performance of the LPS during the data taking period
relevant to the present analysis. Its subsequent calibration, alignment and the basics
of the track reconstruction are also described.

o The methods of reconstriction of the event kinematics are discussed in the sixth chapter.
The event selection procedure is discussed at length in the seventh chapter including
the selection criteria necessary to improve the accuracy of the reconstriction, and to
suppresa the various backgrounds. The statistics and event characteristics of the final
sample are then given.

¢ Chapter eight contains the fimt determination, nsing the LPS, of the dependence of the
DIS diffractive cross section on the four-momentum transfer at the proton vertex.

o Without the tagging of an intact proton emerging from the interaction, the measurement
of diffraction at HERA has been hased on the identification of a particular topology in
the final state (i.e. the presence of a large gap in peendo-rapidity between the outgoing
proton direction and the remaining hadronic final state} which is consistent with the
exchange of a colourless object. The measurement of the diffractive structure function
hased on the selection of the event topology is discussed in chapter nine, while, in the
Iast chapter, the diffractive stcture function is extracted nsing the LPS, both for the
event tagging and the kinematics reconstruction. The comparison hetween the two
measurements and the improvements introduced by the LPS are discussed.

This thesia contains the first analysis of deep inelastic diffractive scattering events se-
lected with the LPS. The data were collected during the 1994 rinning period. A number of
measirements not possible in thid first analysis, due to the limited statistics, will be possible
with the analysis of the 1995 LPS datu. In 1995 the increase of the delivered luminosity and
the installation of the second half of the spectrometer transtated into a factor of ~ 6 increase
in statistics,

Chapter 1

Theoretical review

1.1 Deep Inelastic Scattering (DIS)

1.1.1 Electron-Proton elastic scattering

The cross section for elastic scattering of an nnpolarised point-like charged particle, for exam-
ple an electron, on an extended target such as & proton, can be derived by comparison with
the cross section for scattering electrons from a point charge (see Fig. 1.1a), given by [1, 2J:
do do 2

—_={— 1.1
7= (&) rar (11)
where q is the momentum transfer between the incident electron heam and the target carried
by the virtual photon, g=k,-k;, the subscripts i and f denote the initinl and final state
respectively, £ is the solid angle around the ontgoing electron and F(g) in the form factor
which describes the structure of the target'. For a structureless target with a static, spinless
charge distribution® Zep(f), the cross section is:

where k = |k;| = |k;|, E is the energy of the incoming electron,y = k/E and 8 is the scattering
angle of the electron.

In the case when the electron is scattering off a proton not only is the proton’s charge
involved but also its magnetic moment. Secondly, the proton is not stationary, but will recoil
under the effect of the interaction. Assuming that the proton is 4 point with charge e having
a Dira¢ magnetic moment of e/2m, then the expression for the cross section can be taken
directly from electron-muen scattering by replacing the mass of the muon with the mass of
the proton m,, [1):

do a? E 0 ¢ .8
anl = (ﬁa—n—) E { 37 Ima) (13

P

Far a static target F(q) is simply tbe Fourier transform of the charge distribntion.
*Normalised %0 that [ p(#)d'e =1
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where E is the energy of the scattered electron, the factor & = mdoy is equal to unity
for 4 non recoiling target, and the four momentum squared transferred in the process is
Q? = -¢* =4E'Enin'}.

Finally one more ingredient is necessary o order to calenlate the cross section for elastic
electron-proton scattering {see Fig. 1.1b). Unlike the muon, the proton is not a point-like
spin 1/2 particle, but an object of extended strncture carrying hoth electric charge and spin.
The expression for the elastic e — p cros section, known as the Rosenblnth formula {3] thus
hecomes:

do  alcos?t E {G’5+rG§,
2

8
s +21G} tan—} R (14)
d  4Esin‘t E 14+ M

where 7 = F; and Gg, G are the proton’s electric and magnetic form factors®. Experi-

mentally Gg and Ga are given (4] by:
Guld®) 1 (1.5)

i . 22’
Ky (1 - £GeV?)

Gelg®) =

where 5, = 2.79 ix the magpetic moment of the proton. If the proton were a point-like
strictureless particle, the form factors wonld he Gelq?) = Gul(g®) = 1. Thus, the pon trivial
dependence on ¢* indicates that the proton iy an extended object with an estimated mean
square charge radins of < 72 >~ 107 em. Also, for large ¢, the elastic cross section falls off
rapidly, since Gg = Gy = q7'.

3G (g7} and Gx(g?) can be related via Fourier transforms to the proton charge and magnetic distributions
when the recnil of the proton can be neglected, i.e. in the Lorents frame where oo enevgy is transferred to the
proton (the so-catled Breit frame).

1.1.2 Inelastic Electron-Proton scattering

With increasing Q?, the proton is more likely to break into a multi-particle system of invariant
mass W3 = (g+ P)? (Fig. 1.1c). The interaction scale shifts from the sige of the proton radins
to resolve the inner structure. The differential cross section can be written as the invariant
product of two tensors:

do ~ L; W", {1.6)

where LZ, describes the lepton vertex and can be calculated in the framework of Quantum
Electrodynamics (QED), while W* parameterises the hadronic vertex and can be written
as the most general combination of the four momenta of the particles entering the vertex
(¢ and P) and the metric tensor ¢*, compatible with parity and electromagnetic current
conservation:

e 1 rq p-g
wo_ —a"” — — - —
we = (o + GE) egs (v - Gle) (- 25ie). oo
Unlike elastic scattering, where the process can be described by only one angle (or by Q%), in
the inelastic case there are two independent varinbles, chosen tobe Q* and v = 22 = B~ E',
the photon energy in the proton rest frame. The inelastic form factors W, 5 depend only on
@Q? and v. The inelastic cross section with respect to EY and 8(2) can be written as:
o 4 E? 8 8
=T {w,(u, QJeor™y +2W, (V,Q’)nin’-z—}. (18)
Experimentally [5] the inelastic cross section, for large values of W, W » m,, has o much
more moderate dependence on @ than the elastic cross section (whose form factors fall
with a (1/Q?)? dependence). This suggests that the scattering takes place on point-like
ohjects inside the proton, mmch as the large angle scattering on a particles in Rutherford's
experiments suggested the presence of charged point-like muclei inside the target atom. The
point-like objerta resolved in the proton are called “partons”.

1.1.3 The parton model, Bjorken scaling

The parton model [6) pictures the inclusive scattering at large @ as due to the incoherent
snm of elastic interactions between the electron and the constituent spin 1/2 partons in the
proton. The crom section for elastic electron-parton scattering resembles the e — ju scattering
cross section:

fo _ 4naE'[, .0 ,@Q . .0 Q
iQgd - @ E ["’” 2t igm™ 5]‘ ("‘ 57;) (19

where e;,m; are the electric charge and the mass of parton i. Summing over all partons,
the delta function which enforces the mass-shell condition of the final parton leads to a
dependm:m of the form factors (or the more commonly nsed structure fanctions F 3) on
w = — 35— alone (Bjorken scaling [7]):

dvm,
mW, (v.a") "2y (w), (1.10)
2, targe Q7
Wiy, q*) " Fy(w), (1.11)
5



as proven by the SLAC experiments in 1969 {8]. The scaling is clearly identified as the
result of the electron-parton interaction in the infinite momentum frame of the proton, where
i) 3> m,,m;. In this frame, relativistic time dilation slows down the interaction rate of the
partons, which can be considered as non interacting free particles. Energy and momentum
conservation at the photon-parton vertex forces a photon of a given energy v and Q* to
interact only with partons that carry a fraction of the total proton momentum equal to:

@
2myy

After the collision hadronisation of the strick parton takes place without interfering with the
photon-parton scattering. The distribution of parton momenta in the proton is described by
the differential probability f(z,) of finding parton i with momentum fraction between z and
T + dz in the proton, with the constraint:

Z]dzzfi(x) =1 (1.13)

T

1
== 1.12)

The individual parton strncture functions can be written, from the comparison of equs. 1.8
and 1.9 as:

Fpn(w) = 2é(z ~ 2, (114)
Fron(w) = 5=tz = 2). (1.15)

Integration over £ and summation over all partons gives the following expressions for the
proton's stmcture functions:

Ri(s) = ¥z /), (L16)
Fi(2) = 3-Fila). (1.17)

where the Intter is known as the Callan-Gross [10] relation and is a direct consequence of the
assumption for spin 1/2 free partons in the proton. These partons were later identified with
the quarks that Gell-Man [11] and Zweig {12] had introduced in badron spectroscopy, three
“valence” quarks, uud(udd), for the proton{neutron). In 1979 evidence for the existence of
glions was provided at DESY via the observation of thres-jet events in e* —e~ annihilation [9].

1.1.4 Quantum cromodynamics and partons evolution

The Quark Parton Model (QPM) ignores the presence of gluons in the proton. The data show,
however, that a large fraction of the proton momentum cannot be accounted for by quarks
alone; the scaling hypothesia does not hold for small(large) values of z where the structnre
function F; is observed to incresse{decrease) with Q* (see Fig. 1.2). On the other hand, the
fact that quarks are confined into hadrons implies the presence of strong binding forces among
them, The theory governing the interactions between quarks via the exchange of glnons is
called Quantum Cromodynamics (QCD) and it is more generally believed to govern strong
interactions. QCD is a non abelian gauge theory based on the SU(3) symmetry gronp whose
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Figure 1.2: The structure function F» an a function of Q? for different £ values. The ZEUS results as well
as a compilation of fixed target results are shown.

representation predicts that each quark has three possible charges {evlonrs); 8 gange particles,
called gluons, are responsible for transmitting colonr forces among them. As a fundamental
difference between QCD and QED, ghions carry the colour charge and can conple to each
otber. The coupling constant of strong interactions, a,, is 4 function of the interaction scale;
at bigh momentum transfers (high Q?, short distances) it is small enongh that quarks can be
considered free (asymptotic freedom) and perturbation theory ean be used to calculate the
scattering amplitudes.

In deep inelastic scattering (DIS), the structure functions Fy, receive contributions from
the diagrams where 4 quark can radiate a ghion before or after absorbing the virtnal photon
or where & gluon absorbs the virtual photon via the production of & quark-antiquark pair. As
the scale that is probed inside the proton becomes smaller (increasing Q?) a finer structure
can be resolved, i.e. the splitting of glwons into quark-antiquark pairs or more ghions, and
the radiation of ghions from quarks. Scaling is violated and the stracture functions depend
{logacithmically) on @*. The evolution of the parton densities with (* is given by the



Dokshitzer-Gribov-Lipatov- Altarelli-Parisi sqmations (DGLAP) [13]; for quarks of flavonr 1:

DD - 2 [ (o0, @IRG) + 50 WPl (L18)

and for giuons:

dg(:'Q’) _ . lﬂ ) 3 f E
“dnQ® 2 f v ()‘:c-(v'Q Wa(3) +g(u.Q’)P..(u)). (1.19)

where y = v/E and P,; are the lowest order splitting functions shown in Fig. 1.3. The
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Figure 1.3: The splitting functions Pi;(§), that expres the probabilities of finding & parton i intide parton
j with & fraction £ of the parent momentum.

DGLAP eqnations exprest the fact that a quark or glion with momentum fraction z could
bave originated from a parent parton with momentum fraction y with a probability P;,-(;-).
The mumber of “soft” quarks prodiced with a small fraction 2 of the parent parton momentum
(m:a quarks) grown with Q?, leading to the increase of the parton densitien at low values of z
(the glnon-glion diagrams predominate in this region). On the contrary, at high values of =,
the partons distributions are decreased hecanse the partons with momentum z can be resolved
into a parton with lower momentum =’ < z. The scaling violationa of the stracture function
F have heen used by both the HERA experiments, ZEUS and H1, to determine, through
QCD fitw, the gluon density zg(x). The concept of partons evolution can be generalised to
incInde higher order corrections involving more than one quark-glion or gluon-ginon vertex.
It can be shown [16] that with the choice of a gange in which the ginons bave only the two
transverse polarisation states, the amplitude for the inelastic process can be obtained as the
aum of ladder diagrams of consecutive gluon emissions (an sketched in Fig. 1.4). The quark
which absorbs the photon evolves from the incoming proton via ghion emission tims losing,
gradually, its longitudinal momentum, in other words the fractions of longitudinal momentum
z, carried by the ladder's rungs are decreasingly ordered:

T DOTID> DX > T > T, (1.20)
while the transverse momenta of the emitted ghions increase:
Bk €. <k, <k, «Q (1.21)

The summation of these diagruns is performed hy the DGLAP equations in the leading
log((®} appraximation where k% is strongly ordered.
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Fignre 1.4: A Iadder diagram. Additional diagrama criginate from the substitution of some of the gluons
lines with quark lines,

1.1.5 The 2 — Q? plane
The DGLAP equations are applicable in a region of moderate 2, where:
(@)@ ~ 1, (1.22)
i
a,(Q’)ln; <« 1. (1.23)

At low values of z, the region of interest for HERA {(as shown in Fig. 1.5), different evolution
equations and approximations should be nsed:

o leading log (1) approximation:
QY@ € 1, (1.24)
o,(Q’)tn% ~l. (1.25)

At small 7 and moderate Q? the Balitsky. Fadin, Kuraev, Lipatov [15] equation (BFKL)
can be used to resum the singnlar -'L terms.  The equation, if applicable, predicts no
ordering in transverse momentnm ky and, when solved analytically, resnlts in a glion
distribution function of the form:

G(r. Q%) =zg(z, F') ~ 277, (1.26)



Figure 1.5: Region covered in the £ — @? plane by the published HERA data. Alwo shown are the regions
covered by the previous fixed target experiments which show how HERA extends the kinematical region
towards small = valwes.

with A 25 0.5%. Approaching the low 7 region, the acale that sets the centre of mass en-
ergy available to the process, Q% /z, becomes large. In this context the BFKL evolution
might be thought to supplement the Regge description of the high energy hadron-hadron
interactions (detailed in the following sections), differing from the phenomenological ap-
proach of the latter because of the presence of the hard Q7 meale, which validates the
nse of perturbative techniques.

¢ douhle log (1,Q*) appraximation:
a,{Q)nQ? ~ 1, {1.27)
1
n,(Q’)ln; ~ 1 (1.28)
Since at low z the glnon density is large, the gluons start to overlap in the proton and
recombine via the QCD process gg = g. This process limits the gluon density and ensures

nnitarity to the crous section. Gribov Levin and Ryskin [14) have added a non-linear term in
the evolution equations (either DGLAP or BFKL) to describe this effect. So far the HERA

at Jeading order and depending on Q* through n.(Q%).
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dats are consistent with the standard DGLAP evolution and no saturation effects on the
gluon density have been obheerved.

1.1.6 The full expression for the cross section

The cross section for newteal curcent interactions results not only from the exchauge of a
virtual photon, but also from Z° exchange and their interference. The inclusion of the
Z* exchange, which can be neglected at moderate Q?, requires also the introduction of the
structipe function Fy. The deviation from the Callan-Gross equality, arising from the presence
of the glions, is called the longitudinal structure function Fy:

FL=E-21F| (129)
and the cross section can be written as:
d;%, = 32%."3 (Ys Falz, Q%) — ' Fe(2.Q%) + Y-z Rz, Q)] {1 +4,), (1.30)

where Y, = 12 (1 — y)? and 4, is the electromagnetic radiative correction vertex for the
electron line.

1.2 Diffraction

The dominant mechanism for deep inelastic scattering, as discussed in the previous sections,
ia the scattering of the incident electron from a colonred quark which evolves, initially, into
a system of partons, independently of the rest of the proton. The size of this system grows
until it reaches a sisable overlap with the proton remnant and then strong correlations lead
to colour neutralisation and badronisation. The final state consists, at first order, of the scat-
tered electron, of a jet structure {cnrrent jet) originating from the struck quark, and of the
fragments of the remainder of the proton (remuant jet). Due to the colour string connection
(see Fig. 1.6a) the gap in psendorapidity® between the struck parton and the proton remnant
is filled with particles produced in the hadronisation process. This picture does oot take into

particle flow particle flow
current jet current jet
w colour flow E': po colour flow
) emaant p——-—( — '2 baryon current

Figure 1.6: a) Deep inelastic scattering svent. b) Deep inelastic peripheral seattering: diffractive dissociation
of the photon on a baryon current.

acconnt the existence of long range correlations in the proton at the beginning of the hadro-
nisation process. These correlations arise because of colour confiuement, which constrains

3The peeudorapidity 7 is defined as — In(tan §)}, where @ is the polar angie.

n




quarks and gluons to propagate at large distances an if they were colourless hadrons. Long
distance scales, which lkead to peripheral acattering processes, involve small transverse mo-
menta and small momentum transfer. These events are chamcterizsed by the presence, in the
final state, of & baryon cnrrent (either a diffracted proton, oc a neutron, or a TERDDADCE) 48 A
substitute for the remnant jet. The absence of colour connection at the baryon vertex {direct
consequence of the small momentum transfer) resnlts in a gap interval hetween the baryon
and the pboton system which survives the hadronisation process (as shown in Fig, 1.6b) °.

1.2.1 Diffraction in hadron-hadron collisions, Regge theory and the soft
pomeron

Since diffractive or, more generally, peripheral processes appear to carry the signature for
soft interactiona (i.e. small transverse momenta), it is ohvioun that they had to emwerge from
the study of hadron-hadron collisions.

A well defined mathematical formalism, called Regge theory, was introduced in the ‘608
in order to explain the long range force phenomenology in t—channel exchange processes in
hadron physics at high energy [18]. For scattering of hadron & and k! in the t-channel {soe
Fig. 1.7a) the amplitude can be calculated as the sum over the family of exchanged particles
which satisfy the following condition: in the croas channel, where /T in the centre of mass
energy, all these particles lay on a straight line in the complex plane of angnlar momentum”
J and mass squared M? =t and have the same isospin I, strangeness S and haryon number
B. Such lies are the so called Regge trajectories, each one of them corresponding to a
family of pacticles which can be exchanged in a specific interaction. Experimentally it is
fonnd (Fig. 1.7b) that there are at least four familien of spin-1 particles, p,w, o and f, which
coincide. The significance of a trajectory J = a{t) for & family of particles i that the
scattering amplitnde Ay (J, £} haa a pole in the complex plane:

A t) ~ (1.31)

1
J - a(t)’
giving a simple high-energy behaviour to the scattering amplitude T in the t-channel, where
V% i the centre of mam energy, in the limit where all masses are small compared to s:

T(s,t) ~ At)s* G, (2). {1.32)
B(t) is the residue function of the pole which parametrises, through form factors, the conplings
at the hadron vertices, and {,(£) ia a phase factor.
Total cross section and elastic scattering

The optical theorem relates the total cross section (Fig. 1.8a) to the imaginary part of the
forward elastic scattering amplitnde (Fig. 1.8b) at the same s [52]:

(AR )ror = %ImT(s. £ = 0) ~ 8", (1.33)

%A formal definition of diffractive processes by Bjorken [17] reads: Diffractive processes are those that lead
to largs rapidity gaps in the final state phase spare which arm not suppressed as & function of the gap width.

"More precisely, paths are tyaced in the complex plane by the singularities corresponding to the exch 1
particles aa ¢ changes, while the linear correlation can he drawn by the consideting the real part, Re|J| of the
angniar momentum.
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Figure 1.7: a) diagram for the ing of hadron h on hadron A’ in the t-channel at the centre of mass

energy 2. b) The Regge trajectories for p,w, ¢ and £ on the J — M? plane,

where ,
d%hh) x %IT(,. )| ~ Ailait)-1) (1.34)
Regge theory therefore predicts the hehavionr of the total and elastic cross section as a
function of a through a simple power law controlled by the Regge trajectory a(t) = a{0)+a't.
The observation that hadronic cross sections (as shown in Fig. 1.9) are constant for a large
interval of & and then slowly grow with s implies the existence of 4 Regge trajectory which
carries no quantum numbers and has @ > 1, the so called Pomeron (IP), which dominates
the amplitude for s = co. A universal fit [19] to the o7y hadron-hadron data as & sum of
Reggeon (R = p,w, €3, f1...) and pomeron trajectories gives an excellent description® of all
existing data with a pomeron trajectory of:

arp(t) = amp(0) + o't = 1.08 + 0.25¢, (1.35)

referred to as the “soft” pomeron. A vatue of ap(0) close to unity implies that the Froissart
bound, which defines the upper limit to the total cross section for s = 0o,

”
aror < —in's,
ror S Teins {1.36)

is pot violated up to very high energiex (where higher order corrections might come to restore
ity validity). Unitarity violations may become an issne for values of the pomeron intercept
above ~ 1.3.

Moving to the analysis of the cross section dependence upon ¢ in the frunework of Regge
theory, it must be noted that the differential elastic cross section de/dt shows (e.g. in pp
scattering data [21)), as the energy increases, a clear exponential peak at low valwes of ¢,

"The only exception being the CDF value for aror of 80.6 + 2.3 mb againat. the pradicte value of 73 mb
{and the latter value is in agreement with other FNAL reanlts),
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Fignre 1.8: Regge diagrams: o) Total c7ons section, b) Differential elastic cross section, ¢) Differential

diffractive dimociation cxoss section.

followed by a secondary difftaction maximnm. This is reminiscent of optical diffraction,
where the intensity of the scattered light from a circular aperture as a function of angle 8
(for small anglen) in given by:
n

I=1, (1 - T(koy) , (137)
where k is the wawe number of the photon, R is the radins of the aperture, and ﬂgﬁ o kR.
For pp elastic scattering:
do f_ LMy (dﬂ ) M
2= (%)== (F)_ -, (1.38)

where p is the momentum of the incoming proton.
Comparison of eqns. 1.37 and 1.38 shows that the slope parameter of the ¢ dependence
is proportional to the interaction radius R,

n
b= T (1.39)
and therefore inversely proportional to the mass of the scattering objects or systems. In the

case of the interacting hadrons h and B’ of masses my, and my respectively:
1

4
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Fignre 1.9: Tota! pp, fip, wp, and real 1p crow sections with simple power fits to the » dependence.

The expression for the elastic cross section as given by Regge theory (eq. 1.34) leads to a
dependence of the slope parameter b on the centre of mass energy 2. By mbstituting in
eq. 1.34 the generat form for the Regge trajectory a(t) = a(0) + o4, the differential elasti:
crues section do /dt reads:

% u ﬁla(ﬂ)-zella‘ln{a)!]‘ (141)

that is: the slope parameter b evolves with energy like b o 20'In{s). This effect, called
shrinkage, has been observed in hadron-hadron data and is compatible with the assumption
that the exchange is driven by a soft pomeron trajectory as given hy eq. 1.35.

Diffractive dissociation
The exchange of a small momentum transfer can lead to the inclusive reaction hh' = hX,
where & mass state My is produced with no exchange of quantnm numbers, similarly to the



elastic case, at the target hadron's vertex®.

The analogy with optics sets the limit beyond which the cross section for ;‘l’iﬂ'rm:tive
dissociation dies out: the wavelength associated with the momentnm loss, m,, - =X, of the
target hadron should be smaller than the interaction mdivs R.

For B = ;- and in the case the target hadron is a proton:

l—z'p=(=$‘-<%20.15. (1.42)

where {{zr) is defined as the fractional momentum lost{carried) by the target proton. )

The mans spectra of diffractively excited staten of hadrons consist of some resonance-like
structures superimposed on a continuum (see Fig. 5.2). .

With a generalization of the optical theorem [22] to relats the total cross section for
the production of the inclusive state X (Fig. 1.8¢) to the forward scattering amplitude for a
thres hody elastic scattering, the differential cross section for diffractive dissociative scattering
can be caleulated from the diagram on the right inside of Fig. 1.8c. For a, M3 — oo and
23> M2 » t {triple Regge approximation) the cross section is proportional to:

& 1 a0 .
n——-—dM; i (ML}) (M), (1.43)

which, in the limit where only one trajectory b dominates (i.e. the pomeron IP), can he
rewritten in terms of a totrl A’b crom section (upper part of the diagram, through the optical
theorem) and a fliux which parametrises the emission of b from A at the lower vertex and
depends only on the variables at that vertex'®, i.e. { and t:

da_ _ do
TaMidt  didt

where Fy(t) is the form factor of hadron h. Althongh a candidate particle corresponding
to the Regge pole for the pomeron trajectory has been observed near ¢ = 4GeV? by the
WA9! collaboration [20], when it is exchanged near ¢ = 0 the pomeron cannot be said to
be & particle. Nevertheless the factorisation 1.44 makes pomeron exchange rather similar to

x (TR ()X « finll t)oR (1.44)

particle exchange.
For p scattering at high energies, with a dominant pomeron trajectory:
e (R & frlG, R (1.45)

Assuming a soft pomeron trajectory (eqn. 1.35) the cross section in the continnum region, at
fixed ¢, has o ~ 1/M} behaviour.

*Another way of Jooking at inelastic hadron diffraction is through the idea of coherence. The lower the
momentnm transfer in the collision, the higher the probability that the target hadron A will remain intact,
implying that no quantnm numbers are transferred in the interaction and hadron A’ is simply excited in
a higher mam state X. Since hadron h Joes not change ilentity, the varions amplitudes that originate st
different parts of the hadron ad¢ up coberently. In this context coberence is synonym of diffraction.

1The fartocination of the vertices implies that the differentin) cross sections of a hadron dissociating on
different targeta scale as the elastic crons sections while those of different hadrons dissociating on the same
target scale as the corresponding total cross sections. Both rules have heen tested rxperimentally and found
to bold within experimental accuracy.
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Photoproduction cross sections

The whole Regge picture can be transported to the case of real photon-proton interactions,
i.e. at HERA in the so called photoproduction regime (Q? = 0) at a centre of mass energy W,
where the photon manifests hadron-like properties and, being quasi on muss-shell, justifies
the use of the Regge S-matrix theory. The experimental evidence supports the hypothesiz of a
soft pomeron teajectory controlling the energy dependence both of the total cross section [23)
({Fig. 1.8¢):

a3ty = 0.0677(W? )0 (1P) 4 0.120(W?)~"4% (1 o, f,.0,) mb {1.46)

and of the counterpart for the elastic hadron-hadron differential cross section, namely the
elastic vector mesons prodiction cross section [24):

p
dayy

% ~ (W‘l)}(n{l)-n' (1'47)
which gives, after ¢ integration:
oy mWoHE, {1.48)

Moreover, the elastic peak is observed to shrink with W accordingly to the prescription
{eq. 1.41) of the theory.

1.2.2 Diffraction at larger scales

Regge theory gives a nuified description of the pre-HERA diffractive data and HERA photo-
production data within a non-perturbative phenomenological approach. On the other hand,
as mentioned in section 1.1.5., it ia possible to apply perturbative QCD (pQCD) techniques to
calculate parton dynamics in the himit 9.: &~ W — 0o and predict the asymptotic behaviour
of total cross sections for high virtuality Q2 or, in general, if either of the scales @2, M% and ¢
becomes much larger than the QCD scale A2, In a QCD framework the interaction proceeds
through the exchange of an infinite glnon lidder (as obtained by taking the square of the
amplitnde in Fig. 1.4) or, at lowest ocder, by the exchange of a pair of gliona, a glienic
system being the only QCD treatable object to satisfy the requirement of being a colour
singlet. The corresponding trajectory has a fairly large value of the intercept!!, a{0) = 1.5,
and it is often referred to as the “hard” pomeron trajectory.

The interesting question is, of conrse, whether and at which scale the Regge approach
is going to break down. The most striking evidence for the possible occnrrence of a new
phenomenon comes from the measurement of the t-integrated cross section for elastically
photoproduced J/. The process presents a very clean topology from the experimental point
of view and the Q% x 0 value sets the scale for the applicability of the Regge formalismn.
Newertheless, the effective dependence on W of the J/y cross section [25], & WO* (see
Fig 1.10), ix much steeper than the one obtained for the lighter vector mesons, which is of
the type o« W%22 (as indicated in eq. 1.48). The J/4 mass scale, M2, is much larger than
the QCD acale A? and it might therefore justify the nse of pQCD techniques. pQCD models
exist [26] which ascribe the W dependence to the rise of the gluon density observed from the
scaling violations of the proton structure function F,.

Energy ronservation in the BFKL equation is still an open isue.
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Fignre 1.10: Total cross section for elastic production of J/¥ at Q 0 an a function of the v — p centre of
mam energy V. The shaded region represents the prediction of the Ryskin model (cf. chapter 4} using the
upper and Jower limits of the glion density as extracted by the ZEUS experiment.

In these models the interaction is understood to proceed through the exchange of a glwon
Indder. A similar W dependence can be observed by awitching from the M3 to the Q@ scale
and studying the electroproduction of light vector mesons {p.#) at high photon virtualities
@ > 8GeV? [111], for which the pQCD inspired models predict a relation between the cross
section and the ginon density similar to the photoproduced J/¢¥'s one.

The steep increase of the cross section for both the photoproduced J/¢ and the electro-
produced p and ¢ is directly related, throngh the glion density, to the small-x dependence
of the stencture function Fs. The low-z behaviour of F; maps into the high-W dependence
of the total croms section for vitnal photon-proton interaction o}(f.,- by virtue of the relation:

4r

oF (W Q) = Q’:'Fz(& Q). (1.49)

The total 4*p croes section shows an effective W dependence which grows more steeply than
the yp W dependence with increasing @7, as shown in Fig. 1.11, where the F; parametrisation
based on the soft Regge ﬁmﬂkm.umsidembly underestimates the data. A parametrization
of the W (or x) dependence of 033y (or Fy) with 4 Q* varinble power law led to the idea
that there is a smooth transition region [27) between the QCD guverned high Q7 regime,
characterized by a “hard” pomeron trajectory, and the hadronic domain, where the Regge
“soft” approach has shown to be valid. Two pomerons are therefore needed or, alternatively,
a single pomeron with a Q* dependent intercept [28]. The question is, of conrse, if the Regge
pole or, equivalently, the S-matrix theory makes sense off the mass shell. No theory has
explained 5o far how the properties of the pomeron depend on the virtualities of the external
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Figure 1.11: The 1994 ZEUS Fy compared with the predictions of a soft pomeron Regge parametrisation
(DL, by Donnachie and Landshoff} and the Gribov, Levin and Ryskin parametrisation.

particles. The pomeron might thus be unique and non perturbative, with a Q? evolution
driven by the inelastic o* vertex [29] and scarcely remiscent of the properties of the pomeron
itself.

1.2.3 Deep inelastic diffractive dissociation, theoretical models

Whether BFKL evolntion effects can he detected at HERA or not (30}, the study of diffraction
in deep inelantic scattering is of primary importance for sheding light on the microscopic
stencture of the pomeron. Although the pomeron cannot be strictly considered & particle,
the nse of a virtual probe with variable Q? can resolve the parton level structure of the
interaction.

Several models have been proposed to explain diffractive interactions at high @ ine—p
scattering. In the following a simple description of some of these models {identified with the
pames of the anthors) is presented in conjunction with the ohservables most relevant to the
current HERA analyses.
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Definition of variables in 4* — p diffractive scattering

Since diffractive scattering in 4* — p collisions is characterised by the emission nl: a phomemn
by the proton (Fig. 1.12), the number of variables needed to describe the inlf-',rm:mm is larger
than in standard deep inelastic 7° — p scattering. All variables are summarized below.

The vertex IP — p is described by two vatinbles: zp, the fraction of the incoming proton

e(k) ek’)

p(P) p(P)

Figure 1.12: Definition of kinematics for a diffractive disociation derp inelastic wattering eveat.

beam momentum carried by the pomeron, and ¢, the pomeron invariant mass.

_(P-P)q_ My+Q' -t Mi+@Q
WE TPy Wi+@-M Wi+ Q

(1.50)

t=(P-P). (1.51)

The diffracted proton is left with a fractional momentnm z, = Jll"-:ll.
The 7* ~ IP hard scattering can be parametrised in terms of @Q* and B, where 8 is the
fraction of the pomeron momentium carried by the parton which interacts with the virtnal

photon:
¢ _:__@ @ ,
ﬁ = =— = o~ 7 . (].02)
WP-P)q 0 Mi+Q -t Mi+Q
For the structure of the pomeron in DIS, the variable # plays a role analogows to that of
Bjorken-2 for the structure of the proton.

Ingelman and Schlein (IS)

In 1985 Ingelman and Schlein proposed [55] to investigate the partonic structure of the
pomeron throngh the reaction pp — Xp. With the assnmption that the process can be
decomposed in the emission of a pomeron by the proton and its subsequent hard interaction
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with the antiproton, the cross section can be calenlated with QCD techniques and a pomeron
structure function can be defined.

The differential cross section for the process ep = epX can be written as:

dalep - epX) d5(vglq) = X)
e == = [z ) a1 (D) frelz, Q1) —"——2, 1.53
dz,pdtdQ"dp} » e /! Q’) dﬂ?‘- ( ")
where fp/,(zp,t) is the flux factor describing the flux of pomerons in the proton:
1 1
fie(zm, t) = Em - (6.38 ™ +0.424 ex). (].54)

which, given the hypothesis of factorisation at the IP — p vertex, is universal and can be
extracted from badron-badron scattering data, f,/.(z, Q%) is the photon flux, ﬁhﬁ&ﬂ:ﬂ is
the matrix element for the hard scattering (the dominant process heing 4°g — qiq:, with
the production of high pr jets in the final state) and f,c,)/1r represent the parton densities
inside the pomeron, which, a8 a consequence of factorisation, are independent of the process
of emission. Given its quasi-hadronic nature, the pomeron iz treated as a particle and a
structure function can be defined an:

FP(.Q") = }_€llBa(B) + Ba(B)]. (1.55)

The normalisation of the parton densities is determined by the fulfillment of the momentum
sum rule (as given in eq. 1.13).

Donnachie and Landshoff (DL)

In the Donnachie-Landshoff [54] (DL) model diffrmction in DIS is described through pomeron
exchange hetween the virtual photon and the proton, with the pomeron coupling predomi-
nantly to quarks, in analogy with the photon. The anthors calenlate the cross section in the
framework of Regge theory:

= futzr.t): Fym(8.Q°). (156)
The flnx factor,
fr(zep.t) = %F. @, (1.57)

in related to the elastic form factor of the proton, Fy(#) = 1%,’-’;’-!‘,—"(1—_{7-.;;)“. and to the
pomeron-quark coupling, & ~ 1.8 GeV ™! | extracted from hadron-hadron dats. The pomeron
tmjectory is the “soft” one, ie. a(t) = 1.08 + 0.25¢. The similarity between the pomeron
and the photon leads to a quark stmcture function Fy e of the form:

Fyre = 3C8(1 - B), (1.58)

with C = 0.25 for each light quark and antiquark. Just as for the case of the photon stocture
function, a term that is important at low 3 st be added, in the form g7« (with ¢, =~ 0.08
or larger). No prediction is made for the pomneron’s gluon structure fimction; as the pomeron
is not a particle, there is no momentum sutn mle.
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Nikolaev and Zakharov (NZ)

The diffrartive interaction is viewed [63] as photon diffractive dissociation on a proton. The
photon fluctuates in different hadronic states with a wave fanction which can be expressed
an:

by >= |y >aare +la@ > +lodg > +.... (1.59)
The cross section is proportional to the transverse sise p of these flnctuations (“colonr trans-
parency”):

a(p) x a’p?, (1.60)
which, for ¢ finctuations, leads to one of the strongest predictions of the model; since p o _+,
{where m; is the mass of the quark of flavonr f):

o x

-';;. {1.61)
i.. the production of beavy quarks is strongly suppressed.

The interaction with the proton proceeds through the exchange of two glnons (see Fig. 1.13)
and the idea of pomeron flux and stnicture function in pot used.

where Ayp is the triple pomeron coupling. Although the pomeron in this model is not treated
as a particle with a well defined partonic strncture, it is possible to give an operational defi-
nition of the cross section in terms of a two component {valence and sea) diffractive structure
function. The splitting of the structure fanction emphasizes the breaking of factorisation
predicted by the model. The 2, and 3 dependence can be factorised for each of the two
components separately with the following global result for the cross section:

r g—en = I (B 1 RIS, QY) + firle PR Q)] . (150

with the factor 222 arising from the limit ¢ — 0 of the ¢—dependent part of the flux factors:
¢,p(x,p)erp(-33]tl) and fip(zmp)ezp{—Bypt])'?. The 2p dependence is well reproduced

by the formula: pn
Jir(zip) dp(zip) = (-i—) (:;::—1::) . {1.65)

The values of the parameters p), p; and py can be found in [64). The valence qf and sea gdg
structure functions are defined as:

P = -
The cross section assigned to the ¢§ fluctuations, the valence component of the exchange Fa(A.@) = 0.275(1 - f). (1.66)
FE(8.Q7) = 0.063(1 - B)". (1.67)
.
Y Y Partonic models of diffraction, Buchmiiller and Hebecker
A pon-IP mode) has been developed by Buchmiiller and Hebecker [31] to picture diffractive
) q interactions in DIS in terms of 7°-gluon scattering. The rapidity gap in the final state is
q restored through a colour reorientiation of the produced quark-antiquark pair in the colonr
field of the proton. The probability of obtaining a colour singlet or octet configuration are
1 g simply 1 and 2, respectively. This leads to the prediction that diffraction should acconnt for
1/9 of the proton structure function. A simple scaling law, which relates the diffractive to
the proton stouctnre function, is predicted in the form:
P 4 (FO.Q2p = Olar = 004F3 (= = (. Q)lep- (1.68)
P | 4
Figure 1.13: Disgrams for the production of gf and ¢fg states in the NZ diffractive model.
(dominant at M} < Q?), is given hy:
da M?
&Mz le=o o @+ My (1.62)
while the crosy section corresponding to the ¢gg finctuations, sea component (dominant for
M3 » @), is given, in the triple Regge approach, by:
da oror(yp) s 12The excitation of the gf valence in the connterpart of diffraction production of resonances in hadronic:
dtdM? lt=0 % M2 [ (163) scattering and/or real photoproduction when it is appropriate to nse the diffraction slope of elastic «N
x X scattering B &t 12G#V "2, wherean excitation of the sea is the connterpart of the triple-pomeron tegime with

Bup ~ }Bar.
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Chapter 2

HERA and ZEUS

The chapter briefly describes the HERA collider and the ZEUS detector, focusing on the
detector components most relevant to the present analysis. A description of the ZEUS trigger
architecture is given at the end of the chapter.

2.1 Hadron Elektron Ring Anlage, HERA

HERA in the world’s first lepton proton collider, designed to have a centre of mass energy
V& = 314GeV, an order of magnitude higher than the fixed target experiments which pre-
ceded it. To reach an equivalent centre of mass energy using a fixed target would require a
lepton beam of 52TeV. HERA was commissioned in 1991 and the first #p interactions were
ohserved in H1 and ZEUS during spring 1992.

Five data taking periods have taken place since then: July 1992, September-October 1992,
May-November 1993, 1994, and 1995. The 1996 muning period is ongoing. During 1994
HERA switched from electeon to positrons resulting in a greatly improved beam lifetime. It
is foreseen that the machine will return to circulating electrons in 1997, The energy of the
proton beam was kept at 8§20GeV and that of the electron heam at 26.7GeV during 1992
and 1993 periods, raised to 27.5GeV gince 1994 onwards.

HERA is located in Hamburg, across the DESY shoratory site. An underground tuonel
of 6.34 K'm circumference houses two separate rings for electrons and protons. The beams are
brought into collision at gero crossing angle at fonr ioteraction points aronnd the ring . The
two main experiments, H1 and ZEUS, are located in large underground halls at the north
and south interaction points, respectively. The remaining two hally have been allocated in a
second time to the HERMES and HERA-B experiments.

Fig. 2.1 showa the layout of the HERA actelerator complex. Protons from a H* source
emerge from a LINAC at the energy of 50MeV, then are accelerated to 7.5GeV in the DESY
III Proton Synchrotron and transferred to PETRA, where 70 bunches are accelerated to an
energy of 40GeV hefore being injected in the main HERA ring. LINAC I and IT accelerate
electrons and positrons to 220 and 450G eV respectively, which are then transferred to DESY
IT for further acceleration up to 7.5GeV. They are finally injected into the HERA electron
ring at 14GeV from PETRA.

'The necemary bending magnets produce strong synchrotran radiation close to the experimental area.
Absorhers and collimators are placed at both eads of the experiments.
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Fignure 2.1: Overview of HERA, details in the main text

The proton ring employs 4.68T superconducting magnets in the curved sections while
conventional magnets are in use for the electron ring.

During the 1993(1994) data taking period, 84(153) bunches were filled for each beam,
and in addition 10(15) electron and 6{17) proton bunches were left unpaired for background
studies,

The design parameters and the performance of the HERA machine during the 1994 data
taking period are snummarised in Table 2.1.

2.2 ZEUS

The construction and installation of the ZEUS detextor in the HER A sonth hall wias completed
by antumn 1991. Since then, several detector upgrades took place as a consequence of the
physics and technical understanding gained hy the collaboration during the first years of data
taking.

The coordinate system of ZEUS is defined as a right-handed system with the origin at
the nominal interaction point (IP), and the z-axis pointing to the outgoing proton direction
{defined as the forward direction). In this frame, the y-axis points npwards and the r-axis
towards the centre of the HERA ring. Thus, the proton beam polar angle is 0°, whereas the
electron beam polar angle is 1807,

Longitudinal and trunsverse (with respect to the beam direction) layonts of ZEUS are
given in Fig. 2.2 and Fig. 2.3, respectively. The detector dimensions are 11.6m x 10.8m x
10m{z, ¥, z) and the total weight is 3600 tonns.

Radially outward from the interaction point ape the beampipe, the vertex detector {(Vertex
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"HERA parameters Design values 1994
electron protons | positrons | protons

Energy (GeV) 30 820 275 820
Instantenous lnminosity (cm™>a—1 L7107 2.310%
Specific luminosity (cm=25'mA -2 3.9.107 3.4-10%*
Integrated lnminosity {ph) - 6.0
Circumference (m) 6336 -
Magnetic: field (T) 0.165 4.65 -
Injection energy (GeV) 14 40 -
Current(mA) 58 163 28 38
Number of bunches 210 153+15 | 153+17
Bunch croseing time {ns) 96 96
Beam o, (mm) at [P 0.30 0.27 0.27 0.18
Beam o, (mm) at IP 0.06 0.09 0.06 0.06
Beam a, {cm) at IP 08 11 0.8 11
B (horigontal) 2 10 2 7
7 (vertical) 0.9 1 09 0.7
Injection time {min.) 15 20 45 60

Efficiency 33% -

Table 2.1: HERA design p and perf during 1994 running.

Detector VXD), and a central drift chamber for charged particles (Central Tracking Detector,
CTD). The CTD is surronnded by a miperconducting magnet providing a field of 1.43T.
Forward and rear tracking chambers (FTD and RTD) provide extra tracking information
and particle identification in the forward and rear direction. The tracking chambera are
aurrounded by a high resolntion Uraninm Calorimeter (UCAL). The UCAL is divided in
three sections: the FCAL in the forward direction, the RCAL in the rear direction, and
the BCAL, a hasrel section surrounding the central region. A small angle tracking detector
{SRTD) i situated bebind the RTD and covers the face of UCAL to a radius of ~ 3em
around the centre of the rear beampipe bole. The UCAL is enclosed by mmon identification
chambers (FMUI, BMUI, RMUT) situated in the inner side of the iron yoks, The yoke
serves as absorber for the backing calorimeter (BAC, used to meamure the energy of Late-
showering particles), and ax a return path for the solenoid magnetic field. On the other side of
the yoke, the outer muon chambers are installed (FMUO, BMUO, RMUO). Downstream
of the main detector an iron/scintillator VETOWALL is used in order to reject heam-
related backgrounds. The C5 beam monitor, a small led-scintillator counter, located around
the heam pipe at z = =3.15m, monitors the syncrotron radiation accompanying the heams
and the timing and longitndinal stricture of the proton and electron bunches. Outside the
picture limits are the luminosity monitor (LUMI), in the rear direction, the Jeading proton
spectrometer (LPS) and the forward neutron calorimeter (FNC) in the forward direction.

The very short time interval (96ns) between the bunch crossing at HERA resnlts in a
nominal rate of 10MHz. In order to reduce the rate to a few Hz level, ZEUS employes a
three-levels triggering system.

Given the complexity and variety of the HERA physics program, the detector components
have to meet a series of design requisites. In particnlar, the calorimetry is required to be her-
metic, both for the measurement of leptons and jets, have high energy and angnlar resolution,
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Overview of the ZEUS Detector
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Figure 2.2: Cut of ZEUS along the heam direction

nearly equal response to slectromagnetic and hadronic showers, and calibration uniformity
and precision. The tracking detectors have to provide a precise vertex measurement, high
momentum resolution, good tracks separation and a wide angular coverage.

The parts of the detector essential for the present analysis are described in more detail
in the following sections. A more general and complete description can be found in [44).

2.2.1 The central tracking detector (CTD)

The jnner trvcking detectors provide charged particle detection in the angular range 7.5° <
8 < 170°. As well as giving precision momentum, position measurement and primary vertex
information, they are also designed to provide particle identification using dE/dz information
and transition radiation, to reconstruct secondary vertices from short lived particles and to
provide information to the ZEUS trigger system.

The cylindrical central tracking detector (CTD) covers the polar region 15° < 8 < 164°
and consisty of 72 cylindrical drift chamber layers, organised into 9 superlayers {32). The
odd supetlayers are axial layers which have sense wires parallel to the heam axis, whilst the
even superlayers are stereo layers inclined at angles ~ 5° to the beam axis, which allow the
determination of the z-position.

The design and the 1993-1994 achieved resolutions in transverse momentum are 0,0021 pr®
0.0029 and 0.005 py @ 0.00186, respectively.
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Figure 2.3: Cnt of ZEUS perpendicular o the heam direction

Using the combined information of the CTD and the VXD, resolutions of 0.4 cm in 2 and
0.1 cmn in vadius in the oy plane were obtained for the primary vertex reconstruction for both
1993 and 1994 data.

2.2.2 The small angle rear tracking detector (SRTD)

For & preciss measurement of the scattered electron energy and angle, for low Q? events in
low-z DIS, additional tracking is needed to improve the calorimeter reconstruction in regions
close to the rear beam pipe hole and to correct for energy losses due to the presence of inactive
materisl in that specific region (VXD cables, flanges, etc.).

The Small angle Rear Tracking Detector or SRTD i a scintillator strip detector of di-
mensions 68 ¢cm x68 ¢m around the inner RCAL beampipe hole [33].

Fig 2.4 shows a schematic of the detector layout, Charged particles are detected by
two planes of ortbogonally arranged (z,y) strips with a 1 cm pitch which provide position
and pulse height information via a photomultiplier readout. Each plane is divided into four
quadrants as shown in the figure.

SRTD hit information is used in conjunction with that from the CTD for track reconstrue-
tion. The SRTD is also used to reject hackground by providing a fast timing measnrement
to the trigger, complementing the rejection provided by the C5 and VETOWALL counters
at the first level trigger and the ealorimeter at higher trigger levels.

24 (44) cm lomg

Figure 2.4: A schematic of the SRTD shawing the arientation of the scintillator strips in the two orthogonal
planes. The dimensions of the detector and a typical strip are alwo shown. The b pipe is accommocdated
in the central hole.

2.2.3 The uranium calorimeter (UCAL)

The ZEUS calorimeter is a high resolution wraninm-seintiltator compensating calorimeter. It
consists of alternating layers of depleted® uraninm (thick one radiation length corresponding
to 3.3 mm), as absorber, and scintillator (2.6 mm thick), for readont purposes. The use
of uranium helps to increase the response to hadrons. The ratio of scintillator thickness to
ahsorber thickness has been chosen o that the calorimeter has an equal response to electrons
and hadrons (e/h = 1), and & high energy resolution for hadrons and jets. The measured
energy resolution of the ZEUS calorimeter in

a(E) _ 3%
F = _—\/(E) ® 2%,
for hadrons, and
o(E) 18%

?=WE—)$1%.

for electrons. The calorimeter calibration is determined and maintained on a channel-hy-
channel basis using one among the observed nraninm decay chains, ie U2™ o U™ which

?An alloy of 98.4% U?™, 1.4% Nb, and less than 0.2% U™,
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releases [ particks with 2 maximum energy of 2.3MeV. A ®Co source is also used.
The layout of the calorimeter is shown in fig. 2.5. It consists of three parts covering
different regions of preudorapidity n = —in(tan/2):

e the forward calorimeter (FCAL), covering the forward region 1.1 €7 < 4.3,
» the barrel calorimeter (BCAL), covering the central region -0.75 < n < 1.1,
¢ the rear calorimeter (RCAL), covering the backward region —3.8 < n < ~0.75.

With the exception of holes of 20 x 20 cm?, in the center of FCAL and RCAL, which are
necessary to accomodate the HERA beampipe, the calorimeter is > 99.7% of 47 hermetic.

7
~ 1 &
™, [ T $
N Emebon | 4
N N} .
XN
=
N =
= REAR
WACZ [WACT s SOLENDICH S oy N
CENTAM, | TRACONG }"‘7
gy — \:ﬁl=7 - P
= o s P = & — e v - —
i
¢ _/r ) B
e iy —
1 l l | L, =
+- +—
il | 'li'f' HaC? .
7 | l [
Vd i A S
- 1
ALt BCALISN) RCAL(LA)
HACLE: 3N HACLZ: 23 Hal: L1
DEPTH: 192m DEPTH: 1L08m DEFH: Q9

Figure 2.5 Side view of the ZEUS calorimeter.

The structure of the three calorimeter parts is similar. They are subdivided longitndinally
into modules, which in tumn are mibdivided into towers of approximate transverse dimensions
20 x 20 cm?.

Each tower is segmented longitudinally into an electromagnetic (EMC) and one (in RCAL)
or two (in FCAL and BCAL) hadronic (HAC1,2) sections. The EMC sections consist of fonr
5 x 20 cm? cells in FCAL and BCAL, and two 10 x 20 cm? cells in RCAL. The HAC sections
are cells on their own.

Each calorimeter cell is read out on two oppasite sides by two photomniltiplier tubes
{PMTs) coupled to the scintillator through wavelength shifters, in order to achieve a more
accurate position measurement within the cell. The EMC section has a depth of approx-
imately 25 radiation lengths {X,), or 1 absorption length (A). The total HAC sections in
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FCAL/BCAL/RCAL are 6, 4) and 3) deep, respectively. Very good containment of EM
showers is therefore expected. Hadron-electron separation is achieved by the measurement
of shower profiles, and in the RCAL in enbanced by additional silicon diode detectors: the
hadron-electron separator (HES).

The calorimeter also provides accurate timing information with a time resolution better
than 1 ns for energy deposits greater than 4.5 GeV. The total time of a calorimeter section
(F/B/RCAL) is obtained from an energy weighted average of the times of all PMTs with
energy deposits greater than 200 MeV.,

2.2.4 The luminosity monitor (LUMI)

The ep luminosity is measured by the luminosity monitor using the rate of hard bremsstrahlung
photons from the Bethe-Heitler process™

ep - e'py.

The cross section for this process is high and well known from theoretical caleulations up to
0.1%. Two lead scintillators (see Fig 2.6) are used to measure hoth the scattered electron and
the radinted photon: bremsstralung photons emerging from the electron-proton interaction

Figure 2.6: The two LUMI calorimetess.

point (IP) at angles 8, < 0.5mrad with respect to the electron beam axis bit the photon
calorimeter at 107 meters from the IP and electrons emitted at scattering angles < 6mrad
and with energies 0.2E, < E. < 09 are deflected by beam magnets and hit the electron
calorimeter placed at 35 meters from the [P.

2.3 The ZEUS trigger system

ZEUS uses a sophisticated trigger and read-ont system, to enable operation with the very
short bean crossing interval of HERA (96 ns). The rate of #p physics events in the ZEUS

Since 1993 only the rate of bard photons with E, > 5G«V in used for the measarement.
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detector is of the order of a few Hz. However, the background from interactions of the proton
beam with residual gas in the beampipe has a much higher mate, of the order of 100 kHs,
which has to be reduced by the trigger system. In addition, background events from electron
beam-gax interactions, beam halo, und cosmic rays, have to be rejected. The trigger system
is organized in three levels,

The First Level Trigger (FLT) aystem is a hardware trigger, designed to reduce the input
rate below § kHz. Each detector component has ita own FLT, which stores the data in a
pipeline, and makes a trigger decision within 2 ps after the bunch crossing. The decisions
from the local FLTs are passed to the Global Firt Level Trigger (GFLT), which decides
whether to acoept or reject the event, and retnrna this decision to the component readont
within 5 ps.

If the event is accepted, the data are transferred to the Second Level Trigger (SLT),
which is software-based and runs on a network of Transputers. It is designed to reduce the
rate below 100 Hz, nsing mainly timing cuts. Each component can also have its own SLT,
which passes » trigger decision to the Global Second Level Trigger (GSLT). The GSLT then
decides on actepting or rejecting the event.

If the event is accepted hy the GSLT, all detector components send their data to the
Event Builder (EVB), which produces an event structure on which the Third Level Trigger
(TLT) ende tuns. The TLT is also software-based, rns on a farm of Silicon Graphica CPU’s,
and in designed to rednce the rate to a few Hs.

Events accepted by the TLT are written to tape.
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Chapter 3

The Leading Proton Spectrometer

3.1 Spectrometer characteristics

The Leading Proton Spectrometer (LPS) is a component [44] of ZEUS designed to reconstruct
small angle (~ 1 mrad) scattered protons which would otherwise escape indetected inside the
heam pipe. [t consists of six stations of position sensitive g-strip silicon detectors placed along
the proton beam line at a distance varying between 20 and 90 meters from the interaction
point. The detector assemblies in each station are mounted on a moving arm, which allows
them to be positioned near the proton beam. The spectrometer makes nse of the beam
elements of the proton ring in order to give a high resolution estimate of the momentum of
the reconstructed track. A simplified disgram of the spectrometer optics is given in Fig 3.1,
where all the elements and drift spaces in the beam have been grouped in order to show
the main optical fanctions. The first three stations of the spectrometer (S1, 52, S3) can be

A

!H x5

Fignre 3.1: Simplified diagram of the HERA proton beam optics relevant for the LPS. The top view (abave)

shows the magnetic elements relevant to the S1, S2 and S3 spectrometer as thick lines. The side view (below)
shaws the magnetic elements refevant to the S4, S5 and $6 spertrometer as thick lines
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nsed independently from the second three (S4, S5, §6), having a small region of overlap in
acceptance. In order to measure the momentum of the forward proton, S1, $2, and S3 use
the combined horizontal hending of a septum magnet and thres quadrapoles, while 84, 85,
and 56 exploit the npward deflection of three dipole magnets. Bach of the stations S1, S2,
und S3 approach the beam horizontally from one side only; S4, S5, and S6 consist of two
halves (np and down) which are lowered vertically inside the beam and partially overlap in
the position of dats taking, to fully enclose: the beam profile. The six stations together give

THE LPS
SPECTROMETER

Fignre 3.2: Scheme of the LPS detect blies. The small trapecoidal areas in S4up — S6up correpond
to the trigger detactor.

an almost complete coverage of the phase space between the 10 standard deviationa profile
of the beam and the magnets apertures. Costs and availability of space between the beam
tlements limit the number of stations to six.

Each station is equipped with six planes of DC-coupled, single gided j-strip silicon de-
tectors placed parallel to each other (at a distance of ~ 6mm from each other) with three
different strip orientations, chosen to achieve redundancy and remove reconstriction ambi-
guities: +45° (U and V) and 0° (Y) with respect to the vertical axis !. The detectors pitch
is 115um for the ¥ views and 115/v/Zum for the U and V' views, the number of steipa per
detector ranges from 448 o 1024. The shape of the detectors is rectangular (dimensions of
the order of 40 x 60cm?, varying from one station to the other) with an elliptical ent-ont
along one edge (see Fig. 3.2) which follows at 100 the profile of the heam at each station,
according to the beam optics.

Smaller planes {2cm? area) of detectors are installed in S4up, SSup and S6up to trigger

! The vertical axia colncides with the direction of strongest magnetic deflaction, given by the dipole magaets
BU in between S¢ and S5.

high z,, elastic and diffractive events. These detectors are AC conpled, single sided and have
a larger pitch (~ 750um). Although installed during the 1994 data taking, the trigger planes
became fully operational only in 1995. A partial read-out of the trigger rates was made
available in order to enable the LPS alarm system to trigger a fast ejection of the detectors
in case of high rates. A more detailed description of the trigger can be found in [34].

3.2 Mechanics

In order to access the inner part of the beam pipe withont affecting the vacunm conditions,
the detectors are inserted in the beam line by means of “roman pots”. The pots are recipients
made of atainless steel with an open end into which the detector planes can be moved, 3mm
thick walls and thinner windows (s 380:m) in front of the detectors, perpendiculacly to the
bheam direction.

The bottom of the pots is shaped, like the detectors, with an elliptical profile. Bellows
connect the pots to the vacnum system, providing adequate vacunm tightness and allowing
the movement of the pots inside the beam pipe (see Fig. 3.3). Inside the pots the detectors are
operated at atmospheric pressure and room temperature. Each pot is fluxed with nitrogen
in order to keep humidity at low levels.

High radiation levels in proximity to the beam pipe require the pots to be extracted during
the filling operations of the machine. Remotely controlled motors drive the detectors, from
4 aafe position of ~ 50cm from the beam pipe, inside the pots, at the edge of the vawcnum
chamber. A second movement brings the pots and the detectors inside the pipe, at a lower
speed. This movement can be performed only with stable beam conditions, i.e. when the
proton beam collimators are closed. The moving mechanism and the position monitoring have
been realised with a great care becanse the detectors, once extracted, have to be repasitioned
with a precision of ~ 25upm. An antomatic procedure can be called to perform all the
movements, monitoring the beam position, the rates on the proton collimators, hackground
counters and LPS trigger planes.

Extraction with colliding beams ocenes whenever triggered by an alarm system based on
the requirement that the position of the beam, ax detected by two beam position pick up
monitors (located at 45 and 61 meters from the interaction point) does not exceed a window
of £2.5mm within a run,

Each pot can also be moved transversely to the beam direction in order to allow careful
centering of the detectors with respect to the beam axis,

The vacuum force which acts on the pots can be as large as 8K N and is compensated
with a nitrogen pnenmatic system in S5 and S6 and with mechanical constant tension springs
in §1,82,53 and S4.

The movements are carried ont by stepping motors (each pulse sent to the motor cot-
responding to a fixed angle of the screw which drives the detectors movement) with the
exception of $5 and S6 which make use of DC motors. The position measurement is per-
formed through resolvers which measure the revolving angles of the stepping motors (=5 Spm
accuracy) and linear transducers (& 20pm acenracy). In the eventuality of a power failure,
two emergency power supply units (UPS) provide the motors with the power necessary to
extract the pots. Two endstop switches prevent each detectors assembly to go outside the
permitted range; in addition an intermediate precision switch is used to calibrate the aystem

35



A
) Siicon  detector
Romen Pot
-
i,

2y view Xy view
Figure 3.3: Schematic layout of a station (84, 55 or S6). A) During filling and ramping, the detertar places
are kept ontside of the pots and the potn are placed far from the heam. The sig-ag lines indicate the bellows.
B) The detector planes are insde the pots and the pots are heing maved towards the beam. Note the elliptical
profile of the froots of the pots (+-y view), which matches the cut-out of the detertor planes. C) When taking
dats, the pots are fully innerted and the detector planes in the upper and lower half of the station partially
averiap in the transverse plane. This is the data taking configuration.

within 10pum acenracy.

3.3 Design and test of the silicon detectors

The detectors consist of p-type strips on n-type implant. The atrips are DC coupled to the
amplifier inputs and a positive bias voltage i applied, through the hybrid support (described
in section 3.6), to the backplane of the detector. A gronnded guard ring surrounds the strips
in order to avoid large surface currents. The inactive region between the guard ring and the
edge of the detector is of the order of 750pm.

The detectors were built by three different mammfacturers and the elliptical cut-out was
realised with different techniques at the three locations: milling machine, dinmond saw and
Jaser. While the last two techniqnes showed results of similar quality, the first one cansed, in
several casen, sigable defects and eracks which affected the performance of the whole detector
plane.

Tests were performed on each detector before the assembly {35], including the measire-
ment of:

o lenkage current per strip,
¢ hulk capacitance as a function of bias voltage,
o interstrip capacitance and resistunce.

The leakage current is typically less than ~ 10nA per strip in the depletion region of the
detector (varying between 40 and 80 Volts). On some of the detectors breakdown effects
in the current were observed to oceur at bias voltages close to the depletion voltage as a
consequence of the poor quality of the cut-out edges. Detectors with more than ten strips
with leaknge current > 100nA at depletion voltage were discarded at assembly stage and the
total current per detector was constantly monitored during data taking.

The total strip capacitance, aa given by the aum of the capacitance strip to backplane
(bulk capacitance) and of the interstrip capacitance (given at good approximation by the
contribution of the first and second neighbouring strips), is of the order off ~ 2pF/em.
The stability of the capacitance under irradiation was checked np to v my doses of 5 Mrad
{**Co) and proton fluences of 10'*p/em? with an increase in the interstrip capacitance up to
~ 50% [42].

3.4 Design of the frontend electronics (FEE)

The design and the choice of technology for the LPS front-end electronics [36) was based on
a net of specifications following from the HERA machine and the ZEUS read-ont and trigger
environment:

e Radiation hardness. The electronics is located close to the silicon detectors and
therefore operates in proximity to the beam, having to withstand proton finences up to
104p/em?.

« Fast amplifier shaping time commensurate with the collection time of the holes
of a fully depleted detector. A shaping time of ~ 30ns ensures also that the signal
penking time is less than the HERA bunch crossing time {96ns), which allows the
correct assignment of the bunch crossing munber to the detector’s signal.

Narrow channel width to match the smallest detectors pitch (115/\/5 = 80pm for
the 0 planes). The chips honding pads had to be arranged, as well as the detectors
ones, on a double row.

« Low noise to ensure good signal-to-noise ratio. With a signal charge of 25000 electron-
hole pairs per minimnm jonizing particle, a noise charge of about 1000 electrons gives
good detection efficiency with low noise mate. The load capacitance varies between 1pF
and 11pF depending on the strip length.

2Far a (° detertar the coupling between strips was estimated to be ~ 1.5pF and the conpling hetween a
strip and the hackplane ~ 1.2pF.
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s Low power consumption to minimize temperature increase. An upper limit of
2mW /channel was required.

o Operation with high input currents. Since the detector is directly coupled to the
amplifier, the anticipated radiation damage to the detector will result in high leakage
currents (wp to 2uA per strip) which the amplifier inputa have to absorb withont loss
of gain.

» Pipelined operation in order to comply with the ZEUS trigger architecture: the data
can he stored on chip until & valid second level trigger arrives after about 2ms. This
is achieved by a synchronons first level buffer 68 deep followed by an asynchronons
second level buffer.

Based on the above requitements, the combination of a bipolar amplifier-comparator VLST
chip and 1 CMOS digital pipeline chip (see Fig. 3.4) was selected. The number of channels

Figure 3.4: Block diagram of the front end elactronics system

per chip i 64. Wire bonds connect the analog chip to the detector and the analog to the
digital chip. The aystem is binary, i.e., for every channe! a bit is stored in the time slice of
the corresponding beam crossing, which is set if the pnlse height exceeds a threshold valne
and is set to gero otherwise,

3.4.1 Bipolar amplifier-comparator chip (TEKZ)

The amplifier-comparator chip (37, 38] (see Fig. 3.5) was fabricated by Tektronix with SHPj
bipolar technology. Each channel is laid out at 72pm width, including a gronnded trace
between each channel. To test functionality, gain and noise, test pulses can be injected in the
amplifiers through 40fF input capacitors; four lines serve the 64 channels, grouped in four
groups of sixteen, Given the variation in lkength of the detector's strips and, consequently, of
the input capacitive losd, the preamplifier needs to have low input impedance to keep gain
variation within 5%. The shaping time is 7, = 32ns and the overall gain is shout 150mV/fC.

The amplifier is followed by a comparator with externally programmable threshold, which
gives an output signal of ahout 40ns width and 800mV amplitude. The minimum operahle
threshold corresponds to 1fC charge signal, equivalent to 25% of » minimum ioniging par-
ticle's signal’. The comparator i decoupled via a 10pF capacitor, resulting in a high-pass

“The threshoM is typically at 4 sigma above the rms noise Jeve).
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Figure 3.5: Functional circuit dingram of the amplifier-comparator chip TEKZ. TP1, TP2, and TP3 are
internal probe points on the chip.

filter above 100 kHz. No reset is required and the dead time is of the order of 150ns.

The power is 2mW/channel and the radiation resistance is gnaranteed by the use of small
npn emitter dimensions (1.2sm x 8pm). The radiation hardness of the chip was tested up to
radiation doses of § Mrad of v rays and 101p/em? of 650MeV protons showing no sensible
degradation in the performance [39].

3.4.2 CMOS Digital Time Slice Chip (DTSC)

The digital chip [40] (Digital Time Slice Chip, see Fig. 3.6) was designed in order to perform
pipelining and multiplexing of the data flow, and it was realised in radiation hard 1.2pm
CMOS technology by UTMC, California. Each DTSC has 64 input channels directly bonded

write pointer write pointer
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Figure 3.6: Block diagram of the Digital Time Slice Chip.
to the TEKZ ontputs, it is controlied by fonr address lines and bas four serial data lines in

ontput. The chip consists of two pipelines whose length is determined by the time required
to process the ZEUS GFLT and GSLT decisions.
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The first pipeline is 64 locations deep, allowing for the ZEUS GFLT latency of 6us. The
event is clocked as a time slice into the buffer with 10M Hz, the HERA collision, frequency
and read out in case of a valid ZEUS trigger, otherwise overwritten.

The second pipeline is 32 locations deep to allow the storage of the data waiting for a
valid GSLT deision even in case of high GFLT rates. Only the first buffer of the DTSC
i« nsed in the current read-out scheme. The data are transferred out of the DTSC, to the
VMEbus memories, right after the GFLT decision in taken.

3.5 Testing of the FEE chips

The two chips were tested separately before assembly to minimize rework once the chips are
glned on the hybrid support. The hipolar chip was tested in the Santa Crus Institnte for
Particle Physics (SCIPP) laboratories and detailed information about the characteristics and
their uniformity over the whole production was extracted [41]. The digital chip was mainly
tested at the foundry but the functionality of a subsample (~ 10%) was crosschecknd at
SCIPP.

3.5.1 Tesating of the bipalar amplifier-comparator chip (TEKZ)

The bipolar chips were delivered diced and they were tested using a probe card and a test
apparatus an described in {41]. Given the tight space between the output pads, only 32
channels, selected with an alternate pattern among the two rows of pads, conld be checked
at & time. The remaining 32 channels were tested on a smaller sample with a specilar probe
card.

Using the test inputs, the gain and noise of the amplifier was determined by injecting
through the calibration capacitors pulses of known charge, ie. 1 and 2fC, and measuring the
counting rate fraction {occupancy) as a function of the threshold voltage on the comparator
{#ee Fig. 3.7). The threshold voltage difference between the 50% occupancy points is the gain
in mV/fC. The width of the curve (independently of the input charge) gives the noise, which,
for a gaussian distribution, follows the relation:

o{noise) = (88% — 12%)input charge/2.35, (3.1)

j.e. the threshold witage difference between the 88% and 12% oceupancy points is equal to the
noise FWHM (the data are actually fitted with an error function in order to extract the 50%
points and the noise sigma). Fig. 3.8a shows the distribution of the measured gains for the
total number of TEKZ channels tested. The mean is 164mV/fC with an RMS of TmV/fC.
The noise sigmas are shown in Fig. 3.8b with a central valne of 17.2mV, corresponding to a
noise charge of ¢ = 656e~. This gives an excellent 1120e™ noise for the maximum 11pF load.

The crosstalk of the system was checked bonding the chip to a 0” detector (82m strip
pitch) and using a 1064nm laser source collimated to a spot sige of 20um. The electronic
channel crosstalk was meamired to be less than 2%, while the analog signal sharing was
around 14%.

The yield averaged over six wafers (669 chips) consisted in 72% of the chips having no bad
channels over the 32 ont of 64 measured ones. For the assembly chips with no bad channels
were accepted, with an estimate of a 0.2% failures on the mmeasured 32 channels.
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Figure 3.7: Schematic of the gain and noise determination from the threshold curves carresponding to 1 and
24C input chargea,

3.5.2 Testing of the CMOS Digital Time Slice Chip {(DTSC)

The CMOS chips were tested at UTMC using test vectors derived in the siomlation of the
design. The functionality criteris were principally based on the measured current draw.
Failures were introduced during the assembling and bonding procedure as a consequence of
the breaking of the overglass protection.

3.6 Assembly and testing of the detector modules

The p-strip silicon detectors and the front end electronics were assembled on a multilayer
printed circuit hoard, realised with eight superposed layers of Copper and Invar in order
to match the coefficient of thermal expansion of the silicon. The hybrid board, shown in
Fig. 3.9 with all components, serves as mechanical support for detectors and electronics, as
distribution network for the detector and electronics power lines, as fanout for driving out the
signal lines, and as a thermal radiator and snpport for a cooling copper tiube (1mm? section),
which is nsed to water-cool the system ¢, Up to 16 pairs of analog and digital chips are
assembled on one hybrid board®. To prevent orcillations and pick-up of digital signals, analog
and digital signals and power lines are routed on different planes of the hybrid. Moreover,
the power to the analog chip is bypassed with filter capacitors one every other chip.

A check of the complete read-out chain was performed [43] by injecting fast light pulses
(2-3n4) from a 1064nm laser diode collimated to a spot size of 20pm into the silicon detector.
The laser wavelength has an absorption length in silicon of the order of 2mm and, therefore,
the energy deposition in a 300pm thick detector is, at good approximation, wniform. The

“Thermocouples are monnted directly on the multilayer in onder ta remotely control the temperatare on
ench detector unit.

“The assembly of the entire module, with the exception of the glieing of the iletactor, which , an mentioned
in chapter 5, nesis carefu) alignement, is performed at Promex ine. (CA).
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Fignre 3.8: Distribution of gain () and noise (b) for 669 TEKZ chipa with 32 channels tested.

amonnt of charge deposited with the laser can be set to be of the same order of the average
charge deposited in silicon by a minimnum jonising particle. A scan wan performed across all
channels with a z—y platform. Dead and noisy channels were identified and the information
was used later, after installation in the HERA tnnnel, to check the integrity of the read-out
chain.

For inatallation in the beam line the hybrid modules are mounted on » mechanical hand
which allows precise monnting of the planes throngh machined locating pins. The band is
then attached, throngh an insulating support, to an arm which is connected, at the other
end, tno a moving carriage which drives the detectors towards or away from the beam. Three
micrometric screws regnlate the three degrees of freedom of the arm and can be used to adjust
the detectors assembly inside the volume of the pot.

The hand also supports a Paraday cage that envelopes the detectors and is electrically
insulated from the rest of the equipment.

3.7 The read-out system

Fig. 3.10 shows a block diagram of the LPS data path from the detector to the read-out
VMEhus and the path of the signals issued from the GFLT to the front-end electronics. The
main components that interface the front+nd electronics and the ZEUS acquisition system
are the Read-out Controller (ROC) [80] and the Serial Resd-ont Controller (SRC) [79).

¢ The ROC drives the signals responsible for managing the digital chip buffers. It con-
taing a pection of memories organised like the DTSC buffers: a mirror image of the 64
stage fimt level trigger buffer (Level 1), and of the 32 stage second level trigger buffer
(Level-2). The Level 1 buffer map contains a record of the GFLT information {e.g.
Lewvel 1 trigger number and ambignity, bunch crossing number, etc.), while the Level-2
buffer controls the pointers to the SRC memories, where, in the current operating mode
{Level 1-driven mode), the data out of the DTSC first buffer are stored, waiting for
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Figure 3.9: Layont of one of the LPS modules.

the GSLT decision. The ROC transmits the beam crossing syncronisation signal and
interrupta the read-ont processor (FIC) when the GFLT data are ready.

The SRC modules control the data transfer between the front-end and the VMEbus
environment and the ZEUS EVent Builder (EVB). One SRC serves one pot; in order
to reduce cabling the data transfer is multiplexed in such a way that, for each pot, 4
signals {4 strips) are received in the SRC memory at a time. The SRC is squipped with
a sero-suppressor, in such a way that only 4 strip groups containing at least one hit in
the group are recorded in the memory. One 16 bit data word (whose sintax is defined in
Fig. 6.3 encodes the 4 atrip pattern and the address of this pattern within a pot. The
sequence according to which the front-end is read ont is fully software programmable;
faulty DTSCs can be excluded and a subset of DTSCr masked in order to define a
restricted detector region contributing to the LPS Level 2 trigger.
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3.7.1 Data acquisition sequence
The different steps executed by the read-out sequence are :

o The HERA clock is received by the front-ends. All the digital responses {0 or 1) of the
~ 50000 TEKZ signals are then injected into the FLT pipelines in the DTSC chips.
After 64 clock petiods, the data come ont of the pipeline exactly at the moment when
the corresponding Level 1 decision is available. It is then either accepted by the GFLT
and stored in the circular buffer or simply ignored in case of & Level 1 reject.

o The GPLT actepted data are stored in the circular 32 stage Level 2 primary buffer. At
this level of the process, the read-ont muy operate in ¢wo modes depending whetber or
not the LPS contributes to the ZEUS GSLT :

e Level-2-driven mode : the data are kept in the 32 stage second level buffer in
the DTSC until the GSLT is received. In the case of a positive GSLT, a signal
transmitted by the ROC moven the buffer pointers. The data are then transfered
to the VMEbus memories.

e Level 1-driven mode : the data are transfered as quickly as possible to the VMEbs
memories in order to be available for LPS level 2 calculations. Up to now, only
this mode in supported hy the read-out software.

SRC

110 m

» In the Level 1-driven mode, the SRC memories are used as second level buffers. The

TUNNEL~--~=~|~-~--ZEUS HAL

locations of the data in these memories as well as their status are controlled by the | ¢r@@ggT R
read-out processor {FIC). B
o The LPS Level 2 decision data is transmitted from the FIC to the GSLT by means of ; & PRy -
a transputer link, . i i
e The GSLT decision is sent back to the FIC across another transputer link. E i _ P '
o When a GSUT is received in the VMEbus environement, the FIC in responsible either : , PR .
to discard the data in the SRC memories (negative GSLT) or to send the data to the i i : 2
ZEUS EVent Builder (EVB). E r""*':ﬂ} by
o Before heing wnt to the EVB, the data are collected by the FIC in an ADAMO table ) : .
format [81]. The design value for the ZEUS positive GSLT rate is 100 Hx. H E legio o E '
o LPS ADAMO data tables are sent to the ZEUS TLT computer farm. The design value a g § - ¢ !
for the ZEUS pesitive TLT rate is 3 Hz. - & : E - de !
. . s L S 2
3.8 Performance during the 1993 data taking b !

Data were collected from the 26th of October to the 4th of November 1993, corresponding to
an integrated Inminosity of & 28nb~'. Abont 30% of the complete spectrometer, namely 11
planes in the three stations S$4, §5, and 56 were installed. By using simple reconstruction
algorithms based on two station correlations (see chapter 5) a sample of z;, = 1 tracks was
selected hoth in the deep inelastic and in the photoproduction regime. A first determination
of the resolution in the transverse and longitudinal momentum of the detected proton was
obtained [90] and some of the methods used in the 1984 alignment were established.

Figure 3.10: LPS signals and ilata paths.
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Chapter 4

Monte Carlo

4.1 ZEUS offline software

The ZEUS offline software is stnictured into modules connected to the different phymics
requirements (e.g. the signal reconstruction and/for simnlation of the varions detector’s com-
ponents and the information matching between them). Each module is centrally maintained
(by nsing the CMZ [45] code management tool) in order to comply with the developments
of the detector description and of the analysis techniques whilst preserving the integrity of
the existing code. The modnles, althongh independently nsable, are grouped into four main
packages (the block diagram is shown in Fig. 4.1) which serve to the purpose of centrally
producing the data used by the whole ZEUS physics analysis.

ZDIS (Zeus interface to Deep Inelastic Scattering) [46] is the interface program between
the Monte Carlo generators and the simulation of the apparatus. The output consists of the
four-momenta of the particles prodnced in the interaction and of the values of the relevant
kinematical varishles (e.g. = and Q).

MOZART (MOnte carlo for Zens Analysis, Reconstruction and Trigger) in a description
of the detector components inclnding the characteristics of the materials and of the geometry.
Through MOZART, particles traveling in the detector are tracked and their interaction with
the variety of the detector materials is simnlated (at this purpose MOZART is linked to the
GEANT [47] psdmge). The combination of events generators (ZDIS ontput) and the detector
simulation relates the true distributions of variables (information stored in the data structure
MCTRUTH) with those observed in the detector {contained in the RAWDATA structure).

ZGANA (ZG313 ANAlysis) [48] is a simulation of the ZEUS thres levels trigger. Unlike
the online came, the data which do not pass the trigger requirements are saved in order to
estimate the trigger efficiencies.

ZEPHYR (ZEus PHYsics Reconstruction) [49] is the event reconstruction program.
The raw data from the online acquisition system as well an the ontput of the simulation are
processed in order to provide the energy, momentum and timing information used by the
physics analysis. The reconstraction is divided in several phases:
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Figure 4.1: Block diagram of the ZEUS offine software. The arrows indicate the data production se
quence. The Monte Carlo generation proceeds in three stages: ZDIS shapes the various rp scattering pro-
cesses, MOZART reproduces the d 'S re , and ZGANA simulates the ZEUS trigger Jogic. The
data collected by the experiment together with those prodiiced by the Mante Carlo chain are proceased by
the ZEPHYR reconstriction algoritbms, stored and made accessible to the user through a graphic display
program (LAZE) and a standard analysis shell (EAZE).

o PHASE I: the data are reconstructed for the individual components giving quantitien
such aa track segments in the chambers and calibrated calorimeter cells epergy and
timing. The LPS reconstruction takes place in this phase.

o PHASE 2 componnd objects are formed, such as tracks in the different tracking devices
(CTD/VXD/RTD and SRTD) to give a measurement of the interaction vertex and
an extrapolation to the peripheral detectors {e.g. the muons chambers). Clustering
algorithms are applied to group calorimeter cells.

¢ PHASE 3: provides information for the physics analysis: particles four-momenta, jets
and electron identification, basic kinematical variables evaluation ete. It has been
implemented for the first time in 1994,
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o DST selection: the data corresponding to different physics processes are preselected and

stored on disk in the form of  Data Summary Tape (DST). Each selection corresiponds
to & bit pattern associated to every event. The DST selection relevant to the nentral
current DIS events can be fonnd in [50).

4.2 Monte Carlo event generators

Event generators hased on MC techniques have been extensively used in high energy physics
to understand detector effects, acceptance and dependence of the ohserved distributions on
the parameters of the physica models.

The inchmive diffractive cross section consists of elastic acattering, of the “resonance
region” of enbancement and of the low and high mass contiounm. This is illustrated in

Fig. 4.2, which shows the differential croas section for pd - Xd scattering [52) a8 a function
of M, at fixed .
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Figure 4.2: Differential croes section at fixed ¢ versus My for pd — Xd at 275GeV /e

Some of the MC generators nsed to model 4'p = Xp scattering cover different ranges
for the diffractive mass My and are used in conjunction with each other. The generatons for
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both diffractive and non diffractive scattering are detailed below, together with their specific
My region of validity.

The MC event samples used in the apalysis of the 1993 and 1994 data were generated
using versions of the detector simulation and reconstniction which reflected the atatis of the
detector components and trigger during those periods. The event samples for the 1994(1993)
analysis have heen generated with a lower Q7 out of = 2(4)GeV3.

4.2.1 Diffractive dissociation of the photon

The diffractive dissociation of the virtual photon (Fig. 4.3a.¢), was modeled using four MC
generators hased on pomeron exchange, the RAPGAP program, the POMPYT program, a

generator based on the Nikolsev Zakbarov model (EPDIFFR) and a generator for soft diffrac-
tive photon-proton collisions (EPSOFT).

a) b)

Figure 4.3: Disgrams for the processes modeled by the MC generators. a) Diffractive dissociation of
the photon. b) Diffractive dissociation of the pboton inta a resonance state (vector meson). c) Diffractive
dimsociation of the photon and the proton. d) Reggeon exchange.
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RAPGAP (high mass continuum)

The RAPGAP [53] program is based on the idea of Ingelman and Schlein [55] to treat the
pomeron like a “particle” emitted by the proton whose constitnents take part in the hard
interaction. The diffractive structure function can thus be factorised in a flux of pomerons
from the proton vertex (dependent on t and z,p) and a pomeron structure function {dependent
on f and Q*). The RAPGAP generator was mainly nsed for the analysis of the 1994 data.
For the flux the Streng [56] parametrisation was used:

&f_‘_),_l«:a,,(t)
1P

Jip(zp,t) = 160

= lP(o)rl—an(f)’—hltl
16x ¥ ‘

_ﬂ?r(o) 1-202(0) ,—b. 1|
T T ¢ ’

with
boyy = by + 2plog(——) = 4GeV ™%,
Iy

ap = ap(0) + apt = 1.085 +0.25GeV "7 . ¢,

while for the pomeron steucture function the form fitted to the 1993 analysis (see chapter 9)
was used, which contains a mixtire of 4 “hard” (oc S(1 - 8)) and a “soft” {oc (1 - 8)?) quark
parton density. The program is interfuced to HERACLES [57] for the QED radiative cor-
rections, the parton shower is simulated as implemented in the AREADNE (58] colour dipole
model and the fragmentation is carried ont with the Lund string model as in JETSET [59].
The events were generated with an approximate lower Mx cut of 1GeV.

POMPYT (high masa continuum)
The philosophy of the POMPYT generator [60] is the same of the RAPGAP one, ie. fac-

torisation and pomeron partonic structure. Two POMPYT samples were generated for the
apalysis of the 1993 data, corresponding to 2 hard quarkonic stricture function,
5
FF(B.Q)= L AA18.Q") =3 - A1~ A),
.
and to & soft quarkonic steucture function,

FPA.@)= T apL0.¢) =3 (1- Y.
L]

The two samplen are denoted in the following by “Hard Pomeron” (HP) and “Soft Pomeron”
(SP) respectively. The normalisation constant 5/3 is based on the assumption that the
momentum sum rle {MSR) in satisfied for two light quark flavours (n,d). If & quarks had
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to be included the normalisation factor would be reduced from 5/3 to 4/3 [61]. The @
dependence is expected to be weak and is neglected. The Ingelman-Schlein form of the flux
is parametrised by a fit to UA4 data (60, 62):

1 1
Ietee) =235 20

A limit in the generation of the small masses was applied by requiring that My > 5 GeV,
where Mx. includes the final state electron. The program is implemented in the PYTHIA

framework, which simulates hard scattering processes and uses JETSET for the fragmenta-
tion. QED radiative corrections are not implemented.

- (6.38 ™ + 0.424 ™).

EPDIFFR (high masa continuum)

The Nikolaev and Zakharov model pictures the diffractive dissociation as a finctiation of the
photon into a g§ or gjg Fock state {63, 64]. The interaction with the proton proceeds via
the exchange of 4 BFKL [15] type pomeron, starting in lowest-order from the exchange of a
Low-Nussinov [65] pomeron which corresponds to two gluons in a colonr-singlet state. The
cross section can be approximated by a two-component structure function of the pomeron
(see chapter 1), each component having its own flux factor and different ¢ dependence, This
corresponds to factorisation breaking which is cansed by BFKL evolution effects. The *hard”
component reflects the case where the photon fluctuates into a ¢ pair and leads to a 4 de-
pendence of the form (1 — 8) and a slope of the ¢ dependence close to that of the diffraction
slope of elastic: scattering B, (i.e. P with B, = 10GeV ~?). The "soft” contribution, which
reflects the case where the photon fluctuates into a ggg state, is assnmed to be proportional
to (1 — A)? and the normalisation i fixed by the triple pomeron coupling. The ¢ dependence
slope for the triple pomeron regime is Byp ~ 1B, and is fixed in the Monte Carlo implemen-
tation to be 6 GeV =2, The relative size of these contributions and the overall normalisation
aze predicted with an uncertainty of abont 30%. The Monte Carlo implementation of this
model [66] (referred in the following as NZ) is based on the cross section described above
(and in more detail in chapter 1) and is interfuced to the Lund fragmentation scheme (using
JETSET). The generation is limited to Mx > 1.7GeV. No QED radiative corrections are
implemented.

Event weighting

Several MC generators within the ZDIS frame (e.g. EPDIFFR and EPSOFT) make use of
weighting methods in order to generate efficiently events at extremes of phase space or where
the predicted cross sections are small. For example the steeply falling distritmtions in Q*
and £ can be generated harder then what the model prescribes, thus allowing a substantial
number of events to be produced at large Q? and ¢ values. The mode] predictions are simply
recovered by nsing the weight wt; assigned to each event i [51). The weight corresponds to
the event cross section compnted at the generated kinematic variables. The predicted total
cross section o is therefore given hy the average weight in the generated sample:

_ Zanitts + VO .

o
MO MC
NMC NM¢
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EPSOFT (resonances, low and high mass continuum)

EPSOFT (67] is a MC program for simulating non diffractive and soft diffractive photon-
proton collisions at HERA, including elantic vector meson production {(yp = Vp), photon dis-
sociation (yp = Xp), proton dissociation (yp — VN), and double dissociation (yp = XN ).
It use for the simulation of donble dissociation will be discussed in the following section.
The program is implemented in the framework of HERWIG [68]. The non diffractive photon-
proton collisions as well as the pomeron-proton and pomeron-photon scattering in diffractive
events are treated as soft hadron-badron collisions. Since the model does not assume any
dependence on the virtuality of the pboton, it can be used either in photoprodnction or in
DIS, althongh it has been tuned on photoproduction data. The croes section for the yp — Xp
process is parametrised in the following way:

da(yp > Xp) _ . et
7 S T E B

where the constant term C = 0.4 results from a fit to the hadronic data, garen in the total
4p cross section calenlated from the ALLM {69) parametrisation, ap(0) = 1.1 is the Regge-
type soft pomeron intercept and b, = 6GeV=-? is an average diffractive slope obeerved in
hadronic diffraction at comparable center of mass energy. A sample of low mass diffractive
photon dissociation events wa generated in order to study the mass region not covered by
the previonsly described MCs. The mass of the dissociating photon, My, was generated in
the range (ms + 2m,) < Mx < 100GeV. EPSOFT is a weighted MC und does not inclnde
QED radiative corrections.

4.2.2 Diffractive dissociation of the photon and proton, Regge exchange
EPSOFT

The events where the proton dissociates into a state of masm My (ep = X N) (Fig. 4.3b)
were generated with the EPSOFT program, where the generation of the process relies on the
parametrisation of pp = pp and pp — pN duta The parametrisation used by EPSOFT to
relate the yp — XN to the vp = Xp cross section is given by:

falyp =+ XN) _do(yp - Xp) 1 Lolpp pN)/dtdM},

dtdMydM}, #tdM% 2 dolpp = pp)/dt

where the badronic cross sections are evaluated at the centre of mass energy W. The mass
of the nucleonic system, My, was genetated in the range 1.25GeV < My < 100GeV with
an effective spectrum proportional to 1/M%. Since EPSOFT is modelled on hadron data it
does contain, together with the pomeron-mediated excitations of the proton, the coutribution
from all the Regge amplitndes, including the pion exchange mechanism, (Fig. 4.3d) and their
interference terms.

PION

The one pion exchange mechanism was also simulated separately with a MC implemented in
the HERWIG framework. The cross section is proportional to:

£ (1 =z )20t - m2)?,

where a,(t) = al, (¢ — m?) is the pion trajectory.

4.2.3 Specific MC for the diffractive dissociation of the photon in reso-
nances (vector mesons)

DIPSL

Based on the model of Ryskin [70], it assnmes that the exchanged photon finctuates into a
qd pair which then interacts with the pomeron emitted by the incident proton. A detailed
description of the event generation is given in [71). The pomeron is described in terms of a
ghon ladder. The cross section is proportional to:

lau@)]* - [29(z.a")],

where a,(§?) is the strong coupling constant and Zg(Z, §) is the gluon momentum density in
the proton. The quantity Z = (Q? + M} + [t|}/W? is the fraction of the proton’s momentum
carried by the gluon ladder and 272, in the leading logarithm approximation, is the nupper limit
for the virtnality of the two t-channel gluons of the glion ladder; here § = (Q* + M} +[t])/4
and M, is the p° mass. The region of validity of the calcnlation is restricted to @ > 2GeV?
and £ < 0.1.

The samples used in the 1993 analysis were generated with a cross section & z}; (reweighted
to o gx) and o L

HERACLES

A sample of events for the diffractive dissociation of the photon in vector mesons was gener-
ated using HERACLES [72] in order to properly simnlate the QED radiation. The parametri-
sation of the Q?, W dependence, the helicity angle distribution and ratio of the longitndinal
to the transverse cros section were taken from EMC, NMC and the 1993 ZEUS data. The
sumple was used in the analysis of the 1994 data.

4.2.4 Non diffractive proton fragmentation

Non difftactive DIS processes with first order electroweak corrections were generated using
HERACLES. The badronic final state was simulated using the colour-dipole model including
boson-glion fusion CDMBGF (73] as implemented in ARIADNE for the QCD cascade and
JETSET for the hadronisation. Diffractive events are simulated in ARIADNE by assuming
that the struck quark belongs o 4 colonrless state having only a small fraction of the proton’s
momentum, with the parameters tuned to the 1993 resnlts (see chapter 9). In order to
estimate the background from non diffractive DIS processss to the diffeactive sample these
events were discarded, The MRSA {74] proton parton density parametrisation, modified at
low Q? as described in [75] was nsed.



Chapter 5

LPS reconstruction, calibration and
running

The operation of the LPS is undonbtly a delicate and challengiog one. The detectors have
to approach the beam st minimal distances and necessitate a contimions interplay between
the knowledge of the device itselfl and of the physics and response of the machine. There
are no such complicated objects an the tracking devices [76] and, specially in the case of the
LPS, much work goes in the nnderstanding of the alignment and calibration constants which
allow the reconstoction algorithms to track particles over a distance of 100m, through 65
magnetic elements.

5.1 Data taking conditions in 1994

The 1994 data taking extended over a period of five montha. For the fiest six weeks the ma-
chine operated with colliding proton and electron beams. However, consistently low electron
beam lifetimes, caused by a poor vacunm, forced HERA to operate with colliding positrons
on protons for the rest of 1994: the gated lnminosity collected during the 1994 positron ma
is shown in Fig. 5.1 for both the ZEUS detector and the LPS (ZEUS gated 3.7pb~! from a
total of 6.2pb=! delivered by HERA) of which ~ 39% (1.3pb~!) was taken with the LPS fully
operational.

Apart from three specific problems detailed helow the principal canse of the difference
between the ZEUS and LPS gated luminosities was the time taken to lower the pots into
the heam and the poor heam quality {or position) preventing the insertion of the pots into
the heam. There were three main periods of luminosity loss for the LPS [77], an indicated
in Fig. 5.1. At first lnminosity was lost due to a randomly oceurring timing problem due to
noise when the GFLT syncronisation clock signal (derived from the HERA clock) was sent.
The second main loss {(around run 10000) was due to a failure of the HERA bheam position
monitoring system (BPM) which sirveys the position of the proton beam along the quadrant
of the HERA ring in which the LPS stations are placed. Finally the list two weeks of
data taking were affected by severe and little understood backgronnd problems which made
it almost impoesible for the LPS to be inserted in the beam line. Basically no data were
collected during the initial electron min, sinoe the LPS remained in a4 commissioning phase
nntil the start of the positron run. During this time much effort was devoted in establishing a
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Figure 5.1: Integrated luminosity as a function of the run number. The solid line indicates the Inminosity
collected by the main ZEUS, the fraction with the LPS operating i representad by the dashed line. The
petioda corresponding to major luminosity losses for the LPS are indicated. Tbe vertical dashed lines show
the run range covered by thin analysi.

safe and reliable procedure to insert the pots in the beam line as close as possible to the design
position {which means in the closest case (S5) a distance of ~ 3.5mm from the proton beam).
The positioning of the detectors required a careful monitoring of the HERA proton collimator
rates, the ZEUS background counters and the LPS trigger rates. The final positioning took
place in steps of 1000 starting at 2mm from the final position.

During the 1994 data taking, only stations S4, S5 and S6 were equipped with detectors,
not all of them completely functional. The configuration is illustrated schematically in Fig. 5.2
and summariged in more detail in Thable 5.1. The stations 54, S5 and 56 consist of two Roman
pots (up and down) approaching the proton beam from above and below. Oaly the dowm
pots of stations S5 and §6 were equipped with planes with the three s-strip orientations. The
up pot of 54 had three of the planned six planes operational. The only pot which operated
with six detector planes was S6 up following an instailation in the latter part of Augnst. In
total the mumber of active readout channels was ~ 22000.

5.2 Data taking operation and performance of the spectrom-
eter

The LPS sero suppressed raw data are stored {according to the format described in  [78])
in a 16-bit word containing the address and the pattern of four consecutive strips including
at least one hit strip (Fig. 5.3). Thix is the same hitcode which is contained in the SRC
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[Pot | Type | Planes | Planes | Channels
installed | readout | readout
x R N i
2y, u 2 2 2048
v 2 1 1024
x - - -
8iun n 2 2 2048
v 2 2 1984
x - - -
454y " 2 2 1856
v 2 2 1920
x 2 2 1152
65““ u 2 1 960
v 2 271 | 19207960
36, 1 2 2 1472
v 2 2 1920
x 2 172 | 448/8%
#0400n n 2 2 1856
v 2 2 1920
Total min. 28 24 21568
max. 28 26 22976
Table 5.1: Configuration of the ap eter during the 1994 data taking period. The romplete configuration

for one pot correspands to twa planes for each of three jr-sirip orientations: vertical strips (), strips oriented
at +45° (v) and —45° {x) in the ZEUS coordinates system. Not all the planes were availahle at the time of
the installation. Morsover coe of the u planes in S4up and in S5down bad to be switched off during the entire
data taking period due to a short in the power lines of the front end electronics. A problem in the addres
lines of the digital chips cansed ane of the w planes of S6up to be partially dable. The mini and
maximum tota! of readout channels i given

ALLE

P PUTT Y Sep——T = T [ S e S ew
Figure 5.2: LPS silicon detector planes installed during 1994 data taking.

memories [79] (see chapter 3). The auxiliary information abont the pot nmmber and the
various statua registers (SRC and ROC {80)) is contained in a header table asociated with
every event which has a pointer to the raw data structure [81).

Pns Painters e Dato Ward (16 b71a)
/L"ﬂﬂﬂﬂgﬂﬂnnuﬂ U_u

Each word steres 4 conmcutive rrice
g o anly eevedd ¥ A candelng | or merw WA strige

Strip i AR ¥ ot In mask b SET
S¥'p mumber = (DTSCIB4 + (Addreaalné + (¢ - Tt)

Figure 5.3: LPS raw data packing. Shown is the format for the LPS raw data, which is storad as four strips
pex 16 hit word.

The raw data are unpacked in preparation for the track finding. The connting rate as a
function of the strip munber is shown in Fig. 5.4a,b.c for three detector planes with different
strip orientations. The event sample is selected by mndom triggers and the hit distribution
shows the convolution of signal and noise. Since the main contribution to the noise of the
front-end electronics is the input capacitance of the je-strips and the latter is proportional,
within an offset, to the strip length (as discnssed in the following), the channel counting
rate is largest for the longest strips on the detector. This effect is particularly evident on
the u and v planes where the strip length varies from essentially zero up to a few cn (the



longest strip being the one which mas parallet to the elliptical detector cutont, as sketched
in Fig. 54ab.c).
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Figure 5.4: Chanoel ing sates for random trigger events on one of the u (a) and v (b) planes of S4,,
and one of the £ {r) planes of SSueun. Dead, excessively nolsy and stuck channels can be seen in each of the
three views. The peak in the rates for the u and v planes correspond to tbe longest strip on the detector,
which runs parallel to the elliptical cutout, an sletched in (d).

5.2.1 Non operational channels

Loeses of efficiency were mostly identified throngh channel maps. After the removal of ex-
tended areas of contignous non operable channels (mostly corresponding to non working
chipa), the ratio of the counting rate of each strip to the mean counting rate of its six
neighbonrs facilitated the identification of dead, stuck and excessively noisy channels. The
presence of dead chanoels was due either to fuilures of the analog chip or to defective (i.e.
high lenkage current) detector strips which were not bonded to the front-end electronics at
assembly stage. There were also channels where the digital chip was stuck high and isolated
channels with high noise. All of these effects can be seen in Pig. 5.4a.b,¢. The total number

n

8

of non operational channels was of the order of 2% and rather stable. After unpacking, each
hit iz compared with the pre-identified list of bad channels and removed if it originated from
a bad channel.

5.2.2 Calibration of the front-end electronics with no heams

Withont beams colliding in the machine the basic performance of the front-end electronica
was periodically checked. Through threshold scans (see chapter 3) the noise and gain of
every amplifier channel was determined. Since, as mentioned above, the parasitic capacitance
scales with the strip length and the amplifier noise, o,,, depends linearly on the capacitance,
an expression can be derived, which relates lineacly the noise to the strip length {82]:

00 =690 +40-Cle™) = 690 + 40 - 1.2L(e"), {5.1)

where C is the capacitance {in pF), L is the strip length (in cm) and the capacitance per
unit length bas been taken to be 1.2pF/em, a sumber which includes additional noise sources
siuch as the amplifier noise due to coupling to the neighbouring channpels. Fig. 5.5 shows the
noise for one of the « planes of SBy..n 48 & function of the strip length together with the
prediction of eq 5.1.
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Figure 5.5: Noive o 8 & function of the strip length for one of the u planes of S5oun. The line represents
the relation o, =690 4 40- C(e") =690 + 40 - 1.2L(e").

An excess of noise can he observed at small lengths, due to the finite capacitance of the
input pads, and at large lengths, where the Jeakage currents add to the noise. The leakage
owrrent for every detector plane was monitored during machine operations and data taking
to study short term radiation damage, as discussed below.



5.2.3 Operation with colliding beams and radiation damage

The oceupancy, defined as the number of times a strip is hit divided by the number of triggers,
was measnred for each channel in different operating conditiona. Octupancies in the colliding
beam mode are dominated hy the passage of particles (leading particles from ep collisions,
balo protons, synchrotron radiation from the positrons) and depend critically on both the
beam conditions and the position of the inserted roman pots. Since the LPS detectors hawe
been built and tested to withstand proton fluences up to 10"p/em?, where “type” inversion
i8 known to oconr, strip occupancies in excess of 1% have to be avoided. The pots were
ot inserted in the beam line whenever nnstable beam conditions would canse the average
octupancy to exceed a fow % per plane. The average hit multiplicity per detector plane waa
also monitored and did not show large fluctuations. Fig. 5.6 shows the total number of hits
per event summed over the 25 planes operating during a specific in. The average number
of hits for 22k channels in 6.8 hits/event.

Average number
of hits/event = 6.8

- - - )
Total number of his/evenl
Figure 5.6: Total hit multiplicity for 25 LPS operatiag planes during 8 run with colliding proton and positron

heams.

Short term radiation damage was ohserved throngh the incresse of leakage current while
the LPS was close to the beam, followed by exponential annealing over the time of a few
hones a8 soon as the detectors were moved out or the heams removed from the machine.

5.3 Clustering and position reconstruction

After subtraction of noisy and dead channels, adjacent hit strips are clustered together. The
pesult is called a hit cluster which is assigned a coordinate value at the center of its component
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strips. Since hit clusters only supply information in one dimension {perpendicnlar to the strip
length), they need to be combined with at least one cluster from a different orientation to
get information in two dimensional coordinate space. The number of clusters per event for
one plane of the spectrometer is shown in Fig. 5.7a Jor a selection of random triggers. The
dominant component can be fitted to a Poisson distribution and represents the average noise
in the detector. The mean value of less than one cluster per event indicates that the noise
level is fairly Jow. The tail towards higher values belongs to showers generated by beam gas
interactions or by the heam scraping against the beam pipe elements,

105 i b
10% *
-
1%
3 .
10} Ten
.
P | Lo 4 ..l‘..l..LI- 1 Loa
H 10 15 40 -20 0 20 40
Clusters/event Chuster separstion (strip wnits)

Figure 5.7: (a) Number of clusters per event for a selection of random triggers on one of the planes of S4.,.
The dominant Poiwmon podent in due to the detector noise while the tail can be attributed to shower
originating from besm gan and beam scraping interactions. (b) Difference between the clusters position on
two S5., planes with the same orientation. The narrow peak is amociated with clusters helonging to the same
track segment. The background in of & combinatorial nature. Pairs of clusters are matched H ther distance
in terma of strip units is less than 2.5 from the center of the peak. Misalignment effects between the detector
planes can cause a shift of the peak position.

Coordinates are located in each pot, the first step is to combine matching clusters in
different plaoes of the same orientation. Since a track crosses the six detectors in the pot at
an angle perpendicular to the surface (the dispersion for tracks coming from the interaction
vertex in estimated to be of the order of a few mrad) the signal will be recorded on the same
strip for planes with identical strip orientation {modulo residual alignment uncertainties), as
can be seen in Fig. 5.7h, where the difference between the position of clusters reconstructed
in two planes of the same orientation is plotted against the strip onmber. If a match is found
it replaces the pair of clusters it originates from. The coordinates are evaluated by iteration
over matches and clnsters in planes with different orientation. A quality code is assigned
to each coordinate proportional to the number of planes involved in its reconstruction and
all but the highest ten candidates per event are discarded. The remaining are fit using the
strip equations {which identify the center of each strip in the space transvers: to the heam
direction} to produce position in z and y {(in the ZEUS coordinate system) and, if there is
enmigh information, the track direction dz/dz and dy/dz at the position, z, at the center of
the pot. Moreover, since the up and doun pots partially overlap, if two coordinates are found
in these two pots one global fit is performed over the common clusters and the coordinate
is assigned a z position cornesponding to the center of the pots. The z and y position of
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coordinates which pass the cut on the quality code is shown in Fig. 5.8, where the profile of
the detectors is drawn to gnide the eye. The two areas with highest conoentration of hits in
the corers of vach detector comrespond to 7 ~ | tracks {which have a spatial distribution
centered around the beam). Tracks with lower longitudinal momentnm are deflected towards
pogitive y values by the bending dipoles positioned between S4 and S5 (see chapter 3). The
shrinkage in z of the bit distribution in S6 with respect to S5 is due to the focusing effects
of quadrupoles on low z, tracks.
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Figure 5.8: Ponition of ucted di in stations S4 (s), S5 (b) and S6 (c)} which pass the cut oo
the quality code and would therefore be used by the tracking algorithm. The profile of the detector's active
ares in the up and down pots i+ sperimposed. The reference frame has the pasitive z direction painting
towards the centre of the HERA sing and the arigin in the position of the nominal proton heam (i.e. the
trajectory of & 820GeV proton with zero transverse momentum at the interaction vertex) at each station.
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5.4 Two station correlations and momentum reconstruction

Two independent linear matrix squations {beam transport equations) can be written to relate
the horizontal and vertical coordinates of the track at a given station to the positions and
angles ({o,{3) of the track leaving the interaction point {at z = 0):

(&)-(m2)(e)(2)

where {, is the horisontal or vertical coordinate of a toack at station k and {§ = d{,/dZ i its
slope at that station relative to the nominal heam direction. The transport matrix elements
m; are known functions of 7, and describe the effect of all the quadrupoles and drift lengths.
The vector b, also a function of 7, represents the deflection by all the dipoles (and of the
quadnipoles when the magnetic axis does not coincide with the heam trajectory). Eq5.2is a
linear equation, since the HERA magnets are designed to produce fields inside the beampipe
that closely approximate ideal quadrupole and bending fields. By rewriting eq 5.2 for a pair
of pots (a,b) and eliminating {; = 0, it is possible to construct a set of linear equations that
relate the intersection in r and y of & track in ¢ and b:

(6.2}

7 = AMz) 7. + B3y, 30), (5.3)
= AP (2L )y + B:‘(’-'L'In)- {5.4)

where A2* and A3 depend on ;. throngh the matrix elements m* and m® while B;* and
B;* are functions also of the vertex position. Except for their common z, dependence the z
and y solutions are independent. If drawn in the coordinates space (2, 23) or (Y, 1n) eqe. 5.4
form a line. Assuming that tracks originate from a common vertex (tbus fixing {Zo, po)) each
value of z;, produces a unique line in these coordinates plane. The correlation between the hit
coordinates in 84 and S5 is shown as an example in the horizontal (Fig. 5.9) and vertical plane
{Fig. 5.10) together with some of the z;, solutions. If the horizontal and vertical projections
of one pair of coordinates measired in two pots rest on one of these lines the coordinates
are consistent with being generated by a proton of that z;. This correlation was used (see
for example one of the momentum calibrations described below) in order to select samples of
zy =1 (elastic and diffractive) tracks.

The LPS reconstriction code 1ses eqa. 5.4 to combine pairs of coordinates from different
pots. A set of transport matrices for every pot at fixed intervals of z is built in the form of
a Jook up table and the pokitions of coordinates are then checked to see if they sit between
two adjacent lines. If so, the distance to the two lines is used in a linear extrapolation to
predict the vatue of ;. (for a complete discussion see [83]).

Tracks that hit three pots are identified and a r; solution is derived for each of the
coordinates pairs which share the same hita. If the 2 solutions are compatible within errors
the average 2, is used in eq. 5.2 to estimate the track transverse momentum components at
the interaction vertex for each coordinate. If the transverss momenta of the three coordinates
are compatible within errors then the coordinates are combined into a track. For trucks that
hit two pots the transwerse momentum components are extracted for the two coordinates
in the pair and compared. If they agree within errors, the coordinates are combined into
trucks, To produce the best estimate of the track parameters a formal track fitting method
{x? minimisation} was used ( {85]).
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Figure 5.9: Horixontal rorrelation b the hit di in S4 and 85. Each of the carrelation lines
drawn represents a value of 22 in the sange (0.5,1.1). The linen are neparated by 0.025 in =5 The dots are
the ucted horisontal hit positions in the two stations. Two dense regions appear along the z; = 1
Jation line, pooding to the enh t of the elantic and diffractive crose section. The separation
betwern these two populations of hits is due to the g ical acoep of the d as can be seen in
the previous figure, where they locate at the corners of the detactar's elliptical cut-ont. The resolution in the

of z b poor in the region whese all the lines crom.

The obtained resolution, not inclnding beam spread effects, in z, and pr is shown in
Fig 5.11 and agrees well with the design specifications [¢4]. The £, resolution value for
z = 1 is in good agreement with the result of a,, = 0.0026 obtained from the width of the
x4 distribution for elastic (i.e. £, = 1) photoproduced p°s.

5.5 Alignment of the spectrometer

Two methods to align and to calibrate the spectrometer were developed and used at different
stages of the analysis of the data collected with the LPS (for a detailed description see [85]).

5.5.1 Method 1

The method described in this section to evalnate the alignment of the spectrometer is based
on a careful geometrical survey of the detector installation. The geometrical alignment of
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Figure 5.10: Vertica) correlation b the hit dinates in S4 and 85. The correlation lines are

drawn at intervals of 27, = 0.02. The accumulation of poists alopg the £; = 1 line, corresponding to the
elastic/diffractive peak, is clearly visible. The resclution around £, = 1 it in better comparad with the
horisontal projection.

the stripa in the reference frame of the mechanical supporting hand (which holds a packet
of six detectors) was determined wsing a probe station with a x — y precision measurement
platform. This allowed the determination of the strip equations (which define the physical
location of each strip) of each plane in the hand reference frame with a precision of Spm.

For each hand there are five degrees of fresdom. Yaw (rotation shont y axis) and pitch
(rotation abont z axis) do not contribute significantly due to the amall angles at which tracks
intersect the detectors, and the 2 location is fixed to survey positions. The remaining three
degrees of freedom for each plane are transiation in £ and y of the detector packet and rotation
about the z axis (roll). These three latter degrees of freedom (for the upper stations only)
have been determined by the HERA surveyors in the HERA reference frame. Part of the
measired valies have been cross checked with an independent method which makes use of a
dedicated laser system to align the three stations relatively to each other using a zone plate
target and a CCD readont system [87]. The two methods were found to be in agreement
within 300sm.

Pitch and yaw have been measured by minimizing the x* as a function of these two
parameters for tracks reconstructed in two stations, Tracks are also used to align the down
pots relstive to the upper ones.
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Figure 5.11: Resolution in z; and pr without the inchision of the beam spread effects.

Since the LPS has a moving set-up, and it is moved in position at the heginning of each
run, the alignment is mensitive to the precision of the positioning system of the pota. Pots
were calibrated several times during data taking. A maximum calibration offset of 30sm in
the y direction was found during 1994 data taking for all pots except for S6 down which was
found on two occasions to be miscalibrated by 200:m [88].

Finally, one has to align the spectrometer relative to the ZEUS reference system, ie. to
calibrate the LPS in p, with respect to ZEUS. This means that in order to determine the p, of
the track reconstructed in the LPS one has to know where the beam was located relative to
the LPS. Once this position is determined, one can calcnlate the p, of the track in the beam
reference frame by using the beam transport equations, in conjunction with the measured
vertex position.

Photoproduction of elastic p% offers a powerful tool for aligning the LPS with respect to
the ZEUS reference system [90]. For exclusive production of vector mesons the fractional
momentum z, carried by the outgoing proton is related to the mass of the produced vector
meson and to the virtuality, Q7, by the relation:

Q,+mV +ﬂ-
w2 ’

where my is the vector meson mass, pr is the transverse momentum of the outgoing proton
and W is the 4*p center of mam energy. In photoproduction Q? 1 0 such that for exclusive
production of p*s, 1 -2, & 1074, 1, is therefore known in such processes with an uncertainty
less than the spectrometer resolution. In the limit Q? — 0 the transverse momentum of the p°
balances the transverse momentnm of the proton and is therefore linearly correlated (eq 5.2)
to the hit positions in the LPS pots. The o° transverse momentum is determined through
the measurement of the two decay pions in the CTD with the cuts described in [89).

An example of the calibration procedure is given in Fig. 5.12, where p, and p, of the
p° reconstructed in the CTD are plotted versus the hit positions of the proton detected in
the LPS. The hatched band represents a two sigma cnt aronnd the median line of the points
(the slope in fixed by the beam transport matrix) to reject multiple scattering and unphysical
events. The selected points are then re-fitted and the beam position is determined from
interpolation of the fitted line at p, = 0 and p, = 0 (see Fig. 5.13).
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Figure 5.12: Correlation hotwm the tranaverse momentum components of the p° s measured by the CTD
and the 2 and y dinates t in 54.,. The wiith of the residual distribution aronad the
hitﬂmhln(mshnwnmtbepﬂumontholrﬂ)n' i A by the emi e of the beam. The shaded
bhand corresponds to a 20 cut around the median.

The beam positions are recorded for every run and wsed for the tranaport equations by
the reconstruction program.

5.56.2 Method II

Tracks are used in this method to align the pota relative to each other (and with the inter-
action vertex, thus fixing the momentum scale) and to align the spectrometer relative to the
main ZEUS detector. The method proceeds as follows.

Tracks traversing the region in which the active areas of the detectors in the upper and
lower pota of a station overlap are wsed to align the detectors inside a pot as well as to fix
the relative positions of the upper and lower halves of a station. Since stations are rather
compact {13 ¢m along the z axis), this alignment can be done quite precisely.

The relative alignment of the 4, S5 and S6 stations in the borizontal, non-bending plane
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Figure 5.13: Final fit to the ntum and dinates carrelation in the bori | and vertical plane

of S4,,. The slope of the line fit is fixed by the beam opties. The contribution due to the heam emittance
(ap, = 20MeV and o, = 50MeV) bas been added in quadrature to the errors on the dats points.

is then carried out by exploiting the fact that in this plane all tracks are straight.

The dipole magnets between 54 and S5 hend the proton tracks upwards: a more compli-
eated procsdure is this necessary to align the stations in y. The y-alignment was performed
wsing a sample of tracks with known momentum, so that the amount of their hending can be
predicted; if the bending is known, a procedurs analogoun to that adopted in the non-bending
plane can be used. Events are selected in the ZEUS central apparatus which have an LPS
touk with 7, > 0.99. For these events z, is evaluated using quantities measured in the
central detector:

m=1- inw“,?—'i #~1-(E +p1)/(2E,), (5.6)

where My is the invariant mass of the state X into which the photon has diffractively
dismociated, y is the fraction of the positron energy transferred by the photon te the hadronic
final state, measured in the proton rest frame, and /% is the positron-proton centre-of-masa
energy. The Jacquet-Blondel [91] technique can be used to estimate @ and y; the mass My is
determined a8 My = E? —p} —p} — p}, where E is the sum of the energies measured in each
calorimeter cell, and py, py and pz are the anms of the transvers: and Jongitudinal calorimeter
energies respectively, all computed without including celis helonging to the electron. E, is
the incoming proton energy.

The relative alignment of the stations along y is then determined by the requirement
that the average bend throngh the magnet between S4 and S5 corresponds to the fractional
momentum measured with the calorimeter, z; = 1 — (E + pz)/(2E,). At this point the
relative 2, y, 2 position of stations 54, S5 and 56 is fixed.

Tn order to align S4, S5 and $6 with respect to the beam line, tracks traversing all three
stations are extrapolated to the interaction region, taking into account the fields of all inter-
vening magnetic elements (mostly quadrupoles). The: positions of the detectors are adjusted
with respect to the quadsupole axes such that the average position of the extrapolated vertex
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is the same as that measured by the centeal tracking detectors, and independent of z;. This
ensures that the detectors are well aligned relative to ZEUS and the HERA quadrupole axes.

Finally events with elastic photoproduction of p° mesons are used to determine the average
position of the proton beam with respect to the LPS detectors. For these events, the average
value of pr measured by the LPS plus that measured by the central tracking detectors is
required to be sero, by adding a constant offset to the angle of the fitted track. This takes
into acconnt the fact that the beam is not centred along the quadrupole axes. Elastic p°
events provide the hest calibration for this offset, with an error of less than 10 urad. The
obtained value for the proton beam tilt is fed into the Monte Carlo simulation.

5.6 Monte Carlo simulation

The LPS Monte Carlo simulation reproduces the signal from particles entering the spectrom-
eter hy carefully describing the details of:

e The geometry of the heampipe apertures and the LPS detectors.
o The magnetic fields of the proton ring HERA magnets.
o The response and noise of the p-atrip silicon detectors.

e The description of the proton heam emittance and its related effects.

5.6.1 Geometry and magnetic flelds

The LPS Monte Carlo code containg the simnlation (which uses the GEANT [47] package)
of the geometry of 85 meters of the HERA beam line, including 23 magnets with accesories.
Developed over a span of five years [92, 93], the LPS simulation has heen updated hased on
observations from the 1994 data. A schematic of the geometry is shown in Fig. 5.14.

Typical magnets are simulated as a hox or cylinder made out of magnet material con-
taining a volume of air to define the inside dimensions. For quadmpole magnets where the
inside dimensions are more complicated, four 907 slices of cylinders of magnet material are
used instead. A heampipe made out of iron and containing vacinm is placed inside the in-
per dimensions. Whereas the shape of the magnet are only approximately simulated, more
attention has heen placed on the exact shape of the beampipe because of its influence on the
acceptance.  Except for a small number of appraximations, all beampipe inner dimensions
match blueprint specifications.

The GEANT simulation of the silicon detector's active urea has been accomplished by
the use of overlapping trapezoidal and elliptical volnmes.

The sige of the dipole and quadrupole fields have been obtained with the help of the
HERA machine group and implemented in the simulation. Extensive comparison between
the particle trajectories in GEANT and in the LPS matrix ray tracing program BEAM9 [84)
has been perforined.

5.6.2 Detector response

The simulation of the silicon p-strip detectors includes the effects of efiiciency, noise, cluster
size and dead channels. The single hit efficiency is simulated by randomly removing hits
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produced by tracks according to the efficiency valnes determined from the 1994 data (details
can be found in [85}). The efficiency as a fimction of plane number ia shown in Fig. 5.15,
where the rin bas been divided into § run periods. Plane 40 (S5 down) was operating well
for the first two run periods, but had a digital failure during the third and was off during
the last two periods. The lower bias voltage in 56 is expectad to be the canse for their lower
efficiency.

The noise is simulated by mndomly generating for each plane in each event n noise hits
accoeding to s Poisson distribution with mean value determined by selecting and fitting FLT
pass-through events in propoetion to the LPS luminosity (after removal of beam halo tracks
and showers). This produces noise in proportion to the strips ares, which is consistent with
hoth synchrotron radiation, because the sources are diffuse, and electron noise, which is
proportional to the strip's capacitance,

The effect of clustering, where a track produces hits in more than one strip, can be cased
by two sources: electronic cross-talk or charge sharing. The former effect degrades resolution
and the latter enhances it. Both effects are described in the simnlation by randomly adding
one or two stripa to either side of the cluster associated with the track (croes-talk) and by
extending the cluster span by a nniform amount on both sides (charge sharing).

The simulation of the suppression of dead and noisy channels is performed in the recon-
struction program, according to a channel list which is determined at the beginning of each
o .

5.6.3 Beam simulation

Since the LPS measures track quantities with respect to the nominal proton beam direction
accitrate simitlations of the vertex position, vertex size, proton beam tilt and proton emittance
are essential. The parameters nsed by the heam simulation, determined from data, are:

o A menn vertex position of z = 0.139 ¢m and y = ~0.129 cm for the positron running
in 1994.

o A vertex Ganssian width of 6z = 0.033 cm and dy = 0.009 cm (hoth vertex position
and width are determined by the extrapolation to the vertex of those tracks which give
a coincidence of three LPS stations).

» A proton heam tilt of p, = —16 MeV and p, = —109 MeV (if the beam is traveling at
an angle throngh ZEUS, this produces an absolute pr offset in the LPS).

¢ An emittance of Ganssian width p, = 40 MeV and §p, = 90 MeV (large enough to
dominate the pr resolution of the LPS).

5.6.4 Comparison with data

An extensive comparison of deep inelustic diffractive data and Monte Carlo is presented in
chapter 6. In particular the py and the vertex (the latter shown here in Fig 5.16) distributions
are well reproduced confirming the integrity of the beam simmlation.

The distribution of the distance of each fitted track to the closest heam aperture along
its path is shown in Fig 5.17. The good agreement oheerved hetween data and Monte Carlo
confirms the precision of the similation of the beam apertures.
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5.7 Data format

The LPS reconstricted data and the varions constants used hy both the reconstruction and
the simulation program are stored in ADAMO [78] tables whose format is specified by the
Data Definition Langnage {DDL) syntax, which is the sonree for the description of the the
whole ZEUS data structure. The ADAMO structure, developed at CERN by the ALEPH
collahoration, provides a simple framework for the management of data structures, their defi-
nition, storage and handling through 2 FORTAN program. Every structure can be syntesised
into a gronp of entities, characterized by attributes and linked among themselves by relations.

The LPS data structure is snbdivided in various entities which trace the different phases
of the reconstruction algorithm:

o Clusters (LPCLUS table): groups of adjacent strips giving a signal on a single
plane. The attributes are the pasition of the center of the cluster in strip units (pos),
the cluster width {width) and the plane number (nr).

e Coordinates (LPCOOR table): groups of clusters in station sta which gives rise
to 8 track segment. Other attributes are the position (hit) and orientation (alp) of
the track segment and the number of planes involved (Npla). The attribute Méch
indicates if the coordinate has been obtained by matching two pots and in this case
Chisq gives the x? of the fit.

¢ Tracks (LPTRAK table): the attributes are the momentum (p), the vertex position
{(vtx), the covariance matrix of the fit {cov), the x* of the track (Chisq), the number
of degrees of freedom (Ndof), the total mimber of bit planes (Nhit) and the number
of planes the track should hawve hit (Ntot) on the basis of the fit resnlt.

Two additional tables (LPCLO and LPCOTR) relate the above entities.

The constants used by the reconstrnction program and by the simulation can be divided
in two categories:

e Condition constants: contain information on the statns of the detector and are
overwritten in the ocourence of a hardware change which could lead to a variation in
the data taking efficiency or in the track reconstruction. There are two sets of constants,
one for the data and one for the Monte Carlo,

e Calibration constants: contain the parameters which change on a rin by run basis,
or even within a run.

The condition constants for the data are stored in the following tables:

¢ LPCONTF (detector configuration). This table contains the list of the DTSCa read ont
for each of the planes together with a pointer to the dead and noisy channeln list.

o LPNLST (noisy channels list) with the channels encoded as for the online acquisition
Programs.
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o LPDLST (dead chunnels list). Same as ahove.

o LPSURV (detector survey). It contains the position and orientation of each of the
LPS silicon planes throngh a parametrisation which is called the “strip equation”.

A mirror stmcture exists for the Monte Carlo:

¢ LPCON ({detector configuration).
o LPMNLS (noisy channels list).
e LPMDLS (dead channels list).

¢ LPMPOS (motor positions). In this table are stored the motor positions for the
similation of the LPS stations.

o LPDETC (parameters for the simulation of the detector response). It contains the
constants nwd to simulate the efficiency, charge sharing, cros talk and noise for each
plane of the apectrometer.

The calibration constants are stored in the tables:

e LPEVTR (main index). This tables contains a run list and for each run the list of
events subsamphs. Each one ia related with the three tahles LPMOTR, LPBEAM
and LPCALB.

o LPMOTR {motor positions). In this tables are stored all the positions of the motors
{nine in/out movements and nine lateral movements) of the LPS pots.

o« LPBEAM (HERA parameters). It contains a seties of parameters conpected to the
machine statns:
1. Average current in the magnets used by the reconatruction.

2. Average heam position at the 8 beam position monitors located along the proton
beam in the quadrant of the ring occnpied by the LPS.

3. Horizontal and vertical alignment constants for the quadrupoles bstween the in-
teraction point and the last of the LPS stations.

4. Average vertex position obtained in the alignment and calibration of the spec-
trometer.

5. Average horizontal and vertical angle of the proton heam at the interaction point.

o LPCALB (p® calibration). Here are stored the results of the calibration described in
section 5.5.1 with the relative errors. ‘

In 1994 four condition configutations correspondent to major changes in the hardware
status of the detector were defined together with 352 different sets of calibration constants.
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Figure 5.14: Overview of the LPS GEANT Geometry. Drawn by GEANT is an y/z view of the HERA
heamtine from five to 90 meters starting at the lower right and continuing along the top. The gerometry i
drawn twice, hoth at the normal acale (under axis) and with the vertical scale exaggerated to show more
detail. The six LPS stations and each magnet are Iahelled. The axis values are in meters from the interaction
point.
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Fignre 5.16: Data (dots) and MC (solid line) distributions of the x and y vertex positions (in cm) s
determined by the extrapolation of tracks corresponding to three stations coincidences. The data events
correspond to rua 9720, whose configiration is impl ted in the Monte Carlo simtlation.
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Chapter 6

Event selection

In the following, the barkgronnds to the selection of deep inelastic diffractive eventa are listed
in decreasing order of importance, together with the identification and rejection methods [95,
96, 98]. Although the description will concentrate on the details of the 1994 data selection
and background subtraction {with particular emphasis to the LPS) the basic features are
common to the analysis of the 1993 data, which will be covered in chapter 9.

6.1 Background subtraction in the DIS sample

8.1.1 Non-ep backgrounds

« The majority of the events where the proton beam interacts with the residnal gas in the

beam pipe are removed by applying a cut on the calorimeter timing. As discussed in
chapter 1, the plastic scintillator tiles wsed in calorimeter provide the time of the energy
deposit with a resolution of 1 ns. Mean times are calculated, for each of the three parts
of the calorimeter, FCAL BCAL and RCAL using the energy weighted average of all
the photomultipliers (PMTs) belonging to that part of the calorimeter {the time for
ench individual cell is determined from the two PMTa reading the cell).
The timing measurement is calibrated with respect to the HERA clock such that colli-
siona ocevrring at the nominal interaction point, z = 0, correspond to t=0 nx hoth in
FCAL and in RCAL, as illnstrated in Fig 6.1a. Proton-beam gas events which occur
upstream give rise to a shower of particles in the forward direction (Fig 6.1b). Since
the interaction producing them takes place early (before the proton bunch reaches the
interaction region) the time at which particles are deposited in RCAL peaka at negative
values, around -10 ns.

Elextron gas interactions which do not deposit energy in the FCAL cannot be removed
by the timing cuts, since the interaction products reach the RCAL in time with the
electron.  The contamination from both proton and electron gas events in the final
sample can be evalnated by studying the nnpaired bunches, respectively e-pilot and
ppilot bunches. A statistical estimate can be obtained by weighting the number of
events originating from nnpaired bunches surviving the selection cuts with the ratio of
the current in the ep bunches to the pilot ones.
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Fignre 6.1: Use of the calorimeter timing for distinguishing hetween ep collitions at the nomial interartion
region and wpatream beam-gas interactions.

o Internctions of the proton beam halo with the beampipe walls or objects close to the
beam line and halo omons originating from upstream proton beam interactious are
rejected through their characteristic pattern of energy deposition in the calorimeter.

o Cosmic muons traversing the ZEUS detector usually behave like minimum jonizing par-
ticles and therefore deposit energy wniformly along a straight line through the calorime-
ter. There are cases however when the muon can radiate a photon via bremsstrahlung
and leave an energy deposit in the EMC section of the calorimeter which are therefore
pot vetoed by such algorithm. Cosmic rejection algorithms [94] have been developed
and applied at the trigger and the offline level. The basic principles of these algorithms
are summarised below. An event ix selected as a cosmic candidate if any one of the
following conditions applies:

1. If the majority of the calorimeter energy deposits and bit cells belongs to the
candidate.

2. If a straight line can be fitted throngh the hit cells and the reconstructed tracks
match that line.

3. If there is & timing mismatch between the upper and lower half of the calorimeter
and if the cell position is strongly correlated with the cell time.

Cosmic radiation events can nevertheless remain unidentified, specially if they overlap
with a physics event; their contribution to the final sample is estimated by scaling the
observed mimber of events ocenring in empty bunches with the ratio of paired to empty
bunches.

6.1.2 Photoproduction background

The quantity &, defined as the total energy of the event mninus the total longitudinal momen-
tum of the event,

§ = (E=pia = Y E:{1 - cosh)
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(where § runs over the measured calorimeter cells and the cell’s polar angle @ is measured
from the event vertex) i a conserved quantity. For a fully contained event, with an electron
reattered inside the calorimeter volume, § is equal to twice the incoming electron energy, i.e.
55 GeV:

(Ehl - Pl W)!"M' = (E!d - P: lol)iuili.l = (E’ + Ee) - (Ey - Ef) = 2E¢

A cut on this quantity can therefore be nsed to remove proton heam-gas and photoproduction
events and to reduce the fraction of initial state radiation (ISR) events in the DIS sample.
The characteristic § valnes for these processes are listed below:

¢ Proton beam-gas events which originate inside the detector leave energy deposit pre-
dominantly in the forward region, resulting in low valwes of § (§ < 20 GeV) since
E=~p,.

¢ In photoproduction events the electron is scattered through a small angle and remains
inside the heampipe. The hadronic activity in the calotimeter is wrongly identified as
an electron. The value of 4§ for these events will be alvo small and therefore rejected by
the same method:

§=(E,+E.— E) —(E, - E. + E') = 2E.(1 - y).

¢ In ISR events the electron has radiated a photon before interacting with the proton and
enters the vertex with lower energy. The photon, emitted predominantly collinear to the
incoming electron, dissppears in the heam pipe depositing no energy in the calorimeter.
For such events, & will be equal to twice the reduced electron energy (E. - E, ), giving
rise to & long tail in the spectrum towards lower values, therefore a cut requiring a
minimum § value will reduce the number of ISR events in the DIS selection.

§=(E,+E.- E,) - (E, - E. + E,) = 2E, - 2E,,.

6.2 Electron finding

The signature for DIS events is the presence of a scattered electron in the detector. Elec-
tron finding algorithms have heen developed to single out the energy depositions amociated
with the final state electron. The pattern recognition is primarly based on the difference
in sbower profile between electrons and badrons: an electron initiated shower is expected
to depasit most of ita energy in the electromagnetic section of the calorimeter and, in addi-
tion, not to spread significantly in a direction transverse to the incoming particle direction.
This simple pictnre in however modified for example if the scattered electron interacts with
inactive material and starts showering before entering the calorimeter; once the electron is
correctly identified its energy can be corrected through the use of presampling devices such
a4 the SRTD. In some regions of z and Q* the scattered electron direction is very close to the
«nrent jet direction and it has to he identified within the hadronic shower. Finally electro-
magnetic showers from x° decays in the calorimeter can be mistaken for low energy electrons,
For this analysia the Siniatra electron finder [99) has been used and the systematic checks
performed with a second finder, Eezotic [103).
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Sinistra uses the idea of islands for clustering calorimeter cells. An arrow is drawn from
each cell pointing to its immediately adjacent cell with the highest energy. If around one cell
there is no other cell with higher energy, the arrow points to the same cell that it starts from,
In this way all the cells in an area pointing to the highest energy cell are collected into an
island. The identified islands which are “electromagnetic-like” are selected and submitted to
a nenral network for classification. The nenral net was trained on MC, for both electron and
hadronic clnsters. Eerotic usex a cone algorithm to build clusters and physical considerations
{such as energy spread around the seed cell, ratio of electromagnetic to hadronic deposition
and isolation) to pick up the best candidate.

The quality of a particnlar algorithm can be estimated through the quantities efficiency
and purity which are defined as:

Number of found electrons
Number of generated electrons’

Number of correctly found electrons
Number of found electrons

efficiency =

purity =

The quantities are determined from MC simulation. While the efficiency rises slowly with
energy and reaches values of ~ 100% around 20 GeV for hoth electron finders, the purity
has a sudden drop below 5 GeV, due to low energy electromagnetic clisters produced by
7% being falsely identified as electrons. A cut on the scattered electron energy is therefore
imposed {E, > 8 GeV) on both data and MC.

6.3 DIS event selection

The data used in the LPS analysis correspond to an integrated Inminosity of 908.8 nb™'. The
DIS events are selected online by a three level trigger and subsequently by a st of offline
cuts [102].

6.3.1 Trigger
At the first level (FLT) the three main triggers for 1994 data taking were:

o RCAL Isolated electron trigger (ISoe): selecta isolated electrons in RCAL. It waa put
in coincidence with & REMC threshold of 3.75 GeV after ran 9693.

e REMC trigger: selects electrons in RCAL abowe a certain threshold excluding the towers
aronnd the beam pipe. Threshold of 2 GeV or 3.4 GeV were used depending on the
i range.

o BEMC trigger: selects electrons in the BCAL with a threshold of 4.8 GeV.

The thresholds have been tuned to give a reasonable efficiency for scattered electrons with
calorimeter energies > § GeV.
At the second level (SLT) the main DIS branch was an .OR. of the first level triggers. A second
branch wan designed to keep very high Q7 events where the electron is scattered in the FCAL
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and is therefore not selected by the above mentioned triggers, in this case the SLT required
also an .OR. toghether with the condition Ex > 25 GeV, where Er is the total transverse
energy of the event. A third branch was kept separate and preacaled for photoproduction
hackground studies (lower E—p, cut, at 15 GeV, for fitting the E-p. distribution). Common
to all branches were loowe calorimeter timing cuts and aperk rejection algorithms. A sperk
resnlts from the sudden discharge between a calorimeter PMT and its shielding. The resulting
signal appears in only one of the two PMTs reading the cell, thereby giving rise to a large
imbalance hetween the two PMTs which can be used for their removal. Spark algorithms
with tighter cuts were also applied at the TLT level and in the offline selection.

At the third level trigger (TLT) the main branch used in the following analysis was:

e An .OR. of the FLTs mentioned above together with an E — p, > 35 GeV and an
electron {.OR. of the Local and Elec electron finders) with an energy greater than 4
GeV.

Fur a certain period of data-taking the RCAL-Inoe trigger was not working in one of the
towers {module 11) around the beam-pipe. This resulted in a rednced efficiency for triggering
an electron in this tower, althongh the event could still be triggered by the badrons in the
event. A cut on the impact point of the electron [100] on the RCAL face was made to exclude
the affected region, as shown in Fig 6.2. With the same procedure the area corresponding
to a dead photomultiplier below the beam pipe was excluded from the entire run range. The
run dependence of this ent is reproduced in the Monte Carlo by weighting the events with
the relative lnminosity with which the problem occnred in real data. Runs where a second
phatomultiplier (shove the beam pipe) fiiled to work were excluded from this analysis,

-

|
~

Figure 6.2: Scattered elsctron impact position as reconstructed for events selected by the SRTD filucial
cuts deacribed abaove.
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6.3.2 Uranium noise

A cut on the energy of isolated cells is applied in order to contain the effect of nranium
indnced noise on the reconstruction of the kinematic variables [104, 105). The energy thresh-
old was determined by looking at random triggers with no colliding beans. The calorimeter
energy will be centered at around 0 GeV with some spread, with values varying for the elec-
tromagnetic and badronic sectors. The thresholds applied were 80 MeV for electromagnetic
and 120 MeV for hadronic cells together with an imbalance cut for cells with energy less then
700 MeV. The noisy cells were eliminated before reconstructing the kinematic varinbles,

6.3.3 Selection cuts

The DIS selection cuts are the standard cuts wsed for the stencture function analysis in
1994 [1086):

o DST hit 21 is required to be set, corresponding to the trigger selection described above
together with stricter timing cuts to reject beam-gas background, cosmics and halo
mwons and a E - p, + 2 ¢ Eiymi, cut of 35 GeV.

o An electron was regnired to be found by the Sinistra electron finder with a probability
cut above 0.9.

o The electron energy was corrected using the SRTD information inside the area covered
by the SRTD [101] {|z + 1] < 32cm, |y| < 32em), ontside energy corrections were used
for the calorimeter. A cut on the corrected energy of 8 GeV was then applied.

o The electron position was reconstructed using the SRTD.
The position reconstruction is reliable in the square |z + 1] < 32em, |y] < 32em.
A nhift of the CAL/SRTD pusition was observed by comparing data and Monte Carlo
{6 mm for the right side, 4 mm for the left side). A correction was therefore applied to
the data.
The measurements of the scattered electron energy and angle are affected by the po-
sition of the electromagnetic cluster in the calorimeter. In particular at the edges of
the calorimeter aronnd the RCAL beampipe the electron shower is not fully contained,
mich that energy leakage inside the heampipe will result in a bissed reconstruction of
hoth the electron energy and angle. Therefore a box cut around the beam pipe region
of |Zeiee = Tute + 1| > 13em . OR. [yt ~ Yits +0.3] > 13rm wan applied. An extra space
of 1em from the two SRTD gaps was excluded.
In regions outside the SRTD the calorimeter was used to reconstrnet the electron posi-
tion. Approximatety 85% of the data bave a SRTD reconstncted electron.

In the event that no vertex was reconstricted, the vertex was sut to the average vahie
of 7,4, = 0.15 rm, y,4, = —=0.15 o and z,4, = 3em. No cut was applied on the vertex
position.

o The E — p, of the event was required to be between 35 and 60 GeV,
e y;p cut: although the Jacquet-Blondel method (JB) is not used for reconstructing

directly the kinematics of the event (for the reconstruction of the kinematical variables
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refer to the following chapter), the calenlation of the hadron scattering angle 4 nsed in
the double angle method {DA) is based on the JB variables, i.e. (E —p.)a, pra. Events
with low values of ¥ have 4 poor resolution in -y and are strongly affected by uranium
indnced noise in the calorimeter. Consequently in the analysis a cut y;5 > 0.03 was
applied. The y;p in the Monte Carlo was properly smeared with additional noise to
reproduce the data distribution.

e A cut on . < 0.8 was applied to remove two classes of events:

1. Firstly, pbotoprodiction eventr, where a low energy hadronic deposit in the calorime-
ter in falsely identified a8 an electron leading to large y (y > 0.9) values,
2. Secondly, ISR events, the cross section for which in peaked at high y,.

e A cut on @ greater then 4GeV? for both the electron and the double-angle method
was applied.

o A tight timing cut on the ahsolute RCAL and FCAL time and on the absolute differ-
ence of the average FCAL and RCAL times was applied to suppress proton beam-gas
background. The cnt was placed at 6 us j.e.:

ltrear = tacar| < Gnsanditpcarl < 6ns, |tread| < 6na.

6.4 LPS diffractive event selection and background

In order to select a clean sample of diffractive deep inelastic events, the following cuts were
applied on the LPS detected proton:

¢ If more then ope track per event is reconstructed, the one which crosses the highest
number of planes is selected. If two tracks croms an equal number of planes, the one
with the lowest x?/dof is chosen.

o The fractional longitudinal momentum of the proton 2, > 0.95 in order to adequately
separaty the diffractive peak. Non diffractive deep inelastic events with a high momen-
tum leading particle in.the proton fragmentation cone are exponentially suppressed, as
shown in Section 4.2. Moreover a cut at 0.95 restricts the measwrement to a region of
flat LPS acceptance in the (zr, pr) plane and ensures that, after integration over ¢, the
resultant acceptance in x; is largely independent of the ¢ distribution (Fig 6.3). This
condition is essential for the determination of any t-integrated meammrement, such as
FPD. An upper eut on = of 1.02 (corresponding to 5 ¢ assuming 0y, = 0.4%) was
applied to mject unphysical events.

¢ For ench track a minimum distance of approach to the beam pipe of 500m was required
to reject events where the proton conld have hit any the beam pipe wall and showered.
This cut will be referred to as the Apy,. cut (see Fig. 5.17).

e The x*/dof of the track was required to he less then 10,

& A cut on the total E+2sp, of the event (> 1655 GeV) was performed to eliminate halo
protons reconstructed by the LPS in ooincidence with DIS events triggered by ZEUS
{this cut is described in detail in the section below).
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Figure 6.3: tintegrated LPS ptance far 1994 ruoning as a function of 7, calculated with the Beamd
program for two input distributions with different ¢ dependences.

6.4.1 Halo protons

Halo protons represent one of the main sources of backgronnd in the spectrometer, originating
principally from the interaction of beam protons with either the residnal gas inside the beam
pipe or the proton beam collimators. These tracks have energy close to the proton heam
energy and can give a spurious #y, = 1 signal in the LPS in coincidence with an ep interaction
triggered by the central detectors. Since there is po correlation (for these events) between the
LPS and the ZEUS triggered physics event, the total hadronic energy measured in the event
is not necessarily conserved. An equivalent of the E - p, variable in the forward direction i.e.
E4p,+24pLFS where E and p, are measured by the calorimeter and pP* is associated with
the proton can be used to ent ont snch events. If the event is fully contained this quantity
shonld be equal to 2+ E,,, ie. 1640 GeV, whereas proton beam halo events tracked by the
LPS could exceed this value. A tail of high E + p, + 2+ pEF* events is indeed observed in the
data (Fig 6.4) and an upper cut of 1655 GeV {accounting for the resolution of the meamired
pr”*) is applied. The number and distribution of halo events with E + p, +2 s ptP% < 1655
GuV is estimated in the following way:

o The ptPS distribution for unphysical events (E + p, + 2 » p2P$ > 1655) and the
calorimeter E + p, distribution for general DIS events are sampled randomly to create
a E 4 p, + 2 pLP¥ distribution for random DIS halo coincidences,

¢ The oheerved data distribution is fitted as a weighted sum of a diffractive MC (RAP-
GAP) and the random coincidences E + p, + 2 « p£P¥ distributions whose aheolute
normaligation is kept as a free parameter (Fig 6.5). Given the weight of the latter,
the percentage of random coincidences below 1655 GeV is estimated to be 3.5 + 0.6%.
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Figure 6.4: E +p: va 21 for the data which shows a clear band of events at £ = 1 uncorrelated with the
valae of E + p: an d by the

These events can then be used a8 A sample of beam halo events and be statistically
subtracted from any physics distribution.

6.4.2 DIS non diffractive background

Since in the measnred £, Q? mnge the total deep inelastic cross section in estimated to be
about ten times larger then the diffractive one, it is important that the background from non
diffcactive “normal” deep inelastic events is kept small. In deep inelastic 7° — p scattering
the struck parton is deflected and it emerges from the proton remnant at an angle 8. The
difference in psendorapidity n between the struck parton and the proton rempant is given by:

w =W 1
A’I = Tloroton remnant — fparton ™ ln(ﬁ) - l"(E) ~ ‘ﬂ(;),

Where fuyepon = —!n(tan(%)). Due to the colour string connecting the struck parton and the
proton remnant the rapidity gap will be filled with particles in the hadronization process.
The multiplicity of these hadrons < ny > increasen faster then the longitudinal sise of the
Bap 1

<y >2 Ay ~ln(;).
If we assume a Poisson distribution, the probahility wps of having no particles in the gap
will be very small,

wpps ~ e~ < 7,
in contrast with the same probability for diffractive events which is almost = independent.
It is possible to estimate the survival probability for deep inelastic non difftactive events to
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Figure 6.5: The E 4+ p, + 2+ p}"¥ distribution of data (dots) as a sum of diffractive MC (RAPGAP in light
grey) and randamly sampled balo events {dark grey).

the requirement of a LPS high z, proton by stndying the xp spectra of DIS MC events.
Fig 6.6 shows the reconstructed z, distribution for non diffractive DIS events generated
with ARIADNE (described in chapter 4} after the DIS and all but the =, LPS cuts. The
distribution is centered at z; ~ 0.7 and the contamination to the region of proton momentum
0.95 < zp, < 1.02 is negligible,

6.4.3 Double dissociation diffractive contamination

The contribution from diffractive processes where the nncleon dissociates into a state of mass
Mnl
epe+X+N

can be estimated by Monte Carlo simulation. In this analysis the EPSOFT MC has been
used (see chapter 4 for a detailed description). The generation is based on a parametrization
of the hadronic cross section a{pp = pN) at the centre of mass energy W and incorpo-
rates a nuckeonic mnass spectrum of the form 1/M%. In Fig. 6.6 the four components, single
dissociation, double dissociation, pion exchange and DIS non diffractive, are fitted to the
observed data z; distribution and their relative weights are established. An npper bound to
the double dissocintive cross section has been imposed from the pp scattering estimated ratio
of single to double cross section (7sp/opp =~ 1.3 at < W >~ 100GeV, npper bound for the
fit o5p/opp = 2). The contamination fraction is given by:

— NDD(095 S Ty < 102)

C= Nr.(0.95 < 7, < 1.02)

= 5%, {6.1)



S b

S C3 RAPGAP }
ﬂlﬂ 2 B3 ARIADNE \
g &3 PION EXCH \
520‘ F WA PROTON DISS \
%1 :
s \
210

o

z

H 300

2 20

B

%m

S 1

E

210

g

A

Figure 6.6: Reconsructed (and therefore strangly shaped by the LPS acteptance) z; distribution. a)

data (dots) are fitted as a weighted sum of & DIS non difiractive MC (ARIADNE), a double dimociative
MC (EPSOFT), a pion exchange MC (HERWIG) and a diffractive MC (RAPGAP). b) the sum of the four
hovesaid MC s plotted (batehed ares) against the data (dots).

where Npp(095 € z; < 1.02) is the number of donble dissociative events in the distribution
shown in Fig. 6.6 with », > 0.95 and Ny,,(0.95 < 7, < 1.02) is the total number of events
in the sample. The value for the absolute pormalisation of the donble dissociative cross
section obtained from the fit indicates that donble diffractive dissociation is indeed a gmall
component of the total croms section at z; < 1. This is confirmed by the obeervation that the
z; data distribution presents a dip (Fig. 6.74) in the interval (0.9-0.95) whenever the 5., of
the events is required to be < 1.5, while the ratio of events with gjp,, < 1.5 is essentially flat
as a function of £z for 8 double dissociative MC (Fig. 6.7b), thus allowing little room for a
double dissociative contribution to the whole spectrum.
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6.4.4 Pion exchange

At a first glance the main contribution to the ; < 1 spectoim can be attributed o secondary
reggeons exchange. The pion exchange MC, with small corrections due to p exchange (whose
cross section is ten times smaller) gives by itself an accurate description of the observed data
distribution below z; = 0.9. Estimates for the f-exchange admixture to the cross section
exist only in hadron-hadron scattering [107] and there is no reason to expect this term to be
the same in deep inelastic scattering. The f structure function could be S-dependent and its
intercept up to a; ~= 0.76, leading to a noticeable contribution in the high z; region. The
relevant diagrams for pion exchange are shown in Fig. 6.8 where the second process, known
as Deck effect, acconnts for those events which have a large rapidity gap in the final state. It
must be noted that these large rapidity gap events at low 2, constitute a non negligible and
kinematically biased source of backgronnd to the analysis based on the large rapidity gap
requirement rather than the proton tagging. The contamination to the z, > 0.95 region for
pion exchange is determined by the combined fit in the same way ag for the donble dissociation
and the remlt is of the order of 6%. p exchange has not heen inclnded in the fit and could
lead to small variations in the final result.

6.4.5 Beam gas

The beam gas contamination has been estimated by looking at the number of events which
pussed the gelection cuts from the p-pilot bunches, and by rescaling this number with the
ratio N p—pilot bunches/N ep bunches (see section 6.1.1). This contribution has been found
to bhe negligible.

6.4.6 Effect of the cuts

The reduction factor on the data sanple for each of the cuts applied is given in Table 6.1,
There is however an overlap between some of the ents as shown in the second colnmn, for
example photoproduction fake electrons are removed either by the low electron energy cut or
by the &-cut, unphysical protons in the LPS fail both the E 4+ p. + 25 p2*¥ and the upper
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The 7, Q* regions most affected by the DIS cuts are shown in Fig. 6.9 (where the kinematical
variables have been reconstructed with the electron method, see chapter 7). Assuming the
proton kinematics can be factorized out, the LPS cuts influence uniformly the z,@Q? plane
and their effect on the proton phase space 7., pr are shown in Fig. 6.10. After the application
of all the cuts 626 events remain for the analysis.

Cut Reduction after | Reduction after | Events after all
[ this cut all previous cuts | previous cuts

DST.and LPS 100% 100% 16831

activity

box cut 53.3% 53.3% 8978

§ cut 92.9% 52% 8752

E, cut 77.5% 51.7% 8694

Y. ot 77.6% 51.5% 8671

timing cut 98.3% 50.8% 8551

vip et 78.3% ITLT% 6350

Q et 60.2% 33.6% 5650

nupper g cut 98.2% 33.1% 5574

lower z; ent 21.5% 6.5% 1104

Apip. cut 87.2% 5.2% 870

x*/dof cut 18.5% 4.8% 808

E+p, +2+p% et 72% 3.7% 626

Table 6.1: Summary of the final selection
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Chapter 7

Reconstruction of kinematics

The measurement of the deep inelastic diffractive cross sections relies on the acturate recon-
struction of the kinematical variables characterizing the deep inelastic interaction, namely z
and Q?, as well as on the reconstrnction of the kinematic: varinbles describing the emission
of & pomeron by the proton. While z and Q? are reconstructed from the scattered elec-
tron and the hadronic deposition in the ZEUS calorimeter, the proton kinematics (z, and
t) in measured by the ZEUS leading proton spectrometer. The variahlen z, Q@ 7y and ¢
are then combined to determine the quantitien characteriging the diffractive scattering. The
reconstrnction methods and the aceneacies obtained are described in the following sections.

7.1 Reconstruction of DIS kinematic variables

The deep inelastic scattering variables z and @ can be determined either by measuring the
angle (6,) and the energy of the scattered electron (E;) (see Fig. 7.1) an done in fixed target
experiments, or, since at HERA the hadronic system is detected, by measuring the energy (F)
of the current jet (i.e. the struck quark in the quark-parton model) and its direction {7), or
by using any combination of these fonr quantities [96]. In the following sections the formula
and experimental details for the reconstruction of the kivematical variables are presented.

7.1.1 Electron method

From the energy and the angle of the scattered electron the kinematics is determined by the
equations, .

E.
Ye=1-— IE. (1 - msb.), (7.1)
Q? =2E.E.{1 + mnsb.), (7.2)
E.E!mns*(0,/2)

e = F(b. — Bain?(0,]2)) (13)

Substituting 8, or E, from eq. 7.3 into eq. 7.1 the equations of contonrs of constant scattered
electron energy and angle are obtained as:

1-5)

BT ( 2
Q= E) = ﬁ (7.4)
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Figure 7.1: Definition of E,, #,, F and + in the quark-parton model.

sz
- g

Q*z.0) T+ Bk Eetort T (1.5)
The scattered electron energy and angle isolines in the (z,Q?) phase space are shown in
Fig. 7.2a,b. The resolution in z and Q* is in general good in regions of phase space where
the E. and 8, isolines are close toghether, whereas for isolives far apart, small errors in the
mensurement of E. and 8, produce large nncertainties in z and Q7 #o that very high energy
resolntion is needed. The dependence of the reconstructed z, and Q2 on the relative errors
of the scattered electron energy and angle is given by:

a,,

e (@ et G )T e oo

As can be seen from Fig. 7.2, the resolution of the electron method is good for low values
of z. At high z the energy and angle isolines are almost parallel to the x axis, so their
mensurement does ot constrain the valne of 2. Fig. 7.3a shows the fractional deviations of
the measured z and Q? from their true values as a function of 7, Q* and y. The distance
of each point from gero gives the average bias whereas the error bar shows the mean spread
of the measured points. The resolution in z is overall worse than the one in Q?, due to the
1/y factor that amplifies the error on the energy measurement (particularly at low values of
y) and it is indeed deteriorating with increasing z. At high y (i.e. large electron scattering
angles 8,) both the 7 and the Q* measurement are dominated by the angle measurement.
The resclution in z is typically of the order of 40% but can reach 100% valnes in the above
mentioned regions. The @ resolution is below 20% over the all range. The nse of the SRTD
for the event by event correction of the scattered electron energy improves the resolution
on the energy measursment '—E‘r and therefore the reconstruction of the kinematics with the
electron method. )
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Figure 7.2: lwlines in energy and scattering angle of the electron and strack quark io the «, Q? plage.
Intrinsic good renolution i achievedl if the isolines are close togh sinee error in E, 8., F and
4 lead to small uscertainties on £ and @', The diagonal straight line rep the ki ical Emit y = 1.

7.1.2 Jacquet-Blondel method

The event kinematics conld be in principle be reconstructed from the current jet energy (F)
and direction (). Howewer, in order to avoid any dependence of the extracted variables
from the final state fragmentation, separation hetween the current and remunant jets and
sensitivity to particle lomens along the forward beam direction, the transverse momentnm of
the hadrouic system pr, and the difference butween the energy and the z component of the
hadron flow (E ~ p.), are used. The rempant jet gives a small contribution to the ahove
variables as it is mostly lost in the forward beam pipe. The reconstriction method based on
the ahove quantities (JB) wan developed by Jaoquet and Blondel [91) and it has to be used
when the scattered lepton is not detected, e.g. in charged current deep inelastic events or
photoproduction events where the electron is not detected in the LUML. Since the remnant
jet is lost in the beam pipe, the transverse momentum pr s and the difference (E — p.)a of
the hadron flow are approximately equal to those of the current jet, pr; and (E - p.);. The
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Figure 7.3: Fractional resalutions of z and Q* as a function of 2, Q* and y for the electron method. The
dashed horisontal limes indicate deviations of $20% from wero.

current jet energy (F) and angle (7) can be reconstructed from pry and (B —p, )y an follows:

pra ~ pr; = Fainy, (78)
Y AE~p s ~ (B -p.); = F(l = cany), {7.9)
L]

where:
pra = (Y p ) + (3 p)

and the sums over b run over all final state hadrous.
The defining formulae for the kinematical variables are:

E\ -p. F{1 -
yop = 2k - r.) _ F w:mv{ (1.10)

_{Eipa ) + (Eipy)?  Flain’y?
Qie = 1-1s T M-y (7.11)




Qis
Py = ———, T.12
e 8Ys8 ¢ )

The contonrs of constant scattered jet energy and angle for the J acquet-Blondel method are

given by:
(1 - &
@(e.F) = ——rl"( =L (7.13)
1- &

@z, = '17?:%;? (1.14)

The scattered jot energy and angle jsolines are shown in Fig. 7.2¢,d. In contrast to the electron
method, resolution in z, as determined from the scattered jet energy, is good at high values
of = while it deteriorates at lower z. The dependence of 7., and @3p on the measnrement
errors of the scattered jet energy F and angle 7 is given by:

ze-((2m) () [ ()=l o o0

e (2 ) b ()= o
Qs 1 -yi8 Fl Y oty + 1= 27 >t () (7.16)
The resolution in z for low y values depends only on the scattered jet energy measurement.
At high y, tbe resolution in z becomes poor, due to the 1/(1 - y) term, in contrast with the
electron metbod. The Q2 resotution also deteriocates with increasing y. The resolution in 7
is poor at both Jow and high values of 4, while the resolution in @ ia affected by the error
on the scattered jet angle only at Jow values of .

7.1.3 Double-Angle method

The donble angle (DA) method uses the angles 8, and 7 of the final state electron and final
atate badron flow, respectively. The direction of the hadronic energy flow can be defined, in
terms of pry s0d (E —p.Ja, as:

= (Tapn)’ +(Zapyp) —(E - )’:)h‘
(Eapn)? +(Zapn)* +(E-p:h

As eq. 7.17 shows, particles with small pr moving along the proton direction give pegligible
contribution and therefore there is no need, in the reconstruction of 7, to remove particles
belunging to the proton remnant fragmentation!. Since ooay is constructed as the ratio of
the quantities characterizing the hadron flow, it is consequently independent of fluctnations
in the energy measnrement of the hadron flow. The equations for the DA kinematics are:

cosy

(7.17)

. siny(1 + cosf,
Qba= -1 )

siny + sind, — 2in(0, +7)’ (7.18)

'The rontribution i in fart negligible with sespect to other sources of uncertainty, such as the calorimeter
noise, after applying alower cut on ys» (i.e. ysa > 0.03) which exclindes the kinematical region with maximum
senvitivity to the proton fragmentation.
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ron = E(siny + ain8, + (sin(8, + 7)) (1.19)

Painy + sind, — (sin(f, + 7)) )
Since the DA formulae do not contain energy explicitly they are at first oeder independent of
errors in energy measurements. The resohition and bias for 2 and Q* measured with the DA
method are shown in Fig. 7.4. A feature common to both the electron and the double angle
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Figure 7.4: Fractional resolutions of = and Q* s a function of =, Q? and g for the double angle method.
The dashed horizontal lines indicate deviations of £20% from zero,

methods is that both the resolution and bias in = is larger than for Q% In particular regions
the resolution in 7 reaches values above 50% while the Q? resolution is lower than 20% aver
the entire range of the measurement. The electron method has heen chosen an the primary
reconstruction method for this analysis.

7.2 The kinematic distributions in Data and MC

The distribution of the z position of the primary vertex is used to set the ahsolute normaliza-
tion of the MC. The MC vertex distribution has been reweighted in order to correctly sample
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the data distribution for the limited range of runs used in the LPS analysis. The diffractive
MC used for the comparison are NZ and RAPGAP. By normalising the MC sample to the
same lnminosity of the data the absolite normalization predicted by NZ appears to be 30%
lurger®, which is compatible with the errors estimated by the authors (chapter 4). A eut
on the reconstracted hadronic mass My is applied (M3 > 10GeV?) above the generation
limit of the NZ MC (M} > 3GeV?) in order to take into acconnt migration effects in the
reconstruction. Fig. 7.5 shows the distributions for the z vertex position, the corrected
energy and the angle of the scattered electron and y;5. The W distribution {data and MC)
is shown in Fig. 7.15.

Number of e

E,[GeV) log,4(8)

Figure 7.5: Data (dots) and MC (solid line for RAPGAP and dashed fine for NZ) distributions of the ¥
vertex pasition, the corracted energy and the angle of the seatterad electron and g,

The & distribution for data and MC is shown in Fig. 7.6. Althongh the electron energy
has heen corrected, the difference between the inactive material confignration in ZEUS and

*This does mot take in t the contribution of hackground events, such as hala protons or double
dissociative events, which can be overal! of the arder of 15 — 20%, thun d ing the disagr b
dats and the single diasociation NZ MC
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its simulation program affects the hadrons which give a big contribution to E — p, at high p
thus resulting in all the energies heing shifted towards lower values in the data compared to
the MC. The stronger disagreement between the data and the NZ MC is due to the absence
of radiative corrections, which are not inclnded in the simulation of the NZ model. The tail
to kower values of 4 present in the data and not in the NZ MC corresponds to ISR events. A
d-cut therefore affects differently the data and MC. The sensitivity to the choice of the cut
and these differences are treated in the systematic error.

Number of cvents/bia
3

- L J
E-p, [GeV)

Figure 7.6: The E-p. distribution for data (dots) and MC (solid line far RAPGAP and dashed line for NZ).
a stronger disagreement can be observed for the NZ MC which does not contain ISR events. Far both MCx
differencen exiat as a result of the hadrons response to the disagreement on the inactive material configuration
between the detector and its simulation.

The r and Q* determined with the electron method are shown in Fig. 7.7.

7.3 Reconstruction of DIS diffractive variables
7.3.1 z;and!?

From the cartesian components of the proton momentum measured by the LPS the frac-
tion of longitudinal momentum carried by the scattered proton can be caleulated (in the
approximation that p, and p, are small compared to p,) as :

1, = p,[820. (7.20)

P, and p, give the proton transverse momentum, pr = ,/p2 + p2, from which ¢ i recon-
structed as:

t= _ﬁzp; [1+ (M2/p2)(ze - 1Y7]. (1.21)
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Figure 7.7: The Q? and = data distributlons (dots) in comparison with the MC (salid line for RAPGAP
and dashed line for NZ) prediction

The pr and 1, resolntions have already been discussed in the previous chapter while the
resolution and acceptance in t will be discussed in detail in chapter 8. Fig. 7.8 shows the &
and 7 data distributionn compared to the MC. The 7, scale was corrected for the systematic
shift (0.09%) introduced by aligning the tracks in the vertical plane with diffeactive photo-
production data where the calorimeter was used to determine z; (see chapler 5). Due to
uncertainty in the motor positioning (~ 50pm) the data 7, spectrum is broader then the MC
one. Additional smearing (~ 40%) was added to the MC to match the resolution determined
from the data of photoproduction p%s at £, = 1.

=5

-

04
x, 6 [GeV?)

Figure 7.8: The ¢ and 7y, data distributions {dots) are compare! with the MC (solid line for RAPGAP and
dashed line for NZ) predictioa
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7.3.2 The hadronic mass My

All the variablen characterizing diffractive scattering (Fig.  7.9) can be determined either
from the hadronic energy depasited in the calorimeter and the scattered electron kinematica or
from the LPS detected proton and the electron. The event is selected if it has a reconstructed
track in the LPS according to the quality requirements described in the previons chapter and
the hadronic mass My is reconstructed using either one of the two following reconstruction
methods.

Figure 7.9: Diagram of a deep inelastic diffractive event

Method one (TA)

When the system X is fully contained, its invariant mass, My, can be determined from the
calorimeter cell information as follows. If the energy, momentum and polar angle of the final
hadronic system are denoted by Ey, pg and 8y, respectively and 7 as the vector constmcted
from the energy E;, the polar angle, 8;, and the agimmthal angle, ¢,, of cell i; then:

¢ - Z.-P:.-

om0y = S, (1.22)
o, = el —ve)

H sin® Oy
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Eg = pycosfy + 2E.y,,

from which My is determined by the definition M} . = Ef — p}. This method is bereafter
referred as “triple angle™ method, since it relies on the measurement of 8y, 8, and vy {defined
in eqn. 7.17). The “triple angle” My resolution is approximately 40% and independent of My.
The reconstouction of Mx with this method is affected both by energy loss in inactive material
in front of the calorimeter and by errors in the position determination of the hadrons. Monte
Carlo studies show that (Fig. 7.10) My is systematically shifted by 10% to lower values. In
order to compensate for this shift, a correction factor of 1.1 is applied to the measnred mass
whenever the TA reconstruction is used.

i X'/ ndf $995. / 87
M Constant 1984

) Mesn -4.105%
i Sigma 0373
z

» |

ey

")

13

R . ;

feanalasasd
4 4 3 3 a4 @ 4

T
My My I,

Figure 7.10: Mx reconstruction with the TA method. The width of the distrihution gives the resohition on
the measured Mx while its mean value shows the systematical shift.

Method two (LPS)
Mx can be completely reconstmcted from the proton and electron kinematics nsing:

Mi=(1-2 )W+ Q*-m}) - Q* +¢, (1.23)

where, in thin analymis, = and @* hawe been determined from the electron method. It is
therefore independent of the calorimeter hadronic energy scale.
From the ahove formila one can see that:

T2 .

ey TR
My~ =m0y (724

such that the error on the mass reconstruction method becomes large as 7, — 1 (region of
low masses).
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It in therefore convenient to use either one of the two reconstrction methods by checking
the relative error on the mass reconstruction on an event by event basis. Neglecting m} and
astnming ¢ is amall {the latter is a good approximation since ¢ has to be less then 1 GeV in
order to he within the LPS acceptance, for values of the mass above few GeV) eq. 7.23 can
be rewritten as:

M =myl —z-z;), {(7.25)
leading to an error on the M% determination of:
omz = \Jls(1 = 2L))202 + ()02, (7.26)
where:  ring.?
1 1 - ros8, e aind,
03 = grl(oh VB 4+ ol ()

is the error on ¥ coming from the measurement of the scattered electron energy and angle
with errors o5, and g, respectively. o2 at z; =1 has heen estimated to be 0.4% from the
width of photoproduction p°. g and 6,4, are measured by the SRTD and their average values
are, respectively, 0.26,/E7 and 2mrad. No corrections are applied to My an determined by
the LPS.

Criteria for the combined My reconstruction method

The criteria to select the mass reconstruction metbod on an event by event basiy are the
following:

o If F is dess than 50% and MazazMasrsl < 1; My .. = Mx 1ps.
o If M} LPS is bigger then 10GeV?: Mx p.. = Mx 1ps.
o If the previous two conditions do not ocenr: My .. = Mx 4.

Fig. 7.11 shows the regions of mass covered by the two reconstruction methods if one
applies the above selection conditions to the MC. The mass resolution as a function of the
mass value is shown in Fig. 7.12. The resolution, given by the error bars, is below 20% over
the entire My range. In the region where the LPS gives a reliable measurement (towards
high Myx) tbe mean value of the reconstructed mass agrees well with the generated one. The
resolution in My wsing the LPS alone {(eq. 7.25) varies from 25% at My = 5GeV to 6% at
My =80GeV. The My distribution for data and MC is shown in Fig. 7.15.

Fig. 7.13 illustrates the range in My and W covered by the diffractive events selected by
thin analysis compared with the region populated by the DIS non diffractive events. Diffrac-
tive eventa are distributed rather iniformly in W. DIS non diffractive events extend to larger
hadronic masses, due to the targe hadronic energy associated with the proton fragmentation
in the forward direction.

7.3.3 Aand 2;p
From My, @* and z the variables 8 and z,p are determined as followy (neglecting £):

Q1

g

(1.21)
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Fignre 7.11: Geoerated verms reconstructed Mx, the black dots are events where the mas is reconstructed
from the triple angle formula while the grey dots correspond to events with a LPS reconstructed mas. The
gmdtmdhthtbvmmmbﬂtﬂmmadhytbrTAMhodndhigimlytheLPS
method.

I

Tip = ﬁ (728}

The fraction of the generated events which pass the selection cuts as a function of 3 is shown
in Fig. 7.14 where a distinction is made for events with a TA (solid line) or a LPS {dashed
line) reconstructed mass, The TA metbod tends to cover the low My region {therefore high
A valnes) while the LPS method populates the high Mx {low §) region. Fig. 7.15 shows
that the 3 and z;p data distributions are in very good agreement with the MC predictions.
The resolution of these variables will be considered in detail in chapter 9.

7.3.4 Thmae: the maximum pseudorapidity

The maximum psendorapity of an event, ... is defined as the maximum value of psendora-
pidity of all calorimeter condensates {i.e. the peendorapidity of the hadronic deposit closest
to the outgoing proton direction) with energy greater than 400 MeV or altematively of a
track with momentnm > 400MeV/e. The presence of events with a mpidity gap between the
hadronic final state and the ontgoing proton is a signature of a diffractive interaction. A cut
ON Tmas Was 1t in the analysis of 1993 data (as discnssed in chapter 9), when the LPS was
not available, to isolute difftactive events. Fig. 7.16s shows the fu,, distribution for data
and the NZ MC while in Fig. 7.16h the data are compared with the sim of 4 single {NZ) and
a double (EPSOFT) dissociation MC, with the relative weights as determined by the fit to
the r; distribution described in chapter 6.

The disagreement, which still exists after taking into acconnt background contributions,
snch as double dissociation events, might be explained if oue considers that the current MC
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Fignre 7.12: The mean value of the difference hetween meanired and generated AMx as a function of Mx.
The vertical error bars represent the RMS.

implementation of the Nikolaev Zakharov model does not contain the fragmentation of the gdg
finctuations of the photon althongh it contains the appropriate parametrisation for the cross
section and it is therefore missing & clam of events present in the data. Similar conclusions
can be drawn from the comparison of the data with the RAPGAP MC (see Fig. 7.17a.h).

The distribution of DIS events in the g, 7y plane (Fig. 7.18) clearly shows a band of
diffractive events at high valies of z; extended over a wide o, range, well separated from
the main bulk of proton fragmentation events which populate the region at low z; and high
Nmes ValLIER.
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Fignre 7.14: Aceer of the selection cuts an & function of 4. The acceptance for events with & TA
reconstritcted My is shown as 8 20lid lioe while the acreptance for events with a LPS reconstructed Mx is
shown by the dashed live
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Figure 7.16: The fuax data distsibution (dots) in comparinon &) with the N2 MC (solid) prediction, b) with
a sum of the NZ and EPSOFT {contribution shown as & dashed line} MC, relative weighta as determined hy
the fit to the 21 distribution in chapter 6.
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Figure 7.17: The nu.. data distribution (dots) in comparison a} with the RAPGAP MC (nolid) prediction,
h) with & snm of the RAPGAP and EPSOFT (contribation shown as & dashed line) MC, relative weights as
determined by the fit to the #; distribution in chapter 6.
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Chapter 8

Measurement of do/d|t|

The first measirement of the t dependence of the deep inelastic diffractive cross section is
presented here. The detection of the forward scattered proton with the LPS allows to select a
sample of events with a low estimated fraction of background processes, both from diffractive
excitations of the forward proton and from other Reggeon exchanges rather than pomeron
exchange,

8.1 Acceptance

The acceptance ip transverse momentum pr and therefore t is limited by the geometrical
acceptance of the LPS [44, 83]. The LPS acceptance is determined by the geometry of the
heam pipe and by the shape (principally the elliptical cut) of the silicon u-strip detectors,
Since the detector planes cannot be positioned in the beam, the acceptance vanishes towards
p. = p, =0 {i.e. small values of pr and ¢). For 100% efficient detectors, z; = § tracks, no
beam emittance and no vertex spread, the acceptance is either 0% or 100% depending on the
values of p, and p,. The real situation of course it is not 80 well defined, nevertheless, at fixed
Ty, there are ostensibly two lurge regions in the p,, p, phase space where the acceptance is
above 50%, as shown in Fig. 8.1a,b for z;, =0.97 and 2, = 1, respectively.

The pr acceptance is obtained by performing an integral over the polar angle in the p,,
Py plane. Since the integration spans over unmeasurable regions the resulting acceptance in
pr is rather low (= 6% at high #.). The region of geometric acceptance larger than 95% for
both px > 0 and px < 0 mapa into that of 0.25 < pr < 0.65 GeV and is not nsed in the
present analysis, As mentioned in chapter 7, a lower cut on z,, is applied to isolate diffractive
events thus restricting the measurement to a z;, pr region of reasonably flat acceptance,
see Fig. 8.2. Fur the diffractive events relected with z, > 0.95, pr varien from 0.2GeV? to
0.8GeV2,

The p, and p, distributions of the events which pass the selection cuts described in chapter
7 are shown in Fig.8.3 compared to the predictions of two diffractive MCs. The agreement
between data and MC simnlation shows to be reasonably good in both variables.

8.1.1 Run dependence

The LPS acceptance depends on the position of the detectors during data taking (see chapter
5). Consequently mn-by-rm correction factors were applied to cormect the data back to the
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Figure 8.1: G ical LPS ptance for tracks with 8} 71, = 0.97 and b) zz = 1 in the p,, p, plane.

There ase two distinrt regions where the acoeptance goes from vero to values ahove 95%. The plot has heen
obtained with the use of the standalone program BEAMY, which includes the effects of mnltiple scattering
and the vertex spread.

fixed detector configuration simuiated in the MC. In the LPS simulation program the stations
have been positioned according to the values of a particular run which corresponds to the
closest position to the heam (highest acceptance) ever reached by the LPS during the year.
Assuming that the spectrometer acceptance is factorigable into the product of two terms,
the first representing the geometrical acceptance and the second the efficiency of the track
reconstruction algorithm, and that the latter is independent of geometry variations such as
the detectors positioning, then a correction factor can be extracted [108] by comparing the
grometrical acceptance of every run configuration with the one simulated in the Monte Carlo.
This has heen done with the use of the standalone program BEAM9 [84] and a weight was
assigned to each event as a function of the kinematical variables 7, and pr and the run
number. The mean valie of the weights as a function of pr and z,, is shown in Fig. 8.4 and
Fig. 8.5. There is not 4 significant dependence on pr or 7, and the values are above unity,
since the simulated run corresponds to farthest insertion position of the detectors into the
beam and therefore to the maximum acceptance ever reached during the 1994 data taking. To
evaluate to the systematic error on the determination of do /djt| arising from the nncertainty
in the evaluation of the acceptance for each individual rn, an event by event weighting factor
was also applied to the data before the acceptance corrections.

8.1.2 Resolution and bin selection

The resolntion on the ¢ measurement is dominated by the intrinsic transverse momentum
spread of the incoming proton beam and is therefore proportional to the square root of the
beam emittance. An estimate of this dispersion can be derived from a cluss of processes,
namely elastically photoprodiced p° (see chapter 5), where the 7 and y components of the
scattered proton momentum can be measured either directly from the LPS or indirectly by
reconatructing the vector meson transverse momentnm in the CTD (which in the limit Q7 & 0
balancen the outgoing proton momentum). A ganssian fit to the distribution of the final state
total momenta, obtained as a sum of the 2 and y momentum components as measured by
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Figure 8.2: Geometrical LPS acceptance in the £z, pr plane for two or three stations coincidences. The
solid Jine enclones the kinematical region used for the of the ki tic distributions in ch 6.

P

the LPS nad the CTD (Fig. 8.6), gives a RMS which is consistent with the estimate for the
emittance of the proton heamn given by HERA [109] (o, ~ 40MeV/c and g, ~ 90MeV/c).
The bin width in || has been chosen such that the width is larger than the resolntion in

1t):
Alt} 2 o(jt). (84)

The effect of the intrinsic heam spread in approximately constant over the measured pr
range and is of the order of 90MeV/e. Since the ¢ resolution is proportional to 1/ VIt (see
¢q. 8.21) the hin sizes have been chosen proportional to /{It]). In order to avoid regions
where the acoeptance varies rapidly, values of || < 0.07GeV ~? have been exclnded from the
fit. A minimim requirement on the population of each bin fixes an upper Jimit of 0.4GeV 2.
The resolution values range from 20% to 30% for the selected bins (Fig. 8.7a). The purity
of each hin, evaluated by means of the MC siomiation and defined as the fraction of the
events reconstructed in one bin which were generated in the same bin, is plotted in Fig. 8.7b
and gives an estimate of the migration effects present in the measurement of ¢, The purity
decreases with |t due to the stronger migration of events from the higher popnlated bins
towards the lower ones.
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Fignre 8.3: Data (dots) and MC (sokid line for RAPGAP and dashed line for NZ) distributions of the proton
p: and py.

8.2 t dependence of background events

For the extraction of do/d|t| the analysed mnge in z; has been restricted to values of z, in
the range 0.97 < r; < 1.02 in order to keep the contamination of background events from
double dissociation or pion exchange below a 5% level. The ¢t dependence of proton beam
halo events in discussed below.

Halo Events

In order to have a rongh estimate of the dependence upon ¢ of the cross section for beam
gas and beam halo interactions it is possible to use directly the CERN ISR data on inclusive
proton spectra in p — p collisions [110], due to the fact that the centre of mass energy for
HERA protons eolliding with a gas nucleon is in the range covered by the ISR. Fig. 8.8 shows
the ¢ dependence of ISR events classified as elastic and events classified as inelastic. Assuming
a single exponential behavionr, the slope of the total inchsive cross section in proximity to
the elastic peak is = 6GeV ~2, compatible with the range of predictions for y* — p diffractive
events.

This ansaty can be validated by comparing the ¢ dependence of heam halo events with
that of physics events. For this purpose the data sample of nnphysical events which are
rejected hy the cut on E+ p, +2 s p-P¥ is used (see chapter 7). The ratio of the observed ¢
distribntions for events with E+p, +2¢pLP% > 1655GeV and E+p, +2+pLP% < 1655GeV ix
shown if Fig 8.9 and indicates, with the caveat that the acceptance in z; and pr for physics
and backgronnd processes is similar and therefore cancels out, that the ¢ slope for beam
halo events is rensonably close to that of DIS diffractive events. The absolute value of the
crosw section i therefore affected by this source of backgronnd but no significant inflience is
expected on the t-slope.
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Figure 8.5: Mean weight of the events as a function of zz.

8.3 The differential cross section do/dlt|

Fig. 8.10 shows the differential cross section do/d|t| for 4GeV? < Q? < 30GeV?, T0GeV <
W < 210GeV, 002 < § < 04 and ; > 0.97. The upper cut on 8 wan chosen in order to
remove the region where the cross section for exclusive vector meson production is enhanced! .
Morvover the diffractive MCs nsed to caleulate the acoeptance corrections (both NZ and
RAPGAP) have a generation limit of My 2 1GeV, which excludes the region of small
masses (equivalent according to eq. 8.27 to the region of high § values). The data selected
within the above mentioned kinematical runge were subdivided into bins of ¢ and the cross
section was evaluated using:

!Using 1993 data (111}, the p} dependence of the crass section far exclusive p° production in deep inelasti
acattering was fittad to an exponential form, yielding a remtlt for the slope parameter of 5113 2(stat.) +
1.0(ayat.)

114

£ 3 xX/ndf 1025 7 14| .E X/ndl 1807 / 4

Q 6ot Constont a0 { 600 Constant 418.4

9 soof- Meon  ~0.1381E-02 | oF g0 Meon 0.2699E-02

c 3 Sigmo_ _ 0.4483E-01 ‘é Sigma 0.1025

‘S 300k G 300

$ 200 5

S to0f S 100

4 3 Z X
050402 0 02 04 X Y )

Px.ps+Pxer [Gev/c) Py.,.+ PYew lGev/ c)
Figure 8.6: Intrinsic momentum spread of the proton heam. A ganssian fit to the data distributions
gives a RMS consistent with the emittance valnes quoted by the HERA machine group {o,, = 40MeV/c and
oy, = 90 eV/r). The transverse momentum resolntion of the CTD for this class of events is a(pr)/pr =0.03
while the intrinsi ntion of the LPS apy (as shown in chapter 5} is #(pr)/pr =~ 0.02. The dominant
effect in the above distributions is therefare due to the heam spread.

nlr'p = X) = 72 (82)

where N, is the number of observed events in bin i, L is the total integrated lnminosity and
€; is the MC enstimated acceptance?. A fit of the form:

dofdjt| = A-eM = 4. M (8.3)
was performed, giving for the parumeters A and b the following result:

A=3818nb- (GeV)?, (8.4)
b=59+ 1.3305 (GeV) 2, {8.5)

where the first error is statistical from the: fit and the second error is systematic and it was
ewated according to the prescription described in the following section. The values of the
cross section in each of the fitted hins, together with the average t values, the statistical and
systematic error, the number of oheerved events, and the MC estimated acceptance € with
the relative error de, are given in Table 8.1.

In a Regge-type description, the slope of the exponential ¢ distribution in single diffractive
interactions is predicted to be given by the relation b~ by + 20 In{W?/M2 + Q?). The value
of by has been fitted from hadron-hadron data to be ~ 4.5GeV %, the valne of o’ it equal to
0.25 for a soft pomeron. The measured value is compatible with the predicted vale for a
soft pomeron exchange.

The measured differential cross section was integrated over the range 0073 < |¢] <
0.36GeV?, yielding:

0=35+062nb (8.6)

IThe RAPGAP Monte Carlo event sample has been nsed for determining the acceptance
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Tuble 8.1: Summary of the do/d|t| resnlts.

for 4GeV? < Q7 < 30GeV?, 10GeV < W < 210GeV, 0.02 < # < 0.4 and z, > 0.97. The
total DIS cross section integrated over the same Q? and W range, wsing as input structure
function the ZEUS fit to the 1994 F; data, amounts to 95nb. The croes section predicted by
the Nikolasv and Zakharov model, as implemented in the NZ MC, for the measured region
of Q*,W.0.t and z, ix of the order of > 5nb.

8.3.1 Systematic checks

The systematic checks are summasized in Table 8.2. They can be mibdivided into three
gronps: selection and reconstruction of a deep inelastic event in ZBUS, selection and recon-
stenction of a difftractive proton in the LPS, and stability of the fit with regard to the choice
of the binning, unfolding procedure, MC input to the acceptance corrections and run to run
variations in the LPS acceptance. The estimate of some of the systematic uncertainties (which
entail for example a tighter selection cut) is strongly affected by the statistics limitation of
the data sample. The biggest contribution to the systematic emor to the slope parameter
b comes from a variation of the lower z; ent which increases its valie of ahout half 4 unit.
This can he undesstood in terms of background processes such as #, p and f exchange which
yield a slope parameter b ~ 10GeV "2 and have cross sections comparable to that of single
diffraction io the region 0.95 < z, < 0.97. As mentioned in chapter 7 there are no models
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Fignre 8.8: Cloned circlea: differential cros section versas ¢ for elastically produced protons in pp coflisions
at the CERN ISR. Open circles: invariant differentia) crom section verss t st values of the missing mans
squared M? = 1.0GeV?. Solid line: elastic acattering data at & = 929.5GeV? (Barbiellini et al.} .The dotted
line is drawn to guide the eye.

to predict the entity of the f exchange cross section and structure function in deep inelastic
scattering. Unlike the # exchange, depending on the value of the intercept, the contribution
from f and the other reggenns increases with 5. Moreover, if the f and IP structure func-
tions have different S-dependence, the fraction of sucondary reggeon exchange in the selected
sample will be a function of 8. Overall most of the checks yield resnlts which agree with
the standard method within the statistical errors. The estimate of the systematic error on
the cross pection normalisation parameter A does not include the checks which require a
varistion of the kinematical honndaries. The biggest contribution to the uncertainty on the
determination of A comes from the run to run variations of the LPS acceptance due to the
detectors positioning. As mentioned beforeband, the detectors configuration implemented in
the MC wsed for the acceptance corrections corresponds to the highest geometric acceptance
achieved during 1994 data taking (mn 9720). The valie of A is therefore underestimated
nnless the rin to run acceptance corrections are applied. The total systematic on the fit
parameters was obtained by summing in quadrature errors of the same sign.

In addition to the above errors, there is an overall normalisation nncertainty (therefore
affecting the parameter A) of 3% dne to the nncertainty in the fimt level trigger efficiency
and to the uncertainty on the determination of the luminosity.

8.4 Systematic error due to the beam spread

The choice of the hin size in the dN/dt distribution is made requiring that the bin size is
not smaller than the resolution in each bin. It has been described how this resolution is
strongly affected by the beam momentum spread at the interaction point, and therefore, how
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E - pz > 40GeV ~4.7% -5% i jons within the selection cuts to the aumber physical events (E + p, + 2+ pf¥¥ < 1655GeV) an n
E, > 8GeV -1.5% -1.6% fuactioa of ¢.
Q? > 5GeV? - -6.6%
be cut at 12 x 12 cm -:041’;6 +§:: the number of bins nsed is constrained to be four. Alternatively, it is possible to calculate
0 y;p cut : — the slope of the dN/dt distribution not by nnfolding the data taking into acconnt the initial
B<03 - +2.8% heam momentum spread, but rather correcting the observed dN/dt slope with a calculated
B < 0.65 - -1.6% systematic rescale. This has the advantage of reducing the smearing in each bin due to mi-
z5 > 096 - +6.2% gration and therefore allows a fitting with a larger number of bins.
Xf.ay <6 ‘0% 0%
Apige >0.1em +7% +2.5% The ¢ distribution of the scattered proton relative to the incident proton is a two di-
E+p, +2p™ < 1670GeV +2.5% +0.06% mensional gaussian in transverse momentum space. Also the transverse momentum of the
0.25 < p, < 0.3GeV -29% -3.3% incident heam has s two dimensional distribntion and so the resultant distribution is their
NZ MC for corrections +2% +1.5% convolution which is alswo a ganssian. A fit to the data gives the siope parameter of this
W MC dependence reweighted to W6 +3.8% +3.3% resultant distribution and the physically relevant parameters mnst then be extracted using
t MC dependence reweighted to one unit up +2.9% +3.3% independent information of the beam emittance. The actual situation is somewhat more
t MC dependence reweighted to one unit down ~0.03% -3.8% complicated hecause the horisontal and vertical emittances differ.
Bayes {112] unfolding ‘ +9% +1.5% Figure 8.11 showa the combination of transverse momentum vectors, with the following
00 run-by-run acceptance corrections -14% -2.4% notation:

i o P2, Py the transverse momentum vector, pr of the scattered proton relative to the incident
Tahle 8.2: Systematic: checks and their sffert on the fit parameters A and b, where do/djt] = A ™%V, } particle,
b,,b, the pawition of the incident proton in transverse momentum phase space,

a,.0, the standard deviations of the distributions in transverse momentum phase space.

r., 7, the (apparent) transverse momentinn of the scattered proton relative to the mean heam
direction.

t the Mandelstam ¢ parameter, = —(p? + p2) at the valne of z;, = 1 which will be assumed
in the following.

b the true logarithmic slope of the scattered proton t distribution.
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Figure 8.10: The differential cross section do/dlt| for deep inelastic: diffractive events in the range 4GeV? <
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teps the apparent value of ¢, given by ~(r2+rd)

0 total scattering cross section.

The normalized distribution of particles in a beam with & Ganssian spatial distribution
is given by:

£P 1 BB
e T e (Y| - . .
db,ab, _ 2ma,a, " ( 252 243) @7

If the cross section is parametrized as:

do
a = A-exp{bt), (8.8)
and introducing azimnthal symmetry:
do A
W =5 exp (bt). {8.9)
120

Fignre 8.11: Notation and momentnm vectors in the transverse plane.

Since dpdt = dgdpt = prdedpr in the element of transverse phase space area, so can be
written as dp,dp,. So the cross section can be written in its gaussian form:

d:;. = é-ﬂxp (502 +5))- (8.10)

With Fig.8.11 in mind, the combined {cross section x probability) for a proton at b, b,
in transverse plane scattering with a change in the transverse momentum p,,p, is

d‘d b;
d”:dpvdbldby (-bﬂ_’; - -) exp (-—bp’ 20-1)‘ (8.1‘)

’_ ﬂ!olb
A= (—wﬂ’”’). (8.12)
Changing variables such that r, replaces b, as the independent variable, and similarly in y,
one has:

d‘a 2 - l: ('_ "
dp,dpdr dr, “""( : _E:L)“)" ("”’3'%)- (8.13)

When integrating over p, and p, to obtain the apparent distribution in r, the p, and p, parts
factorize so, for the p, factor there is an integral:

[ exn bty - exp (- '2”,” )er.. (8.14)

where
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This is just the convolution of two ganssians with standard deviations: o, = ; ando; =0,
and the result is & new gaussian with standard deviation

=gl +0} =aﬁ+515. (8.15)
The ohserved transverse momentum distribution i then:
& r r
dr,dr, = Bexp ( 202 + &) - o3+ &))" (8.16)
where
p=2.__1 . (8.17)

VBT 13 27

The  terms are at least a factor of ten greater than the o? terms, it is therefore possible to
write the exponent as:

'J
Wi g) = b(1 = 2ba)r, (8.18)
giving fo
Far, = Bew (=81 = 26022 - b1 - 2803)13), (8.19)
or alternatively
d¢:¢a|m 18 exp [bt,” 2b%t,,,(02 co? ¢ + o sin? ¢)] . {8.20)

This equation can be rewritten in terms of ¢,,, and ¢ and integrated over ¢ to obtain:

dlflf = xBexp {1 - (67 + Dlters} - . (07 ~ a26%t,] @821)
where Iy is the first order modified Bessel function. The properties of the Besel polynomials,
i, Ip{0) = 1 and fo{~z) = Iy(z) (for  resl), indicate that the contribution of the I, term
in eq 8.21 becomes negligible for ¢} ~ a3 and that there is symmetry between the z and y
components. The do /djt|,,, distribution after acceptance corrections is shown in Fig. 8.12b.

The interval 007GeV? < |t|.,, < 0.4GeV? has been subdivided in 6 bins of width pro-
portional to ‘/|t|.,,. The purity is very high even in hina with low statistics, as shown in
Fig. 8.124. A fit to do/d]t|,,, with the functional form of eq. 8.21 has been performed, as-
suming that 0, = 0.04GeV and g, = 0.09GeV. The results for the parameters A and b are
shown in Thble 8.4 together with the results obtained by varying the beam emittance of
+50%. This method gives an estimate by the systematic error due to the heam spread of
18% and 8% on the fit parameters A and b.
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Figure 8.12: The do/dlt.,, distribution. The purity in each bin (a} is high as & result of the good
measurement resolution (See chapter §). The fit obtained in shown in (b} as a continnons line, while the two
dashed lines define the fits obtained when the beam emittance in varind by & factor x2 (x$).

Emittance | A (nb/GeV?) | b (GeV?)
nominal 519 6414
x2 47211 T+17
x} 4249 62414

Table 8.3: Resnlts of the fit to the do/dit].,, distribution uking nominal values for the heam emittance and
values vasied of £50%.
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Chapter 9

Analysis of deep inelastic diffractive
events and measurement of theD )
diffractive structure function F
from 1993 data

The analysis of the 1993 data is presented, based on the selection which has made the ob-
servation of diffraction scattering feasable at HERA. The gross points of the analysis, the
method and the achievements are discussed here as a necessary prologue to the measurement
performed in 1994 with the proton tagging.

9.1 Observation of diffractive scattering

Without the tagging of an intact proton emerging from the interaction, the measurement of
diffraction at HERA has been based |114, 115, 116, 117] on the identification of a particular
topology in the final state (i.e. the presence of a large rapidity gap between the ontguing
proton direction and the remaining hadronic final state, Fig. 9.1) which shows to be consistent
with the exchange of & colourless object in the 4* — p system.

The presence of a rapidity gap, which on the contrary is suppressed’ in non diffractive
DIS events, where colour s transferred between the scattered quark and the proton remnant,
has been used as a selection criterinm in the following analysis.

The maximum psendorapidity, fmas, of an event i defined as the peeudorapidity of the
object {either a calorimeter cluster or a track, a8 explained in chapter 7) lying most closely
to the ontgoing proton direction. Small values of fpm,. correspond to large angles between
the prodced ealorimeter deposit and the outgoing proton. When the distribution of fea, for
the data selected with a DIS trigger is compared with the prediction of a DIS Monte Carlo
{Fig. 9.2), a clear excess of data is observed below 17aer = 1.5, corresponding to the large
rapidity gap events. As a consequence of this ohservation, an effort has been made to include
snch processes in the DIS generators (ARIADNE and LEPTO).

The probability of producing an event with a rapidity gap of greater than 2 nuits by effects in perturbative
QCD has been estimated for quark antiquark pair production at LEP energies to be helow 1077, consistent
with measurements at lower energies.
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Figure 9.1: Layout of a DIS large rapidity gap event in the ZEUS detertor. The acattered electron i
drtected in the rear direction (RCAL).

The properties of the events selected to bave nma, < 1.5 indicate that the underlying
mechanism is of leading twist (same dependence on Q* of all DIS events) and diffractive
natnre (the fraction of DIS events with a large rapidity gap does not decrease rapidly with
increasing W, as expected for a Regge trajectory with intercept 2 1, the so called pomeron).
The hypotbesis of pomeron exchange can also be inferred from the flatness of the fme,
distribution helow 1.5 if one considers that, according to Regge theory, the behaviour of the
total cross section as a function of energy is of the form: oror x 22001 which leads, since
4 ~ €89 10 4 constant cross section as a function of the psendorapidity n for the case where
the exchanged object has an intercept o{0) ~ 1.

An improved criterinm (w.r.t. a simple cut on fm., ) to sepante diffractive from non-
diffcactive events is presented here, which uses the direction of the total hadronic energy flow
of the event, determined from all the detected particles in the final state.

The DIS event selection in 1993 was similar to that described in chapter 6, the DA
variables were wsed to reconstruct the kinematics and the following offline cnts were applied:

o E! > 5GeV, to ensure good electron identification;
e Qha2> 8GeV?;
o ys8 > 0.04, to give sufficient accuracy for the DA reconstruction;

» & > 35 GeV (with respect to the measured interaction point), to reduce radiative
corrections and photoproduction background;

¢ ¥, < 0.95, to reduce photoprodnction hackground;

o the impact point of the electron on the face of the RCAL was required to lie ont-
side a square of side 32 em centred on the beam axis (box cut), to ensure that the
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Figure 9.2: The thaqs distribution for DIS events {dots) compared with the prediction of a DIS Monte Carlo
(solid line) which doms not contain the simulation of DIS diffractive events.

electrop shower was fully contained within the calorimeter and its position conld be
reconstrcted with sufficient accuracy, The SRTD was not implemented during 1993;

¢ a vertex, an reconstructed from VXD+CTD tracks, was required with [Z,,,] < 40 cm.

A total of 31,083 events was selected in this way corresponding to an integrated luminosity
of 0.54pb~" (with an entimated error of +3.5%). Using the number of events produced by
unpaired electron and proton bunches, the contamination from beam gan backgronnd and
from cosmic-ray mnons were estimated to be less than 1% each. The background in the total
DIS zample due to photoproduction was estimated to be (2.5 £ 1%) from a fit to the shape
of the & distribution before the ahove cut on § was applied [118].

9.2 Selection criterium for diffractive events based on a com-
bined nnq.-05 cut.

For values of g, (defined as in chapter 6) up to 1-1.5 (as it can be seen in Fig. 9.2) the
non-diffractive DIS background i8 a negligible background to the diffractive sample, which
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increases for vabies of 9., ahove 1.5-2. In previous analysis of the ZEUS data (published
as [113, 114)) diffractive events were selected by cutting on #ms, < 1.5 This cut selects &
rather pure sample of diffractive events, wseful to establish a signal but it limits acceptance
for events with large My,

The fmes-cut is dependent on the most forward condensate but does not use the infor-
mation from the full energy flow. Larger acceptance can be achieved by including more
information from the hadronic: energy flow. Since in diffractive scattering the proton remains
intact or, in the case of double dissociative events, dissociates independently from the pho-
ton, the hadronic activity in the detector in general will not follow the proton direction. The:
hadronic angle 8, defined as:

Zipa

oY ¢
(where p; is the vector constructed from the energy E;, polar angle 8; and azimuthal angle
¢; of the calorimeter cell {), represents the average direction of the hadronic activity. Non-
diffractive DIS events have mostly cos8, close to 1 hecanse of the colour flow between the
struck quark and the ontgoing proton system, while a substantial fraction of diffractive events
is found at cosfy, less than 1. Fig. 9.3a, b show scatter plots of 5., versns 8, for the diffractive
and non-diffractive DIS Monte Carlo samples. A ent cosy, < 0.75 combined with fm,, < 2.5
allows & larger acceptance of diffractive events than the 9., < 1.5 ent, at the price of a
slightly higher background which has to be subtracted. This combined cnt, nsed to select the
diffractive sample, is called in the following the .., — 6, cut.

In order to estimate the fraction of events where both the photon and the proton dissociate
and the proton system is not detected, the ratio of double to single dissociative events in the
measured W rmnge is taken, from proton proton measurements, to be approximately 0.76.
As shown in Fig. 9.4, it is found that excited proton states with mass My < 4GeV would
pass the diffeactive selection cuts. Beyond this range the energy deposition in the forward
calorimeter is typically above 400 MeV. The overall acceptance for double dissociative events
is 23%. The estimated double dissociative contribution is therefore ~ (15 + 10)% which is
expected to be independent of 8 and Q? and not vary significantly with z;p. This resnlt
assumes factorisation in Regge theory, ie. that the nucleon mass spectrum and the ratio of
double to single dissociative events is similar to that measured in proton-proton collisions at
similar energies.

o8y, =

9.2.1 Estimation of the diffractive component

In this section, only the shapes of the distributions and not the absolute normalisations of
the diffractive models are considered. The 7., and 8, distributions are used to determine
the fraction of diffractive events pamiing the DIS selection criteria. A linear combination of
diffractive DIS (either the NZ or the POMPYT? Monte Carlo) and non-diffractive DIS Monte
Carlo events are fitted to the data.

The Hmee and 8, distributions were first fitted separately to check consistency between
the results and then together to obtain a global resnlt. Fig. 9.5 shows the fits to these
distributions. The part of each distribution that corresponds to the forward region of the
detector (high vatues of nm,, and low values of 8,) was put into one single bin to reduee

2Two samples were generated corresponding to two differeat pomeron structure functions, a bard quarkonic
structure fanction (HP) and a soft quarkonic stracture function (SP), as described in chapter 4.
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Figure 9.3: 0, verss .. distribution for diffractive (NZ) and non-difiractive (CDMBGF) Monte Carlo
events and for the selected DIS data. The full line indicates the fu..-8x cut used to select diffractive eventa,
The dotted line corresponds t0 a2 = 1.5.

problems associated with a detailed description of the hadronisation of the proton remnant.
For each distribution a variety of different binnings was tried and the results were found to
be stable.

The results are summarised in Table 9.1, where the default parameters have been nsed
for the models {withont any particular tuning to the data). Since neither NZ nor POMPYT
describes diffeactive vector meson production a simulation of exclusive p° production (where
the DIPSI generator was used) was added in order to incorporate the effect of low-mass
(both the resonant and the contimum part of the spectrum) states. This contribution was
estimated to be typically ~ 7% of the difftactive sample from a fit to the observed My
spectrum in different Q? intervaly. For each model, a rednction of X3, by 1-2 was found when
p° production was included, with consistent results obtained for the fraction of diffractive
ewents,

The SP model was also extensively tested. In fits to the 9., and 8, distributions, SP
does not reproduce the shapes correctly. Its very solt g distribution tenda to populate large
me» bins and, consequently, the fits do not describe the data. In order to reproduce the low
ez behavior seen in the data, SP would predict ~ 35% of all DIS to be diffractive. The

128

4
s

N IN/AM,, [GeV")
k

4

4
WA pajdafal Jo uopdel g

|4

TR TR T T
[

M, [GeV}

Figure 9.4: Acceptanes for douhle dissocistive events. The mam of the nucleon system, My, for double
disociative events generated by the PYTHIA Monte Carlo is indicated by the ful) line bistogram. The shaded
area indicates those eveats which are selected by the .. — fa cut. The {raction of double dissociative events
rejected by this cut, an a function of My, i indicated by the line.

inconsistency of the resnlts obtained by the fits to the 7,.,, and the 8, distributions shown in
Tuble 9.1 indicate that a pure soft 8 distribution cannot describe the data. For these reasons
the SP model alone was not consideted any further. Resnlts obtained with the combined
HP+SP model, discussed in the following section, are also given in Table 9.1. The fractions
obtained with the HP+SP model are similar to those determined using the NZ model.

9.2.2 Inclusive distributions

In the following, the shapes of the observed distributions in W, Q@ r, Mx, z;p and f3 ure
considered. The relative normalisation of the models is obtained from the above fity. It
should be noted that the normalisation of the non diffractive component, which is relevant
for the backgronnd snbtraction, is independent of the diffractive model used to fit the data
to within 5%.

In order to confine the analysis to regions of acceptance above ~ 80%, the following
(Mx, ) intervals were considered:

My <10GeV  for 008 <y <02,
Mx <16 GeV for 02<y <03,
My <200eV for 03<y<08.
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Figure 9.5: Percentage of DIS data as a function of fuwes and #5. The data are described by the sum of
the diffractive and non-diffractive contributions obtained from Moate Carlo simulation, with relative fractions
determined by a fit to the data. The dashed line correspouds to the diffractive costribution and the sum of
the diffractive and noe-diffractive Monte Carlo models ia indicated by the full line.

Acoording to Mopte Carlo studies, the fu,, — 8 cut reduces the non diffractive DIS
component by ~ 60% and the diffractive component by ~ 20%, giving a contamination from
non diffractive DIS of less than 15% in these (M x, y) intorvals. This backgronnd is subtracted
from the data before comparison with the diffractive Monte Carlo predictions.

Fig. 9.6 shows the r, Q°, W, z;p, My and 8 distributions after applying the n,,,, —
8, cut, requiring the data to be in the accepted ranges of (Mx, y) and subtracting the
DIS background indicated in the fignre. The errors on the data points are calenlated by
summing in quadrature the statistical error {(which is the dominant error) and 50% of the
total subtracted DIS background (which is taken as an npper limit estimate of the uncertainty
die to the DIS background). In addition, the predictions from the two diffractive models
(NZ and HP) are shown.

In general, both models describe the data. Differences are observed in the My and 8
distributions, where the HP model underestimates the ohserved number of events at low 8
valnes and does not reprodice the ohserved My distribution at large My. The N2 model,
incorporating a soft component, describes the observed 8 and My distributions.

A pure “hard” g distribution cannot account for the data, therefore, the observed £
spectrum was fitted as a sum of a “hard + soft” contribution from the POMPYT Monte
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Model Nmer [N Nmar + O

% of diffr. | xZ,, | % of diffr. | x3., | % of diffr. | xJ,, |
NZ 142 £ 2547 [153+25]40 148 £30] 43 |
SP 359 + 7.0 [ 105 [ 154 + 2.6 | 50 330 +60] 24
HP 103 2022 | 108 X20[41 [ 105 x27]30

HP+SP {156 + 1.3 137 |134+£13[54 J146+1.4| 46

Table 9.1: Fraction of diffractive events and x? per degree of freedom (x3,;) values obtained from fits using
NZ, SP, HP or HP+SP.

Carlo. This resulted in a contribution of ~ 60% and ~ 40% from HP and SP, respectively.
This HP4-SP model is also shown in Fig. 9.6. Comparison with the data indicates that auch
a mode] also describes the observed 8 behavionr.
To investigate the 8 distribution in moce detail, each (My,y) intervil was divided into
two Q? bins:
Q* =8-20, 20 - 160 GeV?.

The results, together with the predictions from the diffractive models are shown in Fig. 9.7.
In the low y intervals (Fig. 9.7¢ and ) the Monte Carlo models reproditce the shape of the
data reasonably well. In the high-y and low-Q? intervals where the mans extends to larger
values (Fig. 9.7a and ¢) and the soft contribution is important, the NZ mode! best describes
the data. The HP+SP model reasonably describes the dats and gives an improved description
compared to the HP model in each (My, y) interval.

Using the NZ model, the combined fit to the 5),,, and 8, distributions was performed in
hing of W and z respectively, separately for the two Q7 intervals indicated above, to extract
the fraction of diffractive events as a function of these varinbles. Fig. 9.8 shows the diffractive
fraction as a fonction of the ohserved W and = for different values of Q?, corrected for the
acceptance of the cuts to select diffractive events, which is however model dependent. The
resulta obtained using the HP+SP model agree within statistical errors. The results extracted
using the HP model give a nonnalisation which is & 30% lower, but with the same dependence
on z, W and P. The fits are mainly sensitive to the hard component: a large uncertainty
on the diffractive contribution to the DIS sample comes from the soft part in the pomeron
structure function, which is suppressed by the applied cuts, especially at small values of W.
In all cases, no strong dependence of thia ratio is observed as a function of z, W or Q2.

9.3 Measurement of the diffractive structure function

As described in chapter 1, the differential cross section can he expressed in terms of the
diffractive strncture function F,Dm as a function of B, 2o and Q? in the following way:

(P (+F 174 _ 211'0,
dfdQ%dr,  BQ*

Details on the extraction procedure of the cross section and the structure function from the
observed number of data events can be found in chapter 10. According to Monte Carlo studies,

(L+{1 =) FP(B,Q 74p). (9.2)
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the resolution of Mx, reconstructed with the triple angle method described in chapter 6, is
approximately 27%, independent of My, The Mx reconstruction is affected by energy loss
in inactjve material in front of the calorimeter and the position determination of hadrons. In
order to reduce migrations at small masses, the cell energy thresholds for isolated cells were
increased. Monte Carlo studies show that, except for very small mames (< 3GeV) where
calorimeter poise becomes important, Mx i systematically sbifted by 10% to smaller values,
independent of y and @3. In order to compensate for this shift, a correction factor of 1.10
was applied to the meamired Mx valties for the determination of the diffractive stencture
function. The resolution of zp is approximately 25%. The resolution of 8 varies smoothly
with A from 40% at 8 =0.1 to 20% at § = 0.8.

The statistics of the 1993 data allows four ranges in Q? to be selected above a lower limit
of 8GeV?. The overall acceptance due to the DIS and diffractive cuts in the selected bina
given in Table 9.2 is alwayn greater than 50% and typically =~ 80%.

In order to control the influence of photoproduction background, radiative corrections
(which were not implemented in the MCs used for the 1993 data analysis) and Fy contribu-
tions, the analysis i restricted to y < 0.5. As a consequence the minimmm ncattered electron
energy requirement is raised to 10GeV. It was checked that the sensitivity to Fy is smaller
than the quoted errors in all hiny, Furthermore, the region 8 < 0.8 is selectad to exchide the
region of low masses where vector meson production is dominant,

The leve] of photoprodnetion hackgronnd ix estimated in bins of z» and @ by fita to the
§ distributions (see [118] for details).

The hins are selected to have zp < 0.01 and 8 > 0.1 where the non-diffractive component
can be safely estimated. In each of the bins the umber of events is then evaluated by sub-
traction of the extimated number of DIS buckground events, based on the ARIADNE Monte
Carlo program with the normalisation described in the previous sections. The contribution
of the DIS hackgronnd is given in Thble 9.2. To unfold the effects of acceptance and event
migration the NZ Monte Carlo has been used.

9.3.1 Systematic errors

Several systematic checks were performed to estimate the uncertainties due to the selection
cuts, background estimate and the unfolding. Systematic errors due to the DIS event selection
were evaluated in the following way (ses chapter 10 for a detailed discussion):

o different algorithms were nsed to identify the scattered electron which differ in purity
and efficiency. The changes to FP™ were below 10%;

o the cut on E! was decreased from 10 to 5GeV. The change of FP™ was loss than 5%
in each bin;

o the bax-cut was changed by 2cm from the nominal values. This resnlted in changes
which were always less than 15%;

o the d<:ut was raised from 35GeV to 40GeV, to study the effect of radiative corrections,
which were not incinded in the simulations. This resulted in a general shift of ~ 10%
towards smaller F,Dm values;
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o the y;5-cut was changed from 0.04 to 0.02 and to 0.06. This affected the region of luge
x;p Where F,Dm changes by abont 10%.

Systematic errora due to the diffractive event selection were evaluated in the following
way:

o the effect of a possible mismatch between the hadronic energy scale in the Monte Carlo
and the data was investigated hy shifting the hadron energy scale by 7% in the Monte
Carlo simulation. The use of the DA variablen remnlted in changes on Fy'**! which were
always smaller than 2%;

e the fraction of low mass events wan rediiced by 50%. Due to migmtions from g > 0.8,
this change influences the small @Q*, high 8 bin, where the values were shifted upwards
by ~ 10%;

¢ the HP model was nsed instead of the NZ simmiation for unfolding the data. Some
effect was peen in the small 8 region, where the pomeron structure functions differ.
The changes to F2® were typically ~ 10%;

¢ a8 a systematic check for the estimate of the DIS backgronnd the 5,,,, cut was reduced
from 2.5 to 2.0 resulting in changes of up to 20% in the highest z» bins. The g, cut
was also increased from 2.5 to 3.0 resulting in changes of up to 10%;

o the cells with > 2.5 were removed to check the dependence on the double-dissociative
contribution, resulting in changes which were np to 5%.

Overall most of these checks yielded resnlts which agree with the standard method within
statistical errors. The differences of the DIS and diffractive systematic checks compared to
the standard method were combined in quadrature to yield the quoted systematic errors.
9.3.2 Resulta and discussion

Tuble 9.2 summarises the results for F2® . The corresponding diffractive cross section, o4y,
is also given. The statistical errors include statistical uncertainties from the Monte Carlo
models used for the unfolding. The F2® results are displayed in Fig. 9.9. The data are
oheerved to fall rapidly with 2,p, while the dependence on § and @ appears to he weak.

Dependence on z

It has been investigated whether the zp dependence of FY™ is the same in each §,Q?
interval, as expected if factorisation holds (see chapter 2). For this purpose a fit of the form:

b {1/zp)°

has been performed, where the normalisation constants b; are allowed to vary while the
exponent a ix the same in each 8, Q? interval. The result of the fit is:

a=1.30 £ 0.08 (stat) * 7% (sys).
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The systematic: errors are calculated by refitting the F,Dm values according to the variations
listed in the section above and combining the positive or negative deviations from the central
valne of a in quadratire. The overall x* valnes of these fits are in the range 8.2-14.0 for 23
deggees of freedom depending on the systematic: check. The x? values for each of the 8.Q°
intervals are in the range 0.1-1.1 per degree of freedom. Within the accuracy, these data are
therefore consistent with the assamption of factorisation in the measnred kinematic range.

The ohserved dependence on zgp is compatible with a Donnachie-Landshoff type of flux
factor which yields @ = 1.09 and which is hased on a phenomenological description of “soft
hadronic” diffractive interactions.

In the model of Buchmiiller discussed in chapter 1, the value of a is related to the de-
pendence of the total structure function with respect to z. In [118], a parametrisation of
tbe measnrement of Fy yielded an z-dependence at small-z of F; « (1/2) 0.35+0.18009104  The
observed dependence of the diffractive contribution of the proton structure function on zp
ia compatible with snch a dependence, as it can be seen in Fig 9.10, where the measnurements
of F,D(’) for different 8 are inchided toghether with the messurements of F/z scaled by a
relative normalisation fa:tor.

Dependence on $ and Q*

In order to illustrate the 8 and Q? dependence of F2(8,Q2, zyp), FP™ was integrated aver
the measured range of zp, 6.3 1074 < z;p < 1072, using the fitted z,p dependence. The
resulting values of F2(8, Q?) are shown in Fig. 9.11 as a function of 4 and Q7. It shonld be
noted that these remlts amsume that a universal 2 dependence holds in all regions of 8 and
Q. In particular, there is a contribution due to regions of 2. which are not measured and
where the hypothesis of a universal z;p dependence has not been tested experimentally.
Assuming factorisation and no @Q* dependence, the 3 dependence of F,D(J) is fitted to a
form:
BP9 = (1zp) b (B(1 = A + 5 - (1= BY), (9.3)

with a = 1.30. The soft contritmtion to the structure function is given by the (1 - §)* term.
The multiplicative factor of § i chosen such that the integral over A of the soft contribution
is equal to that of the hard contribution when ¢ = 1, while the power of 2 is adopted from
the NZ model. The results of the fit are:

b= 0.018 + 0.001 (stat.) £ 0.005 (sys.),
¢ =057 £0.12 (stat.) £ 0.22 (sys.),

with a x? in the range 15-23 for 33 degrees of freedom depending on the systematic check.
A fit without the (1 — 8)? soft contribution resulted in x* values in the range 56-81 for 34
degrees of freedom. ‘This increased x* valie indicaten that 4 soft component is required in the
pomeron structure function. The ™ renults are compared with the obtained parametrisa-
tion. indicated by the solid line, and the /(1 ~ ) hard contribution, indicated by the dushed
line, in Fig. 9.11. .

As a function of Q* for fixed 3, the FP(B8, Q%) values are approximately independent
of @ for all § valnes, which s consistent with a picture where the underlying interaction
is the scattering of a virtnal photon with point-like quarks within the pomeron. Further
investigation on the presence of scaling violations which could disentangle a predominant
glionic: or quarkonic nature of the pomeron will necessitate an improved statistics.
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Models comparison

Finally the shsolute predictions of the models for the cross section are compared with the
FPY values. Fig. 9.12 shows the comparison between data and the predictions of several
modela of single diffractive dissociation for which the momentum swmn rule for quarks # ot
satisfied (refer to chapter 2). The estimated 15% fraction of double dissociative events has
been subtracted in order to compare with these models.

At high A values the predictions of Nikolaev-Zakharov, Dounachie-Landshoff and Capella
et al. nnderestimate the observed values slightly, but are generally in reasonable agreement.
At smaller 8 values, the Donnachie-Landshoff parnmetrisation, which inclndes only a bard
component of the pomeron structure function, underestimates the obhserved F,D“'. The
Capella et al. and Nikolaev-Zakharov predictions, which also inclnde a soft component,
are able to give a fair description at smaller 4 values. The factorisation-breaking effects in
the mode] of Nikolaev-Zakharov, which occur at small 8 values, are too small to be ohservable
in this analysis.

In Fig. 10.11 the data are compured with a model for which the momentum sim rule
for the pomeron structure function is asmmed for the light quark flavours {(n,d) and the 8
dependence is taken from the parametrisation, discussed above. Adopting the Donnachie-
Landshoff flux factor, the observed F2™ is about a factor three to fonr below the expectation
if the momentum sum rule is assumed to be fulfilled only by quarks. An uncertainty arises
from the choice of the pomeron flux factor: if the Ingelman-Schlein form for the flux factor is
adopted then the prediction is reduced by approximately 30%. These comparisons indicate
that in an Ingelman-Schiein type model the quarks alone inside the pomeron do not satisfy
the momentum snm rule.

9.3.3 Summary

The analysis of the 1993 diffractive events selected by a large rapidity gap events bas started
the investigation of the properties of diffraction in deep inelastic scattering.

The relative contribution of difftactive events to the total deep inelastic cross section is
found to have no strong dependence on W or P, being compatible with the predictions of
Regge theory (developed in the framework of hadron hadron scattering) and not ascribable
to higher twist corrections.

A diffractive croes section has been determined, allowing a direct comparison with the
badron hadron data and the existing models for picturing diffraction in deep inelastic scat-
tering.

Within the experimental errors, the measurement is consistent with models where diffrac-
tion is described by the exchange of a particle-like pomeron where the structure function fac-
torises into a pomeron flux factor, which depends on zgp and a pomeron strneture function,
which is independent of 2.

The diffractive strocture function is also well described by the Nikolasv-Zakharov model,
which does not require the concept of a particle-like pomeron, in terms of overall normalisation
and dependence on the kinematic variables, z.p, 8 and Q.

The obtained parametrisation for the 7 dependence: in this particnlar kinematical range
{(Mx 2 3GeV) in still compatible with that obtained from hadron hadron interactions.

In the measured Q* range, the pomeron structure function is appraximately independent
of Q? at fixed 8 consistent with an wnderlying interaction where the virtual photon scatters
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off point-like quarks within the pomeron.

The f-dependence of the pomeron strcture function requires a soft component in addition
to the hard one found by the UA4 experiment.

Finally, in an Ingelman-Schlein type model, where commonly wsed pomeron flux factor
normalisations are assumed, it is found that the qnarka within the pomeron do not saturate
the momentum sum rle.
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Events

M, [GeV]

Figure 9.6: Observed distributions of £, Q*, W, z1p, Mx and /3 for the selected (Mx,y) intervak. Un-
corrected data are indicated hy the dots. The errors are the statistical errors combinsd in quadrature with
50% of the non-diffractive DIS background. The predictions from HP (full line}), HP+SP (dashed Jine) and
NZ (dotted line) models are shown. The non-diffractive DIS hackgronnd which has been subtracted from the
data is indicated by the shaded area.
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Figure 9.7: Obsesved /2 distribution as a finction of (y,Q*, Mx). The Q* intervaks are 8-20 and 20-160
GeV?, the y intervaln are 0.08-0.2, 0.3-0.3 and 0.3-0.8, and the My intervals are (a.5) 0-20, {c.d) 0-16 and
(#.f) 0-10 GeV. U, A data are indicated by the dots. The errors are the istical errars bined
in quadratnre with 50% of the non-diffractive DIS backgronnd. The predictions from HP (full line), HP+SP
{dashed line)} and NZ (dotted line) models are shown. The noe-diffractive DIS hackground which has heen
subtracted from the data is indicated by the shadad area.
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& 8 zp | #events | #oon-difl | 0.y FP™ tatat. +sys.

L(GeV)] backgronnd | (nb)

{10 0.175 | 0.0032 54 71 0.128 974+ 16+ 28
10 0.175 | 0.0050 32 52 0.116 50+ 1.1+ 23
10 0.375 | 0.0013 62 0.9 0.144 377+ 52+ 65
10 0.375 | 0.0020 43 28 0.152 20+ 3.7+ 37
10 0.375 | 0.0032 156 2.8 0.097 92+ 30+ 45
10 0.65 | 0.00079 56 09 0.077 47.7 + 8.7 £29.9
10 0.65 | 0.0013 20 09 0.074 29.1+ 70+ 85
10 0.65 | 0.0020 23 0 0.055 109+ 23+ 69
16 0.175 | 0.0032 48 5.2 0.105 95+ 16+ 2.1
16 0.175 { 0.0050 50 47 0.117 65+ 1.1+ 18
16 0.175 | 0.0079 33 7.5 0.111 381+ 09+ 20
16 0.375 | 0.0013 54 28 0.106 382+ 59+ 53
16 0.375 | 0.0020 54 33 0.114 201 +£ 3.1+ 36
16 0.375 | 0.0032 52 33 0.122 133+ 20+ 36
16 0.375 | 0.0050 44 38 0.104 62+ 101 18
16 0.65 | 0.00079 49 0 0.054 398 +11.6 £13.8
16 0.65 | 0.0013 a8 28 0.070 325+ 63% 65
16 0.65 } 0.0020 43 14 0.060 133+ 25+ 3.7
16 06:'5_ 0.0032 29 [} 0.066 85+ 16+ 23
28 0.175 | 0.0050 35 a3 0.081 64+ 13+ 14
28 0.175 | 0.0079 32 8.0 0.085 38+ 09+ 1.7
28 0.375 | 0.0020 26 14 0.080 234+ 50+ 33
28 0.375 | 0.0032 35 19 0.087 157+ 29+ 20
28 0.375 | 0.0050 41 33 0.087 76+ 13+ 15
28 0.375 | 0.0079 19 33 0.071 31+ 09+ 11
28 0.65 | 00013 30 0.5 0.043 265+ 644 94
28 0.65 | 0.0020 35 1.9 0.045 157+ 341 25
28 0.65 | 0.0032 25 14 0.046 92+ 21425
28 0.65 | 0.0050 23 14 0.036 54+ 131 29
63 0.375 | 0.0050 17 24 0.043 68+ 20+ 1.7
63 0.375 | 0.0079 16 38 0.036 26+ 09+ 15
63 0.65 | 0.0032 22 0.5 0.030 108+ 294 08
63 0.65 { 0.0050 i7 05 0.031 62+ 1.7+ 09
63 0.65 | 0.0079 11 24 0.022 30+ 12+ 07

Table 9.2: ZEUS 1993 FP™ results. The overall normalisation nacertainty of 3.5% is not included. The

data contain an estimated 15 + 10% fraction of double-dimociative events.
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Figure 9.9: The resuits of FP(0,Q% 2:¢) compared to the trisation discusasl in the text. The
inner error hars show the statistica! errors, the onter bars correspond to the statistical and DIS event selection
systematic errors added in quadsatire, and the full line ponds to the statistical and total systematic errors
added in quadrature. Note that the data inchule an estimated 15% contribution due to double dissociation.
The overal) normalisation nncertainty of 3.5% due to the luminasity nncertainty is ant inclnded.
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Figure 9.10: A comparison of £ and F3 to test directly the acaling law prediction of Buchmiiller et al.
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Fignre 9.11: The results of FP(1,Q%) compared to the parametrisation discussed in the text, indicatad by
the full line, and the /{1 — ) bard contribution, indicated by the dashed lioe. The inner error hars show the
statistical errors, the onter bars pond to the ical and systematic errors added in quadmtare. The

y tic: errors hine in quad e the fits of the 2p dependence due to each of the aystematic checka
discuseed in the text. Note that the overall normalisation is arhitrary and is determined hy the experimental
integration limits oves z;p (6.3-107! < £1p < 10°?). The data inchule an estimated 15% ibution due to
double dimociation.
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Fignre 9.12: The results of F2 compared to varions models for which the momentum sum rule for quarks
within the pomeron is not swumed. Note that the estimated 15% contribution due to double dimociation han
heen subtracted in arder to conpare with models for the single dissociation crom section. The inner eyrar
bars show the statistical rrrors, the outer bars corrmspond to the statistical and DIS event selection systematic
errors added in quadratere, and the full line corresponds to the statistical and total sy ic errors added
in qnadrature. The overall normalisation uncertainty of 3.5% due to the luminosity and 10% due to the
subtrartion of the double dissociation background is nat inclnded.
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Figure 9.13: The reaults of F2 comparsd to an Inge) Schlein type model for which the momentum sum

rule (MSR) for quarks within the [ is i. The {7 dependence is taken from the parametrination
discussed in the text. Note that the exti 1 15% contribntion due to double dissociation has been sub d
in onler to compare with models for the single dimociation cross section. The inner error hars show the
statintical errors, the outer bars correspond to the istical and DIS event selection aystematic errors added
in quadrature, and the full line corresponds to the statistical and total systematic errors adiled in quadeature.

The averal} normalisation uncertainty of 3.5% due to the luminosity and 10% due to the subtraction of the
double disociation background i not included.



Chapter 10

FP® from 1994 LPS data

Since the psendorapidity of a system of mass Mx produced at a center of mass energy Wis
proportional to In{(M%/W?), the analysis of diffractive events based on a large rapidity gap
requirement (i.e. low values of peendorapidity) will immediately translate into the sslection
of low My states {the npper limit depending on the W range, but tipically never exconding a
value of 20GeV). One of the advantages of the analysis based on the tagging of the forthgoing
proton with the Leading Proton Spectrometer consists in the abolition of the upper Mx
houndary (the presence of a rapiditiy gap is not any longer synonim of diffraction), leading
to an extension of the measured range to Jower 8 and higher zp states. This can be seen in
Fig. 10.1 where the distribution of the events selected with the nse of the LPS in the (zp. )
plane is compared with the bins (for one Q7 range) used by the 1993 F;’™) analysis (indicated
by the dashed lines) and the extension enabled by the present data (solid lines).

The second advantage of the LPS analysis for the determination of diffractive cross sec-
tions is the isolation of a process purely mediated by pomeron exchange. As it has been
pointed out in chapter 6, the selection based on a peendorapidity gap requirement does not
reject events where the diffraction happens on pions or secondary reggeons rather than on
the protun and where the outgoing proton carries ouly a small fraction {< 80%) of the in-
voming momentum. This contribution can be as big as 30% of the observed cross section.
The request of baviag in the final atate a fast positive particle with > 97% of the incom-
ing proton momentum exchides contribntions from charge exchange and strongly limits the
contamination from neutral reggeon exchange (mainly x,p and f). With this constraint the
purest sample of pomeron diffeaction on protony can be achieved, allowing a precision study
of its characteristics such as factorisation, Q? evolution and behaviour as a function of the
centre of mans energy.

10.1 Binning, resolution and purity

Although the messurement of the proton transverse momentum (and therefore of £) with
the LPS gives the possibility of determining the diffractive differential cross section in all
the variables of the phase space (8, £ip, Q7 and ¢ or, alternatively Mx, W, Q2 and t) the
limited 1994 statistics restricts the analysis to a three dimensional space and the integration
over , which was mandatory in the 1993 analysis, has been mantained. The improvement
in terms of Inmincsity and LPS instnnnentation (i.e. the addition of the two stations S1
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Figure 10.1: 1994 LPS data (dots) with the contouy of the bins used in the 1993 F”) analysis (dashed
Jines). The extension towards lower /3 and higher z;p valuea made possible by the 1994 analysis is indicated
hy the additional hins drawn as molid libes.

and S$2) during 1995 data taking will most likely allow the determination of a fonr-fold cross
section and give an even deeper insight into the mechanism of diffraction than what it has
been obtained so far.

The binnisg in (8, zp and Q?) for the extraction of the difftactive stracture function
hus been determined by Monte Carlo studies (the resolution is requirved not to exceed the
width of the bin) and hy data statistics. The resolution in 8 and zzp is shown in Fig. 10.2
and Fig. 10.3 for 5 < Q* < 20GeV? in the bins selected for the analysia. Bins in 8 (24p)
are selected to have a width of less than 60% and be equidistant in log,of (log,02p) in the
region of no overlap with the 1993 analysis (in the region of overlap they have been chosen
to he twice the size of the 1993 hins), while a unique bin in Q? (5 < Q* < 20GeV?) has
been chosen according to the statistics limitations of the data sample. The bin edges in A
are defined to be at 6-10°3,1.5.1072,4.1072,1-1071,25- 107" and §- 107!, the bin edges
in 2z are defined tobe at 4-1074,1.1077,25-107,6.3- 10, 1.6 - 1072, and 4- 10-?. The
final pumber of bins used, after the requirement of having at least 7 data events in each bin,
is 16.
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Fignre 10.2: The /) resolntion in the hins choosen far the extraction of FP(3), in the @* mngr 1<Q <
150GeV?. The resolution improves towanis Jower valnes of /) and higher ulna of 2;p, wheze the kinematics
is mainly reconstricted starting with the scattered proton asd electron (wi & direct mr of the
hadronic mass Myx in the calotimeter). As decrihed in chapter 7 the determination of Mx {and therefore /)
from the proton and electron kinematics leads to a better rescintion (s factor of three} with respect to the
direct method.

For each bin a correction and purity factor are defined as:

Events generated in bin i
Events reconstructed in bin i

Correction(i) = {10.1)
Events reconstructed and generated in bin §
Events generated in bin i
and estimated through MC simnlation. The results are shown in Fig. 10.4 for the selected
F”™ bins. The values for the correction exceed largely unity since they take into acconnt

the geometrical acceptance of the LPS {typically < 10%). The purity is above 10% for all of
the bins.

Good agreement between data and MC is ohtained for any of the selected (8, x;p) bins.
Fig.10.5 and Fig.10.6 show the 8 and Mx distributions for data and MC in each of the bins.

Purity(i) =

{10.2)
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Figire 10.3: The z;p resolution in the bins ch for the ction of FP(3), in the Q range 4 < Q" <
150GeV?, The lutioa i e dn Jower valuea of /1 and higher values of 2;p, where the kinematics

is mainly reconstructed nu.mn; with the scatterad proton and electron {without a direct measurement of the
hadronic mass Mx io the calorimeter). As described in chapter 7 the determination of Mx (and therefore
£:p) from the proton and elertron kinematics lealy to a better resolution (s fartor of three) with respert to
the direct method.

In each 0, 2, Q° bin the diffractive structure function F,Dm was calenjated as:

D6) N‘nh . R 1 .
B ==1 k. APAQ Az, C-

{10.3)

where € = 'ﬁ'B‘r‘ is the MC estimated acceptance (bin by bin correction), L is the himinosity
of the data su.mplo‘ K. is the kinematical factor extimated at the center of the bin:

frpQ’

K= 1 AR Ty y=d
O G (1 —y - v [2)

(10.4)

(the z;p dependence has been varied from the value of 1 /z3# obtained by the analysis of the
1993 diffractive structure fanction to the soft phenomenological Donnachie Landshofl value
of 1/21#), C. is the bin centering correction applied to the cross section (0 = /B3 Q).
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Figure 10.4: a) comrection and b} purity factors for the sebected £ bins

10.2 Systematic checks

Several systematic checks were performed in order to estimate the nncertaintien due to the
salection cuts, background determination and acceptance corrections. As mentioned in chap-
ter 8, the estimute of the systematic uncertainty is strongly affected by the statistics of the
data sample, depending on the population of the bin.

Systematic errors dne to the deep inelastic scattering event selection were evaluated in
the following way:

1) the Jower Q* cut was raised to 6GeV? to study the possible effects of & strong migration
of low @ events towards higher values. The relative changes in the FP® values were
of the order of 10%.

2) the npper Q* cut was raised to 30GeV? to increase statistics and check the stability of
the bin centering correction in Q2. The FY™ changes were in general below 20%.

3) the cut on E}, wan decreased from 10 to 8GeV to the study the effect of a possible mis-
match of the shower profiles of data and Monte Carlo at small energies. The variation
of FP' was lens than 20% in ench bin.

4) the y;5 cnt wax removed. Changes aronnd 10% were obeerved.

§) the § cut wan raised from 35GeV to 40GeV, to study the effect of radiative corrections.
This resulted in changes of the order of 3%.

8) the DA variables were used instead than the electron ones to reconstrict the kinematics
of the deep inelastic event resnlting in changes of the order of 15% and in general helow
30%.

7) the bax cut was lowered to 12 x 12cm to study the effects of the electron position
reconstniction. The changes were of the order of 10%.

8) a vertex was required with |Z,,,| < 40cm. The changes were of the order of 3%.
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Figure 10.5: Distribution of Ingieff for data (dots) and MC (RAPGAP, aolid line) in the selected bins for
the F,D ) analysis.

Systematic errors due to the LPS diffractive event selection were evaluated in the following
way:

9) thecut on the xZ,,, of the track was lowered to 6 to study possible mismatches between
data and Monte Carlo. The changes in F”™ were of the order of 5%.

10) the cut on the distance of approach to the heam pipe A pipe Waa raived from 0.05 to 0.1
leading to small changes (of the order of 5%).

11) the ent on E + p, was raised from 1655GeV to 1670GeV . Changes around 4% were
observed.

12) a ent on the p, of the track was performed (0.25 < p, < 0.3GeV) in order to study
acceptance effects at the edges of the measured p, range. This cut affects severely the
statistics of the sample and leads to strong fluctuations. The changes in FP® were
around 20%, with higher valnes in the less populated bins.

Errors due to the acceptance correction procedure were estimated as following;
13) the NZ mode] was wsed instead than RAPGAP for nnfolding the data. The changes to
FP were tipically ~ 20 + 30%.
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Figure 10.6: Distribution of Mx for data (dots) and MC (RAPGAP, nolid line} in the selected bins for the

F'™ anatysia.

14) an unfolding method based on the Bayes theorem was used in order to correct the data
for acceptance and smearing. Changes around 15% were observed.

15,18) the input MC ¢ distribution was reweighted by increasing (decreasing) of one unit the
slope of its exponential behaviour in order to check the sensitivity of the corrections to
the input model. The effect was a change of 3% and 4% respectively.

17) similarly the input MC W distribution was changed to be W'* with a change of less
than 10% in F2P,

18) the z;p dependence of the bin centering corrections was changed from 1/} to 1/233°
with negligible change in the result.

The deviation in percentage relative to the central value of F,Dm is presented in Fig. 10.7 in
each bin for the 18 different systematic checks. The values of the above listed uncertainties
are added in quadrature to give the total systematic error on each F,D @ point.
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Figure 10.7: Percentage sdeviation of F® from the central value for the 18 systematic checks listed in
section 10.2. The dashed lines indicate & +20% variation.

10.3 Results

The resuits for F,Dm are summarised in Table 10.1. The statistical errors include statistical
uncertainties both from the data and the Monte Carlo samples nsed for the acceptance
corrections. Fig. 10.8 displays the results for F,Dm a8 a function of z;p for different bins of
8. For the three § intervals 8 = 0.07,0.175,0.375 the 7,0 dependence can be fitted to the
form:

b - (1/zp)*,
where the normalisation constants b; are allowed to vary while the exponent ¢ is the same in
vach 8 interval, yielding a value for a of:

a =120 009 (stat.) 31 (sys.),

with a x? of 4.2 per 9 degrees of freedom. A simmltaneons fit to the 2,0 and § dependence
as given by eq. 9.3 gives the following result for a:

a =121 0085 (stat.) 13} (sys.),

with a x* of 4.4 per 10 degrees of freedom. The systematic errors (see Fig. 10.9) are calen-
lated by refitting the F2 yalnes according to the variations listed in the previous section.
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Figure 10.8: The resultaof F,”> with the parametrisation ohtained from the fit. The inner error bars are the
statistical uncertainties, while the outer error barm correspond to the statistical and sy ic nnoertainti
added in quadrature.

Within the present accuracy the data are consistent with the asmmption of & universal zp
dependence, with the inclusion of the unprecedented range of low 8 values,

In order to stndy the fS-dependence of FPD 4 fit to the paramettisation contained in
equo. 9.3 is performed a second time with a = 1.20. The remlts of the fit are:

5 =0.014 3 0.005 (atat.)*3 %03 (ays.),
€ =103 +0.49 (stat.)}335, (sps.),

with a x? of 4.5 for 11 degrees of freedom. A fit without the (1 -~ 8)? soft contribution
results in x? of 53 for 11 degreen of freedom. This confirms one of the conclwdons of the
1993 analysis, i.e. that a soft component is required in the pomeron structure function. This
statement is of course even more strongly supported as the measured 8 range is shifted, in
comparison with the 1993 analysis, towards smaller values of 8 where a sea component of the
strncture function, if existing, shonld dominate,

The f-dependence is furthermore investigated by integrating F,'J ™ over the measired = ®
range (6.3.107¢ < z,p < 1077 was chosen in order to allow 4 comparison with the 1993 data)
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P(Gevy)| 8 Zp | Naa | Fi 0 | stat. | ays.
125 001 | 0028 | 27 | 0.857 | 0.152 | ¥o310 |
125 0.027] 0028 | 34 | 0678 | 0.112 | t2322
12.5 0.027] 0.011 | 28 | 2395 | 0.296 | 020
12.5 007 | 0028 | 19 | 0.562 | 0.140 | +2232
125 007 | 0011 | 28 | 1.515 { 0.292 [ 13333
12.5 007 | 0.0044 | 28 | 4.527 | 0.813 | tii4
125 007 00007 | 5 |15.269 | 4.828 | *7%%
128 0175 ] 0.028 | 5 | 0683 | 0.258 | *o4m
125 0175} 0.011 | 21 | 1.761 | 0.415 | *o1¢
12.5 0.175 | 0.0044 | 33 | 4.807 | 0.828 | *2304
125 0.175 | 0.0017 | 24 ]12.462 | 2.786 | 174
12.5 0.175 ] 0.0007 | 4 | 59.628 | 22.567 | +33
12,5 0375 0011 | 7 | 0963 | 0.482 | 971
12,5 0375 (00044 | 5 | 3113 | 1176 | 1IN
125 0.375 [ 00017 | 21 |15.194 | 3.581 | +43:
125 0.375 1 00007 { 8 |49.664 {18.771 | 1243

Tuble 10.1: ZEUS LPS 1994 F,”™® renits. The values are corrected for the run by run acreptance depen-
dence which results ja an overall shift of ~ +14%.

using the fitted zgp dependence:

0.01
FOpQ)= [ FPOG.Q . (108)
000083

The derivation is strongly dependent upon the assumption that a universal z,p holds in all
l’f%itms of B and Q?, in particular in the regions where this hypothesis cannot be tested. The
Fy® values as a function of 8 are shown in Fig. 10.10 together with the parametrisation
{solid line) obtained from the fit to eqn. 9.3. The dotted line corresponds to the hard 8{1 - 8)
contribution. The £P? values and errors are listed in Table 10.2.

Q@ (GeV?) B F‘,Dm stat. | sys.
125 0.01 | 0.072 | 0.019 | 70T |
125 0.027 | 0.075 } 0.026 | 32"
125 0.07 | 0060 | 0.026 | t2%e
125 0.175 | 0.100 § 0.035 § 329
125 0.375 | 0.079 { 0.038 | *3.54

Thable 10.2: ZEUS LPS 1994 £ results. The values are corrected for the run by rn acceptance depen-
dence which results in an overall shift of ~ +14%.

The 1993 £ values and their parametrisation (dashed line), inclnded in the same phot,
show a ~ 30% higher normalisation factor. The discrepancy is observed whenever the cross
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Figure 10.9: The value of o for each of the systematic chacks is plotted versus the systematic check number
as listed in section 10.2. The biggest variations, which exceed the 10% range indicated by the shaded band,

dwa iction of the proton's p. range, which strongly affects the available statistics, and to the
nse of the DA variahlen.

section, as obtained with a direct tag of the diffracted proton, is compared with the cross
sections measured with the indirect methods, either the requirement of a large rapidity gap
or a small not exponentially suppressed hadronic invariant mass My [119] (see Fig 10.11),
both by ZEUS and H1 {120}

One possible explanation, already tonched in chapter 7, is that, by tagging the forward
proton a full host of “backgronnd” processes, anch as diffractive scattering on pions and other
reggeons rather than pomeron, and proton dissociative states, are antomatically discarded.

10.4 The diffractive differential cross section do/dM,

From the diffractive structure function FP™ (or, more precisely, from the differential cross
section in B, z;p and Q?) it is is possible to obtain, through a jacobian transformation, the
differential cross section in My as a function of W and @, since every point of the (8, zpp,
Q?) phase space maps into & unique point of the (My, W and Q°) space.

As mentioned in chapter 1, in & Regge type description, the W dependence of the diffrac-
tive cross section is of the form

da(Mx, W, Q. 1) o (W) 012, Hibesdapin(W /N3 4GP (10.6)
didMx
where ap(t) = ap(0) + ajpt i the pomeron trajectory. Averaging over t the cross section
in each (Mx,Q?) interval is fitted to the form:
ds(Mx. W, Q%)
dMx

where e stands for a;p(t) averaged over the £ distribution. The fit bas been performed in
three My ranges (Myx = 3.5 — 6,6 — 10.5,10.5 ~ 17GeV) by cousidering ojp and the three

normalisation contants as free parameters. A value of:

e = 1.1 £0.04 {stat.) ¥ (sys.)

o (W22, (1.0
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Fignre 10.10: 7™ versus 1 for the 1994 LPS snalysis and one Q? subset of the 1993 analysis. The
parametrisation discusmes] in the text ia indicated by the full (dashed) line for the 1994 (1993) analysis. The
dotted line corvesponds to the 1994 parametrimation /31 — /1) hard contribution. The inner exvor bars show
the statistica) errors and the outer bars the statistical and systematic errors added in quadrature.

has heen obtained. Note that the W dependence of ;ﬁ,’; for fixed Q* and B is equivalent to

the 7 of F2™ | the values of a and a7p being connected hy the relation ajp = (a + 1)/2.
The results are displayed in Fig 10.12.

10.5 Summary

The LPS has considerably improved the measurement of the diffractive atructure function
with regard to the enlargement of the kinematical range and to the purity of the event
selection, The abolition of the constraint in the My range allows to vary freely the value of
the scaling variable %;- thus probing possibly different regimes of diffraction (i.e. the valence
and sea component of the exchange) at every point in Q2.

The study of the Q? evolution is presently prevented by the restricted statistics. The same
limitation holds for the determination of the complete strcture function F29(8, @2, 2. 0).

Within the present limits the dependence in zpp is consistent with the expectation of
the “woft” pomeson models. The S-dependence of the pomeron structure function requires a
sushstantial contribution from a “sea” component at low 8 valnes.

When compared with the previons measurements, the normalisation appears to he con-
sistently lower (~ 30%) indicating that, in a selection not based on the direct measurement
of the proton, a noticeable portion of events conld originate from non pomeron-mediated
processes (e.g. dissociation of the proton into a resonance or 4 higher mass state and Reggen
exchange).
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