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ABSTRACT

Byon, Aesook. Ph.D., Purdue University, December 1989. Central Production
of Charged Particles at CDF. Major Professor: Virgil E. Barnes.

Particles produced in soft proton antiproton interactions at the Fermilab

Tevatron collider are studied at center of mass energies (y'S) of 630 and 1800

GeV. The data were taken using a minimum bias trigger during the 1987 run

of the Collider Detector at Fermilab (CDF). The event structure of proton

antiproton interactions has been studied. Analyses of inclusive charged par

ticle transverse momenta, multipicity distribution and correlations of charged

particles are presented. Particle clusters in minimum bias triggers are studied

to verify whether the hard interaction QCD models are applicable in the low

ET region.
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CHAPTER 1 - INTRODUCTION

All particles can be divided into two groups: hadrons which can undergo

strong interactions and leptons that do not. Since leptons have shown no sign

of substructure, they can be viewed as elementary particles. Hadrons appear

to have substructure. According to the Quark Parlon Model, hadrons consist

of quarks and gluons and interactions among hadrons are analysed in terms

of their constituents. The interactions of the quarks and gluons, collectively

referred to as partons, are described by a non-abelian renormalizable gauge

theory called Quantum Chromodynamics (QCD). Asymptotic freedom sug

gests that QCD very successfully describes high momentum transfer processes

(hard interactions), where the fundamental constituents of hadrons are probed

and the strong coupling constant is small enough for applying the methods

of perturbative field theory. The majority of events in hadron-hadron inter

actions, however, result from low momentum transfer, non-perturbative QCD

mechanisms (soft processes) that are poorly understood at the fundamental

parton level. This chapter describes some of the considerable efforts that have

been made to better understand the processes of soft hadronic interactions.

1.1 Structure of Hadrons

Hadron is the generic name for strongly interacting particles like baryons

and mesons which can be formed from quark bound states. According to the

Quark Parton Model [1,2], hadrons consist of quarks and gluons which are

bound by forces that have some similarities to the well known electromagnetic

force, but which also exhibit some important differences. The process which

the colored quark or gluon undergoes in order to reach the observable final



2

state consisting of color singlet hadrons is called a "hadronization" or "frag

mentation" .

Quarks are pointlike, spin ! fermions having color charge as the analogue

of electric charge in the electromagnetic interactions and fractional electric

charge (±l or ±~). The quarks include the valence quarks and sea quarks.

The valence quarks determine the quantum numbers of the hadrons such as

the mass, spin, charge, isospin and strangeness. All the observed mesons can

be accounted for as quark-antiquark pairs and all the baryons (antibaryons)

as composites of three quarks (antiquarks). The sea quarks are virtual quark

antiquark pairs which can be spontaneously created from the vacuum, or from

the dissociation of gluons.

Gluons are the force carriers of the strong interaction. They are massless

spin 1 bosons, possessing color charge and having no electric charge. On the

average, gluons carry '" 50 % of the momentum of all the constituents inside

a hadron [3]. The interaction between two quarks can be described as the

exchange of virtual gluons.

QCD is a field theory analogous to the field theory of electromagnetism,

Quantum Electrodynamics (QED). In QCD, there is a massless boson (gluon)

which intermediates the strong interaction just as in QED the photon inter

mediates the electromagnetic interaction. Therefore, if QCD is a valid theory,

some evidence should be observed for the existence of the gluon. No quark or

gluon has ever been seen directly. Instead, only hadrons are observed in detec

tors. This observation is accounted for by the hypothesis of color confinement

which suggests that only those composites of quarks and gluons that have no

net color charge can exist in a free state.

When two high energy hadrons collide, the bulk of the cross section con

sists of events in which a large number of particles are produced with small

transverse momenta with respect to the collision axis. Since QCD is gener

ally accepted as the theory of strong interactions, it would be advantageous to
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compute these "soft" multiparticle production processes directly from the QCD

Lagrangian. However only a tiny fraction of the hadron-hadron cross section

can be fully described by QCD computations, because the running coupling

constant of soft processes is too large for ordinary perturbation theory to be

sensible and the understanding of non-perturbative QCD is limited.

1.2 Recent Developments in Soft Hadronic Interactions

In hadron colliders with center of mass energy (VB) above - 100 GeV,

the interaction between two incoming hadrons typically results in the produc

tion of 10 - 100 outgoing particles produced in mostly low momentum transfer

processes. Some studies of hadron-hadron interactions have focussed on the

properties of the typical ("Minimum Bias") event. These properties include

the cross sections, particle multiplicities, distributions of transverse momenta,

ratios of particle types and correlations between particles. The dependences of

these average quantities on y'i have been extensively studied using measure

ments from the Tevatron collider (y'i = 1800 and 630 GeV), the SPPS collider

(y'i = 200-900 GeV), the ISR collider (y'i = 23-63 GeV), and FNAL fixed

target experiments using bubble chambers or electronic counters (y'i = 1.5-30

GeV). In particular, some very interesting changes in the properties of mini

mum bias events occur between ISR and higher energy data.

Multiplicity Distributions

For collider interactions with y'i> 10 GeV, the multiplicity distribution

can be divided into two regions of rapidity, y,

where E is the energy of the produced particle and p. is it's component of mo

mentum parallel to the beam direction. In the beam fragmentation region, the

particles have rapidities close to that of the beam particles. The production
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of particles in this region results from the fragmentation of the beam parti

cles. The central region, where particle production is independent of beam

fragmentation, is dominated by charged and neutral pions. Theorists predict

a plateau in the rapidity distribution for the central region [4]. This plateau

is barely visible at VB < 63 GeV [5,6], but is clearly seen at VB = 546 GeV

[7] and the width and height of the plateau increase with VB [8,9]. Particle

multiplicities have recently been measured up to VB = 1.8 TeV. There is no

significant change in shape from VB = 546 GeV, but there is a steady rise in

the height of the central rapidity plateau that seems to be increasing faster

than log(s ). This rise was quantified over a wide energy range with different

fits of the type A + B log(s)+ C log2(s) or a + {Jsn [10].

KNO scaling

Scaling laws and other regularities have been used to study the proper

ties of the multiplicity distribution. The scaling principle proposed by Koba,

Nielsen and Olesen (KNO scaling) [11] suggests that a probability function 'P

becomes independent of the center of mass energy when the multiplicity distri

bution of charged hadrons is parametrized as a function 'P by normalizations

of the topological cross section (J'n and the multiplicity of charged particles n

to the total inelastic cross section (J'inel(S) and the average multiplicity < n >:

(J'n(S) ,T.( n )<n> = ~ .
(J"mel(S) < n >

KNO scaling was shown to be valid for pp interactions up to VB = 63 GeV [6].

However for VB> 100 GeV, KNO scaling is violated in that the multiplicity

distribution shows larger fluctuations around the mean value than previously

observed at lower energies [7-9].

Transverse momentum distributions

The rapidly falling spectrum in transverse momentum, PT, of the produced

particles is one of the most striking characteristics of hadronic collisions, and
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is considered to be directly related to the underlying scattering processes [12].

It has been shown that the transverse momentum distributions of particle pro

duction strongly depend on the scale of the interacting constituents [13]. The

scale for soft pp interactions is the proton radius and for hard interactions, the

parton size. At ..;s < 63 GeV, it was observed that this kinematic limitation

gives an exponential form to the single particle transverse momentum distri

bution [14-17]. However, at SPS collider energies, the distribution is enhanced

at high PT relative to a simple exponential extrapolation from low PT [18,19].

This was interpreted as a signature of increasing contribution from the hard

scattering component to the total cross section as ..;s increases. An increase

in the value of the average transverse momentum, < PT >, with ..;s is also ap

parent above ISR energies [16,17]. It is still in question whether this indicates

some threshold between ISR energies and ..;s> 100 GeV for new phenomena.

Dependence of < 1JT > on multiplicity

The behavior of the PT distributions in relation to the event multiplicity

has been one of the important subjects in minimum bias physics. At lower cen

ter of mass energies, a decrease of < PT > with increasing event multiplicity

had been observed [17,20]. This decrease was mainly visible at the high mul

tiplicity tail of the distribution and has been generally interpreted as a phase

space effect [21]. However, an increase of < PT > with increasing charged par

ticle density has been observed by the UA1 [18,22] and CO [23] collaborations.

Due to large systematic errors coming from calculation of < PT > and statis

tical errors of true multiplicities of the high density events, the shape of the

dependence is not really clear. Even though many interpretations have been

proposed in terms of large PT effects (semi-hard effects) in the central region

[24], possible evidence for hadronic phase transition [21], or small impact pa

rameter scattering in a geometrical model [25], the correct explanation is still

an open question.
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Feynman Scaling

Unlike transverse distributions, the limits on the longitudinal. distributions

of particles in soft hadronic interactions seem to depend strongly on Vi [14

17]. A general. scaling principle applicable to all regions of longitudinal. phase

space was proposed by Feynman [1]. Arguing on the basis of the parton model,

Feynman suggested that there might be some way to see how the cross sections

might behave so that significant quantities can be extracted from data taken

at different energies. For this purpose, a normalization of P. was proposed to

give the scaling variable ZF:

P. P.
ZF = ---2-

Pmax ..;s
where Pmax is the maximum momentum of the particle in the center of mass

system. For inclusive studies of particles in the final. state of collision, if the

beams are unpolarized, the invariant cross section depends only on 8, P. and

PTj as 8 -+ 00, the single particle spectrum obeys the scaling principle

This implies that for large s, and for fixed PT and P., the momentum spectra

of particles are independent of 8. Feynman scaling is a good approximation to

experimental. data up to ..;s = 63 GeV [26]. For higher energies, experimental.

data deviate from Feynman scaling [27].

Correlations between charged particles

With the presence of a high PT particle, strong correlations in both az

imuthal angle and rapidity between charged particles have been observed [28].

This is consistent with the framework of parton scattering and subsequent

fragmentation of the partons into hadrons [29] and has been interpreted as a

signature of low ET jets (mini-jets) in the minimum bias events [30]. How

ever, other studies show that the transition from soft to hard events occurs at
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much larger values of jet ET than 5 GeV [31] and observed "mini-jet" events

are due to statistical effects resulting from the experimental cuts [32]. More

measurements and studies have to be done to understand what these events

really are.

Other interesting results

Other interesting topics concerning the production mechanisms and non

scaling behavior of soft interactions are: the measurement of the total cross

section, which appears to grow like log2(8) [33] j the increase in the ratio of the

elastic to total cross section as energy increases [33,34]; and changes in particle

composition, such as the rise of the ratio K/'rr with Vi and PT [19,35].

Summary of the recent developments

In soft interactions, many changes in event characteristics have been ob

served as Vi increases. There are strong indications of an increase in the hard

interaction component as the center of mass energy increases. However, the

distinction between soft and hard collisions is not well defined and how soft

and hard interactions can be joined is not well understood. Whether particular

observed effects are due to an increase in the hard interaction component or

to an increase in heavy particle production as Vi increases is still in question.

Several theoretical models for soft and semi-hard hadron production have been

built to describe the changes which have been observed.

1.3 Particle Production Models for Soft Hadronic Interactions

QCD is well established for hard scattering processes, but the mechanism

for the majority of quark and gluon interactions via soft scattering processes

is not well understood. Since the average transverse momenta of particles in

minimum bias events are small « PT >'" 400 MeVIc), most particles are

produced in soft processes for which QCD does not provide a perturbative

theory, so the final states of interactions have been described by simplified
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models using phenomenological techniques.

In most of models, particle production is assumed to have two compo

nents. The hard interaction component is described by a parton scattering

shower where the basic mechanism comes from perturbative QCD theory. As

in perturbative QCD theory, this gives a divergent result for the splitting of a

low mass gluon, coming from a soft scattering process, into two parallel gluons.

The soft interaction component, the basic mechanism for hadron production,

is usually described as a separation of color charges resulting in the production

of strings of gluons. or cluster chains. At higher energies, many of the changes

in the event characteristics can be understood as an increased gluon activity

in the central region, and this is usually described by bent strings or by adding

more strings (cluster chains).

Three of these models will be introduced in order to give some insights

into their basic assumptions, how they picture the process of interactions, and

their predictive powers. References 37 through 38 have good summaries of

these and other models.

Lund String Model

In contrast to the Lund Pythia Model [39], which is essentially a one com

ponent model that uses perturbative QCD as far as possible (low PT cut off

'" 1.6 GeVIc), the Lund Fritiof Model [40] assumes that when two hadrons

collide they exchange gluons (gluon exchange or color exchange), and in par

ticular, soft collisions are dominated by longitudinal color neutral momentum

exchange. According to the model, a collision in a pp hadronic interactions

can be pictured as reactions between two bags containing quarks. Within this

bag, a confined color field exists and the energy is stronger approaching the

center of the field. When an interaction occurs, these color fields overlap and

the field lines act like massless relativistic strings. For a hard scattering, the

two bags come so close together that their centers interact (gluon exchange),
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resulting in breaking and recoupling the strings. In a soft scattering, the cen

ters of the field do not overlap (large impact parameter) and only the fields

interact with an additional exchange of extra soft gluons which neutralize the

color exchange (color neutral momentum exchange). Since the momentum is

transi'ered mainly in the beam direction, the string will stretch along the lon

gitudinal direction and fragment. When the color charges at the ends of the

strings separate, they can emit gluon bremsstrahlung. The strings will thus

not be straight but will bend and produce more particles and more transverse

momentum. With increasing center of mass energy. more bremsstrhlung will

occur and this produces more particles and more PT in a correlated way.

Dual Parton Model

The Dual Parton Model (DPM) [41] is a multiple scattering model which

incorporates the quark-gluon structure of hadrons and non-perturbative QCD.

The DPM uses the interaction string theory which will be suitable to express

the effective degrees of freedom for QCD at the soft hadronic scale regard

less of confinement. In this model, a soft pp interactions can be pictured in

the following way. In the interaction, the valence quarks from each incoming

proton or antiproton are separated into a quark and a diquark pair. Valence

quarks and diquarks from opposite directions are linked with two chains (Fig

ure 1.2), each chain being a color singlet. As these two chains are stretched,

fragmentations occur which produce final hadrons, giving the leading order

term (soft interaction term) of the DPM. The non-leading terms contain ex

tra chains involving sea quarks coming mainly from gluon-gluon interactions

(Figure 1.2). As";:; increases, this sea quark contribution becomes impor

tant as a semi-hard scattering component. In all the processes, each chain is

assumed to be independent of other chains and the hadromc spectra of each

chain are obtained from a convolution of momentum distribution functions and

fragmentation functions. The other assumptions are:
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Figure 1.2 Diagrams of interaction in Dual Parton Model.
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(1) By knowing the momentum distribution functions of quarks and gluons, the

quantum number flow of the incoming hadrons can be tracked and the sharing

of available energy among the various inelastic collisions can be calculated.

(2) The fragmentation function does not depend on the momentum transfer of

the process.

(3) The total multichain contribution is controlled by unitarity [42].

These assumptions allow no free parameters, resulting in more predictive

power for the DPM. The increasing number of chains at higher energies gives a

rising central plateau and increased forward-backward correlations. The main

properties of mini-jet production can be understood by the introduction of

semi-hard scattering in the DPM. This has the obvious consequence of higher

average particle multiplicity for jet events than for the no-jet sample.

Both the DPM and Lund String model assume that hard parton collisions

above a cut-off give extra chains (strings) and both also assume certain impact

parameter distributions. A major difference between these two models is that

DPM recognizes the color (N=3) of interacting quarks and goes through a liN

expansion, while the Lund model uses color singlet gluons only.

QCD Motivated Model

One of the interpretations proposed for the change in characteristics of

minimum bias events as 0 increases, is that an increasing fraction of the

inelastic non-diffractive cross section (lTND) contains QCD jets [43]:

lTND = a'Nojet + O'Jet·

The first term. a'Nojet arises from multiple parton-parton collisions and its mag

nitude is independent of 0. This a'Nojet is supposed to be the dominant

contribution to the non-diffractive cross section up to ISR energies and to have

many of the characteristics of low energy data « 20 GeV), such as an expo

nential PT spectrum and multiplicities that can be described by KNO scaling.
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The second term, CTJet, is the result of hard collisions of low Bjorken-z partons

in the incident hadrons. These are dominantly hard gluon-gluon scatterings at

high energy, for which the differential scattering cross section is the Rutherford

type of

where

g(z) = gluon structure function and

8 = scattering angle of the two partons in their rest fr&me [44].

In this model, the broadening of the charged particle PT distribution for higher

Vi can be explained by an increased contribution from the jet component.

Also, the existence of two components to the inclusive cross section with dif

ferent energy dependences can lead to a breakdown of KNO scaling. Also,

since the underlying events in hard parton scatterings are known to have dra

matically different properties from soft collisions (their < PT > is large and

increases with Vi, and they are characterized by higher multiplicity due to

enhanced gluon radition), the introduction of the CTJet component can explain

the correlation between < PT > and multiplicity. Furthermore, some calcula

tions [45] indicate that hard QCD scatterings are capable of contributing to

the total cross section to a large degree, rising from a few mb at 50 GeV to the

order of 30 mb at 1800 GeV.

1.4 Minimum Bias Physics at CDF

Many changes and new developments have been observed as the center of

mass energy increased above the ISR region. Models for soft hadronic inter

actions have been tested by experimental PT distributions, multiplicity distri

butions, and possible low ET jet phenomena. More information is needed to

determine the dynamics of hadron production. The study of inclusive charged

particle production in pp interactions at CDF further tests the various parton
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models of soft and semihard interactions by extending measurements to VB =

1800 GeV. Analyses of minimum bias data from the 1987 run will be presented

with emphasis on measurements by the Central Tracking Chamber and central

calorimetry.
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CHAPTER 2 - THE CDF EXPERlMENT

The Collider Detector at Fermilab (CDF) [46] is a general purpose detec

tor built to study proton antiproton interactions at the Tevatron collider. It

includes electromagnetic and hadronic calorimetry and charged particle track

ing coverage over 20 < 6 < 1780 and 21l" in t/J. (See pp. 20 - 22 for a definition

of variables and coordinates.) Muon coverage exists over a portion of this solid

angle. The detector is approximately cylindrically symmetric and has calorime

ters uniformly segmented in pseudorapidity("7) and azimuth(t/J) so that it can

provide fairly complete information about the interaction.

2.1 Overview of the CDF Detector

The basic goal of CDF is to measure the energy, momentum and where

possible, the identity of particles produced at the Tevatron collider [47] over a

large fraction of the solid angle in order to study a large number of different

physics processes. To accomplish this, many layers of different detector com

ponents surround interaction region (Figure 2.1). Starting from the interaction

point, particles enter in sequence a thin wall beryllium vacuum pipe, charged

particle tracking chambers, the cryostat and coil of a superconducting solenoid

magnet in the central detector, sampling calorimeters, and muon detectors. In

addition there are trigger counters and small angle silicon strip detectors. An

isometric view of the CDF detector is shown in Figure 2.2. The regions of pseu

dorapidity covered by the tracking chambers calorimetry and muon chambers

are listed in Tables 2.1-2.3.

The interaction region is covered by a beryllium vacuum chamber which is

about 7.6 em in diameter, 1.45 m in length and 0.64 mm thick. The pipe was
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Table 2.1 Angular coverage of tracking chambers.

tracking 1711 coverage number of spatial resolution
system (inner layer) (outer layer) sense wires per hit

VTPC 0.0 - 3.5 0.0 - 2.6 3072 < 200pm «(J = 90°)
< 500pm «(J = 150°)

CTC 0.0 - 2.0 0.0 - 1.0 6156 < 200pm (R-¢)
< 6 mm (z)

CDT 0.0 - 1.0 0.0 - 1.0 2016 < 200pm (R-¢)
< 2.5 mm (z)

FTC 2.4 - 4.0 2.4 - 4.0 3024 < 150pm (R-¢)

Table 2.2 Angular coverage of calorimetry.

calorimetry 1711coverage tower size energy
a71 x A¢ resolution·

Central Electromagnetic 0.0 - 1.1 0.1 x 15° 2%
Central Hadron 0.0 - 0.9 0.1 x 15° 11%
Wall Hadron 0.7 - 1.3 0.1 x 15° 14%
Plug Electromagnetic 1.1 - 2.4 0.09 x 5° 4%
Plug Hadron 1.3 - 2.4 0.09 x 5° 20%
Forward Electromagnetic 2.2 - 4.2 0.1 x 5° 4%
Forward Hadron 2.3 - 4.2 0.1 x 5° 20%

(* (TIE at E=50 GeV)

Table 2.3 Angular coverage of muon chambers.

I muon chamber 11171 coverage I spatial precision/hit

CMU 0.0 - 0.63 < 250pm (¢), < 1.2 mm (z)
FMU 2.0 - 3.64 < 5°(¢), < 200pm (R)
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designed to minimize the number of absorption lengths and radiation lengths in

the wall and thereby minimize secondary interactions and photon conversions.

Outside of the beam pipe, a nearly 47[' solid angle tracking of charged particles

is provided by the Vertex Time Projection Chamber, the Central Tracking

Chamber, the Central Drift Tubes, the Forward Tracking Chamber and the

forward silicon strip detectors. These tracking systems provide the momenta

of charged particles, the charged particle multiplicity, the position of the event

vertex, the identification of multiple interactions and calibration data for the

calorimeter response. The Vertex Time Projection Chamber and the Central

Tracking Chamber are described in section 2.4 and 2.5. At the outer radius of

the Central Tracking Chamber, there are three layers of axial drift tubes which

are instrumented for charge division in order to determine a three-dimensional

space point. These Central Drift Tubes (CDT) [48] are 3 m long and have

a z measurement resolution (q) of 6 mm. The Forward Tracking Chamber

(FTC) [49] is a radial drift chamber which contains a total of 3024 sense wires

in the forward and backward direction. A fraction of these sense wires are

instrumented for charge division, so that a three-dimensional measurement

can be made for each track. The designed spatial resolutions of the FTC are

listed in Table 2.1.

The supercondueting solenoidal magnet [50] is located outside of the CDT.

The magnet, 3 meters in diameter and 5 meters long, produces a 1.5 Tesla

field parallel to the beam direction with a current of 5 kA. The iron in the

endplug and endwall calorimetry along with the yoke form the return path

for the magnetic field. Only a small part of the flux is returned through the

central calorimetry iron. In combination with the central tracking chamber, an

accurate momentum measurement for charged particles in the central region is

achieved.

The CDF detector also has almost full coverage in electromagnetic (EM)

and hadron (RA) calorimetry with fine granularity and good energy resolution.
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It provides the basic information in the detection of quark/gluon jets, gives

a good measurement of the energy of electrons and an indirect measurement

of neutrino momentum. There are seven calorimeter systems in the detector

(see Table 2.2) [51-53]. The central calorimetry has scintillator as the sam

pling medium in order to optimize energy resolution. In the plug and forward

direction, gas proportional tubes were used for sampling in order to minimize

the effects of radiation damage and allow very small segmentation. The cen

tral calorimeter systems are segmented into about 500 projective solid angle

elements called "towers" and the plug and forward calorimeters have about

- 4800 towers. Each tower has an electromagnetic shower counter in front of

a corresponding hadron calorimeter, so that a comparison of electromagnetic

to hadromc energy can be made on a tower by tower basis.

The muon detection, system [54] covers the central and forward rapidity

regions (Table 2.3). The Central section (CMU) includes drift chambers outside

the central hadron calorimetrers and measures the momentum of muons using

the magnetic field of the solenoid. The Forward spectrometer (FUM) has

magnetized iron toroids with chambers for identifying muons and measuring

their momenta.

2.2 Geometric and Kinematic Detector Vmables

Figure 2.3 shows a 1/4 side view of the central part of CDF, along with

relavant geometrical and kinematic variables. The 'z-axis' is defined as being

along the proton beam direction and 'R' is the radial distance from the beam.

The right-handed coordinate system's y-axis is in the vertical (up) direction,

and the polar angle '(}' is defined as the angle of the particle with respect to

the proton beam direction.

The "natural" kinematic variables for hadron collisions are rapidity, trans

verse momentum, and azimuthal angle [55]. The azimuthal angle, t/J, is defined
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Figure 2.3 A side view of the CDF detector.
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as

4> = tan-1 (PY),
Px

and the transverse momentum, PT, is defined as

The transverse momentum and azimuthal angle are invariant to Lorentz trans

formations along the z-a.xi.s. The rapidity y is given by

_! I (E+p.)
y-2 n E _ p•·

All three variables (4) ,y and PT) have a simple Lorentz transformation. Hence

the shapes of their distributions are invariant under Lorentz transformation.

In experiments where the produced particles are not identified and only

the production angles of particles are measured, the variable pseudorapidity 11

is used instead of rapidity, where 11 is given by

11 = -211n(P + P.) = -In(tan( ~)).
P-P. 2

Pseudorapidity reduces to rapidity when the particle's momentum is much

greater than the mass of the particle (p ~ m).

2.3 Beam-Beam Counters

The Beam-Beam Counters (BBC) [56] are two sets of scintillation counters

which were used for triggering and as a luminosity monitor. They are located at

±5.82 m in the z-direction from the nominal interaction point, directly in front

of the forward electromagnetic calorimeters. The BBC surround the beam pipe

and cover the pseudorapidity range 3.24 < 1111 < 5.89 (Figure 2.4).

Each set has 16 counters, arranged in 4 rings of 4 counters each. The radii

of the rings range from 3.3 to 47.0 cm. The counters have a measured time

resolution of 200 psec, which enables them to determine the event vertex and

event time with good precision.
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The requirement that at least one charged particle traverse each set of

BBC in coincidence with the beam crossing, called the minimum bias trigger,

is used in the trigger system to select beam-beam collisions and reject beam-gas

interactions. The Beam-Beam Counters are also used as a luminosity monitor

by assigning an estimated cross section of 44 mb at Vi = 1800 GeV and 34.8

mb at 630 GeV for triggered minimum bias events.

2.4 Vertex Time Projection Chamber

The innermost tracking system, the Vertex Time Projection Chamber

(VTPC) [57], is a set of eight time projection chamber modules which measure

charged particle trajectories primarily in the R-z plane. It was used to deter

mine the vertex position, the presence of multiple beam-beam interactions and

the overall event topology. The VTPC modules are arranged along the beam

pipe and centered around the collision point. Figure 2.5 is a schematic drawing

of two octagonal VTPC modules. Each module has two 15 cm long drift re

gions separated by a center high voltage grid. The active area of the chamber

extends from 6.8 cm to 21.4 cm in radius and the length in z of one module

is approximately 35 cm. The VTPC contains a total of 3072 sense wires for

the measurement of track coordinates in the R-z plane using Time-to-Digital

Converters (TDC's), and 3072 pads for the measurement of coordinates in the

R-q, plane using Flash Analogue-to-Digital Converters (FADC's). The total

length of the chamber is 2.8 m which can assure adequate coverage of the

event vertices which had a Gaussian distribution with a typical width (0'.) of

:::::: 40 cm.

All particles ~om pp interactions that are detected by the calorimeters

and other tracking chambers first pass through the VTPC, so there was a

considerable effort to minimize the mass of the VTPC to prevent problems

such as a decrease in tracking accuracy due to multiple scattering and an

increase in the conversion of photons from 7r0 decay.
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R-z resolution varies depending on drift distance and track angle but can

be characterized as being the order of u '" 200 pm (minimum drift) to 500 pm

(15 cm drift) for tracks at 8 = 90°. The two hit separation in the R-z plane was

about 6 mm and R-4> resolution was u '" 300 pm/cm of track length depending

on the drift distance. The acceptance of the VTPC depends on the position of

the interaction but typically extended to 1171 = 3.5.

2.5 Central Tracking Chamber

The Central Tracking Chamber (CTC) [58] is a wire drift chamber used to

measure the transverse momentum and determine the sign of charged particles

in the central region (30° < 8 < 150°). Other functions of the CTC include

(1) intermediate angle (10° < 8 < 30°, 150° < 8 < 170°) tracking,

(2) the study of calorimeter response as a function of momentum, and the

identification of energy directed at cracks in the calorimetry for events with

large missing ET'

(3) measuring secondary vertices from the decays of long-lived particles, and

(4) identifying electrons and muons by combining its accurate momentum mea

surement with information from the calorimetry and muon chambers.

The CTC was constructed to operate efficiently at the original design lu

minosity of 1030cm-2sec-1 , which is equivalent to an interaction rate of 50,000

events per second. In addition, the maximum drift time of a particle was

required to be less than the beam crossing time for 6 bunches of 3.5 psec.

Since the CTC is completely enclosed by other detector components, reliabil

ity, redundancy, low power consumption, and remote calibration had to be

considered.

The CTC is located in a 1.5 Tesla magnetic field provided by a supercon

ducting solenoid aligned with the beam axis (Figure 2.3). It has 6156 sense

wires spaced by 7 mm in the radial direction as a maximum drift distance of

35 mm. The length of the wires is 3.2 m and the innermost and outermost
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sense wire layers are located 30.9 em and 132.0 cm from the beam axis, re

spectively. The 84 radially increasing sense wire layers are grouped into 5 axial

"superlayers" and 4 stereo superlayers which alternate with the axial superlay

ers (Figure 2.6). Each axial superlayer contains 12 sense wire layers in parallel

to the beam direction, and each stereo superlayer contains 6 sense wire layers

at ±3° to the beam direction. Both axial and stereo superlayers are divided

into cells (Figure. 2.7) so that the maximum drift distance is less than 40 mm,

corresponding to about 800 nsec of drift time. In order to reduce dead space

and linearize the time-to-distance relationship at the end of the cells caused by

a large Lorentz angle, the cells (and thus the drift electric field) are tilted by

~ 450 with respect to the radial direction, so that in the presence of a magnetic

field, the drift trajectories are approximately azimuthal.

The design goal for the position measurement accuracy is u < 200p.m per

wire, for the transverse momentum resolution is u'PTlp~ '" O.OOl(GeVIc)-l,
and for the average two hit resolution is 3.5 mm. The double track resolution

is expected to be less than 5 mm (~ 100 nsec). At the time of this analysis,

the position measurement accuracy was '" 300p.m, dominated by uncertainties

in the drift constants (Figure 2.8). Including multiple scattering effects, the

resulting transverse momentum resolution was U'PT Ip~ < 0.003 (GeVIc)-1 for

PT > 1 GeVIc for primary tracks that pass through all superlayers.

Figure 2.9 is a block diagram of the CTC Data Acquisition (DAQ) elec

tronics for a single sense wire. Each sense wire is connected to a preamplifier

mounted directly on the endplate of the chamber. The function of the pream

plifier card is to provide fast, low noise amplification of the signals from the

sense wires and to eliminate wire to wire cross talk caused by slow motion of

positive ions. The output signal for a minimum. ionizing particle at (J = 900

has a rise time of about 8 nsec, an amplitude of about 40 mV and a RC decay

time constant of approximately 40 nsec (Figure 2.10). The baseline to base

line width of a typical. signal. is 250 nsec. This analog signal is transmitted
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through miniature 56 n coaxial cables to an intermediate circuit known as

the Amplifier-Shaper-Discriminator (ASD) which shapes the pulse, amplifies

it and produces a time over threshold logic signal. This circuit is mounted on

the magnet yoke, and provides an auxiliary analog output for each sense wire.

The input signal to the ASD is filtered and amplified by a mctor of 20. The net

voltage gain &iter the filter and amplification is typically a factor of 5. Then

a high speed comparator used as a discrimina.tor produces a differential ECL

pulse whose width, typically < 90 nsec, is equal to the time over threshold

of the input signal. These ASD discriminated signals are fed to multiple hit

FASTBUS Time-to-Digital-Converters (TDC's). In order not to a.:fFect the

resolution of the chamber, the TDC must have a time resolution of better than

1 nsec, a range of about 1 p.sec, and be capable of recording at least 8 hits

per wire per event. To meet this specification, Lecroy 1879 FASTBUS TDC's

were used. The TDC's are connected to the ASD's on the magnet yoke via 70

m of fiat ribbon cable. The TDC's in each FASTBUS crate are read out by a

modified version of the SLAC Scanner Processor (SSP) [59]. In addition, the

SSP sorts the TDC data by wire number and time, and associates leading and

trailing edge hits. The reformatted data from the SSP's is then read by the

host VAX. In a typical pp event, about 5500 words (1 word per hit) are read

from the TDC's.

Calibration of the CTC

The total time delays coming from the interconnections between the CDF

master clock system and the TDC system must be known in order to calibrate

individual channels. To measure these time delays, the calibration system has

a calibration card, a gate generator, a LeCroy 1810 Calibration-And-Timing

(CAT) FASTBUS module, and a LeCroy 4222 programmable delay time gen

erator. The general layout of the Data Acquisition system and the calibration

system for the eTC are shown in Figure 2.11.
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Table 2.4 The CTC design specification.

Number of Layers:
Number of Superlayers:
Number of Super Cells/Layer:
Total Number of Wires:
Wire Length:
Stereo Angle:
Radius at Intermost Sense Wire:
Radius at Outermost Sense Wire:
Sense Wire Spacing:
Maximum Drift Distance:
Maximum Hits Per Wire:
Gu:
Drift Field (Eo):
Drift Field Uniformity:
Gain:
Efliciency:
Resolution:
Z Resolution:
Double Track Resolution:
Momentum Resolution:

84
9
30, 42, 48, 60, 72, 84, 96, 108, 120
36,504
3214.0 mm
±3°
309mm
1320 mm
10 mm in plane of wires
40mm
>7
Argon-Ethane-Alcohol (49.6:49.6:0.8)%
-1350 V/cm
dEo/Eo -1.5% (rms)
3 x 104 (250 nsec gate)
> 0.98 per point
< 200ILm per wire
< 0.200min/(sin 3°) = 4 mm
< 5 mm or 100 nsec
(T'PTlp~ < 0.001 GeV/c at (J = 900
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Figure 2.6 A schematic drawing of the CTC's end plate.
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Figure 2.10 A typical output pulse from the Pre-Amp.
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Timing signals [60] from the master clock system are processed in the

custom built gate generator to produce the clear and stop pulses needed by

the TDC. They are fanned out to the individual TDC cards in a crate by a

CAT module, which drives these signals onto the FASTBUS backplane. The

calibration signals at the preamplifier or ASD inputs are generated by a pro

grammable delay time generator, controlled via CAMAC. The calibration card

decodes the information down-loaded from the DAQ system and fans-out the

calibration signals to the selected ASD cards or Pre-Amplifiers.

Calibration of the chamber is initiated by a process in the host VAX.

For selected channels, the particular calibration test pulse (CAT, ASD or Pre

Amplifier), and the amplitude of the pulse to be input to the Pre-Amplifier were

chosen. The host VAX downloads the first delay time into the programmable

delay generator and the channel and pulse height information into the calibra

tion modules. A number of events, typically 50, are taken. For these events,

the SSP accumulates summary information including the average leading edge

time and associated variance, the average pulse width, the number of TDC hits

per event, and the fraction of events with data. This summary data is read

from the SSP by the host VAX, and the process is repeated for a number of

different delay settings. When data from all delay settings has been read, a lin

ear fit is made to the average observed TDC time versus delay setting for each

channel, giving a slope and an offset time. These are compared to an expected

range of values, and bad channels flagged. This information is recorded in a

database and the offset information is then used by the ofBine reconstruction

program to correct the raw TDC data prior to pattern recognition.

2.6 Central Calorimetry

The central calorimeter consists of 48 wedged-shapes modules. Because of

the importance of jets in high energy pp collisions, a projective tower geometry

was chosen with the tower being 0.1 units in 11 and 15° in cPo Each tower has an
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e1ectromagmetic shower counter in front of a corresponding hadron calorimeter

to make a comparison of electromagnetic to hadronic energy on a tower by

tower basis.

Central Electromagnetic Calorimeter

The Central Electromagnetic Calorimeters (CEM) [51] are a combination

of shower counters and strip chambers to measure energy and shower position

of electrons and photons. The CEM cover the angular region 1771 < 1.1 and

21r in ¢J with the strip chambers located at shower maximum. Each wedge

contains 10 towers as shown in Figure 2.12 with the shower counter and the

strip chamber.

The shower counters use 30, 3.2 cm thick, layers of lead sheets as absorbers

interspersed with 5 mm thick plastic scintillators as the active detector medium.

This corresponds to a total of 20 radiation lengths and 1.1 absorption lengths

at 77 = o. Each tower is read out at each extreme end in ¢J. The light from

the scintillator is shifted in wavelength and taken to two phototubes by light

guides. This collected light is converted to electrons at the photomultiplier

tubes with a gain of about 106 • The difference in signal pulse height from the

two phototubes allows the ¢J-position to be determined to an accuracy «(J') of

50. The energy resolution of the CEM was measured to be 14/v'E %, with E

in GeV.

The strip chambers are proportional chambers located at a depth of 6

radiation lengths in the shower counters. They measure an accurate shower

position for the separation of photons from 1r0 decays. The strip chambers

have 128 strips and 64 wires and a position resolution of 2 JIlIIl in R-¢J.

Central and Endwall Hadron Calorimeters

In order to measure the energy of charged and neutral hadrons (mainly

charged pions, kaons and protons along with the long lived neutral hadrons)

in the central region, two hadron calorimeter systems were used. The Central
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Hadron Calorimeters (CHA) [52] cover 27[" in 4> and 1111 < 0.9, and the Endwall

Hadron Calorimeters (WHA) [52] overlap the CHA slightly and cover 0.7 <
1111 < 1.3 and 27[" in 4>. Figure 2.13 shows the position of the central and endwall

hadron calorimeters.

The CHA contains 32 layers of 2.5 cm thick steel plates alternated with

1 cm thick plastic scintillator sheets, giving altogether 4 absorption lengths.

A wedge has 8 towers and the light from each tower is collected at both 4>

boundries and routed to phototubes.

Hadrons shower in the steel produce charged particles, and these charged

particles produce blue light in the scintillator. This light is shifted in wave

length and trapped in wavelength shifting fingers and then carried to photo

multiplier tubes by light guides. If the primary interaction occurs in the hadron

calorimeter, the energy resolution is 70/v'E %up to E = 50 GeV, and becomes

constant at 10 % for 50 GeV < E < 150 GeV. IT the primary interaction occurs

in the EM shower counters, the resolution is 65/v'E % up to E = 80 GeV, and

becomes constant at 8 % for 80 GeV < E < 150 GeV.

The WHA are constructed in a similar manners to the eHA, but with

reduced sampling. The endwalls have 15 steel plates, each 5.1 cm thick, and a

1 cm scintillator sheet between each pair of plates. The resolution of the WHA

was meas~red to be 14 % at E = 50 GeV.

Calibration of CEM, CHA and WHA

The calibration of each central calorimeter wedge was determined using

cosmic ray muons [62] and with test beams of various energy electrons and

pions [61]. As a monitor for long term gain variations, the response to a

Os(137) gamma source [63] is recorded periodically during data taking. The

source is driven along one layer of scintillator, and the peak current is measured

for each tower.

Short term phototube gain changes are also monitored by light flasher



41

systems [63]. The CEM phototube gains are monitored by a xenon flasher and

a Light-Emitting-Diode (LED) flasher system, and {or the CRA, a nitrogen

laser is pulsed electrically and the light is carried to the phototubes by quartz

fibers.
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CHAPTER 3 - MINIMUM BIAS DATA

This analysis used minimum bias data at Vi = 1800 GeV and 630 GeV

from the first physics run of CDF, which occured between January and May

of 1987. The raw data were carefully checked for hardware problems and the

criteria for selecting events and the efficiency to reject beam-gas interactions

have been studied. Since there are no direct measure~entsof absolute cross

sections at Vi = 1800 and 630 GeV, they were estimated from cross section

measurements at Vi = 200, 546 and 900 GeV by the UA4 experiment [33,34].

Monte Carlo studies of the acceptance efficiencies of the BBC trigger and event

selection were then used to estimate the effective cross sections (Uefr) of the

selected events at Vi = 1800 and 630 GeV.

3.1 Raw Data

The name "Minimum Bias physics" comes from the characteristics of the

event trigger used at the collider to obtain the data. Depending on the con

figuration of the interaction process, the total cross section can be broken into

Non-Diffractive (ND), Single-Diffractive (SD), Double-Diffractive (DD) and

elastic components [64] (see Figure 3.1). In order to have a high probability to

record an event each time an inelastice, non-diffractive interaction takes place,

the trigger must have very little bias so that the data recorded represents most

of the inelastice, non-diffractive cross section.

Acceptance efficiency of the minimum bias trigger

In CDF, the minimum bias data were collected with a trigger (minimum

bias trigger) which required that at least one charged particle traverse each set
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of the BBC in coincidence with the beam crossing. With this trigger require

ment, each set of the BBC had an average of 13 hits (charged particles) per

event. The collected event sample is a mixture of ND, SD and DD interactions

from beam-beam collision, along with a small contamination from beam-gas

interactions (Figure 3.2).

The average acceptance of the minimum bias trigger for each type of beam

beam interaction was determined by a Monte Carlo simulation. Two thousand

events of each type were generated using the Roc1d'e1ler minimum bias gener

ator, and detector and trigger simulations were performed. For.fi = 1800

GeV, 96.2 % of ND, 16.6 % of SD and 70.9 % of DD events triggered the BBC

(Table 3.1). The trigger efficiencies at 630 GeV are summarized in Table 3.2.

Estimation of BBC cross section

Since there is no direct measurement of the absolute beam-beam collision

cross sections at v'i = 1800 and 630 GeV, the effective cross sections cor

responding to the events which pass the minimum bias trigger (O'BBC) were

estimated using cross section measurements from the UA4 experiment [33] in

combination with the acceptance efficiencies of the trigger. By interpolation

of the measured cross sections at y'i = 200, 546 and 900 GeV, cross sections

for ND, SD, DD interactions and the total cross section at .fi = 630 GeV

were estimated (Table 3.1). Using predicted values for the total cross section

at 1800 GeV [65] and extrapolating the measured cross sections, cross sections

for each type of interaction were derived and are listed in Table 3.2. The O'BBC

are 44±6 mb at 1800 GeV and 34.8±3.S mb at 630 GeV.

The data analysed here are based on a sample of 55,700 minimum bias

triggers at 1800 GeV and 9,400 minimum bias triggers at 630 GeV. The in

stantaneousluminosity ranged from 2 x 1027 to 4 x 102Icm-2s-1 at 1800 GeV

and was ..... 7 X 10211 cm-2s-1 during the single 630 GeV run.
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Table 3.1 The minimum. bias trigger acceptance at v'i = 1800 GeV.

type of estimated trigger acceptance trigger
interaction a' (mb) efficiency a' (mb)

total (a"O&al) 77±6
elastic (a'el) 17.6±1.6
ND (a'ND) 40.2±6.9 0.962 38.7±6.6
SD (a'so) 15.0±5.0 0.166 2.5±0.8
DD (ODO) 4.2±1.0 0.709 3.0±0.7

O"BBC 44±6

Table 3.2 The minimum. bias trigger acceptance at v'i = 630 GeV.

type of estima.ted trigger acceptance trigger
interaction a' (mb) efficiency a' (mb)

total (a"o'al) 59.1±1.5
elastic (erell 12.7±1.1
ND (CTND) 33.9±3.7 0.938 31.76±3.47
SD (erso) 10.0±0.7 0.116 1.16±0.08
DD (ODO) 2.5±0.6 0.750 1.88±0.45

L..-- O"B..::.:B:..:C:.....- I 34.8±3.5 I
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3.2 Event Selection

The main goal of the event selection was to remove the contamination of

beam-gas (and/or "beam-wall") interactions. Also, since the beam-beam data

set is a mixture of the ND, SD and DD interactions, which have different event

configurations, the selection criteria were optimized to remov~ the diffractive

interactions and maximize the fraction of ND interactions for the study of

central production. In addition, due to the'" 1 m long interaction region

in the z-coordinate, the geometrical acceptance of the central detector varied

depending on the event vertex position (ZVTX). Therefore, the event selection

was a function of ZVTX, as reconstructed by the BBC and the VTPC.

Calculation of the event vertex

The event vertex was calculated by the VTPC or the BBC. In the VTPC,

segments of tracks were found in each octant by reqiring at least 3 consecutive

TDC hits. Then the straight lines were extended from each track segment to

form a interaction point of the collision on the z-axis. If no VTPC segments

were found, BBC time of flight information was used to calculate the event

vertex position. The distribution of collision vertices along the beam axis was

Gaussian with a typical iT of 40 cm (Figure 3.3). An event vertex calculated

by the BBC agreed within measurement errors with the much more accurate

VTPG reconstruction (see Figure 3.3).

Track selection in the VTPC

Charged particles with PT ~ 50 MeV/ c were measured in the VTPC

with high efficiency for 11J1 $ 3 [66]. For this analysis, VTPC tracks were

required to traverse more than 11 wires out of 24 and have impact parameters·

within SiT of the event vertex in order to reject non primary particles. The
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effects of reconstruction efficiency, decays of strange particles, 'r conversions,

and secondary hadronic interactions are still under study. The preliminary

results show that the total corrections to the number of primary tracks will be

between 5 and 10 %.

Event selection criteria

Based on the analysed data from VTPC and BBC, as discussed above,

the following selection criteria were established.

(1) To reject beam-gas interactions, the position of the interaction derived from

the VTPC was required to agree with that determined from the BBC timing

information within 16 em.

(2) To remove beam-gas and diffractive interactions, events with no charged

particle in one of the ranges -3 < T/ < 0 or 0 < T/ < 3 were rejected.

(3) To remove diffractive interactions, only events with at least 4 charged

particles in the range 0 < IT/I < 3 were used.

(4) To ensure full acceptance of the VTPC down to IT/I = 3, events originating

at Izl > 65 cm were rejected.

About 44,300 out of 55,700 triggers at Vi = 1800 GeV passed these se

lection criteria. For the data sample at 630 GeV, due to low luminosity and

one empty antiproton bunch (see the next section for more discussion), 5,600

triggers were rejected from the total of 9,400. Figure 3.4 - Figure 3.6 shows

the vertex distributions, number of hits in each set of the BBC and number of

tracks seen by the VTPC in IT/I < 3.0 for the selected and rejected events at

..ji = 1800 GeV.

3.3 Efficiency of Event Selection

During the 1987 run, the Tevatron was operated with 3 bunches of protons

and antiprotons. On the average, there were 5 X 1010 protons and 1 X 1010

antiprotons in each bunch with a typical beam size of tT = 0.75 mm at the
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interaction point. Each of p and p bunches was tagged and the bunch numbers

resulting in the collisions were kept with other trigger informations. About

15 % of the data set for Vi = 1800 GeV and all of the data at Vi = 630

GeV were taken with one empty antiproton bunch. The rejection efficiencies

for the beam-gas interactions were studied with these empty bunch triggers.

The contamination of misidentified beam-gas interactions to the data sample

was estimated to be less than 0.5 % at 1800 GeV and less that 2.5 % at 630

GeV. At Vi = 1800 GeV, the fraction of triggers due to beam-gas interactions

ranged from"" 4 %at the instantaneous luminosity of 4 x 1038cm-3s-1 to about

20 % for the data set taken with an empty antiproton bunch. The beam-gas

interaction was about 50 % of all triggers at Vi = 630 GeV.

The acceptance efficiency after the event selection for each type of interac

tions was estimated by the Monte Carlo method as described in Section 3.1.1.

Approximately 25 % of DD and 4 % of SD interactions were removed from the

raw data by the event selection, but the loss of ND interactions was only 0.1 %.

The results are listed in Table 3.3 and 3.4. Using the estimated cross sections

at Vi = 1800 (630) GeV, the effective cross section for the final data sample,

CTeff, is 43±6 mb (34±3 mb). The fraction of non-difFractive interactions in the

sample is 89 % (93 %) at 1800 (630) GeV. The uncertainty in the estimate of

the effective cross section is the principle error on the overall normalization of

the cross sections which will be presented in Chapter 5.
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Table 3.3 The selected trigger acceptance at ..;s = 1800 GeV.

type of estimated trigger acceptance trigger
interaction u (mb) efficiency CT (mb)

ND (CTND) 40.2±6.9 0.961 38.6±6.6
SD (uso) 15.0±5.0 0.160 2.4±0.8
DD (UOo) 4.2±1.0 0.573 3.4±0.6

43±6

Table 3.4 The selected trigger acceptance at ..;s = 630 GeV.

type of estimated trigger acceptance trigger
interaction u (mb) efficiency CT (mb)

ND (O'No) 33.9±3.7 0.931 31.6±3.4
SD (uso) 10.0±0.7 0.111 1.1±0.1
DD (uoo) 2.5±0.6 0.572 1.4±0.3

34±3
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CHAPTER 4 - ANALYSIS AND CORRECTIONS FOR CTC DATA

Minimum bias events which were reconstructed using standard CTC track

ing code have been studied to determine the selection cuts, track finding effi

ciency and other effects which are needed to distinguish true primary tracks

from secondary tracks and false tracks. The structures of the track finding

algorithm and track selection are described along with the rejection power of

the track selection and the possible loss of good tracks.

4.1 Track Finding Algorithm

From the raw data, the TDC information was corrected for channel to

channel variations, checked for internal consistency and reformatted to super

layer and cell oriented output. These reformatted hits were 'marked' at their

'usage flags' if they were used as part of a track.

Track finding in the CTC was started by looking for a track segment

('seed') in an outer axial superlayer. When a seed was found, it was extended to

inner axial superlayers. After the process of finding R-4> tracks was completed,

stereo reconstruction was performed (see Figure 4.1).

Find a seed for a R-ei> track

The track finding began with the search for a straight line segment (seed)

which would cross the sense wire plane (Figure 2.7) in a cell of an axial super

layer. To form a candidate seed in a cell required unmarked hits with pulse

widths ~ 36 nsec on at least 5 wires. The cut on pulse width was made to

reject hits from after-pulsing and cross talk between wires. The straight line

segment was found in two steps. First, lines through all two-hit combinations
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were drawn to find the best candidate. For those pairs which were consistent

with a sense wire crossing, the angles of the hits at a point where the track

should cross the sense wire plane were used to resolve sign ambiguities. In

this way, a straight line segment was found in one cell only, but in general,

the track could also pass through neighbouring cells in the same superlayer.

By extrapolating the straight line segment from the seed cell into the two

neighboring cells in the same superlayer, predicted hits were searched for and

added to the seed if they were unmarked and had pulse widths ~ 36 nsec. The

resulting line segment candidate within the superlayer was required to have at

least 8 hits in order to be accepted and extended as a track candidate.

Extend a track

The qualified straight line segment at a certain radius was extended to be

a track candidate by the beam constraint method. This method of track ex

tension biased against the reconstruction of tracks from secondary vertices.

By assuming that the track was coming from the main vertex, the track

parameters could be estimated by performing an arc fit to hits in the seed

and the position of the beam, (Xbeam, Ybeam). For the 1987 run data, it was

(Xbeam, Ybeam) = (-0.055, -0.013) cm. Having a first approximation of track

parameters, a circle path was drawn to define a road and hits close to the

predictions were collected from other axial superlayers.

Steer a track

To be included in a track candidate, hits were required to have residuals

less than 0.25 cm. If a hit had a residual ~ 0.25 cm but also had a too narrow

« 36 nsec) or too broad (> 160 nsec) pulse width or was marked by the usage

flag, the weight of the hit in the fit was reduced. Since the predicted position

was only approximate, a hit with residual> 0.25 cm was also included in the

fit with reduced weight if the pulse width was between 36 nsec and 160 nsec.

In the process of searching for and collecting predicted hits, 'missing' and
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'bad' hits were counted in order to set a cut for the termination of the track

extrapolation. Missing hits were defined as the number of wires without any

signal. A wire which had hits but was not included in the collecting procedure

was defined as a bad hit except if the distance from the trailing edge of the hit

to the prediction point was less than 30 nsec. A hit that had a residual greater

than 0.25 cm and had a too narrow or broad (as defined above) pulse width

was not counted as a bad or missing hit.

After the searching and weighting of all hits, if there were more than 3

layers (not superlayers) with consecutive missing hits or 4 layers with consecu

tive bad hits or if the number of collected hits was less than 18 then the track

extrapolation was stopped and a search for a new seed. was initiated. For the

track candidate satisfying the above cuts, the collected hits were fitted and the

weighted mean residual was calculated. If the residual was greater than 0.1

em the hit was rejected. The weighted mean residual was recalculated and the

rejection process was cycled once more. The final R-tP track was required to

have at least 16 hits and to penetrate into superlayer 3 to eliminate some of

the secondary tracks and spiralling tracks not passing near the primary vertex.

Stereo fit

The cycle of Finding seed, Extending, and Steering was started in super

layer 8 and continued until all seeds were examined down to and including

superlayer 2. Based on the z-vertex position of the interaction measured by

the VTPC, the z-coordinate of an R-tP track was estimated using the stereo

superlayers.

First, a stereo track segment was searched for and reconstructed between

the two outermost axial superlayers of the R-tP track. The sense wire crossing

was not required for this stereo track segment. From this stereo track segment

in conjunction with z-vertex position, a first approximation of the track pa

rameters in R-tP-z space was made. Within a defined road, hits close to the
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prediction were collected from other stereo superlayers. After all hits were

found, they were included in a global fit with a 0.1 cm residual cut. The final

R-4>-z track was required to have at least 7 hits from stereo layers and 16 hits

from axial layers.

The R-4> tracks which failed to be converted into R-4>-z space were ex

amined using an interactive fitting program. Out of 1,000 R-4> tracks which

were not converted, 40 % had TJ > 1, 40 % were low PT tracks which spiraled

in the chamber (average PT of < 250 MeVIc), 12 % were fake tracks, and 8

% were coming from a secondary vertex as decay particles. For the study of

central primary charged particles, those tracks constructed only in R-4> space

were ignored and only R-4>-z tracks were used.

4.2 Track Selection

Since the track finding algorithm had very loose requirements, further

quality controls with tighter cuts were needed to remove false tracks. Also, in

order to distinguish primary particles from secondaries originating from decays

and interactions, tracks were required to pass through the interaction vertex

within the accuracy given by the measurement error and multiple scattering:

5 cm along the beam direction and VO.53 + 0.17p~ cm in the transverse plane.

The loss of good tracks due to the track selection was negligible.

Quality control

By estimating the radius at which the particle would exit the CTC from

the fitted parameters of tracks, the fraction of possible hits that were used for

a given track was calculated. To eleminate falsely reconstructed tracks, tracks

were required to use more than half of the possible hits. From event scanning,

it was found that false tracks consisting of one good superlayer fit (usually

from part of a spiral) and a few random hits from other superlayers could pass

the above cut. Defining "good" segments as
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(1) more than 7 hits used out of 12 possible for axial superlayers and

(2) more than 3 hits used out of 6 possible for stereo superlayers,

a track was required to have at least 2 good axial segments and at least 1 good

stereo segment.

Removing secondaries

The non-primary particles resulting from decays or secondary interactions

would likely have large impact parameters (d) with respect to the nominal

beam axis or not be associated with the z-position of the interaction vertex.

Since the best value of drift constants were not available at the time of this

analysis, the average residual was of the order of 300 p.m (Figure 2.8) rather

than designed value of 200 p.m. Also, the CTC was displaced with respect to

the beam axis by about 500 p.m in the R-z plane. The resulting resolution

of the impact parameter (e5d) should be worse accordingly. In addition to the

component coming from intrinsic resolution (ddre.) e5d would have a contri

bution from multiple scattering (dd.ca) which should be a function of PT, as

indicated in Figure 4.2.

From the width of the impact parameter distribution as a function of PT

(Figure 4.3), the upper limit of the intrinsic resolution was estimated to be

< 0.1 cm. The multiple scattering of tracks in the CTC would occur mostly

near R ~ 30 cm where the CTC inner wall and the VTPC cables were located.

The number of radiation lengths, z/zo, between the beam axis and R = 30

cm averaged'" 2.5 % and had a maximum value of '" 4 % where the VTPC

read-out boards were located. Since the measurement error due to multiple

scattering at radius R can be written as

dd.ca = 0.014 R ~,
PT V;;;

the expected contribution to the impact parameter due to multiple scattering

was estimated as dd.ca = v'0.0068/p~, using the maximum value of z/zo.



61

0.75o.
d (cm)

-0.75

0.2

1.

0.1

1.4

1.2

0.4

0.8

0.4 < PT < 0.5 GeVIe
.10 r-3:.... --....

0.75o.
d (em)

-0.75

0.2

0.4

1.

0.1

0.1

0.3 < PT < 0.4 GeVIe
.10 .3~ ---__-.,

1.2

1.0 < PT < 2.0 GeVIe.'0 J 0.5 ~ PT < 1.0 GeVIe
4.5

.'0 J
.----------~

3..5

2.5

1.5

0.5

-0.75 o.
d (em)

0.75

2- -
-
-

1. f-

f-

- \.J
I I --- I

-0.75 o. 0.75

d (em)

Figure 4.2 Impact parameter distributions as a function of PT·



62

- 3
.!~r--------------,

28 ~

•
24 ~

•

20 •-,.a
u- 16 r-

;

~
<I •

/

I

12 ~
.1

8~

•

o0=--~-~2~-~3~-.....4--..l..5--.l,-6-----I7

l/~ (GeV/C)-2

Figure 4.3 t::a.tP as a function of l/p~.



63

The resulting width of the impact parameter distribution was

6d = v'l:i.~e. + l:i.~c. = VO.12 + 0.0068/p~ (cm).

Tracks with impact parameter> (5 x 6d) were rejected as secondaries.

The distribution of the distance between the event z-vertex to the closest

approach to the beam of the track (l:i.z) had a width of < 1 cm. To remove

tracks which were not associated with the primary vertex, l:i.z was required to

be less than 5 cm.

Possible loss of tracks due to selection

Even though the selection cuts were purely geometrical, a higher rejection

rate in the high PT range (> 3 GeVIc) was observed. A possible deficiency

or excess of high PT tracks was studied by scanning and by comparison of the

energy deposited in the calorimeters for tracks with PT > 3 GeVIc and in 1711 <
1. The scanning of high PT track candidates in 15,000 events ('" 35 % of total

data sample) showed that the track selection was 100 ± 1 % efficient (neither

over efficient nor under efficient) for high PT tracks in the central region. The

comparison of calorimetry energy to the PT of the track set an upper limit to

the track counting error when track selection was used of 0.028 ± 0.02 %.

The possible stereo misreconstruction could result in incorrect prediction

of l:i.z. Tracks rejected by the l:i.z cut in 5,500 events were scanned, and the

loss of primary tracks was estimated to be less than 0.2 %.

The overall ratio of the transverse momentum spectrum of positive parti

cles to that of negative particles was consistent with 1 within errors and inde

pendent of PT (Figure 4.4). The track selection was very effective in removing

non-primary particles.

4.3 Reconstruction Efficiency

The reconstruction efficiency of primary tracks in the central region (1711 <
1) was studied by two independent methods. First, the CTC information for
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500 reconstructed events were scanned and, using an interactive fitting pro

gram, mistakes made by the standard reconstruction program were corrected.

Second, simulated tracks of varying momenta were superimposed on real events

and reconstructed using the standard reconstruction program. Both methods

gave consistent estimates of the reconstruction efficiency as a function of PT

(Figure 4.5). Since charged particles with PT less than 0.33 GeVIc spiral inside

the solenoid and the track finding criteria were optimized for high PT tracks

to avoid misreconstructions largely due to these spirals" the reconstruction

efficiency dropped rapidly for PT below 0.4 GeVIc.
The scanning using the interactive fitting program also showed that the

reconstruction efficiency was close to 1 within errors and independent of 77 for

the tracks with PT > 400 MeVIc, in 1771 < 1.0 (Figure 4.6). The reconstruction

efficiency for high multiplicity minimum bias events was determined using the

interactive fitting program and the results were consistent with those from

average minimum bias events.

For tracks with PT above 0.4 GeVIc and with 1771 < 1, the average recon

struction efficiency was 99.2 ± 1.0 %, independent of the polar angle and event

multiplicity.

4.4 Acceptance in the CTC

During the 1987 run, there were 4 dead cells in axial superlayer 4. The

corresponding r/J angles for these regions are indicated in Figure 4.7. The

r/J distribution at the inner radius of superlayer 4 showed an inefficiency in

finding tracks which passed through these regions. For the inclusive invariant

cross sections, particles passing through these regions were excluded.

The PT distributions from 8 separate regions in r/J, excluding the inefficient

area, showed very similar shapes and the same mean values. Excluding the

inefficient regions due to the dead cells in superlayer 4, the r/J-acceptance in the

CTC was uniform in PT.
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Since the distribution of the event z-verlex had a width CT :::::: 40 cm, the

z-acceptance of the CTC was checked in the following way. The ratio of 71

distributions for the tracks in sets of events with different z-verlex positions

should be flat until the acceptance starts to drop. From the value of the polar

angle, 8, at the point where the ratio started to change, the full acceptance

range in z at the outer radius of the chamber was calculated. The results

showed nearly full acceptance up to the geometric range (within 1%1 < 155 cm)

of the CTC. The z-acceptance was also symmetric about the center. For the

inclusive invariant cross sections, tracks were required to traverse all layers of

the CTC which corresponds to an approximate cut 1711 < 1, depending on the

verlex position.

The PT spectra for 4 bins in 1711 < 1.0 had very similar shapes and the

same mean values. From the ratios of these 4 distributions to the overall PT

distribution, factorization of the PT distribution in 71 (or y) was seen. Therefore

the inclusive invariant cross section also factors into

in 1711 < 1.0.

4.5 Systematic Errors and Corrections

In addition to the reconstruction efficiency, the overall normalization and

the shape of the observed transverse momentum distribution were influenced

by: photon conversions, secondary interactions, decays in flight of charged pi

ons and kaons, misreconstructed trajectories of decaying charged kaons, decays

of neutral strange particles, and finite momentum resolution. The contribu

tions from these effects were estimated for PT > 400 MeVIc and 1'71 < 1.0, and

the overall correction was found to be small and nearly independent of PT for

PT > 450 MeV/ c, as shown in Figure 4.8.
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Photon conversions

The total number of photons produced at the vertex, mostly from decay

products of 7r0 's, should be approximately equal to the total number of charged

particles, but with a much softer PT spectrum. The conversion of these photons

would occur mostly near the beam pipe and the inner radius of the CTC

chamber where the VTPC read-out boards, cables and the CTC inner wall

were located.

Using the same PT spectrum for 7r°'S as that of charged particles [19], a

flat probability distributions for '7r 0 decays, and a 0.25 % photon conversion

probability in the wall of the beam pipe, the contribution of conversions in the

beam pipe to the PT distribution of the charged particles was calculated to be

of 0.3 % at PT = 0.35 GeV and 0.1 % at PT = 1 GeV.

Due to the magnetic field, particles coming from the photon conversions

near the CTC inner wall would have an apparent impact parameter, d, of

2e BR2 R 2
d = - (cm),

PT 444 x PT

with R ~ 30 cm. The resulting contribution of these conversions was negligible

for all PT because of the track selection cut on the impact parameter. Therefore,

the overall contribution from photon conversions to the charged particle PT

distribution is 0.1 "" 0.3 % which is in agreement with the average value of

"" 0.12 % from the Monte Carlo simulation.

Secondary interactions

The secondary interactions of charged and neutral hadrons with the ma

terial in the detector occured predominantly near the inner radius of the CTC

where there is approximately 0.25 to 0.4 % of an interaction length. Secon

daries produced in the interactions would have typical transverse momenta

of 300 MeVIc with respect to the parent particle direction, and were usually

excluded by the impact parameter cuts. From the Monte Carlo simulation,
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the net correction due to secondary interactions was estimated to be a loss of

about 0.5 % of the primary charged particles.

Decays in flight of charged particles

Decays of charged particles (mostly pions and kaons) would remove tracks

from the sample, thus resulting in a loss of primary charged particles. Con

sidering the structure of track reconstruction and selection, particles decaying

at large radii (about R> 1 m) would have a large probability of their trajec

tories being properly reconstructed. For pions and kaons decaying with R <
1 m, possible losses were estimated using Monte Carlo generated sampes of

1\", K ~ p.v decays.

The probability of charged pions decaying below R = 1 m was calculated

as a function of PT (Figure 4.9). From the reconstruction of simulated 1\"

decays, it was observed that about 50 % of the secondaries were reconstructed

as charged muons with momentum close to the parent momentum and passed

all selection criteria. No significant number of secondaries were reconstructed

with higher PT values than the parent momentum. The loss of primary charged

particles due to the decays of charged pions was, therefore, 50 % of the decay

probability.

Using the KI1\" ratio measured by UA2 {I9] and UA5 {35,36] and the prob

ability of charged pions decaying below R = 1 m, the loss of primary charged

particles due to the decays of charged kaons was estimated (also shown in Fig

ure 4.9). Since only a small fraction « 2 %) of secondaries were reconstructed,

and most of those are reconstructed with PT close to that of the parent particle,

the contribution to the overall correction was the same as the decay probability.

Due to the steeply falling PT spectrum, misreconstructed trajectories of

decaying charged kaons could conceivably contaminate the high PT region.

From reconstructing a sample of simulated K decays, an upper limit of 0.3 %
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contamination was established for PT :5 10 GeVI c. Compared to the statisti

cal errors in this region, this correction was negligible and therefore was not

applied.

Decays of neutral strange particles

The contamination from the decay products of neutral stange particles,

KO's and AO's, should be subtracted. Ksproduction at v'8 = 1800 GeV was

studied by reconstructing the decay channel into 7r+ and 7r-. Each pair of

oppositely charged particles with impact parameter greater than 2 mm and

PT > 0.25 GeVIc was:fit to a common vertex point. Assuming the pion mass

for the daughters, the invariant mass of the parent particle was calculated and

a clear mass peak is seen near 500 MeV [67].

Normalizing the Ksl7r ratio to agree with the UA2 measurement [19]

and taking into account the 68 % branching ratio, the fraction of secondaries

coming from K sdecays to the total number of charged particles was estimated.

Using the impact parameter distribution of pions coming from K s decays,

the correction to the observed spectrum. was estimated to be - 2.4 %. The

correction estimated by the Monte Carlo simulation was - 1.4 %, and the

difference comes from the KI7r ratio used in the CDF minimum bias event

generator. The upper limit of correction was set to be 2.4 %.

Since the ratio of KOlA° is known to be > 1, the contribution from A°

decay should be smaller and was neglected by assigning a ±1 % error to the

KO correction.

l?T smearing

The momentum resolution of the CTC has a contribution from multiple

scattering of uPT/PT - 0.003 and a contribution from the average per hit

resolution of the chamber of UPT IPT - 0.002 PT. Since tracks were required

to pass through superlayer 8, the same PT resolution is valid for all tracks.

The correction for PT smearing to the invariant cross section was estimated by
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parameterizing the PT dependence of the data as E~:; = A{po/(po +PT)]" and

using the measured Gaussian resolution,

dN dN R.= -- x atzo
dPTTrue dPT Mea.

where

Ratio = N(PT) .
roo d IN( I) 1 1(P~-PT')2

Jo PT PT "'(PT')X exp - 2' ;PT')

The resulting correction to the measured PT spectra at Vi = 1800 and 630

GeV was less than 1 % at all values of momentu,m. For PT values below 1.0

GeVIc, where multiple scattering dominates the momentum resolution, the

effect of smearing was extremely small « 0.1 %) and even at PT = 8.0 GeVIc,
the correction was still less than 1 %. The smearing correction could still be

neglected even if the momentum resolution was degraded by a factor of 2 at

high momentum.

Overall correction

The observed PT spectrum was corrected for reconstruction efficiency and

for the effects described in this section and summarized below:

(1) Photon conversions, secondary interactions and decays of neutral strange

particles. These effects were calculated as increasing the number of tracks by

3.0 ± 1.0 %, nearly independent of PT.

(2) Decays in flight of charged pions and kaons caused a depletion of the ob

served distribution ranging from 5 % at PT = 0.4 GeVIc to 2 % at PT = 2

GeV/c.

The overall correction applied was small and nearly independent of PT for

> 0.45 GeVIc (Figure 4.8). The distortion of the spectrum due to misrecon

structed trajectories of decaying charged kaons and finite momentum resolution

was negligible compared to the statistical errors.
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CHAPTER 5 - INCLUSIVE INVARIANT CROSS SECTION

The transverse momentum spectra of charged particles and their mean

values were measured at a Vi of 630 and 1800 GeV. Results are presented for

pseudorapidity 1'71 < 1 and compared with lower energy data in the range of

Vi from 23 to 900 GeV and with a parton model calculation. The mean value

of the transverse momentum showed a strong dependence on Vi and event

multiplicity.

5.1 Normalization of 1?T Spectrum

The Lorentz invariant single particle phase space (the behavior of a single

particle in the absence of any dynamics and any exterior energy and momentum

constraints) is given as

(1)

where m is the mass, E is the energy of the particle and 0 is the Dirac delta

function expressing the condition that the particle is on the mass shell. It

shows that all 4-momenta are equally probable as long as the particle is on the

mass shell. The above quantity is called the invariant phase space element, dr.

Using the equivalence dy = dp./E, dr can be rewritten as dr = PTdPTdydq, and

the contribution of the cross section in unit phase space element then becomes

(2)

Since this quantity is defined in a Lorentz invariant way, it is called the Lorentz

invariant inclusive cross section for single particles. The corrected inclusive PT
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spectrum of charged particles in the eTC was converted to the invariant cross

section in the following way.

The number of charged particles (Nch) produced for a time integrated

luminosity (.c) can be written as Nch = .c x (T, where (T is the single particle

inclusive cross section. In a given interval APT = (PTl,PT2), the total,number

of particles can be expressed as

(3)

As was shown in section 4.4, the PT distribution in y (or '7) and tP factorizes,

and the invariant cross section can be written as

and therefore,

(5)

From equation (3) and (5), it can be deduced

Since the effective cross section for a given event is

Nennt
(Tefl' = .c '

(6)

(7)

by finding the AtP and Ay acceptance for each event, the invariant cross section

can be obtained from the PT distrbution and the estimated value of (Tefl' to be

where

E d3
(T = (Tefl' (Nch+ + Nch-)/2

d3 p NeYent PTAPTAq,Ay
(8)
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Nch± = number of positive/negative tracks in the PT bin,

Nevent = total number of accepted events,

{Tefl = effective cross section for the accepted event sample,

~PT = bin width in PT, and

~y and ~t/J are the accepted regions in phase space.

The results of the inclusive cross sections are presented as the average of the

spectra of particles with both signs of charge.

Calculation of ~¢>

Since the CTC is symmetric in t/J, the normalization factor ~t/J should be

27r if the t/J distribution of the CTC is uniform. Due to 4 disconnected cells in

8uperlayer 4, there were some regions which were excluded and

(9)

Calculation of ~y

The acceptance in rapidity (y) was calculated on a track by track basis

assuming all particles to be pions. Due to the limited acceptance in y (or 17)

of the CTC and the change in z-vertex position for each event, the following

technique was used to calculate ~y.

For events that occured in a given range of ~z, the local invariant cross

section was expressed as

(10)

where

Nnent is the total number of events in the data sample, and

Nnent(~z) is the number of events with z-verlex within ~z.
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The total inclusive cross section for all the values of z-vertex is then

(11)

For a given event with known z-vertex position, the maximum 11 range (l1miD

and l1max) for full acceptance in the CTC was calculated:

where

(J -I( ReTc )
mil. = tan

Zmaxo - ZVTX

(JmiD = tan- I ( ReTc )
Zmaxo + ZVTX

~ l1max = -In{tan( (Jmax)}
2

(J •
~ l1miD = In{tan( ;n)}

(12)

(13)

ReTC = outer radius of the CTC boundary,

Zmaxo = half length of CTC acceptance in z, and

ZVTX = Z coordinate of the event vertex found by the VTPC.

By using sinh(y) = (3T sinh(11) where

PT
f3T = .jm2 +ri- '

the accepted region in the phase space for Li.y was calculated from l1miD and

l1max for each charged particle, assuming the pion mass.

5.2 Inclusive Invariant Cross Section

The inclusive invariant cross sections of single charged particles at ..;s =
630 and 1800 GeV are shown in Figure 5.1 (Table 5.1 and 5.2). At PT = 2

GeVIc the cross section increases by about a factor of 3 from 630 GeV to 1800

GeV. The cross sections are compared with data from other experiments and

with predictions of a parton model at high PT.

Comparison with other experiments

In Figure 5.2, the invariant cross section at 630 GeV was compared with

the measurements of UA1 [18] and UA2 [19] at 546 GeV. Since non-diffractive
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Table 5.1 The invariant cross section at Vi = 1800 GeV.

Averaged over the bm Ilze•
Statistical errors only.

PT EtI~".jtPp PT EtP".jtPp
(GeV/c) (1O-31'cm2/(GeV'/fiS» (GeV/c) (10-31'cm2 /(GeV'/r::1»
0.40-0.45 41.83±0.32 2.30-2.40 (8.86±0.41) x 10-3

0.45-0.50 34.16±0.26 2.40-2.50 (7.20±0.37)x 10-3

0.50-0.55 27.13±0.22 2.50-2.60 (6.23±0.33)x 10-3

0.55-0.60 21.69±0.19 2.60-2.70 (3.99±0.26)x 10-3

0.60-0.65 17.59±0.16 2.70-2.80 (3.S6±0.25) x 10-3

0.65-0.70 13.95±0.14 2.80-2.90 (2.77±0.21)x 10-3

0.70-0.75 1l.44±0.12 2.90-3.00 (2.63±0.20)x 10-3

0.75-0.80 9.03±0.10 3.00-3.20 (1.89±0.12)x 10-3

0.SO-0.85 7.65±0.09 3.20-3.40 (1.14±0.09)x 10-'
0.S5-0.90 6.27±0.OS 3.40-3.60 (8.60±0.75)x 10-3

0.90-0.95 5.13±0.07 3.60-3.S0 (6.47±0.63)x 10-3

0.95-1.00 4.30±0.06 3.80-4.00 (4.65±0.52) x 10-3

1.00-1.10 3.20±0.04 4.00-4.20 (2.64±0.3S)x 10-3

1.10-1.20 2.35±0.03 4.20-4.40 (2.46±0.36) x 10-3

1.20-1.30 1.65±0.02 4.40-4.60 (1.42±0.27)x 10-3

1.30-1.40 1.23±0.02 4.60-4.80 (1.45±0.26)x 10-3

1.40-1.50 (9.05±O.17) x 10-1 4.80-5.00 (1.31±0.25)x 10-3

1.50-1.60 (6.98±O.14) x 10-1 5.00-5.40 (6.76±1.21)x 10-4

1.60-1.70 (5.05±0.12)x 10-1 5.40-5.80 (2.16±0.66) x 10-4

1.70-1.80 (3.99±0.10)x 10-1 5.80-6.20 (3.13±0.77) x 10-4
1.SO-l.90 (2.SS±0.OS) x 10-1 6.20-6.60 (1.3S±0.49)x 10-4

1.90-2.00 (2.20±0.07)x 10-1 6.60-7.00 (1.46±0.49)x 10-4
2.00-2.10 (1.96±0.06)x 10-1 7.00-S.00 (5.S9±l.SS)x 10-6

2.10-2.20 (1.39±0.06)x 10-1 S.00-10.00 (1.95±0.70)x 10-6

2.20-2.30 (l.13±0.05)x 10-1

. .
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Table 5.2 The invarimt crOSI lection at Vi = 630 GeV.

Pr EtPtr/ tPp Pr EtPtr/tPp
(GeV/c) (10-a7'cm2 /(GeV2/c3» (GeV/c) (10-a7'cm.2 /(GeV' Ic3»
0.40-0.45 25.56±O.75 1.30-1.40 (5.83±O.43)x 10-1

0.45-0.50 20.55±O.61 1.40-1.50 (4.4l±O.36)x 10-1

0.50-0.55 15.35±O.50 1.50-1.60 (3.l5±O.29)x 10-1

0.55-0.60 12.82±O.44 1.60-1.70 (2.23±O.24)x 10-1

0.60-0.65 9.91±0.37 1.70-1.80 (1.47±O.19)x 10-1

0.65-0.70 8.29±O.32 1.80-1.90 (1.33±0.17)x 10-1

0.70-0.75 6.52±O.28 1.90-2.00 (6.49±1.18)x lO-a

0.75-0.80 4.78±O.23 2.00-2.20 (4.96±O.70)x 10-a

0.80-0.85 4.l9±O.2l 2.20-2.40 (3.7l±0.58)x 10-2

0.85-0.90 3.64±O.19 2.40-2.60 (1.87±O.39)x lO-a

0.90-0.95 2.86±O.16 2.60-2.80 (2.10±O.40)x 10-a

0.95-1.00 2.26±O.14 2.80-3.00 (1.12±O.28)x 10-a

1.00-1.10 1.84±O.09 3.00-4.00 (1.97±O.48)x 10-3

1.10-1.20 1.30±O.07 4.00-10.00 (1.0S±O.32)x 10-'
1.20-1.30 (7.89±O.52) x 10-1

Averaged over the bIn SIze•.
Statistical errors only.
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inelastic interactions dominate each of the event samples, the UAl and UA2

cross sections were scaled to reflect our current estimation of cretr. The shapes of

the PT distributions agree well. Figure 5.3 shows a comparison of the measure

ments of the invariant cross sections from the Chicago-Princeton [15] (v'8 =
27 GeV), British-Scandinavian [17] (53 GeV), UAI [18] (546 GeV) and CDF

(1800 GeV) collaborations. The previously observed flattening in the shape of

the PT distribution with energy continues up to 1800 GeV.

Comparison with a parton model calculation

A naive extrapolation down to low PT of the QCD prediction [68] of the

invariant cross section was made for the v'8 range from 21 to 1800 GeV. Figure

5.4 compares the measured charged particle cross sections with predictions of

a parton model calculation [69]. In the parton model [1,2], the inclusive single

particle distribution can be expressed as a convolution of structure functions,

Fn , (parton densities) with the parton-parton scattering cross section (cr) and

the fragmentation function (Dna):

d
3

cr ""ff!! dz A (2) 2) AA: A A A)EF = L.J dz 1dz22dt Fi Z17Q F;(Z2,Q cri;(S,t,u
p i;1I z (14)

D.(z, Q2)6(s + t + u)
where

(1) The longitudinal momentum distributions of initial partons inside the in

coming hadrons (pp or pp) are taken according to the Duke-Owens structure

functions [70] based on measurements from deep inelastic scattering experi

ments [11].

(2) The initial partons scatter according to the lowest order QeD scattering

cross sections.

(3) The final partons fragment into hadrons according to the fragmentation

functions from reference [12].

(4) From 21 GeV to 1800 GeV, the majority of partons contributing to the cross

section changed from valence quarks with z > 0.5 to gIuons with z < 0.01.
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(5) The average value of z decreased as ..;s increased, hence an increase in the

average value of the fragmentation function.

(6) The elementary cross section increased due to a decrease of the average

scattering angle.

Given the intrinsic uncertainties of the model, such as applicability of the

perturbative calculations, structure functions at very low x, higher order cor

rections, and Q2-scale definition, the agreement between the experimental and

calculated cross sections is surprisingly good over the PT range 2 GeVIe to 10

GeVIe, for a range of 10 orders of magnitude in the measured cross section

and over a range of ..;s increasing by a factor of 60.

5.3 Fit Results to the Functional Forms

I! the PT distribution for soft pp interactions were kinematically limited

and almost independent of the center of mass energy, the inclusive invariant

cross section for charged particles should change slowly with ..ji and have an

exponential dependence on PT [13-17,73]:

where a is related to the proton radius. However, at the Tevatron collider,

the available energy is so high that the accessible high PT region should be

unaffected by kinematic limitations and the spectrum should reflect the dis

tribution of constituents in the proton, their hard scattering cross section and

their subsequent fragmentation [12]. In the previous measurements [16-19] at

..ji> 100 GeV, the cross section has been observed to depend more strongly

on ..ji and to exhibit a power law dependence in PT

(15)

as in Rutherford scattering [44].
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The invariant cross sections at 630 GeV and 1800 GeV were fitted with

the functional form

E d
3

(7' = A( Po )". (16)
d3p Po + PT

The fits describe the data well in the entire PT range (see Figure 5.1) and

were stable against changes of the PT range used in the fit. The fit para.meters

and their statistical errors are given in Table 5.3 and 5.4. As a consequence

of a very strong correlation between Po and n (correlation coefficient = 0.98),

their errors are relatively large. To see the power law dependence on PT as a

function of y"i, the data was fitted with Po fixed at 1.3 GeV/ c. The power n

decreases by 0.6 with the increase of y"i from 630 GeV to 1800 GeV, reflecting

the hardening of the PT spectrum. with increasing y'i. The result at 630 GeV:

n = 8.89 ± 0.06 is in reasonable agreement with a slightly harder spectrum.

than the UA1 result at 546 GeV: n = 9.14 ± 0.02 [18].

5.4 The Mean Value of Transverse Momentum

The definition of the mean value of transverse momentum, < PT >, is

roo dtr d
_ Jo 'iIiTPT PT

< PT >- roo dtr d
Jo dPT PT

where the determination of the mean value of transverse momentum relies on

the extrapolation of the observed spectrum (PT > 400 MeV/ c) to PT = O. The

error in < PT > due to uncertainty in the shape of the spectrum. at low PT can

be reduced by using constraints from the measurement of dN/d7].

Calculation of < 1?T >

Since the PT spectrum. is factorized in 11 and t/J space, the multiplicity

distribution in 11 (dN/ dl1) can be written in terms of the invariant cross section

(E~:;):
(18)
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Table 5.3 Fit parameters for E~; at .;; = 1800 GeV.

Fit interval A P. n x,2 DOF
(GeV/c) (10-a4 cm2/(GeV2/c3)) (GeV/c)
0.4-10.0 0.45 ± 0.01 1.29 ±0.02 8.26 ± 0.08 102 64
0.5-10.0 0.45 ± 0.01 1.30 ± 0.02 8.26 ± 0.07 ·90 62
0.6-10.0 0.46 ± 0.01 1.27 ± 0.02 8.18 ± 0.06 87 60
0.7-10.0 0.43 ± 0.01 1.32 ± 0.02 8.31 ± 0.07 80 58
0.4- 5.0 0.44 ± 0.01 1.30 ± 0.01 8.29 ± 0.06 101 61
0.5- 5.0 0.47 ± 0.01 1.25 ± 0.01 8.12 ± 0.05 86 59
0.6- 5.0 0.46 ± 0.01 1.27 ±0.01 8.17 ± 0.05 85 57
0.7- 5.0 0.43 ± 0.01 1.31 ±0.01 8.29 ±0.05 79 55
0.4- 3.0 0.46 ± 0.01 1.26 ±0.01 8.11 ± 0.08 92 49
0.5- 3.0 0.50 ± 0.01 1.16 ±0.01 7.82 ± 0.05 72 47
0.6- 3.0 0.50 ± 0.01 1.16 ±0.01 7.79 ± 0.05 72 45
0.4-10.0 0.45 ± 0.01 1.30 fixed 8.28 ± 0.02 103 65
0.5-10.0 0.45 ± 0.01 1.30 fixed 8.29 ±0.02 90 63
0.6-10.0 0.44 ± 0.01 1.30 fixed 8.28 ±0.02 88 61
0.7-10.0 0.44 ± 0.01 1.30 fixed 8.25 ± 0.02 80 59

StatIstical errors only.

to the functional form
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Table 5.4 Fit parameters for E~ at Vi = 630 GeV.

Fit interval A P. n X2 DOF
(GeV/c) (10-24cm2 /(GeV'/c3)) (GeV/c)

0.4-10.0 0.27 ± 0.01 1.63 ± 0.13 10.2 ± 0.56 32 33
0.4-5.0 0.27 ± 0.01 1.67 ± 0.06 10.3 ± 0.11 30 31
0.5-5.0 0.26 ± 0.01 1.70 ± 0.14 10.4 ± 0.26 30 29
0.6-5.0 0.28 ± 0.01 1.61 ± 0.12 10.1 ± 0.25 28 27
0.7-5.0 0.27 ± 0.01 1.62 ± 0.05 10.2 ± 0.11 27 25
0.4-3.0 0.26 ± 0.01 1.79 ± 0.05 10.8 ± 0.08 29 30
0.5-3.0 0.24 ± 0.01 1.92 ± 0.09 10.8 ± 0.18 28 28
0.6-3.0 0.24 ± 0.01 1.87 ± 0.13 11.1 ± 0.27 27 26
0.4-10.0 0.33 ± 0.01 1.30 fixed 8.89 ± 0.06 39 34
0.4-5.0 0.33 ± 0.01 1.30 fixed 8.90 ± 0.05 36 32
0.5-5.0 0.33 ± 0.01 1.30 fixed 8.93 ± 0.07 34 30
0.6-5.0 0.35 ± 0.01 1.30 fixed 9.00 ± 0.08 30 28
0.7-5.0 0.36 ± 0.01 1.30 fixed 9.03 ± 0.08 29 26

UA1 data
2910.3-2.0 0.46 ± 0.01 1.30 fixed 9.14 ± 0.02 32

StatIstical errors only.

to the functional form



91

where

J,,-YI = dy = co.h('1) (19)
d'1 V1 + if + sinh2 ('1)

I£ the value of dNId'1 at v'8 = 1800 or 630 GeV can be either measured or

estimated in the whole PT range (0,00), then the shape of the invariant cross

section at the region of PT below 400 MeVIc can be determined. Using the

data points £rom the measured invariant cross section for PT > 400 MeVIc and

the constraining condition;

(20)

with PT = 400 MeVIc, the shape of the invariant cross section in the range

(O,pT) was fitted to various functions. The corrected < PT > for all PT was

calculated £rom

(21)

using the fit result for the shape of PT distribution below 400 MeVIe.
Interpolation of dNId'1 measurements in the range 200 to 900 GeV (9} gives

dN/d'1 = 3.30±O.15 at 630 GeV, in agreement with the preliminary result £rom

the VTPC dataofdN Id11 = 3.3±0.2 {10]. Using the ratioofdN/d11 at 1800 GeV

to that at 630 GeV £rom the analysis of the VTPC data, 1.27±0.04, the value

of dNId11 at 1800 GeV was estimated to be 4.2±0.2. Using these values, the

constrained fit gives < PT >= 432±4 MeVIc at 630 GeV and < PT >= 495±14

MeVIc at 1800 GeV. The erron were estimated by including uncertainties due

to the extrapolation to low PT as well as in the ratio of dN/d11. By varying the

functional form of the PT spectrum for PT < 400 MeVIc with fixed dNId11 (see

Figure 5.5), the systematic error on < PT > due to the choice of functional

form was estimated to be 3 MeVIc. In addition, the 5 % uncertainty in the
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value of dN/d71 at 630 GeV gives an additional error of 20 MeVIc common to

both values of < PT >. The fit parameters of the invariant cross section at

PT < 400 MeVIc and values of < PT > from the different functional forms are

listed in Table 5.5 - 5.7.

log(~) dependence of < 1?T >
The calculated < PT > values were compared with values from other mea

surements [16,18,22]. The value of < PT > grows significantly as a function of

Vi (Figure 5.6), in agreement with the trend observed in cosmic ray interac

tions [74].

Although the rise with loge~) of the high PT tail of the particle spectrum

is striking, the value of < PT > is largely determined by particles with 1

GeVIc < PT < 3 GeVIc. This can be seen from the measured (for PT > 400

MeVIc) and estimated (for PT < 400 MeVIc) invariant cross sections. The

contributions of particles in the higher PT range to the value of < PT > were

compared for Vi = 1800 and 630 GeV in Figure 5.7. The average transverse

momentum excluding the particles above a certain PT cut-off (x-axis) and the

ratio between 1800 and 630 GeV are shown where the difference in < PT >
values between 630 and 1800 GeV is mostly coming from charged particles with

PT < 2 GeV/c.

< P1' >. dependence on Multiplicity

In Figure 5.8 the charged PT spectrum is shown seperately for three bands

of charged particle multiplicity in the rapidity range Iyl < 1.0. The three

spectra are normalised at PT = 0 GeVIc. The PT spectrum becomes flatter as

the multiplicity increases, and this trend occurs even at low values of PT.

Due to the large uncertainty in the multiplicity measurement for finer

multiplicity bins, the method which was used to calculate < PT > for the total

invariant cross section was not applicable for calculating < PT > as a function
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Table 5.5 Functional forms used for < PT > calculation.

functional forms parameters fit interval

(fa = E~:) pi p2 p3 p4 PT (MeVIe)

f1 A Po n 400-800
f2 A B 400·600
f3 A B C 400·600
14 A B C n 400-600

f1
A P:-

(PT +Po)"

f2 - A e-B P'1'

~ - A e(-B ~+c PT)

14 - A (PT+1 + B PT + C)
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Table 5.6 Fit parameters and < PT > values at Vi = 1800 GeV.

£1 0.44 1.37 8.6 60.3/38 494
£2 0.37 4.99 99.0/19 496

fa 0.36 0.10 -4.9 105.7/18 496
r. 0.28 -12.4 11.5 0.063 41.0/17 492

dN/d77 = 4.2
[!J p1 l-p-2-1 p3 I p4 I X2

/ DOF I < PT > (MeV/c) I

£1 0.52 0.98 6.9 71.9/38 483
£2 0.41 5.19 154.8/19 487

fa 0.40 0.10 -5.1 166.2/18 487
r. 0.33 -11.2 10.3 0.067 54.2/17 482

dN/d77 = 4.3
[g p1 l-p-2---'--1-p3-1 p4 I r/DOF I < PT > (MeV/c) I

£1 0.37 2.16 12.1 50.0/38 505
£2 0.34 4.81 59.6/19 506
fa 0.33 0.0002 -4.8 58.5/18 506
r. 0.24 -11.9 11.0 0.070 32.1/17 503

dN/d77 = 4.1
[g p1 l-p-2-, p3 I p4 I X2

/ DOF I < PT > (MeV/c) I
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Table 5.7 Fit parameters and < PT > values at ..ji = 630 GeV.

dN/d." = 3.3
W p1 l-p~2-1 p3 I p4 IX2

/ DOF 1< PT > (MeV/c) I
£1 0.39 0.86 6.7 37.7/38 429
£2 0.29 5.61 28.0/19 434
£3 0.29 0.10 -5.5 28.6/18 434

~ 0.25 -10.7 9.8 0.067 17.0/17 429

dN/d." = 3.3x1.05

W p1 I p2 I p3 I p4 I-x,2/DOF I< PT > (MeV/c) I
£1 0.52 0.58 5.4 38.6/38 412
£2 0.35 5.94 36.4/19 418
~ 0.35 0.04 -5.9 36.4/18 418
~ 0.31 -11.2 10.3 0.060 17.4/17 413

£1 0.29 1.61 10.3 36.7/38 449
£2 0.25 5.24 21.8/19 451
~ 0.24 0.10 -5.2 22.2/18 451
14 0.19 -10.6 9.7 0.073 17.4/17 447

dN/d." = 3.3xO.95
[g p1 I p2 l-p~3-1 p4 I X2/DOF I < PT > (MeV/c) I
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of multiplicity.

The multiplicity dependence of the average momentum was studied for

tracks with PT ~ 400 MeVIc. By defining < PT >*:

roo tilT J.
* JpT tliTPT PT

< PT > = roo dlT J. '
JpT tlPT PT

the observed dependence of < PT >* on the charged particle multiplicity, N:h ,

for PT > 400 MeVIc in 1711 ~ 1.0 is shown in Figure 5.9. The increase in

< PT >* with increasing charged multiplicity was observed at both 630 and

1800 GeV, but it was more pronounced at the higher energy.

This strong multiplicity dependence of the < PT >* was also observed

by the E735 (CO) collaboration at FNAL [75] for ..;s = 1800 GeV. For a

comparison, the following cuts were applied on the data from each experiment.

(1) CDF data: the multiplicity was measured by the VTPC in 1711 < 2.5 for

charged particles with PT > 50 MeVIc, and < PT >* was calculated by using

momentum measurements for PT ~ 400 MeVIc from the CTC.

(2) E735 data: the multiplicity measurement from the central hodoscope in

1711 < 2.5 and the momentum measurement from the straw chamber for charged

particles with PT cut-off at ~ 400 MeVIc to match the CTC PT cut-off.

The distributions of multiplicity verse < PT >* from CDF and E735 were

shown in Figure 5.10, where both measurements agree well.

5.5 dN*/dn and Scaling Behavior in the CTC.

For charged particles with PT ~ 400 MeVIc, the multiplicity distributions

(dN* Id71), distributions of KNO and Feynman scaling were measured in 1711 <

1.0.

dN*/dn distribution

The distributions of average charged particle multiplicity per unit pseudo

rapidity in the region 1711 < 1.0 and PT ~ 400 MeVIc are shown in Figure 5.11
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{or the both ...;s = 630 and 1800 GeV data. The values o{ < dN· /d71 > are

2.1±0.1 {or 1800 GeV and 1.5±0.1 {or 630 GeV. The average multiplicity per

unit pseudorapidity interval is shown as a {unction o{ 71 in Figure 5.12 {or {or

positive and negative particles separately. The shapes o{ the distributions are

consistent with being identical and no 71 dependence is observed. Figure 5.13

shows the average charged multiplicity per unit pseudorapidity in the region

1711 :5 1.0 and PT > PT cut-off {or 1800 and 630 GeV. The dotted lines are

extrapolations down to PT cut-off = 0 MeV/ c using the estimated values o{

dN/d71 from Section 5.4.

KNO Scaling

The KNO scaling [11] in the CTC was obtained by plotting the proba

bility ('P') {or a particular produced particle multiplicity as a {unction o{ the

multiplicity normalized to the mean multiplicity (N;h/ < N;h » (Figure 5.14).

The violation o{ KNO scaling from v'i = 630 GeV to 1800 GeV does not seem

to be obvious.

Feynman Scaling

One o{ scaling rules which were valid at lower energy range was Feynman

scaling [1]. At higher center o{ mass energy, even though ...;s vanes by {actor

o{ 3 from 630 to 1800 GeV t unlike the KNO scaling t the violation o{ Feynman

scaling was clearly observed (Figure 5.15).
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CHAPTER 6 - CORRELATION OF CHARGED PARTICLES

Strong correlations between particles in minimum bias events with the

presence of a high momentum particle were observed at ISR and SPS energies

[28,76-78]. These correlations were usually interpreted as a sign of hard scatter

ing and subsequent fragmentation of partons into hadrons. In this Chapter, the

correlations and momentum densities in pseudorapidity and azimuthal angle

between charged particles are studied at Vi = 1800 GeV. It has been observed

that charged tracks tend to cluster around high PT tracks. With the presence of

a high PT particle, the correlations become more pronounced as the transverse

momentum of the "tri~ger" particle increases and are much stronger than the

general two particle correlations in minimum. bias events.

6.1 Correlations in 4> - n

Without referring to a particular model, the overall event structure can

be observed qualitatively. One method which is very frequently used is the

study of cP - 11 correlations between two particles. Using techniques similar to

that used at lower energies [28,76], a software "trigger" particle was defined as

a track having PT in a required interval. Because the geometrical acceptance

and track finding efficiency of the CTC drops rapidly for 1111 > l.~, the trigger

particle was required to be within -0.5 ~ 11 < 0.5 to give a reasonable efficiency

of measuring the "secondaries". The secondary particles are defined as all other

tracks measured in the same event.

The azimuthal plane was divided into two semicircles as the "towards"

direction (the azimuthal semicircle centered on the trigger particle) and the

"away" direction (the semicircle opposite to the trigger particle). In the cP - 11
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correlation studies, the trigger particle was not included in the correlation

histograms.

Minimum bias data

Figure 6.1 shows the multiplicity density of all secondary particles with

respect to a randomly chosen trigger particle (any value of PT and 1771 < 0.5)

in unselected minimum bias events. The pseudorapidity distributions are also

given separately for the towards and away 4J semicircles. There is a weak

structure in both 4J and 77 which is similar to the short range correlations seen

by the UA1 collaboration for a random trigger particle [28].

On the contrary, stronger correlations in both 4J and 77 are observed by

requiring higher PT (PT ~ 1 GeVI c, PT > 2 GeVI c) for the secondary particles

(Figures 6.2 - 6.3) or higher PT (~ 4 GeVIc) trigger particle (Figures 6.4 and

6.5). To see the energy :flow of the event, the entries were also weighted by

their momenta (second rows of Figures 6.1 - 6.5) and it is observed that high

PT secondaries tend to cluster around the trigger particle in both 4J and 77.

For towards secondaries, a clear correlation is seen in both 4J and 77. For

away secondaries, the relative rapidity distribution remains broad. However,

an azimuthal correlation emerges around 1800 with respect to the trigger. This

indicates that high PT away secondaries are preferentially coplanar with the

trigger and the beam.

Jet data

The correlations in minimum bias events were qualitatively compared with

those in hard scattering (jet) events. From the 1987 run, a fraction ofjet events

were selected using a central calorimeter jet trigger and clustering algorithm

[79] by demanding EET of jets in the events should be > 70 GeV, which were

clearly dominated by two jet events. Even though the track finding efficiency

in jet events was lower than that in minimum bias events due to the dense

environment, it was ~ 70 %.
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Figure 6.6 shows the distributions of cP and 1] for secondaries in each event

plotted relative to the randomly chosen trigger particle in 70 GeV jet events.

In Figure 6.7, the trigger particle was demanded to have PT > 4 GeVIc for the

same sample. In both cases, very similar patterns of strong correlations were

observed, regardless of the momentum of trigger particle.

Even though the same patterns of cP - 1] correlations are seen both in

minimum bias events with the presence of a high PT particle and in jet events,

the correlations are much more pronounced in the jet events.

The correlations in the presence of a high momentum particle exhibit

features which are consistent with the widely adapted framework of parton

scattering. It seems that a particle with high transverse momentum defines

reasonably well the direction of the scattering parton, since it takes a large

fraction of the parton momentum due to the steep fall of the inclusive PT spec

trum. In those cases where additional high PT particles exist on the towards

side, they tend to cluster around the trigger particle because of their limited

transverse momentum with respect to the parton axis in the fragmentation

process. On the away side, the direction of the scattered parton is unknown

and this results in a smearing of high PT particles over a wide range in rapidity.

6.2 Momentum Flow Around the Trigger

As a next step from the qualitative correlation studies for the charged

particles, quantitative ener~ densities of charged particles around the trigger

were measured. Since the 1] distribution of charged particles is symmetric

around T/ = 0, the larger remaining acceptance side in pseudorapidity was kept

after the selection of the trigger particle, and the difference in pseudorapidity

between the trigger and secondary particles (tl.,,) was folded in ." to extend the

11 phase space.
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Energy flow in ch - n space

Using the same geometrical definition as in section 6.1, the momentum

density around the trigger particle in unit 1'/ and ¢ was measured as a function

of PT of the trigger particle for both minimum bias events and the jet data

sample.

In Figure 6.8, the momentum densities, dlJPT/(dLl¢dLl1'/), as a function

of distance in pseudorapdity and azimuthal angle from the trigger particle in

minimum bias events were plotted (the trigger particle was not included in the

plot). The momentum density in the towards ¢-semicircle shows a very strong

correlation with the distance in 1'/ from the trigger particle. In particular, a

very strong correlation is observed on the towards side for Ll1'/ ~ 0.6, and its

strength increases with the PT of the trigger. Whereas, no correlation with

the pseudorapidity of the trigger is observed on the away side. An increase

of the transverse momentum in the away side with the increasing PT of the

trigger can be interpreted as local momentum conservation in limited phase

space (11'/1 ~ 1). The momentum density as a function of ¢ with respect to the

trigger particle (Figure 6.8) also shows a very strong correlation for Ll¢ ~ 0.6

from the trigger and peaks both in the direction of the trigger particle and at

Ll¢ = 1800 opposite to the trigger particle. From Figure 6.8, the rr width of

the clustering of particles can be deduced as a cone in ¢ - 1'/ space with radius

~ 0.6 around the trigger, which is in agreement with a previous measurement

[76,78] of = 300 ± 5°.

The distributions of momentum densities in jet events (Figure 6.9) show

strong correlations with both 1'/ and ¢ in the towards t/>-semicircle. For the away

¢-semicircle, the distributions show strong correlations only with ¢. However,

unlike those in minimum bias events, these correlations seem to be identical

regardless of the momentum of trigger particle.

It should also be noted that in minimum bias events, the momentum

density at Ll1'/ = 1.0 in the towards ¢-direction is the same as the average value
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in the away side for trigger PT of 1 to 2 GeVIc and the momentum density in

the away q;-semicircle increases with the increasing PT of the trigger. However,

in jet events, the patterns seen are roughly consistant with local transverse mo

mentum. conservation where the away side momentum density is not correlated

in fl but instead is seen to be uniformly spread in fl·

Pedestal effects

From the direction of the trigger particle in the minimum bias events, q;

space was divided into four 90° wedges as "same" (centered on the trigger

particle), "opposite" (opposite to the trigger particle) and two "sides" (per

pendicular to the trigger particle). The momentum density (per unit area in

q;, fl plane) emitted in the 90° azimuthal wedges was measured as a function

of increasing transverse momentum of the trigger particle. The amount of

momentum. emitted into all four wedges increases with increasing transverse

momentum. of the trigger particle (see Figure 6.10).

The increase in momentum density with increasing PT of the trigger, both

on the same and on the opposite side, was observed in a previous measurement

[77]. The small difference between the momentum densities observed on the

opposite side and the same side in Figure 6.10 could result partly :from trigger

bias. Since the constituents lie on a steeply falling PT spectrum, a small amount

of transverse momentum in the initial hadrons can boost the observed PT of

final particles [80]. After :fragmentation, the momentum density on the trigger

side is increased by this factor while on the opposite side, it is reduced.

The momentum density of tracks at 90° (side) also increases with increas

ing trigger PT, which is in disagreement with the previous measurement [77]

which observed a constant value. As the PT of the trigger particle changes

:from 0.75 GeVIc to 2.5 GeVIc, the amount of momentum emitted at 90° with

respect to the trigger particle increases by a factor of two (so called "pedestal

effect" (81]) and starts to saturate. It is possible that this effect is due to a
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contribution from software trigger bias acting on the soft underlying event in

addition to 2 -+ 2 parton parton scattering, as will be discussed further in

Chapter 7.
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CHAPTER 7 - PARTICLE CLUSTERS

As shown in Chapter 5, transverse momentum spectra harden as the cen

ter of mass energy increases, a QCD-inspired parton model gives a qualitative

agreement with the data over a very wide range of v'8 and PT, and the mean

transverse momentum of charged particles increases faster than linearly with

loges). In Chapter 6, strong correlations are shown between particles in the

presence of high PT particles which are often interpreted as a sign of parton

parton scattering. Also, other anomalies, such as KNO and Feynman scaling

violations [7-9,27], the loges) dependence of the K/7r ratio [19,35], and an

increase in (TiDel have been observed as v'i increases [33,34]. Using a track

clustering algorithm, more quantitative studies were done to answer the ques

tion of whether these are due to low ET jets from a hard scattering component

or are possibly just fluctuations at the tail of minimum bias events. More

understanding of event topologies in soft and hard scatterings is needed along

with reasonable theoretical predictions.

7.1 Clustering Algorithm

Jets have been defined in e+e- collisions down to very low transverse

energies (ET '" a few GeV) [82). Since high energy e+e- collisions have the

simplicity of the parton level processes which are dominated by quark fragmen

tation into quark jets, the jet events are selected with low background and even

the spin of the quark can be determined from the jet axis angular distribution

at low center of mass energy [83].

In hadron collisions, however, since the constituents (quarks and gluons).

are surrounded by a cloud of gluons and virtual qq pairs, where the interactions
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between the different constituent quarks and gluons are treated as separate

subprocesses, the picture of the interactions is not simple and the background

in jet events is much higher. In addition, at lower transverse momenta in

hadron collider jets, gluons are thought to predominate [84], and very little

experimental information is available on gluon fragmentation. It is expected

that gluon jets will be fatter, softer, and of higher multiplicity than quark jets

because of the higher color charge of the gluon [85].

Study of low ET clusters at pp collider

The interpretation of the event topology in hadron collider jets of low Err

becomes more difficult due to:

(1) possible multiple parton-parton interactions [86],

(2) an increase in relative contribution from gluon radiation to the transverse

energy, as the momentum transfer (Q2) decreases [87],

(3) difficulties in describing parton-parton collisions at low values of ET by

QeD perturbative calculations,

(4) the experimental definition of a jet becoming less reliable when the ET of

the scattered parton is not large with respect to the contribution from the "un

derlying events" (the contribution from hadronization of the beam spectators

and initial state bremsstrahlung),

(5) an increase in the fraction of events with high multiplicity, without evident

jet production, which can produce large ~Err, and

(6) a large uncertaintity in energy measurement by the calorimetry [88] at low

energy (ET of cluster < 20 GeV), which leads to possible doubt about the

measured production rates and the energy scale of clusters.

At the center of mass energies of 200 to 900 GeV, the UAl collaboration

showed evidences for the production of a non-negligible fraction of events con

taining low transverse energy (Er) jets, called "mini-jets", in minimum bias.

events [22,30,89]. The mini-jets are defined with the UAl jet finding alga-
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rithm [81] based on ET clustering in TJ - <jJ space using information from the

calorimeters. The ET distribution was measured within the pseudorapidity

window ITJaxial < 1.5 (TJ.m = TJ acceptance for cluster axis). For the signal of

a low ET jet, it was required that the minimum amount of ET observed in

a small moving window around a seed tower with ET > 1.5 GeV should be

more than 5 GeV within a "cone" size of 6.R = J6."72 + 6.<jJ2 = 1 [30]. The

fraction of mini-jet events was non-negligible (6 % at 200 GeV and 17 % at

900 GeV of the inelastic cross section) and increased with y'8 over 200 to 900

GeV [89J. The UA1 collaboration concluded that the jet cross section increases

like log(8) and gives a large fractional contribution to the inelastic non single

d.ift"ractive cross section as VB increases [89J. In addition, the average multiplic

ity of these jet events was observed to be twice as large as the "no-jet" events,

and the < PT > dependence on multiplicity had different behaviors in jet and

no-jet events [22,89J. It was also shown that the mini-jets with ET > 5 GeV

exhibit properties in agreement with QCD expectations for parton scattering,

supporting the interpretation in terms of jet production [30].

During the past few years, many studies [90] investigated how low in trans

verse momentum perturbative QCD could be used to describe the dynamics

of hadron collisions (based on measurements from the UA1 collaboration) and

made predictions of jet cross sections at the higher center of mass energies.

However, the interpretation of clusters at such low ET is hard to understand

since the applicability of perturbative QCD is not clear.

The UA2 collaboration suggests that the emergence of hard scattering

occurs at much larger values of jet ET than 5 GeV (31,91]. In their stud

ies, a phenomenological parameterization for the soft and hard cross sections

was made directly from the data. From the parameterizations of the total

transverse energy (EET), the sum of transverse energies of the two highest »r
clusters (ET), and the ratios of the ET of the clusters to EEr or to ET' it was·

shown that the hard cross section does not prevail over the soft cross section
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for EET up to 60 GeV and ET ~ 25 GeV in l11axia I ~ 1. It was also indicated

that the clusters with ET < 15 GeV are mostly due to fluctuation of the soft

component. Other studies using statistical methods also have shown that some

properties of the observed mini-jet events are due to statistical effects resulting

from the experimental cuts [32].

Clustering algorithm with calorimetry

Using energy measurements by the calorimetry to study low ET clusters

has a few problems:

(1) a large uncertainty in the measurement due to the poor resolution at small

Err, in particular, from the hadron calorimeter [88]: for CDF, the energy res

olution of the CEM is ,..,. 17/VE% and of the CHA is ,..,. 67/VE%;

(2) a nonlinearity of the hadron calorimeter response at low ET [88]; and

(3) an incorrect azimuthal direction of low momentum charged particles at the

calorimeter by the sweeping of the magnetic field.

In minimum bias events at y'i = 1800 GeV, the rates of clusters defined by

the standard CDF jet finding algorithm [79] based on calorimeter transverse

energy depositions in 11- 4J space (1111 < 1.0,4J = 27r) with a cone size of aR =

0.7 were < 2 % for the ET of the clusters above 5 GeV and < 0.1 % for ET >

15 GeV [92].

Clustering algorithm of particles

As a solution to the possible problems in measurement of low ET clusters

using calorimetry, a new "track clustering algorithm" was developed to find low

ET clusters. It uses a momentum measurement of charged particles from the

CTC and an energy measurement of neutral particles from the EM calorime

ter. The track clustering algorithm is similar to the standard calorimetry Err
clustering algorithms which were used to find high Err jets [79,81,91]. How

ever, in the low ET region, the track clustering has a number of advantages

over the calorimeter clustering, such as: much better energy resolution in the
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measurement of charged particles due to good track momentum resolution, an

absence of non-linearity or poor resolution from the hadron calorimeter, and

measuring correct directions of the outgoing particles from the primary vertex.

A particle cluster in this algorithm is defined as a set of tracks having

rapidity Y > Ymin along a common axis. The clustering algorithm is as follows:

(1) A particle with the highest PT in an event becomes a seed of a cluster.

(2) All other particles are ordered according to their transverse momenta.

(3) If a particle has a relative rapidity (l:ly) > Ymin from a cluster axis, it is

merged to the cluster, and a new cluster axis is computed.

(4) If a particle has a relative rapidity (l:ly) ~ Ymin from any existing cluster

axes, it becomes a seed of a new cluster.

(5) Steps (3) and (4) are repeated until all the particles in the event are used.

In this analysis, the value used for the cluster size was Ymin = 1.0 which is

roughly equivalent to within a cone of hal! angle ..... 40° or within a radius

(l:lR) of 0.7 in 11 - if' space from the cluster axis. After the merging is done,

the transverse energy of a cluster was calculated as

ET = (L Ei)2 - (LP~.)2,
i i

where the energy of particle (Ei) was evaluated assuming the pion mass.

7.2 Calorimetry Data

The characteristics of calorimetry data in minimum bias events were ex

amined. First, the energy measurements from the calorimeters in minimum.

bias events were studied and compared with previous measurements from the

lower ..;i experiments. The method used to extract neutral particle momenta

from the EM calorimeters is then described.

Data from the central calorimeters

For the data from the 1987 run, a number of towers in the Plug and
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Forward calorimeters showed noise levels that were high compared to the value

of the average energy expected in minimum bias events. Therefore, only data

from the central calorimeters were studied.

The sdected triggers discribed in Chapter 3 were further cleaned by check

ing the noise levd, pedestal shift, and errors in the calibration of each tower.

The average ~ET per event, average ET in each tower, and mean occupancy

of each tower were histogramed on a run by run basis. The runs with noise

or hot towers were removed from the data sample. The remaining events after

the clean-up were about 36,000 events at 1800 GeV and 3,800 events at 630

GeV.

In the following studies, none of the corrections for longitudinal leakage,

dead areas (cracks), and other possible inefficiencies were made. The correc

tions for the non-linearity of the hadron calorimeter at low energies and for

the missing energy carried by low PT charged particles which spiral inside the

calorimeter were ignored. These effects will give an underestimation of the

measured energy from the true energy by a factor of (true energyjmeasured

energy) < 1.3S±0.20 [93].

The ~h distribution

The total transverse calorimeter energy of an event (~ET) was calculated

as a scalar sum of all towers in 1771 ~ 1.0 and 0 < 4> < 211" with Err ~ 100

MeVjc'. In Figure 7.1, the distributions of the total transverse energy at y"i

= 1800 and 630 GeV are compared with the measurements by the AFS Col

laboration [94] at the ISR energies. The distributions from both experiments

show an exponential fall off at large ~ET and a flattening of the spectrum with

an increase of .,fi.

The transverse momentum distributions of charged particles as a function

of ~ET are shown in Figure 7.2 for .,fi = 1800 and 630 GeV. A hardening of

the PT distribution with increasing ~ET is observed. At fixed ~Err, the shape
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of the PT spectrum is almost identical at both energies. The flattening of

the overall PT distribution at higher y'i is therefore coming from the higher

production rate of events with higher EET.

Transverse energy and charged particle multiplicity

Figure 7.3 shows the plot of ET density in the central calorimeter as a

function of 71. The distribution is fairly flat which is kinematically consistent

with a uniform rapidity distribution of the charged particle multiplicity.

In order to explore the rdationship between the transverse energy and

the multiplicity, the dependence of EET on the observed charged particle mul

tiplicity was studied within 1711 ~ 1 using reconstructed tracks in the CTC.

Figure 7.4 shows the mean total transverse energy « EEr » as a function of

the average multiplcity of charged particles with PT > 400 MeVIc « N~ ».
The charged particle multiplicity rises rapidly with increasing total transverse

energy which agrees with a previous measurement at the ISR [94]. The rate of

increase in < EEr > with multiplicity seems to be a constant in all ranges of
•

EEr. In Figure 7.4, < EET > in the CEM only is also separatdy plotted as a

fuction of charged paticle multiplicity in the CTC. Assuming that the ratios of

charged to neutral multiplicity and < EET > are 2 to 1 (which would not de

pend on the total multiplicity), it can be concluded that the energy measured

in the CEM has a large contribution from charged particles, since the EEr

actually seen in the CEM is greater than 1/3 of the total EET in the CEM +
CHA.

Deduction of neutral energies from the CEM

Charged particle momenta were measured precisdy in the CTC, but neu

tral particles were measured in the fine-grained dectromagnetic calorimeters

and included in the track clustering algoritlun. Since most of the test beam cal

ibration for the central calorimeter modules involved incident beam momenta,

p, of > 50 GeVIc and there were no calibration data taken for p < 10 GeVIc,
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the study of calorimeter response to low energy hadrons was done by using

low energy charged particles measured in the CTC [95]. The best estimate

of the CEM calorimeter response as a function of incident momentum was

used to correct the energy measured in the CEM for the contamination from

charged particles. The most probable fraction of their energy deposited by

charged hadrons in the CEM varies between 50 % at PT = 400 MeVIc to 30

% at 3 GeVIe (see Figure 7.5). The deduced energy of neutral particles was

introduced as "pseudo-neutral particles" to the particle clustering algorithm

in the following way:

(1) Each tower with raw energy deposition in the CEM ~ 50 MeV was sorted in

descending order of energy. This improves the chance of correctly identifying

the interaction location of particles in the CEM for both charged and neutral

particles without spreading the correction out over several towers, or leaving a

hole in the peak tower of energy deposition.

(2) Correction for the energy deposition by charged particles in the CEM was

done. For each charged track, a prediction was made for which tower it hit, then

a most probable deposition of the track energy to the CEM counter (Figure

7.5) was subtracted from that tower. Towers were allowed to have negative

energies after the subtraction.

(3) Using the sorted list from (1), towers were merged in a 3 x 3 tower matrix.

Starting with the highest energy tower in the list, the corrected energy from its

eight neighbors was added to the corrected seed tower energy and the energies

in these eight neighboring towers were set to zero.

(4) The direction and transverse momentum of each merged tower (ie. each

pseudo-neutral) was calculated assuming the pion mass. The pseudo-neutral

tracks with PT ~ 400 MeVIe were entered in the track clustering.

Since there are strong correlations between high PT charged particles as

shown in Chapter 6, the probability of two charged particles entering into the

same window in phase space is a function of PT. In minimum bias data, the
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average probability of two charged particles with PT > 400 MeVIcentering

the same calorimetry tower was less than 0.5 %. For the window size of 3 x 3

calorimetry towers, the average probability for tracks with PT ~ 400 MeVIc
was < 5 %, but for particles with PT ~ 3 GeVIc, this probability became 32

%.
The deduced multiplicity distribution of the pseudo-neutral tracks for

PT ~ 400 MeVJc and 1111 < 1 is shown in Figure 7.6 and compared with the

distribution of charged particles. The average multiplicity of pseudo-neutral

particles agrees suprisingly well with the expected value, assuming a charged

to neutral particle ratio of 2 to 1 and given the difference seen at low multi

plicity, which may in part be an artifact of the 3 x 3 merging used to create the

pseudo-neutrals. Figure 7.7 shows the distribution of the ratio of charged parti

cles multiplicity to "all" (charged and pseudo-neutral) particles « Nch/Nall »
in an interaction. The distribution has a mean value of 0.65 and a width ((7')

of 0.11.

The PT distributions of the pseudo-neutral and charged particles are shown

in Figure 7.8. Due to the merging of 3 x 3 towers in the CEM and the possi

ble strong correlations between high PT neutral particles, the PT spectrum of

pseudo-neutral particles seems to be flatter than the charged particles in the

high PT tail. However, the overall shapes of the distributions and < PT >.
values agree well.

The error in deducing neutral energies due to the correction of the con

tribution from charged particles in the CEM was estimated by varying the

correction between 0 and 200 % of the nominal value. The average value and

width of the PT, multiplicity, and < Nch/Nall > distributions are listed in Table

7.1. None of quantities are very sensitive to the amplitude of the correction

function. The error due to this correction was considered to be small enough

to be neglected.
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Ta.ble 7.1 Estima.ted error due to correction of charged hadrons in CEM.

pseudo-neutral. tracks
correction PT (MeV/c) multiplicity Nch/N.n
function mean RMS mean RMS in a event

X 0.0 843 545 2.97 3.11 0.63 ±O.l1
x 0.5 843 546 2.80 2.91 0.64 ±0.11
x 1.0 842 545 2.69 2.77 0.66 ±O.l1
x 1.5 840 543 2.63 2.68 0.66 ±0.11
x 2.0 839 542 2.58 2.62 0.66 ±O.l1

charged tracks
___~r-82-7-1 481 I 5.38 1-4-.4-6.....,....----
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7.3 Clusters in Minimum Bias Events

The clusters found by the particle clustering algorithm were studied for

177m.I < 0.5. In these studies, no corrections for calorimetry cracks, decays or

conversions were made for any measured quantities such as ET, multiplicity

or PT. Properties of clusters observed by CDF, UA1 and UA2 are compared,

even though different calorimeters, cluster algorithms, and acceptance regions

were used in the measurements.

Geometrical acceptance of clusters

Since the full 77 acceptances for both charged and pseudo-neutral particles

are confined to 1771 < 1.0, the geometrical acceptance in 77 of the clusters (77m.)

is even smaller. For Ynai" = 1 (a cone of half angle '" 40°), the geometrical full

acceptance for the clusters is roughly l77aml $; 0.1. To see if the acceptance

in 77m. could be extended, the multiplicity and energy density distributions in

A77 (difference in 77 between tracks in the cluster and cluster axis) were plotted

in Figure 7.9 for clusters with ET ~ 5 GeV and 177m. I < 0.1. The average

contribution from particles at A77 > 0.5 to the cluster energies was less than

'" 2 %. Therefore the full acceptance of the cluster axis was extended out to

177m.I $; 0.5.

Probability of particle clusters

The inclusive E-r spectra for clusters with 177m.I < 0.5 are shown in Figure

7.10 and listed in Table 7.2, for Vi of 1800 and 630 GeV minimum bias events.

The distributions were normalized to give the probability per unit of 77 of

clusters in a minimum bias event as a function of ET. The spectrum hardens

as the center of mass energy increases: the production rate of clusters with.

E-r between 3 and 10 GeV increases by a factor of two with an increase in
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Table 7.2 Probability of clusters in minimum bias events.

VI = 1800 GeY Ji =630 GeY

E-r 1/NeYeal dN/(dErdfl) Er 1/NeYeaI dN!(dETdfl)
(GeV) (Gey-1 ) (GeY) (Gey-1 )

3.0-4.0 (9.24 ±0.16) x 10-2 3.0-4.0 (4.94 ±0.36) x 10-2

4.0-5.0 (4.57 ±0.11) x 10-2 4.0-5.0 (2.22 ±0.24) x 10-2

5.0-6.0 (2.57 ±0.08) x 10-2 5.0-6.0 (7.76 ±1.42) x 10-3

6.0-7.0 (1.30 ±0.06) x 10-2 6.0-8.0 (2.59 ±0.58) x 10-3

7.0-B.0 (7.31 ±0.45) x 10-3 8.0-11.0 (B.63 ±2.73) x 10-4

B.0-9.0 (4.06 ±O.34) x 10-3 11.0-16.0 (1.55 ±0.90) x 10-4

9.0-10.0 (3.03 ±0.29) x 10-3

10.0-11.0 (2.11 ±0.24) x 10-3

11.0-12.0 (1.06 ±0.17)x 10-3

12.0-13.0 (7.51±1.44)X 10'"
13.0-14.0 (5.00 ±2.24) x 10-4

14.0-16.0 (2.92 ±0.64)x 10'"
16.0-19.0 (1.48 ±0.37) x 10-4

19.0-22.0 (1.02 ±0.31) x 10-4

22.0-26.0 (3.48 ±1.55) x 10-6

26.0-30.0 (6.95 ±6.95)x 10-6

Averaged over the bin size.
Statistical errors only.
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..ji from 630 GeV to 1800 GeV. The fraction of events containing at least one

cluster of ET ~ 5 GeV in l7Jaxial ~ 0.5 also increases with the center of mass

energy. At 1800 GeV, it is 8 % of the total number of analysed events and

at ..ji = 630 GeV, it is 4 % of the events (see Table 7.2). This cannot be

directly compared with the UA1 measurements since the 7Jaxia acceptances for

the cluster axis in the two experiments are not same. The ratio of the fraction

of events at 1800 GeV with at least one cluster to that at 630 GeV is '" 2.0,

which is approximately the same as the ratio of UA1 mini-jet events at 900

GeV to 350 GeV [30].

A back to back azimuthal correlation, which is one of the distinct features

of hard scattering, could not be observed in the present analysis due to statis

tical limitations. In l7Jaxia I < 0.5, only'" 0.06 % of the total 36,000 events (::::::

22 events) at 1800 GeV have more than one cluster with Err > 5 GeV and the

sum of transverse energies of the first and second highest Err clusters being >

70 % of EET of the event (This latter requirement is intended to ensure that

2 -+ 2 parton scattering will be within the full acceptance range.).

Properties of particle clusters

The increase in the mean charged particle multiplicity of jets produced

in e+e- annihilation was observed as a function of the jet ET [96]. The data

from e+e- collisions are dominated by e+e- -+ qij and thus gives the mean

multiplicity for quark fragmentation averaged over all :flavors. Conversely, low

E-r jets in pp collision should be predominately gluon jets. The mean mul

tiplicity of charged particles with PT > 400 MeV/ c for clusters in minimum

bias events is shown in Figure 7.11 as a function of cluster ET. These clusters

also show an increase in charged particle multiplicity at higher ET. The mean

multiplicity values for all (both charged and pseudo-neutral) particles are also

shown in Figure 7.11. The ratio of the charged to pseudo-neutral multiplicity

seems to agree well with the expected value of 2 to 1 for all ET values. For
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clusters in small ET intervals:

I 3 ~ ET < 5 GeV

II 5 ~ ET < 8 GeV (1)

ill 10 < ET GeV,

the distribution of charged particle multiplicities (PT > 400 MeV/c) are shown

in Figure 7.12. The distributions in the three ET intervals all show peaks near

the average value.

Figure 7.13 shows the fractional ET contribution of the charged particles

(Erch) to the ET of the cluster as a function of ET. The mean value of the

ratio, < Erch/ET >, agrees well with the expected f'V 65 % in all ET ranges.

The distributions of < ETch/Err> in the three ET intervals are shown in

Figure 7.14 where at lower ET, the distribution is much broader.

At low ET' the experimental definition of a jet can lose its significance

because clusters can be generated by a single high PT particle plus fluctuations

of the transverse energy density within a defined window around the initiator.

The width of the jet cone for ET > 20 GeV is known to be roughly independent

of the jet ET due to the limited transverse momentum of the fragments around

thejet axis [81]. The width ollow ET clusters was studied to possibly determine

the minimum value of ET for a cluster to be a "jet" and to :find the fraction

of reconstructed clusters which can be attributed to QeD jets rather than to

transverse energy fluctuations in soft collisions. A quantity F is defined as the

ratio between the ET contained in a cone of radius li.R = v'li..,,2 + li.tjJ2 = 0.2

around the cluster axis and the ET of the cluster:

F _ EET(li.R = 0.2)
- EEr(li.R = 0.7'-

Figure 7.15 shows the distribution of the average value of F as a function of

ET of the clusters in minimum bias data. As the ET of the cluster increases,

< F > shows a fast decrease then starts to increase slowly above ET f'V 6 GeV.

A similar measurement by the UAl collaboration [30] shows a good agreement
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(see Figure 7.15). As shown in Figure 7.15, UA1 compared their result to

the ISAJET prediction and concluded that < F > increases slowly up to the

high ET region and the jet profile does not change down to ET > 5 GeV

[30]. However, when the cnF distributions of F are examined in the three

E-r intervals (Figure 7.16), it is seen that the average values of F for the

two low ET intervals are not the most probable values and the distributions

give an indication of a large contribution to clusters with ET < 10 GeV from

ft.uctuations of the transverse energy density both with (in case of F '" 1) and

without (F '" 0) the presence of single high PT particle. The spikes at F '" 0

and F '" 1 seen for ET < 10 GeV are absent or much less pronounced both in

region III and the real jet data to be shown in Figure 7.30.

The average PT of the 'leading (seed)' track in clusters seems to increase

linearly as a function of ET (Figure 7.17). In Figure 7.18, the energy contri

bution from the leading track to ET of clusters is shown as a function of E-r.

The ratio between PT of leading particle and ET of cluster decreases as E-r

increases, and then tends to ft.atten o:fFfor ET > 10 GeV. The distributions of

< PT aeed/ET > in the three ET intervals (Figure 7.19) show peaks near the

mean value. At higher ET, the distribution is somewhat narrower.

Global event variables with clusters

For jet ET > 20 GeV, the transverse energy density outside the jet cone

(underlying event) has been known to be roughly independent of the jet ET [81].

Figure 7.20 shows the behavior of the transverse momentum density, dEPT/ d"1,

of particles in 11"/4 < 16.t/>1 < 31r/4 from the cluster &Xis as a function of E-r

in minimum bias data. The PT density shows an increase in the average value

by '" 2 GeV /(/1."1/1.t/» from a cluster ET of 3 GeV to 8 GeV and a tendency

to ft.atten off for ET > 8 GeV. A comparision with UA1 minimum bias and

jet trigger data at y'i = 630 GeV was made by rescaling the UA1 data [30] of

dE-r / d"1 measured in /1.t/> = ±11"/2 around the cluster &Xis and at /1."1 = 1.5 from



155

.10 .3

1.6

1.... ..
1.2 - I
1. I-

0.8 I-

0.6 I-

0.'" -
0.2 •-
O.

.-a...................................... .
111 , ....

400
~

fD
.300 ""' IIu.;::...=U.... 200 I-

0...-. u

1 100 -
= ' ....... '....~ .= ....... . ---......................

~. I I I 1 "

2... I-

20

III
16

- t t t12

8

:tttttt t# tttt+t+i tttt ftt tt +tt tt...

a 1-' + + • ++.+ +'...
I I I I

O. 0.2 a.'" 0.6 0.8 1-

<F>

Figure 7.16 Distributions of F in the three ET intervals.



156

. 16 ...----...,�~--I...----I~---.I-----r'I-----r'I----,

14 - -

12 f- --u
----> 10u r- -
CJ-~u
1lI... 8 - ++ --flO
c=....
~
1lI
u 6 -

....t+++
--'oot

0

t:
4 '- -.........
2 f- .... -..
0

0
I I I I I I

4 8 12 16 20 24

E-r (GeV)

Figure 7.17 Average PT of leading track in clusters.



157

1.

0.8

1\

r:4
~ 0.6

u
u•

&:
v
'0
o 0.4.....
as
104

0.2

o. 0

..

ET (GeV)

Figure 7.18 Ratio between PT of leading track and ET of cluster.



158

-400

350

JOO

250

200

150

100

50

175
ca
u 150

'1::
1i 125u
~ 1000...
u 75

1 50
~

25

35

30

25

20

15

10

5

I-

+++++++l-

I-

++;.
I

l-

I- ++-+ +I- ..
"""' +++

• • •~ ...
...... I I

....
, .----

I-

i+~

II
I- + +\~

l-

f ++
I- ++
l- • •••.-, , .... _-_tilI

l-

I- tI- III

ttt tttt
I-

~

~ tt +t+
~

----......... , ,++ ;. +A..... ..
o. 0.2 0.4 0.6 0.8 1.

< fIT Ind./ET >

Figure 7.19 Distributions of < PT leed/ET > in the three ET intervals.



159

8

- CDF 1800 GeV
CJ 7 '-

----> l11azial $ 0.5u
0- 6 l-

t: IN

-+--+-++II
"'$- 5
<:J

c:s +....
4 - +

&:I~
...

~~ ...
~

~IZ .3

2
0 4 8 12 16 20 24

E-r (GeV)

Figure 7.20 The PT density at 7r/4 ~ 1~4>1 < 37r/4 from cluster axis.



160

the cluster axis. As seen in Figure 7.20, the shape of the distribution shows a

good agreement between the two measurements.

The correlation between clusters and the event which contains the clusters

were studied using UA2 parametrizations [31]. The ratios hI and h2 are defined

as

h
_ ET1

1---
~ET

h _ (.Er1 + ET2) _ E-r
2 - ~.Er - ~Er

where Erl and Er2 are the transverse energies of the first and second highest

ET clusters produced in l11asial <0.5. In Figure 7.21, hI and h2 are plotted

as a function of ET at Vi = 1800 GeV. Similar measurements were made by

the UA1 [30] and UA2 [31] collaborations in 111.w.1 <1 (Figure 7.22). Although

difFerent calorimeters and clustering algorithms were used, all three sets of data

show a reasonable agreement in the behaviors of hI and h2 •

7.4 Properties of Cluster/Non-cluster Events

The minimum bias events can be divided into two groups: events con

taining at least one cluster ('cluster events') and events without any clusters

('non-cluster events'), with a cluster defined as having ET 2: 3 GeV. In this

study, to minimize the residual contamination of cluster events in the sample

of non-cluster events, the acceptance of the cluster axis was extended out to

111.w.1 < 1.

Multiplicity distributions

The multiplicity distributions, using the measurement £rom the VTPC

in 1111 < 3.0 for the events with/without clusters, are shown in Figure 7.23

for Vi = 630 and 1800 GeV. The cluster events exhibit a factor of 2 higher

mean charged multiplicity « Nch > = 56 at 1800 GeV) with respect to the

non-cluster events « Nch > = 26 at 1800 GeV).
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Figure 7.24 shows the multiplicity distribution in terms of the KNO vari

ables. The measurements from the UA1 collaboration [30] show a similar

behavior that the KNO distribution for the cluster events is much narrower

compared to the non-cluster events. The shape of KNO distributions for both

cluster and non-cluster events seems to be independent of the center of mass

energy.

PT distributions

The PT distributions of tracks in the cluster and non-cluster events are

shown in Figure 7.25 for ..fi = 1800 and 630 GeV. The shape of the distribu

tions for both cluster and non-cluster events also seems to be independent of

-Ii. The distributions for the non-cluster events have an exponential fall-off as

was observed in minimum bias events in lower ..fi experiments [14-17]. The 3

GeV/ c cut-off is due to the ET > 3 GeV definition of a cluster; and the shape

of distributions is presumably also in part an artifact of the cluster definition.

Multiplicity versus < PT >

Figure 7.26 shows the distribution of average transverse momentum «
PT >*) as a function of the mean multiplicity « N;h » of charged particles

with PT > 400 MeV/ c in the cluster and non-cluster events at .,fi = 630 and

1800 GeV. Above < N;h >"" 6, the cluster events show a < PT >* depending

weakly on < N;h >, which has been seen in the distribution of the underlying

events for high ET jet data [811. Below < N~ >"" 6, the requirement ET of

cluster > 3 GeV forces the average PT of charged particles in the cluster event

to be higher. The correlation between the average transverse momentum and

the multiplicity for the non-cluster events looks very similar to the observations

made in minimum bias events at lower..fi [17,20]. Again, the distributions for

both cluster and non-cluster events seem to be independent of the center of

mass energy. What is changing is the increasing proportion of cluster events

as Vi rises, which seems to be the source of the rise in < PT > as a function
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of Vi.

Distribution of ~ET

The mean total transverse energy, < ~ET >, of cluster and non-cluster

events is plotted in Figure 7.27 for both 1800 and 630 GeV data. The dis

tributions for non-cluster events show an exponential fall off and seem to be

independent of Vi.

Summary of properities of cluster and non-cluster events

The event characteristics such as the average multiplicity, multiplicity dis

tribution (KNO scaling), transverse momentum distribution, correlation be

tween < PT > and multiplicity and ~ET distribution were compared for the

two types of events at both Vi = 1800 and 630 GeV. The cluster events have

very different properties from the events which do not contain any clusters.

The characteristics of cluster and non-cluster events are largely independent

of Vi, with the exception of the < Nch > and < ~ET > distributions for

cluster events. The overall changes (flattening of the PT spectrum, increase in

< PT >, and other scaling behaviors) in the total cross sections seem to be

coming mainly from the different proportions of these two types of eveI,lts at

different Vi. The analogous studies done by the UA1 collaboration [30] for

their jet (ET > 5 GeV) and non-jet events show good agreements in all the

characteristics.

7.5 Comparison with Randomized and Monte Carlo Events

The properties of clusters and the characteristics in the cluster/non-cluster

events show good agreement with the measurements by both UA1 and UA2

collaborations. All of these measurements describe the events and clusters in a

phenomenological way and the interpretation of QCD perturbative calculations

at such low ET is doubtful and hard to understand since the applicability of

perturbative QCD is not clear. A back to back azimuthal correlation could
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not be seen In this analysis due to a very small 77axia acceptance range for

the cluster axis, and there were some evidences for the possible inclusion of

underlying event energy in the clusters. As a test of whether the clusters which

were found in minimum bias events are low ET jets from a hard scattering, are

just due to fluctuations, or are some combination, the randomization method

discussed below was used.

Randomized events

The tracks in minimum bias events were randomized and the clusters in the

randomized events were compared to the real data, with an assumption that if

an interaction was from a hard scattering process, it should be 'calculable' by

perturbative QCD and have a structure which is distinguishable from random

fluctuations. The multiplcity of the event and the PT of each particle were kept,

and the directions of each particle were randomized in the limited 77 - 4> space.

There was no effort to balance transverse momentum in the randomization.

In Figure 7.28, the ET distribution of clusters from the randomized events

was compared with the real events. The probability of clusters as a function

of ET is quite similar between the real and randomized events for ET < 10

GeV. One finds 20 % more (3 % less) clusters in real versus randomized events

at ET = 5 GeV (ET = 3 GeV). Other properties of low ET clusters which

were discussed in Section 7.3 were also studied. The distributions show no

significant differences from the real data and the comparision between the real

and randomized events is summarized in Table 7.3 in terms of mean values of

the various distributions.

To verify the assumption concerning hard scattering and the randomiza

tion method, the high ET jet data sample from CDF was studied using the

same method. The results are listed in Table 7.4. The probability and the

properties of the clusters were completely different between the real events

and events after the randomization. For example, - 40 % more clusters are
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Table 7.3 Clusters in minimum bias events.

~ data I random IMBR I
# events with cluster 5400 5141 5967
# of clusters per event 1.31 1.42 1.16

total # of clusters 7092 7282 6932
< ET > (GeV) 4.82 4.50 4.03

< Nail > 4.06 3.83 3.43
3 GeV < Nell > 2.60 2.53 2.33

< ETeIl/ET > 0.63 0.66 0.68
<F> 0.37 0.37 0.40

]IT of seed track (GeV/c) 1.97 1.99 1.96
< ]IT aeed./ET > 0.43 0.46 0.50

< ET away> (GeV) 3.77 4.25 2.96
# events with> 1 cluster 111 29 80

# events with cluster 1835 1403 1618
# of clusters per event 1.16 1.23 1.03

total # of clusters 2122 1720 1662
< ET > (GeV) 7.13 6.69 6.04

< Nail > 5.31 4.92 4.33
5 GeV < Nell > 3.45 3.21 2.93

< ETeIl/ET > 0.63 0.65 0.68
<F> 0.36 0.33 0.38

]IT of seed track (GeV/c) 2.58 2.71 2.78
< ]IT aeed./ET > 0.37 0.41 0.47

< ET away> (GeV) 4.39 5.11 3.37
# events with > 1 cluster 22 3 7

from total 36,000 events
I"TamI < 0.5
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Table 7.4 Clusters in real and randomized jet events.

~ data I random I-
< ET > (GeV) 34.43 21.12

< Nch > 6.77 3.76
10 GeV < ETchlET > 0.55 0.57

<F> 0.55 0.51

< PT aeed.1ET > 0.38 0.56
# events with > 1 cluster 174 32

# events with cluster 952 691
< ET > (GeV) 41.16 31.61

< Nch > 7.40 3.75
20 GeV < ETchlET > 0.54 0.43

<F> 0.59 0.58
< PT aeedlET > 0.39 0.62

# events with> 1 cluster 148 17
from total. 1,200 events

l11mai :S 0.5
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found in real versus randomized events for ET > 20 GeV. In Figure 7.29 - 7.31,

some of the distributions which have very distinct differences between real and

randomized events are shown. The distributions of < ETch/ET > and < F >

for real jet data are similar to those for ET > 10 GeV (interval Ill) in min

imum bias data (see Figure 7.14 and 7.16) whereas the distributions for the

randomized jet data show the same behaviors as seen in the distributions of

E-r < 10 GeV (interval I and II) minimum bias data. In Figure 7.31, the back

to back azimuthal correlation between the first and second highest ET (> 20

GeV) clusters is plotted for the events with the sum of ETI and ET2 > 70 %

of EEr. The Ar/J distribition for the real jet data shows a clear back to back

behavior. In the randomized jet events, this back to back behavior can not be

seen because there was no attempt to balence PT in the randomization.

Monte Carlo events

The randomization of events in such a limited acceptance range in 11 (1111 <
1.0) is questionable in its effect, in particular, considering the size of clusters

in the phase space. The phase space of 11 x r/J = 2 X 21r can hold only - 10

clusters with cones of hali angle - 40° without allowing any overlaps.

Monte Carlo studies using a complete random event generator in full phase

space which can reproduce all the behaviors (PT spectrum, multiplicity and

their correlations, etc.) of the real data would be the perfect solution to test

whether the observed clusters are from real hard scattering or merely from ran

dom :8.uctuations. However, most available Monte Carlo programs do not give

a proper description of the real data. Table 7.5 shows the summary of average

values found in 4 minimum bias Monte Carlo generators for the multiplicity

and PT distributions at .vs of 1800 and 630 GeV using default parameters.

Since it is extremely diflicult to tune any of these programs, a study has

been done with & simple Monte Carlo model which generates the correct PT

spectrum and the average multiplcity of events. The CDF minimum bias Monte



175

200 l- t
160 I- +++ daia

+120 ,...

+ +80 ,...

++
40 l-

-+--+-
1-+-...... I

I-

100 ~

40 ,...

20 ,...

I I

randomized

+
I

+

o.
I

0.2
I

0.4
I

0.6
I

0.8
I

1. 1.2

Figure 7.29 < ETch/ET > in real and randomized jet events.



176

randomized

:: data t t t

i 10 t+ttHt
'a
j
9 120

=
100

Figure 7 30. < F .> In real. dan rand .oIDlzed·Jet events.



60

50

40

30

20

lD
U 10.t:-s:lu....
0...
u

"8::s
4s:l

3

2

177

l- tI-

data
r-

r- t
l- tt
r- +

+ + ++:-+- I-+-~-+-~ + I I 1

-

r- randomized

r- ~~

I- ...~ ...~ ....~ ...~

... ....~ ....~I ~~ ....~ ... ....

I 1 I I .1 .1 II II

o. 0.8 1.6 2.4 3.2

Figure 7.31 A4J in real and randomized jet events.



178

Table 7.5 Mean of kinematic variables in Monte Carlo event generators.

PT> 0 MeV/c

LUND I data IMB1 I ISAJET

PT (MeV/c) 476 (436) 587 (469) 295 (247) 607 (618) 495
Nell 12.0 (6.3) 13.2 (8.0) 15.7 (11.0) 25.3 (11.5) 12

NeII/N..n 0.68 (0.18) 0.63 (0.17) 0.50 (0.16) 0.46 (0.12)

I Monte Carlo ~ MBR

PT > 400 MeV/c

MB1 I ISAJET I LUND I data I
PT (MeV/c) 810 (458) 832 (488) 631 (255) 909 (698) 828

Nell 5.3 (3.3) 7.6 (4.8) 4.1 (3.4) 14.0 (7.4) 5.4
NeII/N..n 0.68 (0.25) 0.63 (0.23) 0.51 (0.30) 0.43 (0.16) 0.65

IMonte Carlo ~ MBR

The values In ( ) are RMS.

tuned MBR (PT > 400 MeV/c)

PT (MeVIe) 825
Nch 5.45

Nell/Nail 0.68
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Carlo (MBR) [97) was tuned to give the correct PT distribution and average

multiplicity for PT > 400 MeVIc and in 1111 < 1. Even though the multiplicity

distribution from the MBR has the same mean value, the generated events

do not reproduce the real data well for the high multiplicity tail. Also, the

correlation between PT and multiplicity was not observed in the generated

data. The effect of fluctuations in the real data would be hard to deduce with

such a disagreement.

The value of the average multiplicity in the MBR was varied to test the

sensitivity of the production rate of low ET clusters to the change in multi

plicity. The probability of clusters as a function of ET changed rapidly with

this variation. For the events generated by the MBR with a 20 % lower aver

age multiplicity, the production rate of clusters with ET > 5 GeV was lower

by 15 %. With tuned parameters in the MBR generator, some of properties

for low ET clusters were also checked and the comparision in terms of mean

values of the distrbutions is summarized in Table 7.3. The average values of

< ET >, < Nail > and the number of events with more than 1 cluster in the

MBR generated events are lower probably due to the missing high multiplicity

tail. Therefore, these disagreements between data and MBR events are not

necessarily due to hard scattering.

7.6 Charged Particle Clusters in Extended n

Using an improved tracking algorithm, clusters of charged particles were

studied in an extended 11 range, l11axiaI < 1.5. Because of the increased statistics

due to the larger acceptance, it was now possible to study correlations in tP

between the two highest ET clusters. The production rate and other properties

of clusters were also examined for real and randomized data.

Improvements in track finding algorithm

Improvements were made in the track finding algorithm to increase the
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efficiency in the region of 1 < 1711 < 2. The track finding efficiency in 1 < 1711 < 2

was checked using two independent methods. First, the multiplicity, 71 and PT

distributions of tracks found in 1711 < 1 (with a known efficiency of 99 ± 1 %)

were compared with the distributions of the tracks in 1 < 1711 < 2. Assuming

a UDiiorm rapidity distribution of particle production in the central region (4],

a rough estimation can be drawn for the track finding efficiency as a function

of" from Figure 7.32, which indicates that the efficiency varies between 80

- 95 % in 1 < 1711 :5 2. This can also be observed from the multiplicity

distributions from the two 71 regions (Figure 7.33) where the mean value in

1 < 1711 < 2 is - 15 % lower than that from 1711 < 1. The PT distributions from

the two " regions are shown in Figure 7.34. The overall mean values from two

distributions agree within 2 % « PT >- = 863 MeVIc in 1711 < 1, < PT >- =
881 MeVIc for 1 < 1711 :5 2). However, the distribution for 1 < 1711 < 2 may

indicate a possible double counting or misreconstruction of tracks, especially

in the high PT tail. As a second method of checking the track finding efficiency

in 1 < 1711 < 2, a search for the decay electrons from electro-weak Z Boson

candidates in 1 < 1,,1 < 2 was done. It was shown that the efficiency of

finding the electrons using the CTC and the VTPC was > 90 % in the region

1 < 1711 < 2.

Charged particle clusters

With the extended 71 coverage for the charged particles, the properties of

charged particle clustering were studied. The geometrical acceptance of the

cluster axis was extended to l17aml < 1.5. Figure 7.35 shows the probability of

charged particle clusters as a function of ET for';; = 1800 GeV.

The most interesting property to be checked is the back to back behavior

(aq, between the first and second highest Err clusters). About 0.7 % of the

total 36,000 events (::::::: 240 events) have more than one cluster with ET > 3

GeV (With the missing energy contribution from the neutral particles, the
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threshold for the charged particle cluster was lowered to ET = 3 GeV.) in

l11azial < 1.5 and the sum of ETI and ET2 > 70 % of EET. In Figure 7.36, the

distribution of a¢ shows a clear back to back behavior.

Randomized events

The probability of randomized charged particle clusters in 111..m1 < 1.5

is shown in Figure 7.35 compared with the distribution from the real data.

The distribution changes little between the real and randomized events. Other

properties of low ET clusters were also checked and the distributions show no

signi1icant di1l'erence from the real data as listed in Table 7.6, except the back

to back behavior. In Figure 7.36, the randomized distribution of a¢ shows

very little back to back behavior. Since there was no attempt made to balance

PT in the randomization, this may be due to the breaking of local momentum

conservation.

7.7 Summ.ary and Conclusions

Using a track clustering algorithm, low transverse energy clusters in mini

mum bias data were studied at the TeV region. They exhibit the properties of

clusters and also the event characteristics similar to those measured by both

UA1 and UA2 collaborations. The two cluster correlation in a¢ for charged

particles also shows a back to back behavior which one would expect to ob

serve in the hard parton scattering. However, in the distributions of < F >
and < ETchIEr > at low ET(< 10 GeV), there were some evidences for the

possible contamination of clusters from the :fluctuation of underlying event.

Since the measured properties and characteristics describe the clusters

and events in a phenomenological way, it is not obvious to answer whether the

clusters found are low ET jets from a hard scattering, are due to :fluctuations,

or are some combination. With a lack of Monte Carlo programs which can

give a proper description of real data, and a question of the applicability of
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Table 7.6 Charged particle clusters in minimum bias events.

~ data I random I
# events with cluster 6652 5819

# of clusters per event 1.41 1.37
total # of clusters 9401 8056

< ET > (GeV) 4.46 4.54
3 GeV < Nch > 3.72 3.37

<F> 0.33 0.35
PT of seed track (GeVIe) 2.10 2.47

< PT .eed.1ET > 0.49 0.56
< ET away> (GeV) 3.39 3.34

# events with> 1 cluster 243 152

# events with cluster 1870 1599
# of clusters per event 1.16 1.10

total # of clusters 2166 1854
< ET > (GeV) 6.69 7.35

5 GeV < Nch > 4.68 3.75
<F> 0.33 0.46

PT of seed track (GeVIe) 2.94 4.18

< PT .eed.1ET > 0.45 0.62
< ET away> (GeV) 3.86 3.60

# events with> 1 cluster 44 23
from 36,000 events

I77m.I < 1.5
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perturbative QeD at such a low values of ETI the randomization method was

used and the inclusive cluster yield in real data shows no sigDiftcant difference

from the randomized events in particular for ET < 10 GeV.

From the comparison between real. and randomized minimUIIl bias and jet

data, it can be concluded that the ma.jority of clusters in minimum bias events

with ET < 10 GeV are coming as a result of lluctuation from a soft scattering

interaction and the transition between the soft and hard regime occurs at

10 < ET < 20 GeV where the contamination of soft events decreases and the

purity of hard scattering increases as a function of ET. The quantitative level

of contamination (or purity) requires a further study of the selection criteria

for the hard scattering clusters.

Also, until the selection criteria for the hard scattering clusters are es

tablished, the non-scaling features of minimum bias events (rise of rapidity

plateau in the central region, increase of < PT >, KNO scaling breaking, and

the correlation between multiplicity and transverse momentUIIl) can not be

totally related to hard scattering components since the energy density in the

underlying event also rises as a function of ET for low ET clusters, as seen in

the distribution of PT density away from the cluster axis (Figure 7.20); and

since the PT densities emitted into four tP wedges (Figure 6.10) also are seen

to rise as a function of PT of the trigger particle.
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