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ABSTRACT

We describe a search for a Minimal Supergravity (mSUGRA) signature in Run 1 data taken

by the D� detector at the Fermilab Tevatron from 1995-1996. The total data luminosity is

92:7 pb�1. The data were examined for events with a single electron, four or more jets and

large missing transverse energy. The major backgrounds are from W+jets, QCD, tt, and WW

events. We observed no excess of events in our data. Based on the data and the expected signal

rate we obtain new limits on new physics in terms of mSUGRA model parameters.
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1 THE STANDARD MODEL AND BEYOND

1.1 Brief History of Particle Physics

Under the heavens, human beings are the only creatures which are gifted with the ability

to reason. We are not satis�ed with the mere existence of ourselves, we quest for what we are,

where we came from, why we are here and where we are going. We are fascinated (unfortunately,

frustrated more often) with the ever-changing world around us and wonder why it is changing

as it is.

Particle physics, as a unique discipline, tries to address the fundamental questions of the

physical world. Those questions are what this world is made of, what its building blocks (so

called fundamental particles) are, how they interact with each other, and why they interact

that way.

Ancient Chinese philosophers believed that the world was made of �ve elements: gold,

wood, water, �re, and earth. Similar thoughts were developed in the western world. Between

500 BC and 370 BC, three Greek thinkers, Anaxagoras, Empedocles, and Democritus started

maybe the earliest particle physics. Anaxagoras thought that changes in matter were due to

di�erent orderings of indivisible particles. Empedocles reduced these indivisible particles into

four elements: earth, air, �re, and water, which bear amazing resemblance to the ancient Chinese

philosophy. Later, Democritus developed a theory that the universe consists of empty space and

an (almost) in�nite number of invisible particles which di�er from each other in form, position,

and arrangement. In his theory, those particles are called indivisible a-tomos, or atoms.

Science, not particle physics in particular, experienced a boom during the Renaissance

period. Most important of all is the realization of the importance of measurement and experi-

mentation, thanks to people such as Copernius, Kepler, and Galileo. Their discoveries also laid
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the foundation that the physical world could be described by mathematical laws.

In the 18th and 19th century, chemistry was actively studied and developed. Scientists

came to agree that a lot of chemical reactions could be understood if there existed a number

of elements, i.e., atoms, that form the substances involved in the chemical reactions. These

substances \break up" in the chemical reactions to form new substances. Indeed, many kinds

of atoms were discovered and in 1872, Mendeleev [1] successfully organized them into what we

call the Periodic Table.

The mere fact that there are more than 100 elements categorized in an orderly way in the

Periodic Table strongly suggests that these elements are not the fundamental (meaning, indivis-

ible) particles. In 1897, Thompson discovered the electron [2]. In 1911, after an experiment in

which � particles were scattered by gold foils, Rutherford inferred that the atoms had a small,

heavy, and positively charged nucleus which was surrounded by electrons [3]. In 1913, Bohr

formulated a theory which incorporated ideas of quantized angular momenta [4] to describe the

interaction between the nucleus and electrons in the atom. The spectrum of Hydrogen calcu-

lated by his theory spectacularly agreed with experimental observation. This success heralded

the beginning of quantum mechanics. Nuclear decays also led physicists to believe that the

nucleus also had substructure. By the late 1920's, with the development of quantum mechanics

and more experiments, physicists generally agreed that the nucleus consisted of two kinds of

particles: proton, which has one unit of positive charge, and neutron, a particle of similar mass

but charge neutral. Protons and neutrons are bound by a strong force 1 to form the nucleus.

The proton was found by Rutherford in 1919 [5] and the neutron was found by Chadwick in

1932 [6].

Just when physicists thought that they had �nally found all the building blocks of the world:

proton, neutron, and electron, a few new startling experimental results indicated \trouble". In

the late 1940's, from cosmic rays, physicists found the muon, a particle which has the same

electromagnetic property as the electron but is about 200 times heavier. They also found

the pion, a particle which mediates strong forces between nucleons [7]. Not many physicists

1The force must be strong in order for the protons to overcome the repulsive electric force in the nucleus.
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anticipated the discovery of these particles. Yet, more was to come. With the invention of the

bubble chamber and high energy accelerators, a great number of new particles which interact

strongly like the proton, neutron, and the pion were discovered. They were called hadrons and

were categorized into mesons which had integer spin and baryons which had half-integer spin.

All these discoveries suggested that there was something more fundamental.

Just as experimental particle physics was making great progress, so was theoretical physics.

Dirac, Schwinger, Feynman, and others incorporated Einstein's relativity into quantum mechan-

ics and developed so-called Quantum Electrodynamics (QED) [8]. Yang and Mills constructed

what was later called a gauge theory [9]. This theory laid the foundation of modern quantum

�eld theory. In 1964, Gell-Mann and Zweig put forth the quark model [10]. Analogous to

explaining the nuclear spectrum using its constituents, the proton and the neutron, they pos-

tulated that the mesons and baryons consisted of three types of quarks: up, down and strange.

The model beautifully simpli�ed and organized the meson and baryon spectrum. By that time,

all four types of fundamental interactions were known: the electromagnetic interaction, the

weak interaction, the strong interaction, and the gravitational interaction. In 1967, Weinberg

and Salam proposed a theory that uni�ed electromagnetic and weak interactions and predicted

the existence of massive and weakly interacting gauge boson W and Z particles [11]. Howev-

er, no one had seen quarks or the W/Z particles. Whether there were particles smaller than

protons or neutrons was still to be experimentally tested.

In 1968, there came an experimental breakthrough. By scattering high energy electron

beams (17 GeV) on to a target [12] at Stanford Linear Accelerator Center (SLAC), physicists

found evidence of quarks inside protons and neutrons based on the Parton Model 2 by Bjorken

and Feynman [13]. Since 1968, more quarks have been discovered: charm in 1974 [14], bottom

in 1977 [15] and top in 1995 [16]. During these years, the European Organization for Nuclear

Research (CERN) discovered the W and the Z particles [17].

As of today, particle physicists have observed three families of quarks, three families of

leptons (each family has two particles) and four interaction-mediators. They are listed in

2Partons are point particles in a proton or a neutron.
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Tables 1.1 and 1.2. These particles, together with the Higgs, which is responsible for particle

masses but has yet to be observed, form the fundamental building blocks of our universe 3.

Table 1.1 Quark and leptons in the Standard Model. The quarks are

denoted as: u|up, d|down, c|charm, s|strange, t|top,

b|bottom. The leptons are denoted as: e|electron, �|muon,

�|tau and their corresponding neutrinos. The numbers in the

parentheses are electric charge (in units of proton charge) and

mass or mass limit (in GeV). Each particle has its anti-particle,

which has equal mass and equal physical properties but opposite

charge.

Names Family 1 Family 2 Family 3

quarks
u (23 ; 0:003) c (23 ; 1:3) t (23 ; 175)

d (�1
3 ; 0:006) s (�1

3 ; 0:1) b (�1
3 ; 4:3)

leptons
e (�1; 0:000511) � (�1; 0=106) � (�1; 1:777)
�e (0; < 3� 10�9) �� (0; < 0:00019) �� (0; < 0:0182)

Table 1.2 Particles that carry forces in the Standard Model. The numbers

in the parentheses are electric charge (in units of proton charge)

and mass (in GeV). The photon (
), Z and gluon (g) are their

own anti-particles, while W+ and W� are anti-particles of each

other. The gluon is responsible for mediating strong interaction

between the quarks.


 (0; 0) W� (�1; 80:4) Z (0; 90:187) g (0; 0)

1.2 The Standard Model

With all these fundamental particles, a natural question to ask is how these particles interact.

The Standard Model (SM), which is a quantum theory that includes the theory of strong interac-

3We still do not know what the dark matter of the universe is. It is believed that they are not particles listed
in Tables 1.1 and 1.2.
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tions (quantum chromodynamics or QCD) and the uni�ed theory of weak and electromagnetic

interactions (electroweak theory), tries to answer this question. The SM Lagrangian 4 L is:

L = q
�(i@� � gsTaG
a
�)q �

1

4
Ga
��G

��
a

+L
�
�
i@� �

g

2
� �W� �

g0

2
B�Y

�
L+R
�

�
i@� �

g0

2
B�Y

�
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�1
4
W��W

�� � 1

4
B��B

��

+

����
�
i@� �

g
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� �W� �

g0
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B�Y

�
�

����2 � V (�)

�Ge

�
L�R +R�yL+ h:c:

�
: (1.1)

The SM Lagrangian in Equation 1.1 observes the SU(3)C
SU(2)L
U(1)Y 5 symmetry. The

�rst line describes the strong interaction, which has a strong coupling constant gs and involves

the gluon gauge �eld. The second and the third lines describe the electroweak interaction, which

has the coupling constants g and g0, respectively, and involves electroweak gauge �elds W and

B. The SM could be completely formulated with these 3 lines had the masses of the particles

in the theory been zero. In order to generate mass, the SM spontaneously breaks [18] its own

symmetry through a mechanism called the Higgs mechanism [19]. The fourth line introduces

two SU(2)L 
U(1)Y gauge invariant terms for a scalar �eld (the Higgs), with the second term

V (�) being the Higgs potential. If the Higgs potential happens to be in the right form, e.g.,

V (�) = �2�y� + �(�y�)2; (1.2)

with �2 < 0 and � > 0, the W and B �eld will mix to give rise to three massive gauge bosons,

the W� and Z, and one massless gauge boson, the photon. The �fth line describes the Yukawa

coupling between the fermions and the scalar �eld. This Yukawa coupling gives mass to the

fermions.

4Lagrangian is the fundamental speci�cation of a quantum �eld theory. From Lagrangian, the equation of
motion can be derived.

5C stands for color, L stands for weak-isospin, and Y stands for weak-hypercharge.
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1.3 Beyond the Standard Model and Supersymmetry

The Standard Model has been a great achievement in particle physics. A large number

of experimental results have con�rmed nearly every feature of the theory to a high degree of

precision. However, it is by no means the ultimate theory because it poses many unanswered

questions and problems [20, 21]. Here are a few most noted ones.

First of all, the SM has eighteen free parameters which can only be put in hand with the aid

of experiments. Of the eighteen parameters, nine come from the masses of quarks and charged

leptons. Four come from the CKM matrix [22] which describes the mixing among the three

families of quarks in their mass eigenstates 6. The strong, weak, and electromagnetic coupling

constants account for three more parameters. The last two parameters come from the Higgs

mechanism. One is the vacuum expectation value of the Higgs �eld and the other is the Higgs

mass 7. The existence of a large number of free parameters strongly suggests that the theory is

far from being \ultimate".

Secondly, the Higgs mechanism which is responsible for the spontaneous Electroweak Sym-

metry Breaking (EWSB) was introduced in an ad hoc way into the theory. No �rst principle

tells us why the Higgs potential should be written as shown in Equation 1.2.

Thirdly, the SM Higgs self-interaction through fermion loops [27] leads to quadratic diver-

gence of the Higgs mass. The Higgs mass m2
H = �2�2+ c�2, requires a cut-o� � at which new

physics occurs. If the SM is valid up to the GUT 8 scale, the electroweak scale will be driven

to the GUT scale, which is obviously wrong. One way to cure this is by �ne-tuning the �rst

mass term �2�2 so that it cancels exactly the second mass term c�2. But the tuning has to be

accurate to 1 part in 1016 [26] at all orders, which is considered to be highly unnatural.

In order to solve these problems, the SM must be extended. One such extension results

6The mass eigenstates are not necessarily the same as the weak gauge eigenstates
7Note that these eighteen parameters only form the minimal set of free parameters of the Standard Model.

If the neutrinos have mass, as strongly suggested by recent experiments [23], we would have three more mass
parameters. This would then lead to a corresponding CKM matrix in the lepton sector [24], which adds four
more parameters. We have also ignored a parameter called the QCD vacuum angle. It is related to strong CP
violation but is deemed to be very small [25]. Thus, the total number of free parameters in the Standard Model
can be as many as 26.

8GUT stands for Grand Uni�ed Theory, which proposes that the strong, electroweak and gravitational
interactions unify at a very high mass scale MG, e.g. the Planck scale: 1019 GeV.
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in a theory which incorporates an additional symmetry between fermions and bosons { Super-

symmetry (SUSY) [28]. It solves the �ne tuning problem in the SM by exact cancellation from

the loop contribution of SM fermions and their SUSY spin-0 partners. By evolving the SUSY

parameters from the GUT scale down to the electroweak scale, one �nds that the determinant

of Higgs mass matrix in the Higgs potential turns negative resulting in spontaneous EWSB. An

additional attractive feature of the theory is that it can be naturally incorporated into GUT.

By assuming that the mass of all the SUSY particles is around 1 TeV and by evolving the

theory up from the EWSB scale, we �nd that the coupling constants meet at a scale of about

1016 GeV. In fact, many physicists consider this uni�cation of coupling constants as the most

important motivation for SUSY [26].

In SUSY, each SM particle and its superpartner (with spin di�ering by 1/2) form a su-

permultiplet. The superpartner of a SM fermion is called a sparticle (e.g., selectron ee is the

superpartner of electron e) and the superpartner of a SM gauge particle is called a gaugino,

(e.g., gluino eg is the superpartner of gluon g). Among the many extensions of the SM, the

one which adds the least number of model parameters is called the Minimal Supersymmetric

extension to the SM, or the MSSM. Table 1.3 illustrates the chiral and gauge supermultiplets in

the MSSM [28]. Note that two Higgs supermultiplets are required in order to cancel the triangle

anomaly [28]. As in the SM, SUSY gauge eigenstates are not necessarily the mass eigenstates.

Table 1.4 shows the correspondence between gauge and mass eigenstates in the MSSM [28].

SUSY must be broken or we would have already discovered SUSY particles such as selectrons

with mee = 0:511 MeV/c2. Currently the SUSY breaking mechanisms are still being actively

studied theoretically. It is expected that SUSY must be spontaneously broken at a high mass

scale, e.g., at the GUT scale. It is \hidden" from us because its mass scale is too high to be

reached by current collider experiments. It is also clear that SUSY breaking cannot originate

from any of the chiral supermultiplets of the MSSM, the \visible" sector which is accessible

by current collider experiments, e.g. the Tevatron. Therefore SUSY breaking has to be me-

diated from the \hidden" sector to the \visible" sector by 
avor-blind interactions 9. There

9If the interaction were not 
avor-blind, we would expect contribution from �L and eL mixing in � ! e

decay. The current 90% upper limit sets BR(�! e
) < 1:2� 10�11 [29] strongly restricting the magnitude of
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Table 1.3 Chiral and gauge supermultiplets in the MSSM.

Names spin 0 spin 1/2 spin 1

squarks, quarks

(�3 families)

(euL edL) (uL dL)

eu�R uyRed�R dyR

sleptons, leptons

(�3 families)
(e� eeL) (� eL)

ee�R eyR

Higgs, higgsinos
(H+

u H0
u) ( eH+

u
eH0
u)

(H0
d H�

d ) ( eH0
d
eH�
d )

gluino, gluon eg g

winos, W bosons fW� fW 0 W� W0

bino, B boson eB0 B0

are two main competing mechanisms for the mediating interactions: the gravity-mediated and

the gauge-mediated interaction. This analysis searches for MSSM in the framework of gravity-

mediated supersymmetry breaking. The particular scenario we studied here is called minimal

Supergravity { mSUGRA [28] 10. There are only �ve model parameters in mSUGRA:

� m0: common scalar particle mass at the SUSY breaking scale MX
11;

� m1=2: common gaugino mass at the MX scale;

� A0: common trilinear coupling at the MX scale;

� tan(�): ratio of the vacuum expectation values of the two Higgs doublets;

� sign(�): � is the Higgsino mass parameter.

There is one more important parameter in all SUSY theories, the R-parity. It is de�ned in

Equation 1.3 [30]:

�L and eL mixing.
10In general, gravity is not necessarily 
avor-blind. The mSUGRA model assumes that gravity is 
avor-blind.
11MX is usually the GUT Scale (1016 GeV) or the Planck scale (1019 GeV).
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Table 1.4 Mass and gauge eigenstates in the MSSM.

Names Spin Mass Eigenstates Gauge Eigenstates

Higgs bosons 0 h0 H0 A0 H� H0
u H

0
d H

+
u H�

d

squarks 0

euL euR edL edR \ \

esL esR esL esR \ \

et1 et2 eb1 eb2 etL etR ebL ebR
sleptons 0

eeL eeR e�e \ \

e�L e�R e�� \ \

e�1 e�2 e�� e�L e�R e��
neutralinos 1/2 e�01 e�02 e�03 e�04 eB0 fW 0 eH0

u
eH0
d

charginos 1/2 e��1 e��2 fW� eH+
u
eH�
d

gluino 1/2 eg \ \

gravitino/goldstino 3/2 eG \ \

R � (�1)3(B�L)+2s; (1.3)

for a particle with baryon number B, lepton number L, and spin s. A SM particle has R = +1

and a SUSY particle has R = �1. For theories in which R-parity is conserved, there can be no

baryon or lepton number violating interactions [28]. Two corollaries also follow if R-parity is

conserved:

� SUSY particles must be produced in pairs from SM particles;

� There exists a lightest SUSY particle (LSP) which has an extremely weak coupling to SM

particles.

This analysis assumes that R-parity is conserved and that the lightest neutralino e�01 is the
LSP.
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2 INTRODUCTION TO THIS ANALYSIS

Under the assumption that R-parity is conserved, SUSY particles must be pair-produced and

subsequently cascade decay 1 into LSP through neutralinos, charginos and SM particles. Since

the LSP interacts extremely weakly with ordinary matter, it escapes detection and results in a

missing transverse energy (E/T ) signature. The charginos decay into standard model electroweak

gauge bosons (real or virtual), producing leptons or jets 2 in the �nal state. Figure 2.1 shows

one of the many possible scenarios in which a pair of gluinos which are produced (2 ! 2) at

the hard scattering decay into a �nal state with an electron, 4 jets and E/T .

q

g~

g~

q

g −
1

~χ

q

q

eν
e

q
0

1
~χ

0
1

~χ

’q

Figure 2.1 Feynman diagram for gluino pair production and decay to one

electron, 4 jets, and E/T .

1Refers to a chain of decay from initial SUSY particles to LSP and SM particles.
2Jets are a group of collimated hadrons traveling in the same direction. The hadrons are produced by quark

or gluon fragmentation.
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Searches for mSUGRA signature have been performed at LEP [31] and the Tevatron. Pre-

vious D� analyses focused on short cascade decay chains. For example, the D� dilepton anal-

ysis [41] mainly searched for chargino production and its direct decay to leptons, while the D�

E/T+jets analysis [42] mainly searched for eg pair, eq pair,and eg-eq pair production and their direct
decays to jets and E/T . Multi-lepton channels have advantages in that they are less contaminat-

ed by SM QCD multijet background while the E/T+jets channel bene�ts from large production

cross section because of the strong coupling between quarks/gluons and squarks/gluinos. From

the results of both analyses it is evident that di�erent �nal states are complementary in probing

the SUSY parameter space.

In this analysis we present a search for an mSUGRA signature in the �nal states containing

a single isolated electron, four or more jets, and large E/T . We choose this �nal state because

for large M0, sleptons and sneutrinos are heavy and the decay of charginos and neutralinos

to sleptons and sneutrinos are kinematically forbidden. The charginos and neutralinos instead

decay to SM W and/or Z particles which have large branching ratios to jets. The rest of this

thesis is organized as follows: we brie
y describe the D� experiment in Chapter 3. The data

event selection is described in Chapter 4. The object identi�cation e�ciency is described in

Chapter 5. Monte Carlo event simulation is described in Chapter 6. Chapter 7 and 8 describe

the background and signal analysis, respectively. Chapters 9 and 10 present our results and

conclusions. The appendices serve as reference to the tools, extra studies, and more detailed

information pertaining to this analysis.

The current limit for mSUGRA in terms of its parameters obtained in the D� dilepton

analysis [41] is shown in Figure 2.2. We will present our results in a similar form. We also �x

sign(�) to be negative and A0 = 0 in this analysis for the following reasons:

� sign(�) a�ects the mass di�erence of gauginos. Positive � leads to smaller mass di�erence

than negative �. Smaller mass di�erence results in electrons with ET less than D� electron

identi�cation threshold;

� only the lighter stop mass is directly a�ected by A0. Tevatron searches with lepton(s) in

the �nal state are not sensitive to A0.
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Figure 2.2 The current exclusion contour from the D� dilepton analysis for

tan(�) = 3 [41]. Also plotted is the LEP 1 exclusion contour [31].

Parameter space below the contour is excluded.
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3 THE D� EXPERIMENT

3.1 Overview

The D� Experiment is a collaboration of hundreds of physicists and engineers who study

QCD and electroweak physics and search for new physics beyond the Standard Model. The

collaboration designed, constructed and used a general-purpose detector located on the Teva-

tron ring to detect particles coming out of proton and antiproton collisions. Both proton and

antiproton are accelerated to an energy of 900 GeV, making the Tevatron the highest energy

collider in the world.

The D� detector weighs approximately 5,500 tons and stands 13 meters in height and 20

meters in length. Shown in Figure 3.1, the detector is comprised of three major systems. From

the inside out, they are the central tracking detectors, the calorimeter, and the muon toroid.

They are concentric to the beam line.

Because what we want to measure is the energy and the direction of the particles, D� uses

a special coordinate: the �-� coordinate, where � is the pseudorapidity and � is the azimuthal

angle. We �rst de�ne the proton direction as the +z direction. Once the interaction vertex on

the z axis and the location of particle energy deposition (usually the center of energy location)

are measured, the particle's polar angle � with respect to the z axis is �xed. We de�ne

� = �ln(tan(�
2
)): (3.1)

Angle � of the particle is simply its azimuthal angle around the z axis. The reason we use

the �-� coordinate is because � is an additive quantity under Lorentz boost along the z axis.

The pseudorapidity de�ned in Equation 3.1 is usually called the physics pseudorapidity.
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D0 Detector

Muon Chambers

Calorimeters Tracking Chambers

Figure 3.1 The D� detector.

There is another quantity called the detector pseudorapidity �d, which is calculated from the

polar angle de�ned by the line connecting the location of particle energy deposition to the origin

on the z axis. The detector pseudorapidity tells us where exactly the object is in the detector.

The D� detector was turned on to take collider data between 1992 and 1996. There were

three run periods: 1a, 1b, and 1c. This analysis uses 1b and 1c data.

3.2 Luminosity and Cross Section

For search physics, the most important thing is to estimate how many events we expect to

have in our data for the physical processes of interest. The number of events is calculated by

Equation 3.2

Nevent = � � L � a; (3.2)
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where � is the cross section of the physical process under study. It is proportional to the

probability for the physical process to happen. L is called the integrated luminosity. It is a

measure of the amount of data taken during a certain period of time. The last variable, a, is the

acceptance of the physical process after various data selection cuts (see for example Chapter 4

and 6).

3.3 The Central Tracking System

The central tracking system measures the three-dimensional trajectories (tracks) of particles

passing through them. From the tracks, the interaction vertex is determined. The system is

comprised of four parts: the Vertex Drift Chamber (VTX), the Transition Radiation Detector

(TRD), the Central Drift Chamber (CDC), and two Forward Drift Chambers (FDC). The

tracking system is positioned radially about the beam line with an inner radius of 3:7 cm and

an outer radius of 78 cm. It is shown in Figure 3.2.

ΘΦ Central Drift
Chamber

Vertex Drift
Chamber

Transition
Radiation
Detector

Forward Drift
Chamber

Figure 3.2 The central tracking system.

3.3.1 The Vertex Drift Chamber (VTX)

The VTX is the inner most tracking chamber. It is designed to measure accurately the pp

interaction vertex along z axis. It extends from 3:7 cm to 16:2 cm in radius, and to �116 cm in

z. It consists of three concentric cylindrical drift chambers, holding arrays of sense wires parallel
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to the beam line. The sense wires operate at an electric potential of 2:5 kV. Carbon dioxide

(CO2) mixed with 5% ethane (C2H6) and 0.5% water functions as the active medium. Incoming

charged particle ionizes the active medium and produces electrons which drift to the sense wire

in the electric �eld. By measuring the electron drift time the trajectory of the incoming particle

can be reconstructed. This is the basic principle of a drift chamber. The spatial resolution of

the VTX is about 60 �m in r� and 1:5 cm in z.

3.3.2 The Transition Radiation Detector (TRD)

When a highly relativistic charged particle crosses the boundary of two materials with

di�erent dielectric constants, it radiates photons in the forward direction. The intensity of

the radiation is proportional to the energy-mass ratio of the particle. Thus for heavy particles

such as pions, the radiation is hardly measurable while for the electron, there is considerable

transition radiation that can be measured. The radiation spectrum emitted by multi-GeV

electrons is in the form of X-rays.

The TRD is designed to achieve a 104 rejection factor against charged pions while remaining

90% e�cient with isolated electrons. It is located just outside of the vertex drift chamber. It

consists of three layers. Each layer has a radiator consisting of 393 layers of 18 �m-thick

polypropylene foil with a mean separation of 150 �m. The gaps are �lled with dry nitrogen

(N2). Surrounding each radiator is a cylindrical drift chamber �lled with mixture of xenon (Xe),

methane (CH4), and ethane gas (91% : 7% : 2%). This drift chamber is for detection of X-ray

radiation. The physical reach of the TRD is j�dj < 1:1.

3.3.3 The Central Drift Chamber (CDC)

The CDC lies between the TRD and the calorimeter. It consists of four concentric layers

of cells located between 49:5 cm and 74:5 cm in radius and between 92 cm in z. It covers

j�dj < 1:2. An end view of a portion of the CDC is shown in Figure 3.3.

Each layer of CDC has 32 identical modules, which are arranged in a cylinder. Each layer is

also o�set by one half cell from the previous layer. Each cell contains seven sense wires (indicated



17

Figure 3.3 The Central Drift Chamber.

by the smallest dots in Figure 3.3) with two grounded potential wires between them. Two delay

lines lie inside the inner and outer cell walls. The active medium in CDC is gaseous argon (Ar),

methane, carbon dioxide, and water in the ratio of 92.5%, 4%, 3%, and 0.5%. The r� position

measurement is achieved by the same drift chamber principle discussed in section 3.3.1. For the

z position, the delay lines are used. The delay lines are inductive wires which will transmit an

induced electric pulse when an avalanche occurs nearby. By measuring the di�erence in pulse

arrival time to both ends of the delay line we can infer the z position of the avalanche. For

CDC, the r� resolution is about 180 �m and the z resolution is about 2:9 mm.

The CDC is crucial in track reconstruction. The event vertex is determined from tracks (see

section 3.7.2). The characteristics of the track also give a hint as to whether the track is formed

by an electron or by a heavier particle.

3.3.4 The Forward Drift Chamber (FDC)

The FDC has a tracking coverage of 1:0 < j�j < 3:2. There are two sets of chambers, one

located at each end of the CDC. Figure 3.4 shows an exploded view of one of the FDCs. Each

FDC consists of three layers of chambers: one � layer sandwiched between two � layers. The

� layer is a single chamber divided into 36 azimuthal drift cells, each containing sixteen axial
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sense wires. Each of the four quadrants of a � chamber consists of six rectangular cells. Each

cell contains eight sense wires and one delay line. The two � chambers are rotated in � by 45�

to obtain optimal position resolution. The operating principle of FDC is the same as that of

CDC. The r� resolution is about 200 �m and the z resolution is about 4 mm.

Figure 3.4 Exploded view of one of the two Forward Drift Chambers.

3.4 The Calorimeter

D� relies on the calorimeter to measure the energies of interacting particles (except for the

muons). The geometry of the calorimeter is shown in Figure 3.5. It is segmented into 3 major

parts: one central calorimeter (CC) and two end calorimeters (EC), each consisting of an inner

electromagnetic (EM) section, a �ne hadronic (FH) section and a coarse hadronic (CH) section,

housed in a steel cryostat. Between the cryostats is the inter-cryostat detector (ICD) and the

\massless gap" (MG) detector.

Electromagnetic particles (electrons and photons) and hadronic particles (e.g., charge pions)

lose energy in a material through di�erent mechanisms. A high-energy electron (� 10 MeV)

loses its energy primarily through bremsstrahlung, while a high-energy photon loses energy pri-

marily through the electron-positron pair production. The particles emitted in these processes
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CENTRAL
CALORIMETER
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Figure 3.5 The D� calorimeter.

can themselves undergo bremsstrahlung and pair production, producing secondary electrons,

positrons, and photons. This process is call the electromagnetic shower. The rate at which an

incident EM object loses energy can be described in Equation 3.3

dE

E
= � dx

X0
; (3.3)

where X0 is called the radiation length. It is a constant for same type of material. For uranium,

it is about 3:2 mm.

Hadronic particles also produce showers in material, but through a qualitatively di�erent

process. Hadrons lose energy primarily through inelastic collisions with atomic nuclei. These

collisions produce secondary hadrons, which result in hadronic showers. The energy loss can

also be characterized by Equation 3.3, with X0 being the nuclear interaction length. The nuclear

interaction length is about 10:5 cm for uranium. Thus, a hadronic shower in general expands a

longer distance than an electromagnetic shower.
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The showering process converts a single high-energy particle into many low-energy particles.

The next step is to measure the energy of these particles. In order to build a calorimeter to

contain most of the high-energy showers and keep the cost reasonable, D� uses a technique

called sampling. A sampling calorimeter alternates layers of dense, inert absorber with layers

of active medium which is sensitive to particles passing through it. Since most of the energy is

absorbed in the inert material, only a portion of the incident energy can be detected. From the

sampling fraction, which is known by design, the incident energy is inferred. A schematic view

of D� calorimeter units (called calorimeter cells) is shown in Figure 3.6. At D�, liquid argon

is used as the active medium while plates of uranium (3mm thick), uranium mixed with 1.7%

niobium (Ni) (6 mm thick), and copper/steel (46:5 mm) are used as the absorber in the EM,

FH, and CH calorimeter respectively.

G10 Insulator
Liquid Argon

Gap
Absorber Plate Pad Resistive Coat

Unit Cell

Figure 3.6 Schematic view of two units of calorimeter cells.

The material used for the absorber is important. It needs to be dense enough to hold the

showers within reasonable size and is desirable to produce equal response to electron and pion,

or e=� ratio = 1. A hadronic shower contains neutral pions (�0) which predominantly decay to

two photons. The photons subsequently produce electromagnetic showers. If the e=� ratio 6= 1,

then the measured shower energy is subject to 
uctuations in the number of pions in the shower,

leading to a degraded energy resolution. Also, hadronic response is in general smaller because
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the energy to break up nuclei and the energy carried by neutrinos 1 are invisible. In order to

compensate for these e�ects, D� uses uranium as the primary absorber material. The energy

lost to break up nuclei will induce �ssion which will produce measurable energy to compensate

for the lost energy. D� achieved e=� ratio � 1:1, favorably compared to 1.4 for most other

calorimeters [32].

A side view of one quadrant of the D� calorimeter is shown in Figure 3.7. Each EM section

is 21 radiation lengths deep and is divided into four longitudinal layers: EM1{EM4 layers. The

hadronic sections are 7{9 nuclear interaction lengths deep and are divided into four (CC) or �ve

(EC) layers. The cells are aligned in towers projecting back toward the center of the detector.

The size of each tower is �� � �� = 0:1 � 0:1. The third layer of the EM calorimeter, in

which the maximum of EM showers is expected, is segmented twice as �nely into cells of size

�� � �� = 0:05 � 0:05. The layout facilitates event triggering and reconstruction. The CC

coverage is j�dj < 1:0 and the EC coverage is 1:3 < j�dj < 4:0. In the inter-cryostat region

(ICR), ICD (arrays of scintillating counters) mounted on the inner walls of the EC cryostat and

MG (consisting of signal board immersed in liquid Argon) positioned inside both the CC and

EC cryostat walls are used to supplement coverage: 0:8 < j�j < 1:4.

The calorimeter energy resolutions of electrons and pions were measured using test beams.

They are shown in Equation 3.4 and 3.5, respectively. Symbol � means addition in quadrature.

�(E)

E(GeV)

����
e

=
15%p
E
� 0:3%: (3.4)

�(E)

E(GeV)

����
��

=
40%p
E
: (3.5)

For hadronic jets, the energy resolution was measured by a dijet balance method [33]. The

result is

�(E)

E(GeV)

����
jet

=
80%p
E
: (3.6)

1Weak decay of hadrons always leads to neutrino production. In a highly boosted hadronic jet, the neutrinos
follow the same direction of its parent hadrons. This leads to under-measurement of hadron energies.



22

Figure 3.7 Side view of one quadrant of the D� calorimeter. Also shown

are lines of constant pseudorapidity (�d) lines.

3.5 The Muon System

Since muons are minimum ionizing particles (MIP) they only deposit a small amount of

energy in the calorimeter and are seldom absorbed. The detection and momentum measurement

of muons are thus achieved by the outermost part of the D� detector, the muon system. It

consists of several layers of proportional drift tube (PDT) chambers on either side of the �ve

toroidal iron magnets with a �eld strength of approximately 2 Tesla. These magnets are used to

bend the tracks of muons passing through the system. Through the angular bend the momentum

and charge of the muon are measured. The toroids and associated PDT layers are shown in

Figure 3.8

The entire system is divided into two spectrometers: the wide angle muon spectrometer

(WAMUS) and the small angle muon spectrometer (SAMUS). The WAMUS occupies three

of the �ve magnets: the Central Fe (CF), covering range j�dj < 1, and the two End Fe's
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Figure 3.8 Side view of the D� muon system.

(EF), covering range 1 < j�dj < 2:5. The CF has nearly 360� coverage in �, except for two

gaps underneath the detector required for support structures for the calorimeter. The SAMUS

occupies the rest of the magnets. Due to accidental high background rates in this region, the

SAMUS is not used in this analysis.

The WAMUS chambers are deployed in three layers: The A layer between the calorimeter

and the toroid, and the B and C layers after the toroid. Each plane in the A layer chambers

contains four PDTs. They can determine the incident direction of a muon to 0:6 mrad, and

its position to 100 �m. The B and C layer chambers contain three PDTs each. They can can

determine an outgoing muon direction to 0:2 mrad, and its position to 170 �m.

The measured muon momentum resolution is parameterized in Equation 3.7

�(1=p) = 0:18(p � 2:0)=p2 � 0:003; (3.7)

for muons with momentum p > 4:0 GeV=c.
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3.6 Triggering and Data Acquisition (DAQ)

At the interaction region pp beam crossings occur every 3.5 �s. With the typical run

luminosity, on average, at least one collision will occur every crossing. However, not all of these

collisions are of equal interest (most events are QCD multijet events). Besides, the electronic

and computer system could not handle such a high event rate. A multilevel triggering and

�ltering system is used at D� to collect event information and to select apparently interesting

events to record. There are altogether four levels of triggering: the Level 0, the Level 1, the

Level 1.5, and the Level 2.

3.6.1 The Level 0 Triggers

The Level 0 trigger uses a set of scintillation counters located in front of each EC. It performs

the following four functions:

� triggers on inelastic pp collision by requiring coincidence between hits in the scintillation

counters at two sides of the detector;

� measures the relative instantaneous luminosity;

� identi�es multiple interactions within one beam crossing;

� determines the z position of the interaction vertex by calculating the di�erence in arrival

time of hits in the scintillation counters at two sides of the detector.

Events which are 
agged as inelastic collisions are passed along to Level 1 triggers.

3.6.2 The Level 1 Triggers

The Level 1 triggering system is comprised of fast and programmable digital signal processors

(DSPs). The system uses coarse, rapidly digitized information from the calorimeter and the

muon system to determine in less than 3:5 �s if a particular event meets speci�c criteria on

energy deposits and topological requirements to merit further processing. Calorimeter trigger

towers with ����� = 0:2� 0:2 are used. For electrons, Level 1 requires the transverse energy
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in the EM section of a trigger tower to be above programmed thresholds. For jets, it requires the

sum of transverse energy in the EM and FH sections of a trigger tower to be above programmed

thresholds. For muons, Level 1 provides the number of muon candidates in di�erent regions of

the muon spectrometer. The rate out of Level 1 is roughly 800 Hz.

3.6.3 The Level 1.5 Triggers

The Level 1.5 triggering system is also implemented in DSPs. It performs crude clustering

of electromagnetic calorimeter tower energies and basic track-�nding with hits in the muon

chambers. It improves the accuracy of electron energy measured at Level 1 and also has the

capability to select purer electron candidates by using variables such as the cluster EM fraction

and the EM isolation. These variables are de�ned in section 3.7.3.1 and 3.7.3.7. The rate out

of Level 1.5 is reduced to 200 Hz.

3.6.4 The Level 2 Triggers

The fully digitized data are available at Level 2 triggering system allowing it to reconstruct

and to identify speci�c objects such as electrons, photons, jets, muons, and E/T . The system

uses a large farm of general-purpose processors which run software �lters. The �lter usually

requires a certain number of objects to be above certain ET thresholds and to be within certain

detector regions. The algorithms to reconstruct objects at Level 2 are summarized below.

� Level 2 electrons: Using the trigger towers that were above threshold at Level 1 as seeds,

the Level 2 electron algorithm forms clusters which include all cells in the four EM layers

and the �rst FH layers in a region of ����� = 0:3�0:3, centered around the tower with
the highest ET . Requirements on the longitudinal and transverse energy pro�le of the

cluster are applied to identify Level 2 electrons. In some �lters, track and energy cluster

matching is also required to pass Level 2 electrons.

� Level 2 jets: A cone jet algorithm is used to reconstruct jets at Level 2. The cone size is:

R = 0:3, where R =
p
��2 +��2. The summed ET of towers inside the jet cone de�nes

the Level 2 jet ET .
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� Level 2 E/T : The E/T is computed using the vector sum of ET of all calorimeter and ICD

cells with respect to the z position of the interaction vertex.

� Level 2 muons: The �rst stage of the o�ine reconstruction is performed. Three dimension-

al track is reconstructed. The track quality is determined by examining various variables

associated with the track. Tracks with good quality are accepted. Muon momentum is

measured by using the positions of muon PDT hits and the interaction vertex.

The event rate drops to 2 Hz out of Level 2. Any event passing Level 2 is written to tape

for o�ine reconstruction. A diagram of the D� trigger and data acquisition system is shown

in Figure 3.9.
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DO Detector

MR Veto,
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Trigger
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Trigger

Muon
Trigger

8 data cables

Level−2 SupervisorLevel−2
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Crates

sync

busy

start dig

Host Tape

Figure 3.9 A diagram of the D� trigger and data acquisition system.
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3.7 Event Reconstruction and Object Identi�cation

The data written to tape are further processed through the D� reconstruction program,

D�RECO [34]. At this stage, detailed information from the full tracking system and the

calibration information of each detector subsystem is available. A full scale event calibration

and reconstruction is thus possible and needed. The output of D�RECO consists of the energy

and direction of the physical objects: electrons, photons, jets, muons, and E/T .

3.7.1 Tracking Finding

Track �nding is performed in two steps: �rst in the r� view and then in the rz view. Using

the CDC as an example, the algorithm of track �nding is described below:

� The outermost hits in each of the four cylindrical layers are paired with the innermost

hits in that layer within a segment of �. Hits between each pair are added to form a track

segment if they lie on the line de�ned by the pair;

� The track segments are combined into tracks traversing all four layers of the CDC by

beginning with the track segment in the outermost layer, adding the best-�tting segment in

the next-outermost layer, and the next-outermost layer until the segments in the innermost

layer have been added. Up to one layer may be skipped if collinear segments are found in

the remaining three layers;

� After �tting tracks in the r� view in this manner, delay line measurements are used to

determine the rz positions of the tracks.

Tracks obtained in this way have a resolution about 2:5mrad in � and 28mrad in �. Tracks in

the FDC are found using a similar algorithm. Track-�nding e�ciencies measured from Z ! ee

events are 80� 1% in the CDC and 74� 1% in the FDC.

3.7.2 Event Vertex

The event vertex is determined using tracking information from the CDC (or from the FDC

if the vertex is not found by the CDC). The steps are:
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� For each event, every track is extrapolated to the z axis. Those tracks with impact

parameter within 2:5 cm to the z axis are selected.

� These tracks are clustered into di�erent groups based on their z intercepts. The group

with the largest number of tracks is selected.

� The z intercepts of these selected tracks are �t to a Gaussian. The mean of the �t is used

as the primary event vertex.

� Other groups of tracks undergo a similar �t and the resultant vertices are dubbed as the

secondary event vertices, which are deemed to come from minimum bias interactions 2.

This method achieves vertex z resolution to 1� 2 cm. Multiple vertices can be identi�ed if

they are separated by at least 7 cm.

3.7.3 Electron and Photon Reconstruction

Electron and photon candidates are reconstructed using a nearest neighbor clustering algo-

rithm. Starting with the most energetic tower in the EM calorimeter, neighboring towers with

ET > 50 MeV are added. A neighboring tower is de�ned as a tower being adjacent or immedi-

ately diagonal in � � � space. This process is repeated with the next most energetic tower in

the EM calorimeter not already clustered until all unclustered EM tower have ET < 50 MeV.

A cluster which satis�es the following criteria is considered as an electron or photon candidate:

� Etotal > 1:5 GeV;

� ET > 1:5 GeV;

� at least 90% of its energy is in the EM calorimeter;

� at least 40% of its energy is in a single tower.

An EM cluster centroid ~xcog is de�ned as

2The trigger requirement for a minimum bias interaction is that an inelastic collision has happened. Because
the large cross section of QCD parton scattering most minimum bias events are low PT QCD multijet events.



29

~xcog =

P
i wi~xiP
iwi

; (3.8)

where the sum is over all the cells in the cluster. wi is the weight of the ith cell and is de�ned

as

wi = max(0:0; w0 + ln(
Ei

Eclus
)): (3.9)

Electron and photon candidates are then distinguished from each other by whether the cluster

has a CDC or an FDC track within a road of size 0:1 � 0:1 in � � � space pointing from the

primary vertex to the cluster centroid.

Prompt photon or photon pairs from �� decay can mimic an electron if the shower is over-

lapped with a random track. Carefully chosen variables have been developed to enhance the

selection of purer electrons. These variables are EM fraction of the cluster (fem), shower shape

H-matrix chi-squared (�2hm), track energy loss per unit path length dE=dx, track match sig-

ni�cance (�trk), and the TRD transition e�ciency ("TRD). Because TRD only extends to

j�dj = 1:1, only the �rst four variables are used for electron candidates in the EC calorime-

ter. Each variable has di�erent strength in rejecting di�erent backgrounds. We discuss these

variables in detail below.

3.7.3.1 EM fraction of the electron candidate (fem)

The EM fraction of an electron candidate is de�ned as fem = Eem=Etotal, where Eem is the

amount of cluster energy in the EM calorimeter. Figure 3.10 shows the distribution of fem for

electron candidates from Z ! ee events, and for electron candidates from multijet events. The

former is dominated by signal while the latter is dominated by background.

3.7.3.2 Shower shape H-matrix chi-squared (�2hm)

The shower shape of an electron or a photon has a distinctive pro�le from that of a jet. It

follows a well known teardrop pattern [35]. Fluctuations cause the energy deposition to vary
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Figure 3.10 EM fraction (fem) of electron candidates from Z ! ee events

(solid) and from multijet triggered data (dashed), for (a) central

electrons and (b) forward electrons. The arrows in the plots

indicate the \standard" cut used in other D� analyses.

from the average in a correlated fashion among the cells and layers. This correlation is described

by a covariance matrix, which is constructed by modeling the electron shower shape with a full

detector simulation program such as GEANT [36]. For a sample of N Monte Carlo electrons

the covariance matrix is de�ned as

Mij =
1

N

NX
n=1

(xni � xi)(x
n
j � xj);

where xni is the ith variable of nth electron. There are altogether 41 variables used in the

covariance matrix: the fraction of energy in layer 1, 2, and 4 of the EM calorimeter, the fraction

of energy in each of the cells in a 6 � 6 square of EM3 cells centered on the hottest tower, the

logarithm of the cluster energy, and the vertex position.

A �2-like quantity can then be de�ned for each electron shower

�2hm =

41X
i;j=1

(x0i � xi)Hij (x
0
j � xj); (3.10)
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where x0i is the ith variable and the H-matrix H =M�1. �2hm is used to measure how consistent

a shower shape is with an electron shower. Because the variables are not normally distributed,

in general �2hm does not follow a �2 distribution. Figure 3.11 shows the distribution of �2hm for

electron candidates from Z ! ee events, and for electron candidates from multijet events.
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Figure 3.11 Shower shape H-matrix chi-squared (�2hm) of electron candi-

dates from Z ! ee events (solid) and from multijet triggered

data (dashed), for (a) central electrons and (b) forward elec-

trons. The arrows in the plots indicate the \standard" cut used

in other D� analyses.

3.7.3.3 Track energy loss per unit path length (dE=dx)

In the tracking chambers charged heavy particles lose their energies faster than electrons,

yielding a larger dE=dx. For 
 ! e+e� conversion where one of the tracks is not resolved,

its dE=dx would be just twice as much as that of one electron. Thus dE=dx in the tracking

chamber is a useful variable to distinguish electrons from hadrons and photons. The dE=dx

distributions for electron and background are shown in Reference [37].
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3.7.3.4 Track match signi�cance (�trk)

By projecting the track to the EM3 layer, where EM shower centroid ~xcog (see Equation 3.8)

is most likely to reside, we can calculate the track-shower match signi�cance

�trk =
�z

�z
� ��

��
; (3.11)

in the CC, and

�trk =
�r

�r
� ��

��
; (3.12)

in the EC. Here �z, ��, and �r are distance in corresponding directions between the track

projection and the EM centroid in EM3, while �z, ��, and �r are the corresponding resolutions.

For an electron, its track should well match the center of its shower. For a photon misiden-

ti�ed as an electron or a �� decayed to a pair of photons, because a random track is in road, the

match is expected to be poor. Figure 3.12 shows the distribution of �trk for electron candidates

from Z ! ee events, and for electron candidates from multijet events.

3.7.3.5 TRD transition e�ciency ("TRD)

With Ei as the energy measured in ith layer of TRD (recall there are three TRD layers, see

section 3.3.2), we de�ne the truncated energy as

Etruc = E1 +E2 +E3 �max(E1; E2; E3): (3.13)

The distribution of Etruc, (
�N

�Etruc
), is measured from a sample of W ! e� events. Then the

TRD transition e�ciency, "TRD, of an EM cluster is de�ned as the cumulative probability of

the measured truncated energy

"TRD =

R1
Etruc

�N
�E dER1

0
�N
�E dE

: (3.14)
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Figure 3.12 Track match signi�cance (�trk) of electron candidates from

Z ! ee events (solid) and from multijet triggered data

(dashed), for (a) central electrons and (b) forward electrons.

The arrows in the plots indicate the \standard" cut used in

other D� analyses.

Because charged hadrons leave little transition energy in TRD their Etruc essentially peaks

at zero. Correspondingly their "TRD distribution peaks at 1. Electrons, on the other hand,

leave signi�cant radiation in TRD. Their "TRD distribution is 
at [37].

3.7.3.6 Electron likelihood

Each of the �ve identi�cation variables discussed above has distinguishing power in selecting

electron against backgrounds. Some analyses selected electrons by cutting directly on the

variables, such as those \standard" cuts shown in Figure 3.10{3.12. However, electron and

background may not be separated exclusively by a �ve-dimension box, making straight cuts on

several dimensions less optimal. In order to have an optimal discrimination of electron against

background, a likelihood ratio is de�ned

Le =
p(~xjb)
p(~xje) ; (3.15)

where p(~xjb) and p(~xje) are the likelihood of the variable vector ~x, given that they come from
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background and from electron, respectively. Le is called the \electron likelihood" even though

it is actually a likelihood ratio. It is found that to a good approximation these �ve identi�cation

variables are independent of each other [38]. Thus p(~xjH) can be written as

p(~xjH) = p1(femjH)� p2(�
2
hmjH)� p3(dE=dxjH)� p4(�trkjH)� p5("TRDjH); (3.16)

where H can be b (background) or e (electron).

The last multiplication in Equation 3.16 is not included for EC electrons because we do not

have TRD coverage in the EC region. Le is used to select our electron events (see Chapter 4).

The e�ciency of Le cut is discussed in detail in Chapter 5.

3.7.3.7 Electron isolation fraction

There is one more variable which helps distinguish electron from background. It is called

the electron isolation fraction, fiso, and is de�ned as

fiso =
Etot
0:4 �EEM

0:2

EEM
0:2

; (3.17)

where Etot
0:4 (E

EM
0:2 ) is the total energy (EM energy) in a cone of size 0.4 (0.2) in � � � space

around the centroid of an EM cluster.

This variable is useful in selecting isolated electrons, e.g., those from W decay. It is not

included in the electron likelihood because fiso is not really a measure of the electron cluster

but rather its environment and is therefore rather sensitive to the physics process being studied.

Figure 3.13 shows the distribution of fiso for electron candidates from Z ! ee events, and for

electron candidates from multijet events.

3.7.4 Jet Reconstruction

The jets are reconstructed by the following algorithm:

1. From the list of calorimeter readout towers (size ����� = 0:1� 0:1), select those which

have ET above 1 GeV as seeds.
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Figure 3.13 Electron isolation fraction (fiso) of electron candidates from

Z ! ee events (solid) and from multijet triggered data

(dashed), for (a) central electrons and (b) forward electrons.

The arrows in the plots indicate the \standard" cut used in

other D� analyses.

2. Beginning with the highest-ET seed on the list. All towers within �3 units in � and

� adjacent to the seed are pre-clustered together. Any other seeds inside this area are

considered part of this pre-cluster and are removed from the list. Energies in the area are

added and a ET -weighted (�; �) centroid is calculated from the component towers.

3. Repeat step 2 until all seeds have been examined. Sort the pre-clusters in decreasing order

in ET .

4. For each pre-cluster, calculate a new ET -weighted (�, �) centroid using all towers within

a cone of speci�c radius R (jet cone size) centered around the starting pre-cluster. We

use R = 0:5 in this analysis. From the new centroid we draw a new cone of radius R and

calculate yet a even newer centroid. This process is repeated until the centroid stabilizes,

i.e., until �R < 0:01. The resulting clusters are jets.

5. Drop those jets which have ET less than 8 GeV.

6. Recalculate jet variables using the towers in the cone:
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Ejet
i =

towersX
k

Ek
i ; (3.18)

where i = x, y, z, and total. The three-vector components of each tower are de�ned with

respect to the primary vertex found by D�RECO. The jet ET is de�ned as the scalar sum

of the tower ET 's

Ejet
T =

towersX
k

Ek
T : (3.19)

From the three-vector components the jet angles are de�ned as

�jet = arctan

�
Ejet
y

Ejet
x

�
; (3.20)

�jet = arccos

�
Ejet
zq

(Ejet
x )2 + (Ejet

y )2 + (Ejet
z )2

�
; (3.21)

�jet = �ln
�
tan

�
�jet

2

��
: (3.22)

Besides jet kinetic variables, the fractions of jet energy and ET in the EM, FH, and CH

calorimeters are calculated. These variables are important quality variables in identifying

jets (see Chapter 5).

7. Jets can be merged or split based on the fractional energy shared relative to the lower ET

jet. If the shared energy is greater than 50% the jets are merged, otherwise the jets are

split. For split jets, each shared cell is assigned to the nearest jet. In either case, the jet

kinematic and identi�cation variables are recalculated.

8. Since jets are collimated showers of low energy particles, the energy measured in the

calorimeter is not the actual energy of the jet. An energy scale is derived at D� to

correct jet energy to the particle energy [39]. The correction takes into account the e�ects



37

of calorimeter response, calorimeter noise, event pile-up, leakage out of jet cone, and

underlying event 3.

3.7.5 Muon Reconstruction

Muon candidates are reconstructed in four steps: hit sorting, track �nding, quality deter-

mination, and global quality determination.

Hit sorting takes raw data and converts hits into points in the D� coordinate system.

Pattern recognition algorithms then �nd hits which are consistent with passage of a single

particle through the muon chambers.

Track segments are constructed in muon PDT layers (see section 3.5). At least two hits in

layer A and 4 hits in layer B and C together are required for each track segment. The nearby

track segments are combined to form track candidates. For each track candidate, MIP traces

are searched for in the hadronic layers of the calorimeter in a wide road of the primary vertex.

If layers do not contain energy, searches are conducted in roads formed from secondary vertices.

For tracks con�rmed by the calorimeter, a road is formed in the central tracking chambers to

search for a matching track. At each stage of the track �nding, a set of quantities de�ning the

quality of the track is calculated.

The combined information on vertex, the best matching central track, the muon track in

the calorimeter, and the tracks in the muon spectrometer are put in a global �t. Sixteen data

points are �t to seven parameters. The sixteen data points include the vertex position in the

x and y direction, the angles and positions of track segments, and two angles representing the

multiple scattering of the muon in the calorimeter. Of the seven parameters, four describe the

position and angle of the track before the calorimeter, two describe the e�ects due to multiple

scattering and the last is the inverse of the muon momentum [34].

Many variables can be used to enhance the muon selection purity against background. Those

used in this analysis are

3An underlying event is usually caused by interactions between the spectator quarks and interactions between
the spectator quark and the hard scattering quark.
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� the quality word of the global track �t (IFW4). The smaller the IFW4 means the better

the track �t quality;

� A-stub veto, which requires that the track has hits in the B or C layer;

� veri�cation from calorimeter of associated energy deposition consistent with that of a MIP

track [40]). Two particular variables are examined: the fraction of hadronic calorimeter

layers containing energy deposits along the path of the muon track (HFrac) and the

fraction of energy deposited in the outermost layer of the hadronic calorimeter (EFracH1)

along the track;

� magnetic �eld integral along the path of muon trajectory (
R
B � dL). A smaller

R
B �

dL usually results from a muon which does not traverse enough magnetic �eld. The

momentum of such a muon is poorly measured; and,

� the track impact parameter.

3.7.6 E/T reconstruction

The E/T algorithm used in D�RECO is the same as that used at Level 2. All energies in

the calorimeter and ICD cells are summed vectorially. And E/T is calculated as

~E/T = �
X
i

~ET i; (3.23)

where i sums over all cells. Measured from minimum bias data, the E/T resolution is 1:08 GeV+

0:019(
P

iET i), where
P

iET i is the scalar sum of the transverse energies of all cells.



39

4 INITIAL DATA SELECTION

4.1 Trigger

The data used in this analysis were taken by the D� collaboration during the 1995-1996

run. The data were reprocessed through an utility called \D� �x" 1. We require events to

pass ELE JET HIGH trigger for Run 1b and the �rst period of Run 1c, and ELE JET HIGHA

trigger for the second period of Run 1c. The total luminosity is 107:6 � 5:7 pb�1. The details

of the trigger are listed in Table 4.1.

4.2 Initial O�ine Data Selection

There are three categories of initial cuts: data cleaning cuts, object kinematic and �ducial

cuts and object ID cuts.

4.2.1 Data Cleaning Cuts

Because the main ring passed through the D� Run 1 calorimeter, it often led to large energy

deposits in the calorimeter when beams were injected into the Tevatron. Large beam loss in

the main ring could also result in energy deposits which were not related to pp collisions in

the calorimeter. We applied MRBS LOSS 2 and MICRO BLANK 3 o�ine vetoes on our data.

Since the MISSING ET (Run 1b) and MISSING ET HIGH (Run 1c) triggers had these two

vetoes applied online and the two triggers were always turned on during the respective runs,

1We used the \D� �xed" data because there was an improvement in the electron tracking algorithm in the
reconstruction program which resulted in higher electron e�ciency. There was also signi�cant improvement in
muon identi�cation e�ciency.

2MRBS LOSS is \true" if the event was taken within 400 ms of beam injection.
3MICRO BLANK is \true" if the event was taken within 1.6 �s when the main ring beam passed through

calorimeter.
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we measured the luminosity from these two triggers using the luminosity database. The result

is 89:9 pb�1. Since our luminosity database was built, a new total inelastic cross section was

measured by E811. Taking that into account, the D� luminosity should be scaled up by 1.031.

The error on the luminosity is 4.4% [43]. Our �nal data luminosity is then 92:7� 4:1 pb�1.

4.2.2 Object Kinematic and Fiducial Cuts

We impose the following requirements on the data events:

� electron:

{ One \tight" electron (see next section for de�nition) with Ee
T > 20 GeV

{ j�edj < 1:1 (CC) or 1:5 < j�edj < 2:5 (EC) 4

{ j�ej < 2:0 5

{ No extra \loose" electron (see next section for de�nition) with ET > 15 GeV in CC

or EC;

� jets (cone size = 0.5):

{ Four or more \good" jets (see next section for de�nition) with Ej
T > 15 GeV 6

{ j�jdj < 2:5

{ �re�j > 0:5 in � � � space, where the electron is required to pass tight ID cuts;

� E/T > 25 GeV 7;

4D� has good EM object coverage in these two regions.
5We required this cut in order to reduce the QCD multijet background in the EC region.
6All events were processed through \CAFIX" to calibrate the energies of the objects in the event. Due to

a bug in the code, the jet energy wasn't calculated correctly after it was \CAFIX'ed" in the \D� �xed" data.
We corrected the jet energy by Equation 4.1 [43]. The correction factor fcorr is listed in the table below. The
jet emf, icdf and chf were corrected accordingly. These corrections were performed before any jet cut.

Ej
corr = Ej

reco � fcorr (4.1)

�jd �2:5 < �jd < �1:4 �1:4 � �jd � �0:8 �0:8 < �jd < 0:8 0:8 � �jd � 1:4 1:4 < �jd < 2:5

fcorr 0.9426 0.9476 0.9527 0.9536 0.9544

7E/T is taken from PNUT(4), the calorimeter E/T without muon PT correction.
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� No isolated tight muons (see below) with P�
T > 4 GeV=c.

We also require all CC electrons to be away from �-cracks between the calorimeter modules

by 5% of the width of the EM calorimeter module: 0:05 < ��crack < 0:95, where ��crack is

de�ned as:

��e�crack = MOD(
32

2�
�e; 1): (4.2)

4.2.3 Object ID Cuts

� \Tight" electron de�nition:

{ CC EM: Le5 < 0:5, EC EM: Le4 < 0:3,

where Le5 is the 5-variable electron likelihood. The electron likelihood is de�ned in

section 3.7.3.6. Since the TRD does not cover the EC region, we only use the �rst 4

variables to construct electron likelihood, Le4, for the EC EM objects.

{ fiso < 0:1,

where the isolation fraction fiso is de�ned in section 3.7.3.7.

� \Loose" electron de�nition 8

{ Le5 < 1:0 for CC or Le4 < 1:0 for EC EM object

{ fiso < 0:3

� \Good" jet de�nition: We used two jet quality variables: emf and chf, the fraction of jet

ET in the EM and Coarse Hadronic calorimeter respectively to identify good jets. We

required emf < 0:95 and chf < 0:4 for all jets. Additional cuts are:

{ For CC jets ( j�jdj < 1:0 )

� if 15 < Ej
T < 25 GeV, emf > 0:2;

� if 25 < Ej
T < 30 GeV, emf > 0:15;

8This de�nition is the same as the \good" electron de�nition used in the dilepton analysis. Thus, this analysis
is orthogonal to the dilepton analysis.
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� if 30 < Ej
T < 35 GeV, emf > 0:1;

� if Ej
T > 35 GeV, emf > 0:05.

{ For ICR jets ( 1:0 < j�jdj < 1:5 ) there is no additional cut.

{ For EC jets ( 1:5 < j�jdj < 2:5 ) emf > 0:05.

� Isolated tight muon de�nition 9:

{ QUAD � 4 (CC muon) or 5 � QUAD � 12 (EC muon);

{ IFW4 � 1 for CC muon or IFW4 = 0 for EC muon in events with run number �
89000 10;

{ A-Stub veto;

{ HFrac = 1 or HFrac � 0:6 and EfracH1 � 0;

{
R
B � dL > 0:55;

{ 3D impact parameter < 20 cm;

{ separated from all reconstructed jets by 0.5 in � � � space.

4.2.4 Vertex Cut

We require jzvertexj � 60 cm, where zvertex is the interaction vertex determined by the

D�RECO program.

4.2.5 Conclusion

After applying the initial selection to the data, we are left with 72 events. The major SM

backgrounds are as follows:

� Physics backgrounds:

9We used the same de�nition as in the tt cross section analysis [44]. The description of these muon ID
variables can be found in section 3.7.5

10Due to out-gassing of organic binding material in the muon cathode boards the muon chamber sense wires
were covered with a insulating �lm. This led to poor muon identi�cation e�ciency in the EC. A short and high
current impulse, known as \zapping", was applied to the sense wires to clean up the covering �lm just before
run 89000.
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{ W+ � 4 jets ! e+ �+ � 4 jets

{ tt!Wb Wb! e+ �+ � 4 jets

{ WW+ � 2 jets ! e+ �+ � 4 jets

� Instrumental background:

{ QCD � 5 jet events with one jet faking an electron and the jet energies 
uctuating

to give rise to E/T .
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Table 4.1 Triggers used for the electron channel analysis. The Level 2 \elec-

tron" requires the EM object passes the electron transverse and

longitudinal shower shape cut. The EM1 EISTRKCC MS trig-

gered data are used for background study (see Chapter 7).

Trigger Name
Exposure

Level 1 Level 2
(pb�1)

EM1 EISTRKCC MS

(Run 1b)
89.9

1EM tower:
ET > 10 GeV

j�j < 2:5
1 electron:

ET > 15 GeV

w/track

1 jet tower: ET > 3 GeV E/
cal
T > 15 GeV a

1 EX

tower b :

ET > 15 GeV

j�j < 0:85

ELE JET HIGH (Run

1b)
95.4

1EM tower:
ET > 12 GeV

j�j < 2:6
1 electron:

ET > 15 GeV

j�j < 2:5

2 jet

towers:

ET > 5 GeV

j�j < 2:0

2 jets

(0.3-cone):

ET > 10 GeV

j�j < 2:5

E/
cal
T > 14 GeV

ELE JET HIGH (Run

1c)
1.77 ditto ditto

ELE JET HIGHA

(Run 1c)
10.5 ditto

1 electron:
ET > 17 GeV

j�j < 2:5

ditto for the jets and E/
cal
T

aE/
cal
T was calculated using energy deposited in the calorimeter only. Some particles, e.g., muons, do not

deposit much energy in the calorimeter. Although the momenta of the muons are measured in the muon
chamber, their momenta were not included in calculating E/

cal
T .

bEX denotes Level 1.5 electron trigger.
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5 ELECTRON AND JET IDENTIFICATION EFFICIENCY

5.1 Electron Identi�cation E�ciency

The electron identi�cation (ID) e�ciency was measured using Z ! ee data. Run 1b data

passing the EM2 EIS ELE �lter were streamed requiring one PELC 1 with ET > 18 GeV. In

order to select real electrons for e�ciency measurement, we plotted the invariant mass of the

two leading EM objects. For Z ! ee events, the invariant mass spectrum should peak around

the Z mass. Events in the Z-mass window, (82,102) GeV, were considered as signal candidates

for e�ciency calculation. Two sub-samples were constructed. One is called the parent sample

in which we required one EM object to satisfy Le5 < 0:5 for CC EM (or Le4 < 0:5 for EC EM)

and fiso < 0:15. These requirements greatly reduced the Drell-Yan background, which is the

major contamination to our signal. We then made our daughter sample by applying ID cuts on

the other EM object. There are still background events left in both samples. We estimate their

numbers by using the method described below. After subtracting the number of background

events from the number of candidate signal events in the Z-mass window, we obtained the

number of electrons in both parent and daughter samples. The electron identi�cation e�ciency

("eid) is then de�ned in Equation 5.1. The statistical error on the e�ciency is binomial. An

example of this method is shown in Figure 5.1.

"eid =
Ndaughter

Nparent
: (5.1)

The background in the Z-mass window in the parent and daughter samples was estimated

by the side-band method. We constructed two side-bands on each side of the Z-mass window,

1A PELC is an EM object with a track in road to the reconstructed hard-interaction vertex. It's considered
an electron candidate.
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each with one half of the width of Z-mass window, (71,81) and (101-111) GeV. The Drell-Yan

background has an exponential distribution in terms of di-electron mass but can be well approx-

imated with a linear function in this mass range. Thus, the expected number of background

events in the Z-mass window is simply the sum of number of events in the two side-bands 2.

parent sample

daughter sample

Mee

E
ve

nt
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/G
eV
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Figure 5.1 Method of measuring electron identi�cation e�ciency. The two

regions between the lines on either side of the signal region,

(81,101) GeV, are the side-bands for background calculation (see

text).

To estimate the systematic error of our measurement we used an alternative method. We

again prepared two samples, one requiring that both EM objects passed ID cuts (N2) and the

other requiring one and only one EM object passed ID cuts (N1). The ID e�ciency is then:

"eid =
2�N2

2�N2 +N1
: (5.2)

2We assumed that no signal events were present in the side-bands.
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The di�erence between the "eid derived by the nominal and alternative methods was assigned

as systematic error. Note, the alternative method was only used for the CC-CC events which had

large statistics. For EC electrons we used two di�erent side-bands, (61,71) and (111,121) GeV,

to estimate the systematic error. We also used di�erent side-bands on the CC "eid measurement

but found the di�erence to be smaller than that between the nominal and alternative "eid.

Figure 5.2 shows the "eid distribution as a function of eid cuts. For CC electron the "eid

is also a function of jet multiplicity. The presence of jets confuses the reconstruction program,

which leads to lower "eid. However, with higher number of jets (� 3) in the event, the ine�ciency

of locating the correct hard scattering vertex becomes smaller. This is re
ected in the left plot

in Figure 5.2 as the "CCeid saturates at a jet multiplicity equal to 2 or more. Because in EC the

electron tracking e�ciency is higher and jets are more likely in the CC, the "ECeid is not a�ected

by the presence of jets. The "eid we used for our 4-jet �nal state were derived from the sample

with 2 or more jets and are listed in Table 5.1.

Table 5.1 Electron ID e�ciency used in this analysis. The electron likeli-

hood cuts are Le5 < 0:5 for CC electrons and Le4 < 0:3 for EC

electrons.

Detector Region CC EC

"eid 0:674� 0:039 0:242� 0:075

5.2 Jet Identi�cation E�ciency

The ID e�ciency for 0.5-cone jets was measured for Run 1a data. Since there were many

hardware and software improvements during Run 1b [45], the Run 1b jets are much cleaner.

This section describes a new set of jet ID cuts pertaining to Run 1b 0.5-cone jets. We followed

the conventional procedure the QCD group used to derive the 0.7-cone jet ID e�ciency [46]. The

data ntuples were the standard Run 1b QCD ntuples (un�xed data). We �rst restored the AIDA
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Figure 5.2 CC (left) and EC (right) electron e�ciency as a function of eid

cuts and the number of jets present in the event.

cells 3 in the jets and recalculated the event E/T for each vertex found by D� reconstruction

program. The vertex corresponding to the smallest E/T was chosen as the hard scattering vertex.

We required this new vertex to satisfy jzvertexj < 60 cm. The jet variables we examined were

emf (the fractional jet ET in EM calorimeter), chf (the fractional jet ET in the coarse hadronic

calorimeter), and hcf (the ratio in ET of the second hottest cell to the hottest cell in the jet).

Because the noise level and the calorimeter components are di�erent in CC, ICR and EC regions,

the e�ciencies were measured separately in each of the three regions. We de�ne:

CC : j�jdj < 1:0;

ICR : 1:0 < j�jdj < 1:5;

EC : 1:5 < j�jdj < 2:5:

3AIDA cells are those calorimeter cells which were considered as hot cells by online AIDA hot cell algorithm
but were later determined to be normal cells with large energy deposition.
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5.2.1 CC Jet emf E�ciency

Usually a quark or a gluon jet deposits a signi�cant fraction of its energy in the hadronic

calorimeter while an electron or a photon deposits a large fraction of its energy in the EM

calorimeter. We therefore expect that a quark or a gluon jet would have a moderate emf.

Figure 5.3 shows the raw distribution of jet emf at di�erent jet ET . Only the jzvertexj < 60 cm

cut was applied in the plots. In order to obtain a clean sample we apply the RMET cut to our

sample. RMET is de�ned as:

RMET =
Ej1
T

E/T
; (5.3)

where \j1" stands for the leading jet
4. Since most events in our initial data sample are di-jet

events we expect that the event E/T to be close to 0. For real di-jet events the only reason that

they have non-zero E/T is the �nite jet energy resolution and limited calorimeter coverage. This

is re
ected by the smooth spectrum in the large RMET region in Figure 5.4. The presence of fake

jets creates large non-physical E/T and leads to low RMET as shown by the low end spectrum

of RMET in Figure 5.4. For low-ET jets most fake jets arise from main ring noise while for

high-ET jets most fake jets arise from hot cells and cosmic rays. From Figure 5.4 we decided to

apply a RMET > 1:43 5 cut to clean up the sample. Figure 5.5 shows the emf distribution after

the RMET cut. To derive the emf cut, we plot the ratio of emf distribution after and before the

RMET cut in Figure 5.6. The RMET cut should not change the emf distribution for good jets.

The de�ciency observed at low and high ends of the ratio plots tells us where the e�ect of fake

jets is non-negligible. The lines in the plots indicate the emf cuts we apply to the data.

We calculate the emf cut e�ciency from the emf distribution cleaned up by the RMET cut.

We count Nlow, the number of events below the low emf cut, Nhigh, the number of events above

the high emf cut, and N , the number of events in between. The emf e�ciency is then de�ned

as:

4Jets are ordered in ET .
5This is equivalent to 1=RMET = E/T =E

j1
T < 0:7, the same as the conventional cut developed by the QCD

group.
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Figure 5.7 Calculating CC emf cut e�ciency. The jets in this plot are

required to pass 15GeV < EjT < 17GeV. The histogram is the

emf distribution after the RMET cut. The curves are functions

�tted (see text) to the emf within the region they are drawn.

The straight line is the tangential line of the histogram at which

the emf cut(emf > 0:2) was applied.

"jettot = p0 + p1 �Ej
T + p2 � (Ej

T )
2 (5.7)

5.2.5 ICR Jet E�ciency

The ICR jet ID e�ciency was derived the same way as the CC jet ID e�ciency. Since there

was virtually no EM energy coverage in the ICR, we did not apply a lower bound emf cut. The

only cut on emf is emf < 0:95. We also raised the chf cut to chf < 0:6 because there was much

less material in front of the coarse hadronic calorimeter in the ICR than in the CC and EC.

The noise level in the ICR is lower than that in the CC, which allows us to use a uniform emf
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Figure 5.10 CC jet emf, chf, and hcf di�erence between the un�xed and

the �xed data. The jets are from the same events from Run

1b ELE JET HIGH triggered data (our signal sample) and are

matched to 0.1 in ��� space (to ensure that they are the same

jet). The jets were required to pass 15 GeV < EjetT < 25 GeV.

The plots indicate that while there is little di�erence in jet emf

and chf there is a large di�erence in jet hcf between the un�xed

and the �xed data.
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Figure 5.11 CC jet hcf distribution for the �xed and the un�xed data. Cut

on hcf is not necessary for the �xed data.
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Figure 5.12 CC Jet ID e�ciency as a function of Ej
T . Two second-order

polynomials were used to �t the points in regions 1 and 2 re-

spectively.
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Table 5.2 CC jet ID e�ciency as a function of Ej
T .

Ej
T (GeV) "emf "chf "total

15:0� 17:0 0:9740� 0:0052 0:9925� 0:0007 0:9667 � 0:0052

17:0� 19:0 0:9763� 0:0064 0:9936� 0:0006 0:9700 � 0:0064

19:0� 21:0 0:9751� 0:0038 0:9944� 0:0004 0:9697 � 0:0038

21:0� 23:0 0:9775� 0:0047 0:9946� 0:0004 0:9722 � 0:0047

23:0� 25:0 0:9780� 0:0047 0:9949� 0:0005 0:9730 � 0:0047

25:0� 27:0 0:9909� 0:0010 0:9954� 0:0003 0:9863 � 0:0011

27:0� 30:0 0:9919� 0:0013 0:9953� 0:0003 0:9873 � 0:0013

30:0� 32:0 0:9918� 0:0009 0:9948� 0:0004 0:9867 � 0:0010

32:0� 35:0 0:9913� 0:0011 0:9951� 0:0003 0:9864 � 0:0011

35:0� 40:0 0:9936� 0:0007 0:9935� 0:0005 0:9871 � 0:0009

40:0� 50:0 0:9941� 0:0007 0:9917� 0:0006 0:9858 � 0:0009

50:0� 60:0 0:9932� 0:0010 0:9938� 0:0003 0:9871 � 0:0011

60:0� 80:0 0:9943� 0:0009 0:9935� 0:0003 0:9879 � 0:0009

80:0� 100:0 0:9951� 0:0009 0:9930� 0:0003 0:9881 � 0:0010

100:0� 120:0 0:9946� 0:0012 0:9911� 0:0003 0:9857 � 0:0013

120:0� 140:0 0:9944� 0:0012 0:9900� 0:0004 0:9845 � 0:0013

140:0� 160:0 0:9951� 0:0014 0:9903� 0:0004 0:9854 � 0:0014

160:0� 200:0 0:9944� 0:0014 0:9890� 0:0007 0:9835 � 0:0015

200:0� 250:0 0:9940� 0:0014 0:9883� 0:0012 0:9824 � 0:0018

250:0� 300:0 0:9936� 0:0027 0:9856� 0:0031 0:9793 � 0:0041
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Table 5.3 Fitted results of CC jet ID e�ciency. The two curves intersect at

Ej
T = 27:36 GeV (see text and Figure 5.12).

Ej
T (GeV) p0 p1 p2 �2=ndof

15{27:36 0:8994� 0:0070 (5:04� 0:45)� 10�3 (�6:7� 1:0)� 10�5 8:2=4

� 27:36 0:98636� 0:00047 (2:16� 0:57)� 10�5 (�1:90� 0:30)� 10�7 7:3=12
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Figure 5.13 ICR Jet ID e�ciency as a function of Ej
T . Two second-order

polynomials were used to �t the points in region 1 and 2 re-

spectively.
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Table 5.4 ICR jet ID e�ciency as a function of Ej
T .

Ej
T (GeV) "emf "chf "total

15:0� 17:0 0:9992� 0:0003 0:9956� 0:0006 0:9948 � 0:0007

17:0� 19:0 0:9992� 0:0003 0:9964� 0:0004 0:9956 � 0:0005

19:0� 21:0 0:9991� 0:0002 0:9974� 0:0003 0:9965 � 0:0003

21:0� 23:0 0:9990� 0:0006 0:9970� 0:0007 0:9960 � 0:0009

23:0� 25:0 0:9991� 0:0004 0:9979� 0:0003 0:9970 � 0:0005

25:0� 27:0 0:9989� 0:0004 0:9982� 0:0002 0:9972 � 0:0005

27:0� 30:0 0:9991� 0:0001 0:9983� 0:0002 0:9974 � 0:0002

30:0� 32:0 0:9989� 0:0003 0:9980� 0:0003 0:9969 � 0:0004

32:0� 35:0 0:9986� 0:0005 0:9983� 0:0002 0:9969 � 0:0006

35:0� 40:0 0:9987� 0:0003 0:9986� 0:0001 0:9973 � 0:0003

40:0� 50:0 0:9986� 0:0005 0:9978� 0:0001 0:9964 � 0:0005

50:0� 60:0 0:9984� 0:0005 0:9977� 0:0002 0:9961 � 0:0005

60:0� 80:0 0:9982� 0:0005 0:9974� 0:0002 0:9956 � 0:0005

80:0� 100:0 0:9985� 0:0005 0:9967� 0:0002 0:9952 � 0:0005

100:0� 120:0 0:9978� 0:0009 0:9956� 0:0002 0:9934 � 0:0009

120:0� 140:0 0:9980� 0:0008 0:9947� 0:0004 0:9927 � 0:0009

140:0� 160:0 0:9969� 0:0019 0:9926� 0:0008 0:9896 � 0:0021

160:0� 200:0 0:9976� 0:0011 0:9929� 0:0010 0:9906 � 0:0015

200:0� 250:0 0:9969� 0:0026 0:9853� 0:0034 0:9823 � 0:0043
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Table 5.5 Fitted results of ICR jet ID e�ciency. The two curves intersect

at Ej
T = 30:46 GeV (see text and Figure 5.14).

Ej
T (GeV) p0 p1 p2 �2=ndof

15{30:46 0:9838� 0:0017 (9:76� 1:33)� 10�4 (�1:76� 0:27)� 10�5 1:9=6

� 30:46 0:9981� 0:00085 (�2:27� 2:26)� 10�5 (�1:52� 1:22)� 10�7 4:8=8

Table 5.6 EC jet ID e�ciency as a function of Ej
T .

Ej
T (GeV) "emf "chf "total

15:0� 17:0 0:9890� 0:0019 0:9954� 0:0003 0:9844 � 0:0019

17:0� 19:0 0:9891� 0:0010 0:9960� 0:0003 0:9851 � 0:0011

19:0� 21:0 0:9888� 0:0004 0:9959� 0:0003 0:9847 � 0:0005

21:0� 23:0 0:9885� 0:0016 0:9964� 0:0003 0:9850 � 0:0017

23:0� 25:0 0:9896� 0:0004 0:9968� 0:0003 0:9863 � 0:0005

25:0� 27:0 0:9886� 0:0019 0:9967� 0:0003 0:9854 � 0:0019

27:0� 30:0 0:9893� 0:0009 0:9965� 0:0002 0:9858 � 0:0009

30:0� 32:0 0:9892� 0:0008 0:9966� 0:0003 0:9858 � 0:0008

32:0� 35:0 0:9892� 0:0003 0:9970� 0:0002 0:9862 � 0:0004

35:0� 40:0 0:9863� 0:0010 0:9970� 0:0002 0:9834 � 0:0010

40:0� 50:0 0:9860� 0:0010 0:9963� 0:0002 0:9823 � 0:0010

50:0� 60:0 0:9873� 0:0019 0:9969� 0:0002 0:9843 � 0:0019

60:0� 80:0 0:9855� 0:0007 0:9961� 0:0002 0:9817 � 0:0007

80:0� 100:0 0:9886� 0:0006 0:9948� 0:0003 0:9834 � 0:0006

100:0� 120:0 0:9871� 0:0004 0:9938� 0:0005 0:9810 � 0:0006

120:0� 140:0 0:9858� 0:0029 0:9921� 0:0010 0:9780 � 0:0030

140:0� 160:0 0:9870� 0:0013 0:9918� 0:0014 0:9789 � 0:0019

160:0� 200:0 0:9839� 0:0039 0:9900� 0:0026 0:9740 � 0:0047
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6 FAST MONTE-CARLO

Because of the large SUSY parameter space we plan to study in this analysis, the traditional

detector simulation using the GEANT package [36] is too slow. Therefore, we used a fast

Monte-Carlo program called FMC� [47]. It consists of two major parts: detector simulation

and trigger simulation. The goal of FMC� is to directly obtain the acceptance of any physics

process passing our trigger and o�ine selection cuts. This section will discuss the details of

both parts of the FMC� package and their integration.

6.1 Detector Simulation

Detector simulation in FMC� is done by smearing the physics objects: electrons, muons,

jets, and E/T . The program is called QSIM [49] which stands for \Quick Simulation." In QSIM,

stable interacting particles (not neutrinos or LSP's) which are generated by physics generator

(PYTHIA [50] or HERWIG [51] for this analysis in particular) are grouped into jets by the

D0pjet algorithm 1 when they hit our calorimeter or simply designated as electrons or muons

if they are isolated from the jets. The energies of these objects were smeared according to

their resolutions as measured from data. E/T in QSIM was calculated based on all the smeared

objects as well as the unclustered energy. Comparison of QSIM and GEANT found that the

agreement between the respective jet and electron ET spectra as well as the E/T spectra was

very good [49].

1The D0pjet algorithm is very similar to the cone jet algorithm which was used on data. Parameters of the
algorithm were tuned to match GEANT and FMC� acceptances. The tuning was done on PYTHIA �les only
since the mSUGRA signal was generated using PYTHIA.
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6.2 Trigger Simulation

Because di�erent algorithms were used in online and o�ine calculations of object ET , the

trigger e�ciency is not a step function but has a gradual turn-on in o�ine ET . Since our o�ine

cuts fall in the region where our trigger is not fully e�cient, one has to measure these turn-on

curves in order to accurately calculate the acceptance of physical processes. We measured the

e�ciencies of all three parts { ELE, JET, and MS of our signal trigger ELE JET HIGH for Run

1b and ELE JET HIGHA for Run 1c. (The trigger de�nitions are listed in Table 4.1.)

6.2.1 Level 1 EM and Level 2 ELE E�ciency

The traditional method of measuring trigger e�ciency requires two triggers. Denote t1

as the trigger of interest and t2 as another trigger which has a lower ET threshold. If t2 is

fully e�cient for events passing t1, then the ratio of the number of events passing t1 to that

passing t2 as a function of o�ine object ET de�nes the turn-on curve. Unfortunately we did not

have a trigger with a lower threshold than EM (Level 1) or ELE (Level 2) in ELE JET HIGH.

However, we follow the same concept to measure the e�ciencies with a few assumptions. The

assumptions are:

� the shape of the turn-on curve doesn't change over a few GeV;

� the o�ine objectET scales with trigger thresholdET , i.e., ifE
t1
T (threshold) = q�Et2

T (threshold)

then Et1
T (o�ine) = q �Et2

T (o�ine).

The validity of these assumptions was discussed in [48].

Denote t1 as the trigger of interest and t2 as a hypothetical trigger. We requireEt2
T (threshold) =

q �Et1
T (threshold) with q > 1 and also large enough that t1 is fully e�cient for events passing t2.

Using the traditional method a turn-on curve of t2 can be obtained. From the �rst assumption,

we can scale the turn-on curve down to the threshold of t1, provided that the thresholds of t1

and t2 are only a few GeV apart. The magnitude of the scaling is based on the second assump-

tion, i.e., we scale the o�ine ET in the t2 spectrum by a factor of 1=q. The resulting curve

as a function of the scaled o�ine ET is the turn-on curve of t1. We compared the traditional
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Table 6.1 Fit results of EM (Level 1) turn-on curves of ELE JET HIGH.

Two scales, q = 2:0 and q = 2:5, were used for both CC and EC

electrons. The �t parameters from the two scales were averaged

and listed in the last column. The errors in the third and fourth

columns come from the �t while the errors in the last column

include statistical and systematic errors (see text).

Fiducial region param. q = 2:0 q = 2:5 averaged

CC Level 1

p1 12:15� 0:34 12:84� 0:17 12:50� 0:48

p2 5:04� 0:38 3:94� 0:26 4:49� 0:67

p3 0:9759� 0:0035 0:9700� 0:0046 0:9729� 0:0055

�2=ndof 22:7=21 31:6=21

EC Level 1

p1 12:05� 0:52 13:24� 0:14 12:64� 0:79

p2 4:54� 0:47 3:53� 0:20 4:04� 0:69

p3 0:9956� 0:0028 0:9910� 0:0041 0:9933� 0:0047

�2=ndof 19:2=13 12:2=13

For the ELE term at Level 2, we used q = 1:3 and q = 1:4 scales. Since the Level 2 electron

ET thresholds for ELE JET HIGH and ELE JET HIGHA are 15 and 17 GeV respectively, the

parameters for the two thresholds were measured separately. The �nal e�ciency was weighted

by their luminosity fractions: "elecL2 = 0:894 � "elec15 + 0:106 � "elec17 . The plots and �t results are

shown in Figure 6.2, 6.3 and Table 6.2, 6.3. The �t parameters and their errors were derived

the same way as those for Level 1.

6.2.2 Level 1 JT and Level 2 JET E�ciency

The Level 1 JT and Level 2 JET e�ciencies were measured in one step to obtain a com-

bined e�ciency. We used a data set with minimal JT/JET requirement and measured the

probability that the events pass ELE JET HIGH. The data used were Run 1b data passing

EM1 EISTRKCC MS trigger. EM1 EISTRKCC MS has only one jet-related trigger require-

ment: one Level 1 jet tower with ET greater than 3 GeV, which is much looser than that of



68

q = 1.3

E
L2T =15 G

eVE
eleT

L2 efficiency (CC)
q = 1.4

E
L2T =15 G

eVE
eleT

L2 efficiency (CC)
q = 1.3

E
L2T =15 G

eVE
eleT

L2 efficiency (EC)

q = 1.4

E
L2T =15 G

eVE
eleT

L2 efficiency (EC)

0

0.2

0.4

0.6

0.8 1

1.2

10
15

20
25

0

0.2

0.4

0.6

0.8 1

1.2

10
15

20
25

0

0.2

0.4

0.6

0.8 1

1.2

10
15

20
25

0

0.2

0.4

0.6

0.8 1

1.2

10
15

20
25

F
igu

re
6.2

E
L
E
L
ev
el
2
tu
rn
-on

cu
rv
e
of

E
L
E
J
E
T
H
IG

H
as

a
fu
n
ction

of

o�
in
e
electron

E
T
.

T
h
e
L
ev
el

2
th
resh

old
is

15
G
eV

.
T
w
o

scales,
q
=

1:3
an
d
q
=

1:4
(see

tex
t),

w
ere

u
sed

for
b
oth

C
C

an
d
E
C
electron

s.

E
L
E
J
E
T
H
IG

H
(see

T
ab
le
4.1).

T
h
u
s,
th
e
d
ata

w
ere

m
in
im
ally

b
iased

for
J
T
/J
E
T

trigger

e�
cien

cy
m
easu

rem
en
t.
In

fact
w
e
w
ill

see
later

th
at

if
th
ere

is
an

electron
in

th
e
ev
en
t
it
w
ill

alm
ost

alw
ay
s
satisfy

th
e
jet

req
u
irem

en
t
in

E
L
E
J
E
T
H
IG

H
,
m
ak
in
g
th
e
b
ias

n
egligib

le.
W
e

ap
p
lied

th
e
sam

e
selection

cu
ts
to

th
is
sam

p
le
as

to
ou
r
sign

al
sam

p
le,

ex
cep

t
th
at

w
e
req

u
ire

E
elec
T

>
25

G
eV

an
d
N
jets

=
1.

T
h
e
req

u
irem

en
t
on

E
elec
T

is
to

m
ak
e
su
re

th
at

th
e
E
M

an
d

E
L
E
term

in
E
L
E
J
E
T
H
IG

H
is
fu
lly

e�
cien

t
w
h
ile

th
e
req

u
irem

en
t
on

N
jets

is
to

ob
tain

th
e

p
rob

ab
ility

of
tu
rn
-on

cu
rv
e
p
er

jet
2.

F
igu

re
6.4

sh
ow

s
th
e
J
T
/J
E
T
tu
rn
-on

cu
rv
es

p
er

jet
of

E
L
E
J
E
T
H
IG

H
for

a
jet

in
C
C
,

IC
R
,
an
d
E
C
resp

ectiv
ely.

T
h
e
p
oin

ts
w
ere

�
tted

to
E
q
u
ation

6.1
an
d
th
e
�
t
resu

lts
are

sh
ow

n

in
T
ab
le
6.4.

2W
e
n
eed

a
tu
rn
-o
n
cu
rv
e
p
er

jet
b
eca

u
se

w
e
n
eed

to
co
n
stru

ct
th
e
p
ro
b
a
b
ility

th
a
t
a
m
u
ltijet

ev
en
t
p
a
sses

o
u
r
sig

n
a
l
trig

g
er,

a
p
ro
ced

u
re

w
h
ich

is
d
escrib

ed
in

th
e
tex

t
la
ter.



69

q = 1.3

E
L2T =17 G

eV

E
eleT

L2 efficiency (CC)
q = 1.4

E
L2T =17 G

eV

E
eleT

L2 efficiency (CC)
q = 1.3

E
L2T =17 G

eV

E
eleT

L2 efficiency (EC)

q = 1.4

E
L2T =17 G

eV

E
eleT

L2 efficiency (EC)

0

0.2

0.4

0.6

0.8 1

1.2

10
15

20
25

30
0

0.2

0.4

0.6

0.8 1

1.2

10
15

20
25

30

0

0.2

0.4

0.6

0.8 1

1.2

10
15

20
25

30
0

0.2

0.4

0.6

0.8 1

1.2

10
15

20
25

30

F
igu

re
6.3

E
L
E
L
ev
el
2
tu
rn
-on

cu
rv
e
of

E
L
E
J
E
T
H
IG

H
A
as

a
fu
n
ction

of
o�

in
e
electron

E
T
.
T
h
e
L
ev
el
2
th
resh

old
is
17

G
eV

.
T
w
o

scales,
q
=

1:3
an
d
q
=

1:4
(see

tex
t),

w
ere

u
sed

for
b
oth

C
C

an
d
E
C
electron

s.

E
lectron

s
can

�
re

th
e
jet

trigger
b
ecau

se
th
ere

is
n
o
m
ax
im
u
m

electrom
agn

etic
fraction

cu
t
on

on
lin
e
jets.

T
h
is
e�
ect

n
eed

s
to

b
e
tak

en
in
to

accou
n
t
w
h
en

th
e
ov
erall

trigger
e�

-

cien
cy

is
calcu

lated
.
T
h
e
p
rob

ab
ility

of
an

electron
p
assin

g
th
e
J
T
/J
E
T

req
u
irem

en
t
of

th
e

E
L
E
J
E
T
H
IG

H
trigger

is
listed

in
T
ab
le
6.5

[48].

6
.2
.3

L
e
v
e
l
2
E /
T
E
�
c
ie
n
c
y

A
ccord

in
g
to

[44]
an
d
[48]

L
ev
el
2
E /
T
is
100%

e�
cien

t
for

o�
in
e
cu
t
E /
T
>
25

G
eV

.



70

Table 6.2 Fit results of ELE (Level 2) turn-on curves of ELE JET HIGH.

The Level 2 threshold is 15 GeV. Two scales, q = 1:3 and q = 1:4,

were used for both CC and EC electrons. The �t parameters from

the two scales were averaged and listed in the last column. The

error in the third and fourth columns come from the �t while the

errors in the last column include statistical and systematic errors

(see text).

Fiducial region param. q = 1:3 q = 1:4 averaged

CC Level 2

p1 15:554� 0:055 15:543� 0:050 15:548� 0:055

p2 1:556� 0:063 1:621� 0:063 1:589� 0:071

p3 0:9966� 0:0018 0:9962� 0:0017 0:9964� 0:0019

�2=ndof 41:0=29 35:7=29

EC Level 2

p1 15:473� 0:052 15:599� 0:048 15:536� 0:081

p2 2:167� 0:062 2:013� 0:054 2:090� 0:099

p3 0:9975� 0:0018 0:9968� 0:0020 0:9972� 0:0020

�2=ndof 29:3=29 30:4=29

6.2.4 Overall Trigger E�ciency

The overall trigger e�ciency is calculated in Equation 6.2:

"totaltrig = "electrig � "jettrig � "
E/T
trig

= "elecL1 � (0:894 � "elec15 + 0:106 � "elec17 ) � "jettrig: (6.2)

Because "jettrig is a function of jet multiplicity, we describe this term in detail in this sub-

section.

We wrote "jettrig in terms of pi's, where p0 is the probability shown in Table 6.5 and p1;2;3;4;5

are the single jet trigger e�ciency for the 5 leading jets as determined by the turn-on curve

parameters in Table 6.4. Speci�cally,
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Table 6.3 Fit results of ELE (Level 2) turn-on curves of ELE JET HIGHA.

The Level 2 threshold is 17 GeV. Two scales, q = 1:3 and q = 1:4,

were used for both CC and EC electrons. The �t parameters from

the two scales were averaged and listed in the last column. The

error in the third and fourth columns come from the �t while the

errors in the last column include statistical and systematic errors

(see text).

Fiducial region param. q = 1:3 q = 1:4 averaged

CC Level 2

p1 17:24� 0:20 17:42� 0:18 17:33� 0:22

p2 2:21� 0:30 2:12� 0:24 2:16� 0:31

p3 0:9936� 0:0109 0:9972� 0:0096 0:9954� 0:0110

�2=ndof 13:1=29 19:5=29

EC Level 2

p1 17:80� 0:18 18:01� 0:18 17:90� 0:21

p2 2:39� 0:26 2:44� 0:26 2:42� 0:27

p3 0:9864� 0:0155 0:9949� 0:0155 0:9907� 0:0161

�2=ndof 26:8=29 16:4=29

"jettrig = 1�
5Y
i=0

(1� pi); (6.3)

where
Q5

i=0(1 � pi) is the probability that none of the electron or jets �res the JT/JET term

of the ELE JET HIGH trigger.

We compared the total trigger e�ciency measured by the top group [44] using W+jet data

events with that from FMC� by putting VECBOS [53] W+jet events through FMC�. Two

sets of VECBOS samples were generated, one with QCD dynamic scale at Q2 = ( 1n
P

iE
parton
T )2

(the \EJ" sample) and the other at Q2 =M2
W (the \MW" sample). The partons from VECBOS

output were put through HERWIG for fragmentation. The results are shown in Table 6.6. Our

simulated trigger e�ciencies agree very well with the data-based measurements at all four jet

multiplicities. One may also note that the \EJ" sample agrees with data better than the \MW"

sample. This is discussed in detail in Appendix B.
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Table 6.4 Fit results of the JT/JET turn-on curve of ELE JET HIGH for

a single jet. The errors are from the �t.

param CC ICR EC

p1 19:40� 0:21 25:34� 0:82 24:50� 0:83

p2 5:92� 0:37 8:80� 0:94 9:33� 0:99

p3 0:9568� 0:0094 0:8846� 0:0362 0:9275� 0:0402

�2=ndof 33:9=44 36:7=44 34:0=43

Table 6.5 Probability of an online electron to pass the JT/JET requirement

of the ELE JET HIGH trigger.

j�dj 0:0� 1:2 1:5� 2:0

p0 0:994� 0:004 0:998� 0:008

process simulated. The acceptance A is calculated in Equation 6.4:

A =
1

Ngen

NpassedX
i

"totaltrig � "e;jid ; (6.4)

where Ngen is the number of generated events and Npassed is the number of events that passed

the o�ine kinematic cuts. The error on acceptance �A is calculated in Equation 6.5:

�A =
1

Ngen

NpassedX
i

�"; (6.5)

where �" comes from the usual error propagation from the errors on "totaltrig and "e;jid . The equation

takes into account the fact that the errors event by event are 100% correlated.

We made several checks on the acceptances of FMC� and GEANT. In the �rst check we

compared the kinematic acceptance of WW+ � 2 jet events. Both samples were generated

by PYTHIA. The GEANT sample was taken from the single top analysis [43] in which one W
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Table 6.6 Comparison of the ELE JET HIGH trigger e�ciency. The second

column lists the e�ciencies the top group measured usingW+ jet

data events [44]; the third and fourth columns list the simulat-

ed e�ciencies by putting the VECBOS W+ jet sample through

FMC�. \EJ" and \MW" refer to the two QCD dynamic scales

at which the VECBOS samples were generated (see text).

Njet top group VECBOS (EJ) VECBOS (MW)

� 1 0:589� 0:019 0:579� 0:022 0:623� 0:022

� 2 0:826� 0:027 0:833� 0:020 0:862� 0:019

� 3 0:928� 0:031 0:925� 0:016 0:940� 0:014

� 4 0:944� 0:037 0:957� 0:012 0:963� 0:012

Physics
Event

Generator
(PYTHIA)

particles
d0pjet

elecs
jets
muons
ET

QSIM

s_elecs
s_jets
s_muons
s_ET

Kinematic
cuts

Event
Weighting
(trigger)

Event
Weighting
(object ID)

Kinematic
Ntuple

Acceptance

Figure 6.5 Flow-chart of FMC�. Pre�x \s" refers to smeared objects.

was required to decay into an electron or a � and the other W was required to decay to jets.

The FMC� sample didn't impose any restriction on the W decay. We applied our �nal signal

kinematic selection cuts to both samples. We found 234 CC and 47 EC events (CC/EC are in

terms of the electron �ducial region) out of 50,000 GEANT events. After taking into account

the PELC e�ciency of Monte Carlo, which are 0:9475 � 0:0064 in CC and 0:9069 � 0:0157 in

EC respectively [44], we obtain the kinematic acceptance of the GEANT sample:
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Akin
GEANT = 2 � 2

9
� 234=0:9475 + 47=0:9069

50000

= 0:00266� 0:00015; (6.6)

where the factor 2=9 comes from the branching ratio ofW to electron and � . The error includes

statistical error as well as the error on the MC electron ID. The kinematic acceptance of FMC�

is 0:00259 � 0:00003. The error is statistical only. The two kinematic acceptances agree very

well with each other.

The second check was to compare the kinematic acceptances of tt events. The kinematics of

tt events is very close to that of mSUGRA signal because both require production of a pair of

heavy objects in the hard scattering. Thus, the kinematics of tt and signal being much harder

than that of QCD, W+ � 4 jet, and WW+ � 2 jet events. PYTHIA and HERWIG tt events

with mtop = 170 GeV=c2 were generated for FMC�. The GEANT sample was generated by

HERWIG with the same top mass and with the requirement that at least one W decayed to

a lepton. (This sample again came from the single top analysis.) It has 81141 events. The

kinematic acceptance of GEANT sample is then:

Akin
GEANT =

5

9
� Ncc=0:9475 +Nec=0:9069

81141
; (6.7)

where Ncc and Nec are the number of MC events with the single electron in CC and EC

respectively. The kinematic acceptances are shown in Table 6.7. We found that all three

samples agreed well with each other. We assigned the di�erence in acceptance between FMC�

(HERWIG) and FMC� (PYTHIA) as one of the systematic errors on the acceptance. Di�erence

between GEANT(HERWIG) and FMC� (HERWIG) is not included in the systematic error

because the parameter tuning in D0pjet was done on PYTHIA �les only and that its impact is

small as can be seen in the � 4 jet case in particular.

Finally we made a check on the overall acceptance. The benchmark we compared FMC�

with is the VECBOS (EJ) W+ � 2 jet cross section measured in the analysis of triple-gauge



76

Table 6.7 Comparison of kinematic acceptance of GEANT (HERWIG as

generator) FMC� (HERWIG and PYTHIA as generators) events

as a function of inclusive jet multiplicity (Njet). All three sam-

ples are tt events with mtop = 170 GeV=c2. The errors of the

acceptance of the GEANT tt sample include statistical error and

the error on the MC electron ID e�ciency. The errors on the

FMC� samples are statistical only.

Njet Ncc Nec GEANT(HERWIG) FMC� (HERWIG) FMC� (PYTHIA)

� 1 13544 1320 0:1078� 0:0012 0:1008� 0:0005 0:0991� 0:0009

� 2 13170 1298 0:1050� 0:0010 0:0989� 0:0005 0:0970� 0:0009

� 3 10945 1122 0:0876� 0:0009 0:0858� 0:0005 0:0828� 0:0008

� 4 6465 665 0:0517� 0:0007 0:0559� 0:0004 0:0514� 0:0005

boson coupling in e�jj channel [54]. In that analysis, the dominant QCD multijet and WW

backgrounds were subtracted from e+E/T+ � 2 jet data. The number of data events remaining

was divided by the VECBOS acceptance to obtain the VECBOS cross section: 138:6� 14:3 pb.

Note the tt background was ignored in that analysis.

We generated the VECBOS sample with the exact conditions as that in triple-gauge boson

analysis. We then made our o�ine selection on our ELE JET HIGH(A) data (both Run 1b and

Run 1c). The selections were exactly the same as that in our signal selection except that we

only required two good jets. We observed 1661 events. The measured number of QCD multijet

background events was 243:1 � 42:4 (see Chapter 7 for detail). From FMC�, the expected

number of WW events (which result in e + E/T+ � 2 jet �nal state) is 31:2 � 2:5. Thus the

expected number of W+ � 2 jet events is 1363:5 � 42:1. The acceptance of the VECBOS

sample is 0:123 � 0:011 (the error includes statistical error and the error due to trigger and

ID e�ciencies). The VECBOS cross section is then: 1363:5=(0:123 � 92:7) = 119:4 � 12:3 pb

(ignoring tt contribution). Thus, the VECBOS cross section measured based on FMC� agrees

with that measured based on GEANT.
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6.4 Summary

We use FMC� as the major analysis tool to estimate the acceptances of signal, tt, andWW

processes. Events with very di�erent kinematic properties (W+jets, WW , and tt) were put

through FMC� and GEANT to compare their acceptances. We found they agreed well with

each other.
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7 BACKGROUNDS

7.1 QCD Multijet Background

From our ELE JET HIGH(A) data we obtained two sub-samples. Sample 1 simply required

that all our o�ine cuts were satis�ed except for the E/T cut. We call it the electron sample.

Sample 2 required that the EM object had to pass an \anti-electron" cut while all other cuts

were the same as those in sample 1. The \anti-electron" cut preferentially selects those events

in which a jet has faked an electron. Since there are virtually no real electrons in this sample

we call it the \fake sample". Jet energy 
uctuation in the low E/T region (E/T < 20 GeV) of the

electron sample is the cause of the E/T . The events are mostly of QCD multijet origin because

the contributions from W+ jets, tt, and signal are all negligible there. Since the fake sample

models the QCD multijet events in all E/T regions, we can use the E/T spectra of both samples

to estimate the number of QCD multijet background events (NQCD) in the electron sample.

We �rst normalize the E/T spectrum of the fake sample to that of the electron sample in the low

E/T region and then estimate NQCD by multiplying the number of events in the signal region

(E/T > 25 GeV) in the fake sample by the normalization factor [55].

The matched E/T spectra for both samples are shown in Figure 7.1 and 7.2. The \anti-

electron" cuts are �2hm > 100 and Smatch > 10 for the � 1=2=3 jet samples and �2hm > 150 for

the � 4 jet sample. We loosened the cut for the � 4 jet sample because we needed to obtain

adequate statistics for the fake sample to do the normalization. The nominal normalization of

E/T was performed between 0 � E/T � 14 GeV. The results are shown in Table 7.1.

The errors in Table 7.1 are explained below:

� �1: the statistical error due to the normalization of the two samples and due to the

statistics of the two samples themselves.
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Figure 7.1 Calculating the QCD multijet background in the electron sam-

ple by normalizing E/T spectrum of fake sample to that of the

electron sample in the low E/T region. The fake sample is plotted

in circles and the electron sample is plotted in histogram. The

errors are statistical only. The plots are for CC electrons.

� �2: the systematic error due to the choice of di�erent normalization regions. The two

regions: 0 � E/T � 12 GeV and 0 � E/T � 16 GeV were also used to calculate the QCD

multijet background. Each result was compared with the nominal. The larger di�erence

of the two was assigned as �2.

� �3: the systematic error due to trigger and ID e�ciencies. The fake event is subject to

the same trigger and ID cut as the electron event. We estimated this error by putting

VECBOS (EJ) + HERWIG W+ jet events through FMC� because they have similar

kinematics.

� �4: the systematic error due to a di�erent \anti-electron" de�nition. We recalculated

the QCD multijet background by requiring the fake electron to satisfy �2hm > 200 and
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Figure 7.2 Calculating the QCD multijet background in the electron sam-

ple by normalizing E/T spectrum of fake sample to that of the

electron sample in the low E/T region. The fake sample is plotted

in circles and the electron sample is plotted in histogram. The

errors are statistical only. The plots are for EC electrons.

Smatch > 10. The di�erence between this result and the nominal was assigned as �4.

7.2 tt Background

The number of tt background events, Ntt, was calculated by FMC�. The tt events were

generated with mtop = 175 GeV=c2. The production cross section of tt is 5:89 � 1:66 pb, as

measured by D� [56]. The error, �xsec = 1:66 pb, includes uncertainties from the trigger and

ID e�ciencies, jet energy scale, event generator dependence (HERWIG vs. ISAJET) and data

statistics. Because we used new trigger and ID e�ciencies and also because we used PYTHIA as

our underlying physics generator, to estimate the total error of Ntt, we added in quadrature the

errors due to the trigger and ID e�ciencies from FMC� (�") and the di�erence in acceptance
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Table 7.1 Estimated number of QCD multijet background events, NQCD,

as a function of inclusive jet multiplicity, Njet in the

ELE JET HIGH sample. CC and EC results are combined. �1,

�2, �3, and �4 are errors from four di�erent sources (see text).

Njet NQCD �1 �2 �3 �4

� 1 568:2� 61:1 12:7 4:8 58:3 12:0

� 2 263:7� 42:4 9:4 5:8 40:0 8:6

� 3 82:6� 15:3 5:8 2:3 13:5 4:0

� 4 19:1� 4:7 2:6 1:5 3:1 1:8

between PYTHIA and HERWIG (�MC) to �xsec. This is a conservative approach. The error

due to parton distribution function (PDF) can be ignored. The result is shown in Table 7.2 for

� 3 and � 4 jet events.

Table 7.2 Estimated number of the tt background events, Ntt, in � 3 and

� 4 jet data samples (ELE JET HIGH(A)). The errors (in the

form of relative error) come from cross section (�xsec), trigger/ID

e�ciency (�"), di�erence in MC (�MC) and luminosity (�lum).

Njet Ntt �xsec �" �MC �lum

� 3 28:6� 8:5 28:2% 6:9% 5:1% 4:4%

� 4 17:4� 5:5 28:2% 7:3% 11:6% 4:4%

7.3 WW Background

FMC� was also used to calculate the number of WW background events, NWW . The

theoretical WW cross section was calculated in [57]. The calculation used an obsolete parton

distribution function. After a correction to the more modern parton distribution function

(CTEQ3M) the cross section is 10:4 � 0:23 pb [43]. The errors of NWW were calculated the

same way as those on Ntt. The only extra error term comes from the jet energy scale. We
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measured that by calculating from a GEANT WW sample the change of acceptance due to

change of Ej
T by one sigma of its resolution:

Ej
T (new) = (1� s) �Ej

T (nominal)� c; (7.1)

where s = 2:5% and c = 0:5 GeV. Due to the uncertainty introduced during D� data �xing

(see Chapter 5), we raised s to 3:5% for jets within 0:8 � j�jdj � 1:4. The result is shown in

Table 7.3 for � 3 and � 4 jet events.

Table 7.3 Estimated number ofWW background events, NWW , in � 3 and

� 4 jet data samples (ELE JET HIGH(A)). The errors (in the

form of relative error) come from cross section (�xsec), trigger/ID

e�ciency (�"), di�erence in MC (�MC), jet energy scale (�escale)

and luminosity (�lum).

Njet NWW �xsec �" �MC �escale �lum

� 3 7:7� 1:2 2:2% 8:1% 5:1% 11:0% 4:4%

� 4 1:42� 0:33 2:2% 8:4% 11:6% 17:6% 4:4%

7.4 W+ jets Background

To a good approximation [53] each extra jet in W+ jet events is a result of an extra inter-

action vertex of strength �s. We expect that the number of W+ jets events scales to the power

of Njet [53]. The scaling law has been proven valid by the top cross section analysis [44]. In

this analysis we �rst measured the scaling factor � and then estimated the number of W+ � 3

jet events in our ELE JET HIGH(A) data, N3. The expected number of W+ � 4 jet events,

NW
4 in our ELE JET HIGH(A) data is then:

NW
4 = NW

3 � � � "
W4
trig

"W3
trig

; (7.2)
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where "W3
trig and "W4

trig are the trigger e�ciencies of W+ � 3 jet and W+ � 4 jet events, respec-

tively. They are listed in Table 6.6.

7.4.1 Measuring the Scaling Factor �

To measure �, we �rst calculated the number of the W+ � n jet events, N
W
n , from a

sample with no bias on jet multiplicity. N
W
n was used to distinguish it from NW

n which is the

number of W+ � n jet events in the ELE JET HIGH(A) data. We then �t N
W
n to a power

law (Equation 7.3) to extract �:

N
W
n = N

W
1 � �n�1: (7.3)

We used Run 1b EM1 EISTRKCC MS data to measure � since there is virtually no trigger

bias on Njet. The integrated luminosity after main ring veto is 80:4 � 3:5 pb�1. Since we

are interested in the number of W+ � n jet events, the W+ � n jet events become our

signal and QCD multijet, tt, WW , and possible SUSY events become our backgrounds. We

applied the o�ine cuts as described in Chapter 4. We required di�erent number of good jets for

di�erent inclusive jet multiplicities. We also required Eele
T > 25 GeV to avoid Level 1 trigger

ine�ciency [58].

The concept of estimating number of W+ � n jet events is the same as that used for the

QCD multijet background estimation. We �rst �nd a kinematic region in which W+ � n jet

events dominate and the contribution of SUSY signal can be ignored. We calculate from MC

the expected fraction (f) of W+ � n jet events in that region. We then normalize in that

region the number of W+ � n jet MC events (NMC) to the number of data events (Ndata)

with all major SM background subtracted. The total number of W+ � n jet events is then:

N
W
n = Ndata=f . To �nd such a kinematic region we use Neural Network (NN) 1.

The NN training and testing samples for tt,WW , and mSUGRA events were generated using

PYTHIA. TheW+ � n jet samples were generated using VECBOS(parton)+HERWIG(fragmentation).

These samples were put through FMC�. For QCD multijet events, the training samples were

1In this analysis, we used a Neural Network package called MLPFIT [59].
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obtained from the FAKE ELEC data stream 2. We required the same fake electron criteria

as that we used to calculate the number of QCD multijet background events: �2hm > 100 and

Smatch > 10 for the � 1=2=3 jet samples and �2hm > 150 for the � 4 jet sample. Because of the

limited statistics in FAKE ELEC data the testing sample was obtained from the J3MON data

stream. We required the events to have at least n good jets (for n inclusive jet multiplicity) and

one more jet with ET > 25 GeV and satisfying the electron �ducial cut. We also required that

the event had E/T > 25 GeV. Any jet combination satisfying these requirements was written

out as a testing event. The J3MON data were not used for any direct background calculation.

Their sole purpose was to guard against over-training in NN.

We calculated the QCD multijet (using the method described in section 7.1), tt (see sec-

tion 7.2), WW (see section 7.3), and mSUGRA backgrounds respectively for each inclusive jet

multiplicity (1 to 4). We generated the mSUGRA sample with M0 = 170 GeV=c2, M1=2 =

58 GeV=c2 and tan(�) = 3:0. This point was chosen because it predicted the largest number

of events in our data for tan(�) = 3:0 and it was right on the exclusion contour from the D�

dilepton analysis [48]. The error on the number of expected SUSY events included the error

on trigger and ID e�ciencies (estimated by FMC� 3), cross section (10% 4), di�erence in MC

(estimated by FMC� on tt events) and jet energy scale (negligible for Njet � 1 and Njet � 2

events, 1:8% for Njet � 3 events and 5:3% for Njet � 4 events 5).

In this analysis, all NN have the structure of X-2X-1 where X is the number of input nodes,

i.e., number of variables used for training and 2X is the number of nodes in the hidden layer.

We always used 1 output node with an output range approximately between (0,1). Signals were

expected to have NN output near 1 and background near 0. The variables used to distinguish

2A data stream is a set of data which pass a set of similar triggers.
3We modi�ed FMC� to incorporate the simulation of EM1 EISTRKCC MS Level 2 trigger. The EM part

of the Level 2 trigger parameters were obtained from the CMS package [60, 61] used by QCDWZ group. The
MS part is 100% e�cient. All the jet trigger simulations were discarded.

4The error on the cross section of mSUGRA events is dominated by PDF because high x incoming gluons are
involved in the mSUGRA processes. Our nominal PDF is CTEQ4M [62]. In order to estimate the magnitude
of systematic error due to PDF, mSUGRA events were generated in a broad M0 � M1=2 space. Points of
which gg subprocess dominates were identi�ed. We then generated events at these points using a di�erent
PDF (CTEQ3M). The di�erence in acceptance between the CTEQ3M and CTEQ4M samples is assigned as the
systematic error on mSUGRA cross section. Our error estimation is conservative.

5These numbers are derived from a GEANT tt sample following the method described in section 7.3. Since
SUSY events are usually harder than tt events our estimate is conservative.



85

W+ � n jet events from the backgrounds are:

� E/T

� Ee
T

� HT =
P

Ejet
T for all jets with Ejet

T > 15 GeV

� ��
e;E/T

� MT =
q
2Ee

TE/T (1� cos(��
e;E/T

))

� ��
j1;E/T

(not used for � 4 jet events)

� ��
j2;E/T

(used for � 2 jet and � 3 jet events)

� A - Aplanarity [63] (not used for � 1 jet events). A is de�ned in terms of the normalized

momentum tensor of the W boson and the jets with Ej
T > 15 GeV:

Mab =

P
i piapibP
i p

2
i

; (7.4)

where ~pi is the three momentum of the ith object in the laboratory frame, and a, b run

over x, y, and z. Denote Q1, Q2, and Q3 as the 3 eigenvalues of Mab in increasing order.

Then A = 1:5�Q1. The pz of the W boson was calculated by imposing the requirement

that the invariant mass of the electron and the neutrino (assumed to be the source of E/T )

to be equal to theW mass. This requirement results in a quadratic equation. The smaller

pz was chosen
6. In case there is no real solution, E/T was increased until a real solution

was found.

� rH = HT2=HZ , where HT2 = HT �Ej
T;1 and HZ =

P
i jpzj where i runs over all leptons,

jets and neutrino in the event [64] (only used for � 4 jet events).

� cos(��e), where ��e is the polar angle of the electron in the W rest frame. The W four

momentum was obtained by �tting the event to tt event. The detail of the �t is described

in Appendix C. (only used for � 4 jet events)

6This is because the probability of a small pz is higher than that of a large pz.
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� cos(��eb), where �
�
eb is the angle between the electron and the b jet from the same top (or

antitop) in the W rest frame [65] Again, �t to tt event was performed to identify the right

b jet. (only used for � 4 jet events)

Figure 7.3 shows the NN output on W+ � n jet and background events. The number of

signal and background events are the same in each of plots in the �gure. Figure 7.4 shows the

normalization of MC to data. The data were plotted as histograms and the normalized signal

+ expected background (mSUGRA excluded) were plotted as points. The errors on the points

include statistical error and the error due to trigger and ID e�ciencies. From the bottom up the

backgrounds are stacked up in the order of QCD multijet, tt andWW , andmSUGRA. VECBOS

(EJ) samples were used as signal samples for all jet multiplicities expect for Njet � 1. We found

that for Njet � 1, PYTHIA modeled the data the best 7. Normalization was performed between

[0.5,1.0] in NN output and the results are listed in Table 7.4. The statistical error arises from

the number of data events available for normalization. The systematic errors are estimated by

using a di�erent normalization region: NN Output between [0.6,1.0] and by using the VECBOS

(MW) samples in the training and normalization.

We �t N
W
n to Equation 7.3. The �t is shown in Figure 7.5. It shows that the data obey the

scaling law. From the �t we obtained � = 0:172� 0:0066.

7.4.2 Estimating the Number of W+ � 3 jet Events, NW
3

The method of estimating the number ofW+ � 3 jet events in ELE JET HIGH(A) is exactly

the same as that described in the previous subsection. The results are shown in Figure 7.6 and

Table 7.5.

7.4.3 Calculating the Number of W+ � 4 jet Events, NW
4

The trigger e�ciencies of W+ � 3 jet and W+ � 4 jet events are calculated using FMC�

on VECBOS (EJ) events which were fragmented by HERWIG. Take from Table 6.6, they are

"W3
trig = 0:925� 0:016 and "W4

trig = 0:957� 0:012.

7This is because for VECBOSW+ � 1 jet event the pWT has to be equal to Eparton
T , which was set to 10 GeV.

This threshold in MC generation biases the kinematics.
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Table 7.4 Estimated number of W+ � n jet events, N
W
n as a function

of inclusive jet multiplicity in the EM1 EISTRKCC MS data.

They were obtained by normalizing MC to data in the NN output

region where W+ � n jet events dominate (see text).

Njet � 1 � 2 � 3 � 4

Nobs 8191 1691 353 64

NQCD 825:7� 95:3 290:9� 47:6 74:9� 15:3 16:6� 7:0

Ntt 26:7� 7:9 27:0� 7:9 22:6� 6:7 13:9� 4:4

NWW 33:7� 3:3 23:6� 2:3 6:19� 0:95 1:12� 0:25

NSUSY 28:3� 3:7 25:0� 3:1 19:7� 2:7 12:6� 2:1

N
W
n 7210:3� 131:2 1283:1� 79:2 230:1� 27:1 27:4� 7:4

Before calculating the number W+ � 4 jet events using Equation 7.2 we examine the error

of "W4
trig="

W3
trig. The errors of "

W3
trig and "

W3
trig are highly correlated due to the fact that both samples

passed the same trigger.

We again used the VECBOS (EJ) W+ � 3 and W+ � 4 jet events which were fragmented

by HERWIG to estimate the error of the ratio. We �rst calculated for both samples the average

jet ET for the 5 leading jets in di�erent �ducial regions. We then varied the trigger parameters

according to their resolutions and plotted the distribution of "W4
trig="

W3
trig. The RMS of the

distribution is assigned as the error. We obtained "W4
trig="

W3
trig = 1:035� 0:001.

Finally from Equation 7.2, we obtained the number of W+ � 4 jet events:

NW
4 = 241:8� 0:172� 1:035 = 43:0� 7:6: (7.5)

The error on NW
4 includes errors due to di�erent PDF: 1.4%, MC di�erence: 11.6% , the

uncertainty of the scaling method itself: 10.3% [44], and errors on NW
3 , �, and "W4

trig="
W3
trig.

The calculated NW
4 di�ers from the result obtained by using direct MC/Data normalization on

W+ � 4 jet events. (see Table 7.5) The di�erence is 1:4� with � =
p
7:62 + 7:32 = 10:5, and is

acceptable.
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Table 7.5 Estimated of the number of W+ � 3 and W+ � 4 jet events as

a function of jet multiplicity in ELE JET HIGH(A) data. They

were obtained by normalizing MC to data in the NN output re-

gion where W+ � n jet events dominate (see text).

Njet � 3 � 4

Nobs 362 72

NQCD 82:6� 15:3 19:1� 4:7

Ntt 28:6� 8:5 17:4� 5:5

NWW 7:7� 1:2 1:42� 0:33

NSUSY 29:0� 4:0 18:5� 3:2

NW
n 241:8� 18:0 28:2� 7:3

7.5 Summary

The number of background events of di�erent sources are summarized below:

W + 4 jets: 43:0 � 7:6

QCD: 19:1 � 4:7

tt: 17:4 � 5:5

WW : 1:42 � 0:33

Total: 80:8 � 10:5
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Figure 7.3 Expected NN output for the W+ � 1 jet (top left), W+ � 2

jet (top right), W+ � 3 jet (bottom left), W+ � 4 jet (bottom

right) events, and the corresponding background events.
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Figure 7.4 NN output for the expected (points) and the real (histogram)

data. In the top left plot at least 1 jet was required; in the top

right plot at least 2 jets were required; in the bottom left plot

at least 3 jes were required and in the bottom right plot at least

4 jets were required. The data events were required to pass the

EM1 EISTRKCC MS trigger.
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Figure 7.5 Fitting W+ � n jet events to a power law as shown in Equa-

tion 7.3. The �t shows that the power law is well observed in

the data.
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Figure 7.6 Expected NN output for W+ � 3 jet and its correspond-

ing background events (left plot) and NN output for the ex-

pected (points) and the real (histogram) data (right plot).

The MC (data) events were simulated (required) to pass the

ELE JET HIGH(A) trigger.
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8 SIGNAL ANALYSIS

8.1 Neural Network Analysis

Because of the tiny acceptance for a typical mSUGRA signal, we used Neural Network to

optimally �nd a kinematic region in which signal to background sensitivity is the highest. We

then look in that region for a possible signal. We used the following variables 1 in the Neural

Network:

� E/T { Missing transverse energy of the event. For the signal, it comes from two LSP's

and at least one neutrino. For the tt, W+ jet, and WW backgrounds, it comes from

the neutrino. For the QCD multijet background, it comes from 
uctuation in jet energy

measurement. Generally, the signal has larger E/T than backgrounds.

� Eele
T { Electron in the signal comes from a virtual W decay. Its spectrum is softer than

that of tt and W+ jet backgrounds.

� HT { A pair of heavy mSUGRA particles are produced at hard scattering and most

of the transverse energy is carried by jets. The signal HT is thus harder than that of

backgrounds.

� Ej3
T { Jet 3 from W+ jet, WW and QCD multijet events most likely originates from

bremsstrahlung. For tt and mSUGRA events it comes more likely from W decay. Thus,

tt and mSUGRA signals have harder Ej3
T spectrum.

� MT { For tt, W+ jet, and WW events, MT peaks near MW = 80 GeV. This is not the

case for signal events.

1The meaning of some variables have been explained in section 7.4.1.
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� ��
e;E/T

{ Because the electron and neutrino have to form a W boson in tt, W+ jet, and

WW events, their ��
e;E/T

spectra deplete near ��
e;E/T

= 0. For QCD multijet events,

the ��
e;E/T

spectrum peaks around 0 and � because E/T could be caused by measurement


uctuation of the fake electron energy or its recoils.

� A { W+ jet, WW , and QCD multijet events are more likely to be collinear due to QCD

bremsstrahlung while the signal and tt events are more likely to be spherical.

� cos(��j ) { �
�
j is the polar angle of the higher energy jet which comes from W decay in the

rest frame of parent W . We calculated it by �tting the events to tt events. For tt, the

spectrum is 
at but for signal and other SM backgrounds, it is not.

� cos(��e) { ��e has been de�ned in section 7.4.1 The signal has moderately di�erent cos(��e)

distribution from SM background, especially tt.

The spectra of these variables are shown in Figure 8.1.

Based on the plots we claim that we observed no excess in our data due to mSUGRA events.

We also plotted in Figure 8.2 the di�erence in cos(��j ) and cos(�
�
e) between signal and tt events.

These two variables are particularly useful in reducing tt background. The result of Neural

Network training is shown in Figure 8.3. The backgrounds and signal are normalized to their

expected number of event in data respectively. tt has a large contribution in the signal-rich

region because it has similar kinematics to the mSUGRA signal. We also plot the Neural

Network output of data in Figure 8.4. Again the expected background describes the data very

well.
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Figure 8.1 Distribution of Neural Network variables for data (histogram),

background (circles) and signal (hatched histogram). The num-

ber of signal events is normalized to the number of back-

ground events. The signal was generated with M0 = 170 GeV,

M1=2 = 58 GeV and tan(�) = 3:0.
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The background expectation describes the data very well. The

line indicates the cut on NN output which corresponds to the

maximum signal signi�cance. The signi�cance (described in sec-

tion 8.2) as a function of NN output is also plotted.
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8.2 Signal Signi�cance

In order to apply the optimal cut on the NN output, we calculated the signal signi�cance

based on the expected number of signal and background events which would survive a NN

cut [66]. The probability that the number of background events, b, 
uctuates to n or more

events is:

F (njb) =
1X
k=n

bke�b

k!
=

1p
2�

Z 1

s(njb)
e�t

2

dt; (8.1)

where bke�b

k! is the Poisson probability for observing k events with b events expected. s(njb) can
be regarded as the number of standard deviations, an alternative way of quoting the 
uctuation

probability. It can be solved numerically. The actual observed number of data events can be

any number between [0;1) with s+ b events expected. The signi�cance is thus de�ned as:

s =

1X
n=0

p(njs+ b) � s(njb) (8.2)

where p(njs+ b) is the Poisson probability for observing n events with s+ b events expected.

The NN output corresponding to the maximum signi�cance is where we set our cut to

calculate the 95% con�dence level (C.L.) signal cross section limit. The algorithm is described

in detail in Ref. [67] and is outlined below.

The 95% C.L. signal cross section upper limit, �ul is de�ned as:

0:95 =

Z �ul

0
P (�jk; I)d�;

where P (�jk; I) is the probability of signal production cross section given k observed events

and prior information I. Depending on the situation, the prior information can be derived or

guessed a priori (see below).

What we really obtain after each experiment is the number of expected background events

b, the signal (if it exists) acceptance ", and the luminosity L, from which the likelihood of

observing k events given �, ", b, L, and I can be calculated:
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P (kj�; "; b;L; I) = e�(b+L�")(b+ L�")k
k!

:

To obtain P (�jk; I) from P (kj�; "; b;L; I) we use the Bayes theorem, which states that:

P (AjBC) = P (BjAC)P (AjC)
P (BjC) :

It is then straightforward to write down P (�; "; b;Ljk; I) in terms of P (kj�; "; b;L; I):

P (�; "; b;Ljk; I) / c � P (kj�; "; b;L; I)P (�; "; b;LjI)

= c � P (kj�; "; b;L; I)P ("; b;LjI)P (�jI); (8.3)

where c is a normalization constant which satis�es:

Z 1

0
d�

Z 1

0
d�

Z 1

0
db

Z 1

0
dL P (�; "; b;Ljk; I) = 1:

We have divided the prior probability into two parts: P ("; b;LjI) and P (�jI). ", b, and L
are all experimentally measured quantity. We assume that they have a normal distribution and

are positive. (None of these variables cannot be negative physically.) The distribution of � is

not known. We used a 
at prior, that is:

P (�jI) =

8>>>><
>>>>:

1=�max if 0 � � � �max

0 otherwise;

where �max is chosen large enough that the likelihood function P (kj�; "; b;L; I) is negligible for
� > �max.

To obtain P (�jk; I), we integrate P (�; "; b;Ljk; I) calculated in Equation 8.3 over the nui-

sance variables: ", b and L.
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Table 8.1 lists the signal, background, and data events as a function of NN output cut. The

signal was generated with M0 = 170 GeV, M1=2 = 58 GeV and tan(�) = 3:0. Table 8.2 lists

the 95%C.L. cross section limit for various signal model points.
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9 RESULTS

The 95% con�dence level exclusion contour is plotted in Figure 9.1. Plotted in the same

�gure is the D� dilepton and LEP I 95% C.L. exclusion contour. The single electron analysis is

sensitive in the large M0 region. Extended exclusion region from the dilepton result is obtained

between m0 = (165; 250) GeV. The amount of extension is limited because our analysis su�ers

a large and hard-to-reduce tt background.

m0 (GeV)

m
1/

2 
(G

eV
)

D∅  dilepton

LEP I

D∅  single electron

0

20

40

60

80

100

0 50 100 150 200 250 300

Figure 9.1 95% C.L. exclusion contour for mSUGRA with tan(�) = 3:0.

Also plotted is the result of D� dilepton [41] and LEP I [31]

analyses.



105

10 PRODUCTION CROSS SECTION OF tt

Since we did not �nd evidence of a mSUGRA signature in our data and since tt is the

largest background to our signal after Neural Network cut, we can turn the problem around to

measure the tt production cross section: �tt. The cross section has been measured by both D�:

�tt = 5:9� 1:7 pb [56] and CDF: �tt = 6:5+1:7�1:4 pb [68]. Both results are combined results of all

tt decay channels. For D�, the analysis of the single electron channel 1, based on 115:0 pb�1 of

data, yields �tt = 2:94�2:13 pb. That analysis used a grid cut on two variables: HT > 180 GeV

and A > 0:065 to enhance the signal to background ratio. We describe in this section a Neural

Network approach to enhance the signal to background ratio and a new �tt measurement.

10.1 W+ jets Background

We again use the scaling method to estimate the number of W+ � 4 jet events. Caveat

must be taken because we cannot assume a known �tt in measuring the scaling factor, � as we

did in search for mSUGRA in section 7.4.1.

10.1.1 Measuring the Scaling Factor: �

From the observed number of events (Nobs), we subtract the number of QCD multijet

(NQCD) and WW (NWW ) events at each inclusive jet multiplicity. The remaining number

of events (Ni) are from W+ jet and tt. We �t these numbers of events at each inclusive jet

multiplicity to Equation 10.1 with � and �tt as parameters:

1The analysis did not use muon tag to reduce the background and focused on optimizing kinematic variables
only. This is exactly what we do here.
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Nobs �NQCD �NWW = Ni = N
W
1 � �i�1 + �tt � L � atti : (10.1)

where atti is the acceptance of tt events which are required to have at least i good jets and to

have passed the EM1 EISTRKCC CC trigger. The Nobs, NQCD, NWW , tt, and atti are listed in

Table 10.1. The integrated luminosity L = 92:7 pb�1. The �t is shown in Figure 10.1 and the

�tted � = 0:190� 0:011.

Table 10.1 Estimating the scaling factor � by �tting Ni to Equa-

tion 10.1 (see text). The numbers are pertinent to the

EM1 EISTRKCC MS trigger.

Njet � 1 � 2 � 3 � 4

Nobs 8191 1691 353 64

NQCD 825:7� 95:3 290:9� 47:6 74:9� 15:3 16:6� 7:0

NWW 38:8� 3:8 27:1� 2:8 7:1� 1:1 1:29� 0:30

Ni 7326:5� 131:5 1372:9� 63:0 271:0� 24:3 46:1� 10:6

atti 0.0563 0.0570 0.0477 0.0292

10.1.2 Estimating the Number of W+ � 4 jet Events

From Equation 10.1 we can write the following equations:

8>><
>>:
� �N3 = NW

4 � "
W3

trig

"W4

trig
+ � � �tt � L � att3

N4 = NW
4 + �tt � L � att4 :

(10.2)

Note that these two equations are for the ELE JET HIGH(A) triggered data. "W3
trig and "

W4
trig

are trigger e�ciencies of W+ � 3 jet and W+ � 4 jet events, respectively. They are shown in

Table 6.6; att3 and att4 are acceptances of tt events with � 3 and � 4 jets, respectively. They are

shown in Table 10.2. Solving the equations simultaneously, we obtained the number ofW+ � 4

jet events (NW
4 ) in Equation 10.3:
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Inclusive jet multiplicity

(W
+j

et
 a

nd
 tt

– ) 
E

ve
nt

s

Ni = N1 • α
i-1 + σ(tt

–
) • L • ai

α = 0.1902 ± 0.0106

χ2/ndof = 0.26

1

10

10 2

10 3

10 4

0 1 2 3 4 5

Figure 10.1 Fitting Ni to Equation 10.1 (see text). We assume that the

number of W+ jet events follows scaling law as a function of

inclusive jet multiplicity.

NW
4 =

� � (N3 � att4 �N4 � att3 )
"W3

trig

"W4

trig
� att4 � � � att3

=
0:1902� (271:7 � 0:0319� 51:5 � 0:0524)

0:925
0:957 � 0:0319� 0:1902 � 0:0524

= 54:4� 11:1: (10.3)

The error on NW
4 is dominated by the error on the number of � 4 jet events (19%), the

error on the scaling method itself (10%), and the error on the number of � 3 jet events (9.0%).

The error on "W3
trig="

W4
trig is obtained using the method described in section 7.4.3.

The sum ofNW
4 , NQCD, andNWW is 74.9. It already exceeds the number of observed events

and leaves little room for tt events. However, it is very likely that this is a upward 
uctuation of

NW
4 in our data. This 
uctuation becomes less important when signal optimization is applied

to enhance the signal to background ratio (see section 10.2).
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Table 10.2 Numbers used in Equation 10.3. They are pertinent to the

ELE JET HIGH(A) trigger.

Njet � 3 � 4

Nobs 362 72

NQCD 82.6 19.1

NWW 7.69 1.42

Ni 271.7 51.5

atti 0.0524 0.0319

10.2 Measuring the �tt

A Neural Network is again used to measure �tt. The input variables are plotted in Fig-

ure 10.2. One new variable �2 comes from the 3C �t of the events to tt events (see Appendix C).

The result of the Neural Network training is shown in Figure 10.3.

We calculated the tt signal signi�cance as a function of NN cut. We then applied to data

the NN cut which corresponds to the highest signi�cance as described in section 8.2. From

the number of data events which survived the cut and the number of background events which

were expected to pass the cut we calculated �tt. Since the signi�cance calculation needs �tt as

an input, we iterated the signi�cance and �tt calculation until the input and output �tt were

the same. The resulting NN distributions of data, tt signal and background are plotted in

Figure 10.4. The maximum signal signi�cance is achieved at NNOutput = 0:8. We observed 17

events and expect 5:47 � 0:93 background events. The breakdown of the number of expected

background events is shown in Table 10.3.
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Figure 10.2 Distribution of Neural Network variables for tt signal (hatched

histogram) and background (histogram). The number of tt

events is normalized to the same number of background events.

From Equation 10.4, we obtain �tt = 6:13� 2:44 pb.

�tt =
Nobs �Nbkgd

att4 � L � "NN

=
17� 5:47

0:0319 � 92:7(pb�1) � 0:637

= 6:13� 2:19 (stat.)� 1:07 (sys.) pb (10.4)

Here are a few comparisons between the previous D� analysis and this analysis:

� The previous D� analysis in the single electron channel expected 8.3 tt and 4:51 � 0:91
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Table 10.3 Number of events for each background source after NN opti-

mization (NNOutput � 0:8).

NW
4 NQCD NWW

4:53� 0:91 0:74� 0:20 0:20� 0:05

background events in 115:0 pb�1 of data [56]. This yields a tt signal to background

ratio: 1.84. The number of tt events was calculated using a theoretical cross section:

�th
tt

= 5:44 pb. Using the same �th
tt

in our analysis, which used 92:7 pb�1 of data (only

80.6% the amount of those in the previous analysis), we expect 10.2 tt and 5:47 � 0:93

background events. The corresponding signal to background ratio is 1.86, comparable to

that of the previous D� analysis.

� Using two kinematic variables (HT and A), the previous D� analysis observed 9 candidate

events. Our analysis used more kinematic information in optimization and we observed 17

candidate events. Although our observed number of candidate events is more consistent

with the expected sum of the signal and background events than in the previous analysis,

the potentially large statistical 
uctuation makes this consistency less signi�cant.

� The �tt's measured in the two analyses di�er by 1� with � =
p
2:442 + 2:132 = 3:24. The

two measurements also have comparable total errors.
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APPENDIX B VECBOS AND QCD DYNAMIC SCALE Q2

In this analysis, two QCD dynamic scales were used to generate VECBOS W+ jet events:

Q2 = ( 1n
P

iE
parton
T )2 (the \EJ" sample) and Q2 = M2

W (the \MW" sample). Both samples

were processed by HERWIG for fragmentation. In order to �nd out which sample models data

better, we compared event kinematic variables of both MC samples with data. We added to

the VECBOSW+ jet samples QCD multijet, tt, and WW events in their respective proportion

in the data 1. The variables we investigated were those used in our Neural Networks (see

Chapter 7 and 10). We found that though the variables related to the electron and the E/T were

indistinguishable between the \EJ" and \MW" samples, there was a di�erence in Ejet
T . The

e�ect is ampli�ed in the HT distribution as shown in Figure B.1. We required at least three jets

in those plots in order to have enough statistics. We concluded from the plots that the \EJ"

sample modeled data better than the \MW" sample.

1Since there was no evidence of mSUGRA signature in our data we did not add any mSUGRA events.
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Figure B.1 Expected HT distribution (points) vs data HT distribution (his-

togram). VECBOS was generated with Q2 = ( 1n
P

iE
parton
T )2

(left plot) and Q2 = M2
W (right plot). At least 3 jets were

required.
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APPENDIX C tt 3C FIT

In this section we describe the 3C �t to tt events which decay to the electron + E/T + � 4

jets. For such decays. There are altogether 4 constraints:

f1 = Mj1�e�� �Mt = 0 (C.1)

f2 = Mj2�j3�j4 �Mt = 0 (C.2)

f3 = Me�� �MW = 0 (C.3)

f4 = Mj3�j4 �MW = 0: (C.4)

We have denoted j1 and j2 as the b-jets from top or antitop decay. We setMt = 175 GeV=c2

andMW = 80:43 GeV=c2 in our �tter. In general, if the number of constraints is the same as the

number of unknowns, there is a unique solution 1 to the problem. If the number of constraints

is greater than the number of unknowns, the system is over-constrained. In latter case, the

measured quantities can be adjusted (�tted) to satisfy all the constraints. The adjustment is

such that the �2 de�ned in Equation C.5 is minimal:

�2 = (xf � xm)T G (xf � xm) + 2~f � ~�; (C.5)

where xf , xm are vectors of �tted and measured variables, respectively, G is the inverse error

matrix which is determined by the resolution of the variables, ~f are the constraint equations

and ~� are the Lagrange multipliers.

Since the only unmeasured variable in our tt events is p�z , we have a system with 3-constraints

(4 constraints - 1 unknown). We used an algorithm very similar to that of the SQUAWkinematic

1Depending on the problem, sometimes we need to solve non-linear equations, e.g., the quadratic equation
in solving for the neutrino pz in W ! e� events. In cases like these, we end up with more than one solution.
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�tting program [69]. The input variables to the �t are the energy, pseudorapidity, and azimuthal

angle of the electron and the four leading jets, and kTx, kTy
2. One more variable is needed to

uniquely de�ne the tt system. We chose p�z . Since it cannot be measured we calculated it by

requiring that the invariant mass of j1� e� � is equal to the top mass. This led to a quadratic

equation. If there were two real solutions then both solutions were used. If there was no real

solution then only the real part of the solution was used.

The resolution of the variables were taken from [64] and are copied in Table C.1. We

looped over all 12 jet permutations and all choices of p�z in the �t. The jet permutation (see

Equation C.1 to C.4) that corresponded to the lowest �2 was regarded as the jet order into

which the \tt" event decayed. The �2 distributions of tt events are shown in Figure C.1. We

can see that for the �ts that give correct permutation 3 the �2 is very close to the expected �2

function with 3 degrees of freedom.

Table C.1 Object resolutions. The operator
L

denotes a sum in quadra-

ture.

Objects Energy resolution �(�) �(�)

Electrons �(ET )
ET

= 0:0157
L

0:072 GeV1=2p
ET

L
0:66 GeV

ET
0 0

Jets

0 < j�dj < 0:8 �(E)
E = 0:036

L 1:145 GeV1=2p
E

0.04 0.04 rad

0:8 < j�dj < 1:4 �(E)
E = 0:082

L
1:264 GeV1=2p

E
0.05 0.05 rad

1:4 < j�dj < 2:5 �(E)
E = 0:046

L 1:305 GeV1=2p
E

0.05 0.05 rad

kT �(kTx) = �(kTy) = 12 GeV

The pull quantities of the �t are de�ned in Equation C.7. For correctly assigned resolutions

2~kT is de�ned in Equation C.6. It can be seen as the transverse momentum of the tt system.

~kT = ~E/T + ~Ee
T +
X

4jets

~Ej
T (C.6)

3Correct permutation means that the �tted jet order is the same as the jet order that matches the partons
in Monte-Carlo.
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they are expected to have a Gaussian distribution centered at 0 and with a width of 1. Figure C.3

shows the distribution of pull quantities of all variables which have �nite resolution. A Gaussian

�t to each distribution is also shown.

�i =
xfi � xmi

�i
(C.7)

From the distributions of �2 and the pull quantities we can conclude that our implementation

of the �tter was correct. Finally we plotted the �2 distributions for W+jets, QCD multijet,

WW and mSUGRA events in Figure C.2. As expected they have larger means than tt events.
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Figure C.1 �2 distribution of 3C �t to tt events. The top plot shows the �2

distribution for �ts which result in the correct permutation. A

�2 function with 3 degrees of freedom is also drawn. The mid-

dle plot shows the �2 distribution for events which a matching

between the �tted jets to partons is identi�able (although may

not be correct). The ratio of the number of events in the top

plot to the middle plot gives how often our �tter results in a

correct permutation. The rate is 52%. The bottom plot shows

the �2 distribution we would expect for our data tt events. For

representation purpose, the middle and the bottom plots show

the �2 distributions only up to �2 = 100.
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APPENDIX D NEURAL NETWORKS

In this analysis, we extensively used neural networks (NN) 1 to obtain optimal selection cut

on signal against background. This appendix attempts to give a brief introduction to neural

networks.

D.1 Perceptron

Neural networks are mathematical simulations of human brain to do pattern recognition.

They are usually composed of networks of many simple units which are called perceptrons 2.

A typical perceptron has many inputs and one output as shown in Figure D.1. It performs the

following functions:

� all the inputs are combined linearly, e.g., for the perceptron in Figure D.1,

yi =
X
k

wikxk + �i; (D.1)

where index i denotes the ith perceptron and � denotes the perceptron threshold. Index

k sums over the number of the inputs;

� send an output signal to other perceptrons. The output signal is a linear or a non-linear

transformation of y. For a non-linear transformation, the most popular function is the

sigmoid function. One of such is given in Equation D.2 and plotted in Figure D.2.

g(y) =
1

1 + e�y
: (D.2)

1In fact they should be called arti�cial neural networks (ANN) to be distinguished from the biological neural
networks. We use NN throughout in this analysis to refer to arti�cial NN.

2The biological analogy of a perceptron is a neuron.
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Figure D.1 A perceptron.

The sigmoid function in Figure D.2 shows a \turn-on" feature. For a large positive

argument it is activated (output � 1), while for a large negative argument it is dormant

(output � 0).
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Figure D.2 The sigmoid function: g(x) = 1
1+e�x

.
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D.2 Mathematical Interpretation

There are many kinds of neural networks. The one which is used most extensively and is

used in this analysis is called the feed-forward network. \Feed-forward" refers to the direction

in which values are propagated through the network. A network is usually composed of many

layers of perceptron. Figure D.3 shows a simple feed-forward network with three layers: one

input layer, one hidden layer, and one output layer. Each point in the �gure is called a node.

A network of this structure is also called a multilayer perceptron (MLP). MLP�t [59] software

package, which is used in this analysis, is named after this. The output of such a network can

be written as

O(x1; x2; : : : ; xn) = g

� mX
j

wj � g
� nX

k

wjkxk + �j

�
+ �

�
; (D.3)

where k and j sum over the nodes in the input layer and the hidden layer respectively. There

are n (m) nodes in the input (hidden) layer. The �'s are thresholds.
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Figure D.3 A multilayer perceptron feed-forward neural network. There are

2 input nodes, 3 hidden nodes, and 1 output node.

It has been shown that feed-forward networks with a single hidden layer are capable of
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approximating virtually any function in practical application to an arbitrary precision, provided

that they have su�cient number of nodes in the hidden layer [70]. It has also been shown that

if such networks use thresholds or sigmoid activation function they are universally consistent

estimators of binary classi�cations, i.e., signal and background classi�cation [71]. In high energy

physics, the most common task is to distinguish signal from background. Usually a set of

variables are constructed, each of which has a di�erent distribution for signal and background.

We want to �nd a function which maps these variables to a single output to optimally classify

whether a particular set of inputs belongs to signal or background. This function is called the

mapping function and is usually non-linear. It can be so complicated that its construction from

�rst principle, e.g., from matrix element calculation, is practically impossible. Neural networks

try to �nd an approximation to the mapping function by �nding the weights and thresholds in

Equation D.3. Furthermore, the output of an MLP actually represents the Bayesian posterior

probability for either signal or background [72].

A frequently asked question is why we need thresholds in the network. This can be answered

by looking at Equation D.3.
P

k wjkxk+�j represents a hyperplane in the multi-variable space.

Without a threshold we would be requiring the hyperplane to pass the hyperspace origin,

restricting the generality. Another question is why we need the non-linear transformation. This

is because a composition of linear function is again a linear function while most problems are

nonlinear. To approximate a non-linear mapping function, non-linear transformation has to be

used.

D.3 Using Neural Networks

The weights and thresholds in the neural networks are obtained by a process called \train-

ing", much similar to the human learning process. The training is performed on the signal and

background simultaneously. A mean square error function E is constructed

E =
1

2Np

NpX
1

NX
1

(O
(p)
i � t

(p)
i )2; (D.4)
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where O
(p)
i is the NN output for pattern p (signal or background); t

(p)
i is the training target

(or the expected training result; in our case it is 0 for background and 1 for signal); Np is the

number of patterns (events) in the training samples; and N is the number of network outputs

(set to 1 in this analysis).

The goal of training is to minimize function E. After su�cient training a set of weights

and thresholds, and an approximation to the mapping function as de�ned in Equation D.3

are obtained. We apply this function to data events to classify whether they are signal or

background.

The number of free parameters in an NN is equal to the total number of weights and

thresholds in the network. For an MLP with I input nodes, H hidden nodes, and 1 output

node, the number of free parameters is I�H+2H+1. In order to su�ciently train the network

so that it can approximate the mapping function well, the number of training events is usually

required to be at least an order of magnitude larger than the number of free parameters. This

requirement is always satis�ed in this analysis.

Care must be taken to avoid over-training the network. Statistical 
uctuation of the variables

in both signal and background provides a \noise" to the network. Over-training happens when

the network is learning the noise, as well as the signal or background. The usual method

to avoid over-training is to examine the mean square error of a statistically independent test

sample. The noise is not the same in the training sample as in the test sample. If the noise

in the training sample is being learned, it will lead to an increase in the mean square error in

the test sample. In this analysis, every training was monitored with a statistically independent

sample.
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