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2010 RENCONTRES DE MORIOND

The XLVth Rencontres de Moriond were held in La Thuile, Valle d’Aosta, Italy.

The first meeting took place at Moriond in the French Alps in 1966. There, experimental
as well as theoretical physicists not only shared their scientific preoccupations, but also
the household chores. The participants in the first meeting were mainly french physicists
interested in electromagnetic interactions. In subsequent years, a session on high energy
strong interactions was added.

The main purpose of these meetings is to discuss recent developments in contemporary
physics and also to promote effective collaboration between experimentalists and theo-
rists in the field of elementary particle physics. By bringing together a relatively small
number of participants, the meeting helps develop better human relations as well as more
thorough and detailed discussion of the contributions.

Our wish to develop and to experiment with new channels of communication and dialogue,
which was the driving force behind the original Moriond meetings, led us to organize a
parallel meeting of biologists on Cell Differentiation (1980) and to create the Moriond
Astrophysics Meeting (1981). In the same spirit, we started a new series on Condensed
Matter physics in January 1994. Meetings between biologists, astrophysicists, condensed
matter physicists and high energy physicists are organized to study how the progress in
one field can lead to new developments in the others. We trust that these conferences and
lively discussions will lead to new analytical methods and new mathematical languages.

The XLVth Rencontres de Moriond in 2010 comprised three physics sessions:

• March 06 - 13: “Electroweak Interactions and Unified Theories”

• March 13 - 20: “QCD and High Energy Hadronic Interactions”

• March 13 - 20: “Cosmology”
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LHCb COMMISSIONING

CATERINA DEPLANO
on behalf of the LHCb Collaboration

INFN Cagliari, Italy

LHCb is a dedicated detector for b and c physics at the LHC. The construction and the
installation of the LHCb detector have been completed. This presentation reviews the status
of the commissioning and the various steps taken so far are described. The results of the first
beam-beam interactions recorded in the Winter 2009 are briefly presented.

1 Introduction

The LHCb experiment1 is a forward spectrometer dedicated to the study of heavy flavour physics
at the Large Hadron Collider. Its primary goal is to look for indirect evidence of new physics
in CP violation and rare decays of beauty and charm hadrons. During the 2009 data taking,
at s1/2 = 900 GeV, about 7 µb−1 integrated luminosity has been collected while the expected
integrated luminosity for the next 2010-11 long run is about 1 fb−1 at s1/2 = 7 TeV. In nominal
conditions, at an energy in the center of mass of 14 TeV, the expected integrated luminosity
in one year of data taking is 2 fb−1/107s, which corresponds to 1012 bb̄ pairs. The LHCb
experiment will exploit the high bb̄ cross-section of 500 µb, about 0.6 % of the total. Therefore
there will be a large amount of B and D mesons to be studied, but with a high background
rate. For this reasons the detector is required to have a highly selective trigger, a good vertex
reconstruction and a good particle identification.

2 The LHCb Detector

The schematic view of the LHCb detector is shown in Fig. 1. Since bb̄ pairs are mostly produced
in the forward or backward direction, the LHCb detector was designed as a forward spectrometer,
covering a pseudo-rapidity range of 1.9 < η < 4.9. The LHCb experiment is made of several
detector subsystems. The two beams, called Beam1 and Beam2, cross inside the vertex locator
system, called VELO, which is a silicon detector. The Beam1 comes in the forward direction
of the LHCb spectrometer, from the VELO through all the detector, while the Beam2 comes
from backward. To achieve an excellent K π separation in the momentum range from 2 to
100 GeV/c, there are two Ring Imaging Cherenkov counters (RICH1 and RICH2), which use
Aerogel, C4F10 and CF4 as radiators. The RICH1 is just after the VELO, while the RICH2 is
before the calorimeters system. Between the two RICHes the tracking system is located. It is
made up of a Trigger Tracker (a silicon microstrips detector, called TT) in front of the magnet,
and three tracking stations behind it, made of silicon microstrips for the Inner Tracker parts
(IT) and of Kapton/Al straws for the Outer Tracker parts (OT). The spectrometer magnet is
a warm dipole, providing an integrated field of 4 Tm. The calorimeter system is composed of a
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Figure 1: Schematic view of the LHCb detector, from the event display.

Scintillator Pad Detector and Preshower (SPD/PS), an electromagnetic calorimeter (ECAL) and
a hadronic calorimeter (HCAL). Finally, the muon detection system providing µ identification
and contributing to the Level-0 trigger of the experiment, is composed by five stations of MWPCs
except in the highest rate region, where triple-GEM detectors are used. The trigger architecture
is conceived in two levels. An hardware level, or Level0 (L0), reduces the effective input rate
of 12 MHz to 1 MHz. It takes information from the VELO, Calorimeters and Muon systems
at 40 MHz rate and it is based on the identification of muon, electromagnetic and hadron
high pT candidates while rejecting multiple interactions. The software level, called High Level
Trigger (HLT), is organized in two stages, the first one (HLT1) checks the L0 candidate using
information coming from the tracking sub-detectors and adds impact parameters and lifetime
cuts. The second one (HLT2) is able to perform global event reconstructions and decay channel
selections. The output of the HLT corresponds to a rate of 2 kHz and an event size of about
40 kB.

3 Commissioning without beam

The LHCb commissioning started in 2007. The main purposes were initially to test and calibrate
each detector subsystem individually and finally run the LHCb detector as a whole. It is possible
to divide the detector commissioning into two phases: the first without beam while the second
with circulating beams and the first pp collisions. In the first phase, the hardware operations
controls and monitoring have been tested for each sub-detector individually. Calibration pulses
(using LED, radioactive source or test pulse) have been used to test the response of the hardware,
allowing to check cables connectivity, channels mapping and to spot any dead or noisy electronic
channel. An internal time alignment of about 1 ns between the electromagnetic and the hadronic
calorimeter was reached while each muon station has been internally aligned at about 3 ns. From
the data produced by each sub-detector, the initial settings of time and spatial alignment had
been set to reasonable values for each subsystem individually while no relative time alignment
was set among different sub-detectors.

3.1 Commissioning with cosmic rays

Even if the cosmics rate related to the LHCb geometrical acceptance in a 100 m underground
cavern is less than 1 Hz/m2, about 4 M events have been collected starting from the Spring of
2008. The cosmics are well visible only in the external regions of the large area sub-detectors:
the Muon, the Calorimeters and the Outer Tracker and were very useful to test the operation
of the trigger logic. In order to acquire cosmics events, a dedicated selection has been used for
the L0 trigger: thresholds on pT and ET have been lowered in order to be sensitive to minimum
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Figure 2: Beam-Gas interaction. Left: Beam1-gas; right: Beam2-gas.

ionizing particles (10 Hz rate); the coincidence of the two last muon stations (4 Hz rate) or the
central muon station alone (60 Hz rate) has been required; tracks have not been constrained to
point to any vertex. Moreover instead of acquiring a single bunch crossing (25 ns) per event, a
time windows of several bunch crossing centered on the triggered one was opened, to allow the
start of the time alignment among different sub-detectors. Calorimeters and Muon detectors
were aligned at 3 ns for forward cosmics tracks. An improvement of the Muon detector internal
time alignment was possible using cosmics data: the r.m.s. time distribution from 9 ns (first
cosmics 2008) to about 4 ns (last measurements 2010).

4 Commissioning with beam

On September 2008 the beams started to circulate in the LHC. We could profit of the LHC
injection tests to continue the time alignment between sub-detectors and to start the spatial
alignment. The beam-gas interactions and the first beam collisions in the Winter of 2009 allowed
to tune the LHCb detector calibration and to see the commissioning results.

4.1 LHC injection test

Several injection tests have been performed by the LHC group. In the first-one the beam was
injected from the SPS into the LHC to test the new injection lines. The Beam2 was dumped
on the injection line beam stopper (TED) about 350 m downstream of the LHCb experiment:
the particles come from behind the detector and the fluence was about 10 particles/cm2 in the
center of the shower. In a second step, the beam was stopped 50 m from the LHCb detector
in a collimator/beam stopper (TDI) just after the kicker injection magnet: in this case the
fluence was 100 times higher. Finally, the beam was injected and passed through the LHCb
experiment. Beam induced data have been used to perform a more precise time and spatial
alignment, especially for those detectors which could not make use of cosmic events. In particular
was possible the check of the space alignment of the VELO in itself and the relative alignment
between the VELO and the TT, which is within the specifications: the track residuals correspond
to about 500 µm with offset between 150 and 300 µm, while the expected uncertainty in VELO-
TT extrapolation is about 300 µm.

4.2 Beam-gas interaction

The circulating beams interact with the residual gas inside the beam pipe. On November 2009
about 80 k interactions between the beams and the residual gas have been collected and then
reconstructed by the VELO. In Fig. 2 two events of beam-gas interaction are reported. On
the left there is one interaction related to the Beam1, where the event is triggered by the
Calorimeters. While on the right an event related to the Beam2 and triggered by the VELO
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Figure 3: Dimuons from 2009 runs. Left: one dimuon event; right: the dimuon invariant mass distribution.

backward silicon stations is shown. The VELO is made with retractable detector halves which
must be open (30 mm per side) during injection, to avoid detector damage, and can be closed in
stable beam condition (Ebeam > 2 TeV). During the 2009 runs (Ebeam = 450 GeV) the VELO
was open at 15 mm per side and a crossing angle of 2 mrad between Beam1 and Beam2 on
the [xz] bending plane have been reconstructed as expected with the full magnetic field, of the
LHCb dipole magnet, at Ebeam = 450 GeV.

5 First Result from 2009 beam-beam collisions and Conclusions

In the 2009 runs about 7 µb−1 of integrated luminosity 2 of minimum bias triggers were recorded
with all the sub-detectors operational, which correspond to about 260 k pp collisions, beam-
gas subtracted, at Ebeam = 450 GeV. Several particles have been reconstructed, whose mass is
agreement with the PDG value, such as:

• π0, routinely monitored on-line, < m >= (133 ± 3)MeV/c2, σ = (11 ± 4)MeV/c2.

• Λ, reconstructed only with the tracking detectors:
< m >= (1115.6 ± 0.2)MeV/c2, σ = (3.1 ± 0.2)MeV/c2. Using the full tracking power,
including VELO (still open at 15 mm per side) was measured a σ = (1.4 ± 0.1)MeV/c2.
More details on V0 production can be found in 3.

• Φ, reconstructed using the RICH particle identification,
< m >= (1019.61 ± 0.22)MeV/c2, σGauss = (1.75 ± 0.32)MeV/c2.

The muon detector time resolution is in perfect agreement with expectation (σ = 3.6 ns) and
the invariant mass distribution of the dimuons events is reported in Fig. 3.

In conclusion the LHCb detector is in good shape! Cosmics data and the initial LHC
accelerator operation have been very useful for the commissioning of the LHCb detector. Beam-
induced events and the first collisions were used to conclude the commissioning while high
statistics will be used to fine tune the calibrations.

References

1. The LHCb Collaboration, The LHCb Detector at the LHC, Journal of Instrumentation
vol. 3 2008.

2. see the presentation of Vladik Balagura, Luminosity measurement at LHCb.
3. see the presentation of Mathias Knecht, Prompt V0-production in inelastic pp-collisions

at LHCb.



Luminosity measurement in the first LHCb data

V.Balagura on behalf of LHCb collaboration
CERN, CH-1211 Geneva 23, Switzerland

Using a novel method of beam profile reconstruction with beam-gas interactions a preliminary
measurement of the luminosity in the LHCb detector is presented for the LHC pilot run of
December 2009. The integrated luminosity for the runs considered is found to be 6.8±1.0 µb−1.

1 Introduction to beam-gas method

In December 2009 LHC delivered first collisions for its four experiments. In the first physics runs
LHC worked without acceleration, so that protons injected from SPS accelerator were collided
in December at the SPS energy of 450 GeV per beam. In 2010 – 2011 the LHC collision energy
will be 3.5+3.5 TeV, and after the 2012 upgrade it will be raised close to 7+7 TeV. Even though
the energy and the statistics accumulated in December commissioning run was small, it was still
possible for LHCb to perform its first physics measurement on the topic of K0

S production in the
forward region 1. This paper describes the LHCb luminosity measurement needed to calculate
the K0

S cross section.
In general, there are several ways to measure luminosity in accelerators. When LHCb ac-

quires large data samples it will be possible to determine the luminosity through normalising to
physics processes with well known cross-sections, such as pp→ ZX → µ+µ−X and pp→ ppγγ.
In 2009 we instead relied on a direct method. In this approach the luminosity was obtained
through measurements of the beam profiles made by LHCb in beam-gas and beam-beam colli-
sions, and knowledge of the LHC beam intensities. Consider the formula for the instantaneous
luminosity 2

L = fN1N2K ·
∫
ρ1(�r, t)ρ2(�r, t) d3�r dt. (1)

Here K =
√

(�v1 − �v2)2 − (�v1×�v2)2

c2
is the kinematic relativistic factor, N1,2 are the number of

particles in the colliding bunches all moving with the velocities �v1,2 (|�v1 ≈ |�v2| ≈ c), ρ1,2(�r, t)
are the normalized particle densities so that

∫
ρ1,2(�r, t) d3�r = 1 at any time t, and f = fr · nbb is

the frequency of collisions precisely known from the LHC revolution frequency fr = 11.246 kHz
and the number of colliding bunches in the ring nbb (in December 2009 it was either 2 or 8).
The bunches were analysed individually. Their intensities N1,2 were measured in LHC by the
so called Fast BCT (Beam-to-Current Transformers) and DC (Direct Current) BCT systems.
The latter had better accuracy but measured only the total current in the ring. The fraction of
intensity in the individual bunch was taken from Fast BCT measurements available per-bunch.
The LHC design precision of N1N2 product measurement is 2%, but during commissioning in
December it was 12% which led to this uncertainty becoming a dominating error.



Figure 1: Images of the first (left) and the second (right) LHC beams reconstructed in the beam-gas interactions
in the horizontal x-z (top) and vertical y-z (bottom) planes. Statistics for the second beam is lower due to smaller

trigger efficiency. The crossing angle in the x-z plane is due to the LHCb dipole magnet.

Due to the bending field of the LHCb dipole the proton beams collide with a finite crossing
angle of 2α. At beam energies of 450 GeV α = 2.1 mrad. This crossing angle is evident from the
top plot of Fig. 1 which shows the reconstructed vertices of beam-gas interactions in the bending
plane x-z. The lower plot is the corresponding picture in the non-bending plane y-z. Here the
z-axis is chosen to be along the direction ∆�v = �v1 − �v2. With the conventions �v0 = (�v1 + �v2)/2,
�v1,2 = �v0 ± ∆�v/2, we may integrate Eq. 1 over z and t:

L
fN1N2

= K
∫
ρ1(�r − �v1t, 0) ρ2(�r − �v2t, 0) d3(�r − �v0t) dt =

= K
|∆�v|

∫
ρ1(x, y, z − |∆�v|

2 t, 0) ρ2(x, y, z + |∆�v|
2 t, 0) d(z − |∆�v|

2 t) d(z + |∆�v|
2 t) dx dy ≈

≈ ∫ ρ⊥1 (x, y) ρ⊥2 (x, y) dx dy, (2)

where ρ⊥1,2(x, y) =
∫
ρ1,2(x, y, z, 0) dz are the projections of the densities onto x-y plane. They are

determined by measuring the beam profiles visible in the beam-gas interactions assuming that
the small amount of gas remaining in the beam pipe is distributed uniformly in the transverse x-y
plane. This is a novel method suggested in 3 and relying on the unique LHCb vertex resolution.
It is used here to measure the luminosity for the first time. For simplicity, the beam shape was
approximated in the following as a Gaussian.

2 LHCb run in December 2009

LHCb is a forward single-arm spectrometer. A full description may be found in 4. The most
important subdetector for the present analysis is the precision Vertex Locator (VELO).

Since the event rate in December was low (� 20 Hz) it was possible to record almost all
interactions with a very loose minimum bias trigger. The event was selected if it had either
≥ 240 MeV energy deposition in the hadron calorimeter and ≥ 3 fired pads in the Scintillator
Pad Detector in front of the calorimeters, or ≥ 8 hits in the upstream VELO layer. The first
(second) requirement also effectively selected the beam-gas interactions for the first (second)
beam going in (opposite to) the direction of LHCb detector. The trigger efficiency for the
second beam was lower, the corresponding statistics of reconstructed vertexes is shown in Fig. 1
on the right.



The VELO detector contains 21 layers of silicon wafer pairs with r and φ readout. Every
layer has left and right parts. Due to safety reasons they are kept in retracted positions far from
the beams until the LHC conditions become stable and the physics run starts. The LHC beams
get narrower with the energy. At 450 GeV in December they were broad. Because of this and
the relatively large crossing angle it was not possible for reasons of detector and machine safety
to close fully the VELO halves. Therefore during data taking they were positioned 15 mm
away from the nominal x positions. The VELO vertex resolution was determined from data
in the following way. N vertex tracks were randomly split into two equal halves to form two
independent vertexes. Their separation divided by

√
2 gave a resolution estimate for a vertex

with N/2 tracks. The resolution was parametrized as a double Gaussian with sigmas linearly
dependent on z position for the beam-gas interactions, and approximately as 1/

√
N on the

number of tracks. The resolution for the beam-beam interactions with larger opening angles
between the tracks was slightly better than for the beam-gas vertexes. The parametrization was
used in the following to deconvolve the resolution from the reconstructed beam profiles.

In addition to the bunches colliding at LHCb, the accelerator contained also the bunches
for three other experiments. In LHCb these bunches did not collide and produced only beam-
gas interactions, like those shown in Fig. 1. Only the bunches which collided in LHCb are
relevant for the luminosity measurement. These bunches produced both beam-beam and beam-
gas interactions. They could be distinguished using the vertex z position. The luminous region
around a nominal interaction point z = 0 was dominated by the beam-beam interactions (≈99%),
while the region |z| > 150 mm contained a pure sample of the beam-gas vertexes. Projections of
the latter to the beam transverse planes deconvolved with the VELO resolution gave the beam
profiles. It was checked that the position µLum. and the width σLum. of the luminous region were
compatible with the predictions obtained from the beam profiles. In the simple case of Gaussian
beams without crossing angle, µLum. and σLum. are related to the corresponding parameters of
the individual beams via the following formulas

σLum. =
√

σ1σ2

σ2
1+σ2

2
, µLum. = µ1/σ2

1+µ2/σ2
2

1/σ2
1+1/σ2

2
. (3)

This constraint corrected numerically for the small crossing angle in the x-z plane was
then used in the overall fit of beam-beam and two beam-gas profiles. It considerably improved
precision due to the large statistics of the beam-beam events. One example of the fit in the
vertical projection for one of the colliding bunch pairs is presented in Fig. 2, with the contribution
from VELO resolution superimposed.

Figure 2: From left to right: LHCb preliminary profiles of the beam-gas interactions for the first and the second
beam and of the luminous region in the vertical direction, for a single colliding bunch pair, fit to the Gaussian

convoluted with the vertex resolution. The latter is superimposed separately in the center for comparison.



The fit gave Gaussian beam widths transverse to the beams. In Eq. 2, however, for the
overlap integral we need projections transverse to z axis. Due to the crossing angle between z
and the beams in x-z plane, the particle spread along the beams produced an extra spread in
the x projection. Therefore we added σz sinα in quadrature to the widths measured in x, where
the Gaussian width along the beams σz was estimated from the z width of the luminous region,
σz =

√
2σLum.

z , assuming that σz for both beams was the same. This correction reduced the
resulting luminosity by a factor of 0.92.

Using the reconstructed profiles ρ⊥1,2(x, y) and Eq. 2, the luminosity was measured in four
different periods with various running conditions. The ratio between obtained results was con-
sistent with the ratio of the number of reconstructed beam-beam vertexes in the same samples.
We selected the best running period containing 25% of all available statistics, with two colliding
bunches and a good alignment of the two beams to minimize the influence of the beam position
uncertainty on the overlap integral. The luminosity measured in this period was extrapolated
to the entire sample using the number of reconstructed beam-beam vertexes, yielding the pre-
liminary result Lint = 6.8 ± 1.0 µb−1. The systematic uncertainty received contributions from
the measurements of the beam intensities (12%), widths (5%), relative positions (3%) and the
crossing angle correction (1%).

3 Conclusions

The integrated luminosity collected in LHCb during the first physics run in December 2009 is
measured to be 6.8 ± 1.0 µb−1. This result is preliminary. It is determined from the beam
profiles reconstructed in the beam-gas interactions. This novel method relies on the precision
LHCb vertex reconstruction and is applied for the first time. The systematic error of the
measurement (14%) is dominated by the beam intensity uncertainty. In 2010 it should be
considerably improved allowing to achieve precision in future luminosity measurements at the
level of ∼ 5%.
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Tracking Performance at CMS
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The first LHC collisions at center of mass energies of 900 GeV and 2360 GeV were recorded
by the CMS detector in December 2009. The trajectories of charged particles produced in the
collisions were reconstructed using the all-silicon CMS Tracker and their momenta were mea-
sured in the 3.8 T solenoidal magnetic field. In this paper the results from track reconstruction
are presented to demonstrate the overall performance of the CMS Tracker.

1 Introduction

CMS 1 is one of the four detectors at the Large Hadron Collider (LHC) of CERN. It has been
designed primarily to perform new physics studies at the highest energies achievable with the
LHC. The main components of CMS are a muon detection system, electromagnetic and hadronic
calorimeters, and an inner tracking system (Tracker). The Tracker provides robust, efficient, and
precise reconstruction of the charged particle trajectories inside a 3.8 T axial magnetic field. The
design transverse momentum resolution is typically 0.7 (5)% at 1 (1000) GeV/c in the central
region and the impact parameter resolution for high momentum tracks approaches 10 µm.

The CMS Tracker1, consists of two main detectors: a Silicon Pixel Detector, located close to
the interaction region, and a Silicon Strip Detector, covering the region from ≈ 25 cm to ≈110 cm
in radius, and ≈ 270 cm on either side of the collision point along the LHC beam axis. The
pixel detector has 66 million active elements instrumenting a surface area of about 1 m2. It is
designed to provide three high precision three-dimensional determinations of particle trajectory
points. The strip detector has 9.3 million active elements instrumenting a surface area of 198
m2. It is designed to provide 9-13 high precision determinations of particle trajectory points in
the region of pseudorapidity |η| < 2.4; about half of the coordinates originate from a sensor pair
where one of the two sensors is tilted by 0.1 radians, hence providing also a measurement of the
z coordinate.

The results presented in this paper were obtained using data samples collected by the CMS
experiment during LHC operation in December 2009 at proton-proton center-of-mass energies
of 900 GeV and 2360 GeV. Due to the relatively low LHC luminosity, the event selection was
mainly based on a minimum bias trigger system consisting of beam scintillator counters 2. The
total number of selected minimum bias events is about 305 000, corresponding to an integrated
luminosity of approximately 10 µb−1 at 900 GeV and 0.4 µb−1 at 2360 GeV.

Prior to the LHC pp collisions, the CMS detector was commissioned using about 10 million
cosmic muon events, collected under detector and magnetic field conditions similar to the con-
ditions during pp collisions 3. The analysis of cosmic muon data provided good initial operating



points for the pixel detector, the strip detector and the tracker alignment. For instance, the
precision achieved for the Tracker alignment parameters (∼3-4 µm in the pixel barrel local x
and y coordinates) is already adequate for the precise determination of impact parameters and
the reconstruction of secondary vertices.

2 Track Reconstruction

The track reconstruction algorithms rely on a good estimate of the proton-proton interaction
region, referred to as the beamspot. The beamspot is used as a precise estimate of the primary
interaction point (in the transverse direction) prior to primary vertex reconstruction. After the
beamspot is known, an initial round of tracking and vertexing is done using only pixel hits. The
pixel vertices found at this stage are used in the standard tracking.

The standard track reconstruction at CMS is performed by the combinatorial track finder
(CTF) 4. Tracks are seeded from either triplets of hits in the tracker or pairs of hits with
an additional constraint from the beamspot or a pixel vertex, yielding an initial estimate of
the trajectory, including its uncertainty. The seed is then propagated outward in a search for
compatible hits. As hits are found, they are added to the trajectory and the track parameters
and uncertainties are updated. This search continues until either the boundary of the tracker
is reached or no more compatible hits can be found. An additional search for hits is performed
starting from the outermost hits and propogating inward. In the final step, the collection of hits
is fit to obtain the best estimate of the track parameters, and tracks are filtered to remove those
that are likely fakes.

The current implementation of the CTF performs multiple iterations. Between each itera-
tion, hits that can be unambiguously assigned to tracks in the previous iteration are removed
from the collection of tracker hits to create a smaller collection that can be used in the subse-
quent iteration. The first iterations look for prompt tracks, progressively of lower momentum.
The following iterations are intended to find displaced tracks or tracks lacking pixel hits.

Finally, starting from the track collection, the primary interaction vertices in the event are
reconstructed using an adaptive vertex fit.

3 Tracking Performance

Before using the tracks in further reconstruction of resonances or other objects, a comparison of
basic distributions (number of hits per track, transverse momentum, angular parameters impact
parameters, normalized χ2) between the data and simulation was performed, revealing a general
agreement in the shape of all variables.

After that, a careful study of the primary vertex and the beamspot reconstruction was
performed. The beamspot measurement was performed during each LHC fill, confirming the
stability of the luminous region along these first runs: variations in the position of the beamspot
were at the level of ∼0.5 mm in x and y and ∼2 cm in z.

The resolution of the primary vertex was evaluated as a function of the two quantities that
most affect this measurement: the multiplicity of tracks used in fitting the vertex and the pt
of those tracks. Figure 1 shows the x and z resolutions for different average pt ranges. While
the resolution differs considerably depending on pt and multiplicity, the simulation accurately
reproduces the data results.

More details about the tracking performance during the 2009 data-taking can be found at 5.



(a) (b)

Figure 1: Primary vertex resolution in x (a) and z (b) versus number of tracks. The three sets of results in each
plot show different average pt ranges and within each pt range, data and simulation are compared.

3.1 Reconstruction of Resonances

The collection of tracks was then used to reconstruct the decays of K0
S , Λ0, Ξ±, and K?(892).

The measurement of the masses and lifetimes of these well-known particles provides an initial
validation of the reconstruction (for both prompt and displaced tracks), vertexing, and the
magnetic field.

The K0
S and Λ0 candidates were reconstructed by their decay to π+π− and pπ− (+ charge

conjugate), respectively. The K0
S candidates were then combined with charged tracks from the

primary vertex to search for the strong decay K∗(892)− → K0
Sπ

−. The Ξ− was reconstructed
through its decay to Λ0π−. As the Ξ− is a long-lived baryon, the π− from the Ξ− decay is
detached from the primary vertex rather than originating from the primary vertex.

The mass distributions, along with the overlaid fits, are shown in Fig. 2. The mass values
obtained fitting the data distributions are in good agreement with the world average values
(PDG 6), as shown in Table 1.

Table 1: Summary of PDG and data masses. Uncertainties for data results are statistical only.

Mass (MeV/c2)
particle Data PDG

K0
S 497.68± 0.06 497.61± 0.02

Λ0 1115.97± 0.06 1115.683± 0.006
K∗(892)± 888.3± 3.2 891.66± .26

Ξ− 1322.8± 0.8 1321.71± 0.07

For the K0
S and Λ0, the lifetime was also measured. The yield of the reconstructed candidates

under the mass peak was correlated with the proper decay length (ct = mL/p) of the candidates.
Appropriate correction factors, evaluated on simulated data, were applied to the measured
yield, in order to take into account the efficiency variation versus lifetime. The goodness of the
exponential fit of the calibrated yield versus ct indicates the accuracy of the estimated correction
factors. The results, τK0

S
= 90.0±2.1 ps and τΛ0 = 271±20 ps, are both within 1 σ of the world

average 6.
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Figure 2: Invariant mass, with fit, of the π+π− pairs - for the K0
S - (a), of the pπ− (+ charge conjugate) pairs -

for the Λ0 - (b), of the Λ0π− (+ charge conjugate) pairs - for the Ξ± - (c), and of the K0
Sπ

− (+ c.c.) pairs - for
the K∗(892)±. Uncertainties shown are statistical only.

3.2 Particle identification with dE/dx

Although the primary function of the strip tracker is to provide hit position information for
track reconstruction, the charge collected in a hit cluster provides a measure of the energy loss
(dE/dx) of a particle while traversing the silicon sensor. A dE/dx estimator based on the
measurements in the strip tracker modules traversed by a particle, is used in combination with
the measured momentum p of the track to identify the mass (particle type) of the traversing
particle.

Figure 3(a) shows the relationship between the dE/dx estimator and momentum in the
900 GeV data. In the figure, clear bands can be seen for kaons and protons and to a much
lesser extent for deuterons. Figure 3(b) shows the mass distribution of tracks as determined
by the same dE/dx methods. Clear kaon and proton peaks can be observed, as well as good
agreement for the peaks with a Monte Carlo simulation. The particle identification technique
was validated for protons and kaons using data driven methods based on reconstructed samples
of Λ0 → pπ− and φ(1020) → K+K− decays. These decays provide clean samples of protons
and kaons, subsequently identified by the dE/dx tool. This technique can be used to aid in the
detection of very massive charged states, such as heavy stable charged particles 7.



(a) (b)

Figure 3: dE/dx estimator versus particle momentum (a). Frequency of tracks as a function of mass as determined
by the measured energy loss (b). The generator used for the simulation, PYTHIA, does not produce deuterons,
although they can be produced in the subsequent GEANT hadron showers. This explains the observed deficit in

the Monte Carlo prediction.

3.3 Reconstruction of Photon Conversions and Nuclear Interactions

Photon interactions with the tracker material can produce e+e− conversion pairs while for
hadrons, a nuclear interaction can produce multiple hadrons. These interactions could reduce
the efficiency for low energy photon finding by the electromagnetic calorimeter, as well as the
resolution of many hadronic observables such as jets or missing transverse energy. To improve the
description of the reconstructed event the identification of conversions and nuclear interactions
is part of the tracker reconstruction.

The December 2009 collision data allowed to validate the performance of the identification
procedures, and to confirm our understanding of the material in the Tracker. For instance, the
distribution of the interaction positions provides a means of observing material in the detector.
The distribution versus radial position ρ of the nuclear vertices, compared to the simulation,
is shown in Fig. 4. The simulation histogram is normalized to the total number of nuclear
interactions found in data in the full z range. The good agreement between the data and
simulation indicates a consistent description of the material distribution in this region.

4 Conclusions

The performance of the CMS Tracker has been studied using the collision data at center-of-
mass energies of 0.9 and 2.36 TeV. The tracking and vertexing resolutions are in agreement
with the expected design performance in minimum bias events, for the level of the alignment
achieved. Studies of the decays of K0

S ,Λ
0, Ξ−, and K∗(892)− test the capability to reconstruct

displaced vertices and agree well with predictions from simulation, providing strong tests of our
understanding of the magnetic field, tracker material, and detector performance. The accuracy of
the tracker material description is demonstrated by the agreement between data and simulation
for photon conversions and nuclear interactions. Ionization energy loss measurements in the
tracker provide good particle identification at low momentum.

The excellent tracking performance in the early collision running demonstrates that the
all-silicon CMS Tracker fully meets its design specifications.



Figure 4: The nuclear interaction vertices: distribution of the radial position ρ for |z| < 26 cm. The beam pipe at
radius of 3 cm, as well as the three barrel pixel layers at average radii of 4.3 cm, 7.3 cm, and 10.2 cm, are clearly
seen. In the data, the beam pipe center is offset from the pixel detector center resulting in a smeared distribution

versus radius.
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ATLAS Tracking Results from the first Collision data-taking Period
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The first collision data taking period with stable beam conditions at the LHC at
√

s = 900
GeV in December 2009 provided stringent tests of the ATLAS track reconstruction. The
detailed understanding of the performance of the track and vertex reconstruction chains has
been an integral component of the first charged particle distribution measurements in proton-
proton collisions published by the ATLAS collaboration. The very good description of the
data by the ATLAS Monte Carlo simulation for track quantities and the reconstruction of
weakly decaying particles is shown.

1 Introduction

The data shown here was taken during the stable LHC1 running periods between December
6 and 15 2009, when the ATLAS tracking detectors2 were in full operational mode and the
magnetic field of the solenoid was on. Approximately half a million events were collected by
requiring a hit on either side of the minimum bias trigger scintillators. To reduce the contribution
from beam backgrounds, a reconstructed primary vertex was required. The understanding of
the detector in terms of e.g. material budget or inactive modules is important for performance
studies and physics analyses. Therefore the observed LHC and detector conditions including
inactive modules and channels were used in the Monte Carlo (MC) simulation.

2 Track Reconstruction Performance in the Inner Detector

The main reconstruction sequence in the inner detector is an inside-out track reconstruction
chain. Track candidates are formed from space points in the silicon detector, which consists of
the innermost pixel detector which is inside a silicon microstrip detector (SCT). These track
candidates are then extended into the transition radiation tracker (TRT) that provides additional
particle identification. A loose track selection was chosen: tracks within a pseudorapiditya range
of |η| < 2.5, a reconstructed transverse momentum pT greater than 500 MeV, and with a
minimum of 7 hits in the silicon detector were selected. Additional requirements, such as a
maximum number of holes and shared hits on a track are applied in the pattern recognition.
There is a very good description of the data by the ATLAS MC simulation. Figure 1 illustrates
this by comparing the number of associated pixel hits per selected track. The number of holes —
i.e. expected hits not associated to a track — is an even stronger test of the pattern recognition
performance and is shown for the SCT detector. A more complete performance study for the
inner detector track reconstruction using the same track selection can be found elsewhere 3.

aPseudorapidity is defined as η = -ln tan(θ/2)
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Figure 1: Left: Average number of pixel hits per selected track as a function of pseudorapdity. The distributions
are shown for both simulation and data. The structure is mainly influenced by the inactive modules that have
been also masked in the digitisation process of the simulation samples to reproduce the run conditions. Right:

Total number of SCT holes on a track.

Figure 2 (left) shows the transverse impact parameter distribution of tracks with respect to
the primary vertex in linear and logarithmic scale. The difference in the core distribution is due
to module misalignment in data. The agreement in the tails indicates that both the secondary
production rate and the material budget in the simulation are in good agreement with data. The
high quality track reconstruction allowed track-based alignment algorithm to achieve residual
distributions close to those of a perfectly aligned detector (see Fig. 2, right).
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Figure 2: Left: Transverse impact parameter distributions d0 in linear and logarithmic scale in Monte Carlo and
data. The impact parameter is expressed with respect to the reconstructed vertex. Right: The unbiased pixel

barrel residual in the local x coordinate after track-based alignment using the 2009 dataset.

3 Primary Vertex and Beam Spot Reconstruction

The interaction point of the proton-proton collision is reconstructed on an event by event basis
by a dedicated primary vertex reconstruction algorithm. The efficiency of reconstructing a
primary vertex has been determined from data and is close to 100% for events with more than
2 reconstructed tracks4. The primary vertices are used to measure the luminous region (beam
spot) of the LHC inside the ATLAS detector. This is done for every whole run but also every
2 luminosity blocksb to be able to monitor any drifting or widening of the beam spot during

bA luminosity block is a defined data-taking time interval.



a run. Figure 3 shows the reconstructed vertex position in one transverse component and the
estimated beam spot position and its stability throughout a data-taking run.
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Figure 3: Left: The reconstructed primary vertex position in the transverse coordinate x for a single run. Right:
Stability of the beam spot position as a function of luminosity block for a single run.

4 Electron Reconstruction and Photon Conversions

A unique element of the ATLAS inner detector is the TRT detector. It provides electron-pion
separation using transition radiation (TR). TR is emitted by a particle traversing materials with
strongly differing dielectric constants and is proportional to the Lorentz factor γ = E/m of the
particle. Figure 4 (left) shows the probability of a high threshold hit induced by transition
radiation in the TRT end-cap. Electron candidates with γ > 103 were selected for this study
from reconstructed photon conversions into electron-positron pairs. The estimation of the rate of
photon conversions is a very powerful approach to estimate the material budget of the detector
from data. There is a good agreement between the MC prediction and data within the limited
statistics5.
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5 Weakly Decaying Particles

Secondary vertex reconstruction was used to identify decay products from weakly decaying par-
ticles, such as KS and Λ. Figure 5 shows the invariant mass distribution of vertices reconstructed
from two tracks of opposite charge. The flight direction of the KS candidate was required to
be compatible with the location of the reconstructed primary vertex. No mass constraint was
applied during the vertex fit and the invariant mass is calculated by assuming that both tracks
are pions. Data and MC show a very good agreement of both the fitted KS mass and the width.
The invariant mass distribution of KS can been used to provide a constraint on the detector
material. Underestimating the ionisation energy loss correction in the track fit shifts the mean
of the reconstructed KS mass. A global scale offset causes the reconstructed KS mass to depend
on the decay radius of the KS because the decay products traverse different lengths of excess
material. Figure 5 (right) compares the fitted KS mass in data and in MC samples with an
excess of 10% and 20% of extra material to MC samples with nominal material in the ID. The
presented study6 shows a disagreement of data with the 10 (20)% excess material MC.
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Figure 5: Left: Invariant mass distribution of vertices formed from two tracks of opposite charge, only statistical
errors are shown. Right: Ratio of fitted KS mass in bins of decay radii to the value obtained with the nominal
ATLAS MC simulation. Data is compared to MC simulation with the material budget enhanced by 10 and 20 %.

6 Conclusion

The first data-taking period at
√

s = 900 GeV demonstrated excellent performance of the ATLAS
tracking system. Close to 98 % of all channels in the inner detector were active and provided
stable data taking conditions. The ATLAS Monte Carlo simulation describes the data to a very
high level of accuracy. First estimates of the potential deficits in the description of the inner
detector material budget were obtained from both photon conversions and the fitted KS mass.
This indicates a good level of agreement between the detector and its simulation model.
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ATLAS Calorimeter Results

E. MONNIER,
on behalf of the ATLAS Collaboration

CPPM, Aix Marseille Université,CNRS/IN2P3, Marseille, France

This report presents results obtained with the ATLAS detector. These are based on the first
Large Hadron Collider (LHC) proton-proton collision data accumulated up to December 2009
at 900 GeV and at 2.36 GeV center of mass energy. The performances of the ATLAS calorime-
ter system are presented. Highlights are put on its responses to missing transverse energy,
jets, photons and electrons including combined performances with the tracking system. In ad-
dition it shows the very good description of the data by the ATLAS Monte Carlo simulation.
Finally early physics results such as the measured reconstructed γγ invariant mass are given,
illustrating the very good performances of the calorimeter system.

1 Introduction

At the end of 2009, the Large Hadron Collider 1, at CERN, Geneva, started to produce its first
high energy proton-proton collisions at 900 GeV and 2.36 TeV and the ATLAS detector 2 began
to accumulate its first collision events. From cosmic to test beam and single beam data, the
ATLAS calorimeter system has been commissioned and thoroughly studied. Its performances
can now be assessed on high energy data. This report presents results obtained with half a
million collision events, so-called Minimum Bias events, selected requiring a hit on either side of
the minimum bias trigger scintillators 3.

2 The calorimeter system

The calorimeter system is one of the main components of the ATLAS detector 2. It has a
dual role: record energy deposits to identify electromagnetic (EM) and hadronic components
(γ, electrons, jets, transverse/missing energy...), and transmit the information to the trigger
system. From the outer core to the inner core, are first a hadronic barrel and extended barrel
covering the pseudo rapidity a |η| < 1.7 region, made of flat iron plates, as absorber, and
scintillating plastic tiles readout by photomultipliers as active zone. It has 9800 channels and is
more than 98% fully operational. Then further in are liquid Argon Calorimeters (LAr) organized
in a barrel electromagnetic calorimeter (EMB, |η| < 1.475), closed by two end-caps, each made
of an electromagnetic (EMEC, 1.375 < |η| < 3.2), a hadronic (HEC, 1.375 < |η| < 3.2), and
a forward (FCAL, 3.1 < |η| < 4.9) calorimeter. These are sampling calorimeters with liquid
argon as active material and absorbers made of lead for the electromagnetic (EMB, EMEC,
173312 channels, 98,6% operational), copper (HEC, 5632 channels, 99.9% operational, FCAL
section 1) or tungsten (FCAL section 2 and 3, 3524 channels total, 100% operational). The

aη = −ln(tan(θ/2)) where θ is the particle momentum direction versus beam axis polar angle
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T distribution (Right).
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Figure 2: Jet pT distribution (Left) and two highest pT jets azimuthal angle difference distribution (Right).

calorimeter system and its related trigger component have a full azimuthal angle (φ) and up
to |η| < 4.9 coverage. There are three or four longitudinal layers with different granularity in
each. The EMB and EMEC calorimeters have a highly granular accordion layer up to |η| < 2.5
and a presampler up to |η| < 1.8, providing information to trigger and identify electromagnetic
objects and ensure proper electron/photon identification and measurements. The calorimeter
system has first been commissioned using cosmic data then single beam data, so called splash
events since issued from a “target” located far upstream of the detector. With those first data,
then with the very first collision data, the first level calorimeter trigger then the calorimeters
have been properly timed to the nanosecond level.

3 Missing transverse energy and Jet reconstruction

Looking first at raw cell energy distribution, a very good agreement of the simulation, using
simulated non diffractive minimum bias events, with the data is observed over the full calorimeter
range. Then, the first level calorimeter trigger performances have been looked at. Comparing
the trigger tower energy to the calorimeter offline readout, an excellent correlation was found as
well as turn on curves at the expected threshold values. Moreover the transverse energy trigger
resolution was measured to be better than the 5% design value.

Then after having performed those crosschecks, transverse missing energy (Emiss
T ) reconstruc-

tion, one key element for future physics analysis was studied 4. Transverse missing energy along
the vertical and the horizontal axis, total and missing transverse energy, are calculated using
topological clusters at the electromagnetic scale seeded by cell energy above 4σ(noise) over the
full calorimeter range |η| < 4.9. The transverse missing energy distribution and the resolution of
its two axial components as a function of the

∑
ET, show a good agreement between the simu-

lation, normalized to the number of events, and the data as can be seen in Fig. 1. Soon, refined
transverse missing energy will be provided using hadronic calibration, reconstructed muons and
more generally using physics object calibrations (for Jets, Electrons, Photons) as well as taking
into account dead material.
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Figure 3: Cluster ET for all selected photons (Left) and for all selected electron (Right) candidates.
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Figure 4: f1 distribution for photon candidates (Left) and E/p distribution for electron candidates (Right).

With those topological clusters, jet algorithms can be performed such as the Anti-KT , R =
0.6 algorithm with pEMScale

T
> 7 GeV and |η| < 2.6. The related jet distributions exhibit an

excellent agreement of the simulation with the data as shown in Fig. 2 for the Jet transverse
momentum distribution and for the distribution of the azimuthal angle difference between the
two highest energy jets. The simulation is normalized to the number of jets or di-jets. Even more
complex distributions such as the energy over momentum (E/p) ratio for isolated tracks turn to
be in good agreement illustrating promising performances for the future jet energy calibration
and the result of years of test beam studies and Geant 4 simulation tuning.

4 Electrons and photons

Out of the first 384000 minimum bias events, using a sliding window clustering, excluding the
1.37 < |η| < 1.52 crack region, 1694 photon candidates with ET > 2.5 GeV and |η| < 2.37 were
selected. Similarly, adding a matched track with PT > 0.5 GeV, and a cut at 2.47 instead of 2.37,
879 electron candidates were selected as well 5. For those candidates, the different kinematic
distributions are in good agreement between the non diffractive minimum bias simulation and
the data as shown in Fig. 3 for the momentum distribution for both selected candidates. Then,
to further select those electromagnetic physics objects, several shower profile variables have been
defined and again the simulation and the data are in good agreement as can be seen for example
in Fig. 4 for the fraction of energy in the front layer (f1). In addition, applying cuts on the shower
shapes of the electron candidates, including a track matching, track based distributions for those
selected candidates can be studied in further details. They are found to be well described by
hadrons and electrons from conversions as can be seen in Fig. 4 for the E/p ratio. Matching
angular distributions present similar agreement.
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Figure 5: γγ (Left) and γ(γ → e+e−) (Right) invariant mass spectrum.

5 π0 and η0 reconstruction

Looking further into the data, physics signals can be extracted. Selecting photon candidates,
similarly as above but using a topological EM cluster seed approach to include low energy
photons and with additional cuts such as Ecluster

T > 0.4, P pair
T > 0.9 GeV and f1 > 0.1 with a

dedicated low ET photon calibration, then fitting the reconstructed γγ invariant mass spectrum
with the sum of a Gaussian and a Crystal-Ball function for the signal and a 4th order Chebyshev
polynomial for the background, a signal peak of 1.34 ± 0.02.104π0 candidates is extracted with
mπ0 = 134.0 ± 0.8(stat) MeV, σ = 24.0 MeV for the data. The simulation is in good agreement
with mπ0 = 132.9 ± 0.2(stat) MeV, σ = 25.2 MeV. There is a 1% uncertainty on the fitted
π0 mass arising from the background modelling. Cutting further, Ecluster

T > 0.8, P pair
T > 2.2

GeV, and adding a track veto cluster, the reconstructed γγ invariant mass spectrum, shown in
Fig. 5, contains a π0 peak but also exhibit a clear η0 peak at a fitted mη0 = 527± 11(stat) MeV
for the data and mη0 = 544 ± 3(stat) MeV for the simulation. All distribution agrees well in
spectrum as well as in width and peak positions for the signals. Using photon candidates and
converted photon candidates instead, a reconstructed γγ invariant mass spectrum is produced

with P γe+e−

T > 0.9 GeV, as shown in Fig. 5, with a similar π0 peak illustrating the very good
performances of the ATLAS calorimeter as well as tracking system.

6 Conclusion

The first 900 GeV and 2.36 TeV pp collision data were produced fall 2009 by the LHC and
recorded by the ATLAS detector. Its calorimeter system performances were thoroughly studied.
This system, at this early stage, is performing very well showing a good agreement between
simulation and data. Missing transverse energy, calorimeter jets, electrons and photons recon-
struction, identification and trigger performances are as expected, thanks to detailed simulation,
test beam campaigns and a long commissioning with cosmic and single beam data. Preliminary
results on π0 and η0 reconstruction look very promising with di-photon invariant masses recon-
structed at the expected values. ATLAS is now at the edge of a promising era already accumu-
lating in 2010 its first 7 TeV data. The performance studies will continue with the calorimeter
system and will gradually switch to physics analysis that we hope will be very fruitful.
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Studies of Jets and MET At CMS

Salvatore Rappoccio for the CMS Collaboration
Johns Hopkins University, Baltimore MD

During the LHC early commissioning phase, CMS recorded about 350000 minimum bias events
from proton-proton collisions at

√
s = 900 GeV, and 20000 minimum bias events from proton-

proton collisions at
√

s = 2360 GeV. Three types of jets and missing transverse energy are
reconstructed: from calorimeter energy depositions, from combined calorimeter and tracker
information, and from particle flow candidates. We present the properties of inclusive jets and
dijet events, as well as missing transverse energy from inclusive events. The collision data are
in good agreement with predictions from PYTHIA minimum bias events simulated with the
full CMS detector simulation.

1 Introduction

In 2009 CMS recorded roughly 350k and 20k minimum bias events from LHC proton-proton
collisions at

√
s = 900 GeV and

√
s = 2360 GeV respectively. Here we present studies of jets

and missing transverse energy, reconstructed from different detector inputs, with the intention to
demonstrate that the jet and MET reconstruction in CMS is performing well at these energies.

Three different types of jet and MET reconstruction are employed by CMS [1], characterized
by the way that the sub-detector inputs are used.

Calorimeter jets and MET are reconstructed using energy deposits in the electromagnetic
and hadronic calorimeter cells.

The Jet-Plus-Tracks and Track-Corrected MET (JPT, tcMET) algorithms [2] correct
the energy and the direction of calorimeter jets and MET using the excellent CMS tracking
detectors [3].

The Particle Flow (PF) algorithm [4] aims to reconstruct, identify and calibrate each
individual particle in the event by combining the information from all CMS sub-detector systems.
PF particles are reconstructed as a combination of charged particle tracks and clusters in the
electromagnetic and hadronic calorimeters, as well as signals in either of the two CMS pre-shower
detectors and the muon system.

Jets are reconstructed with the anti-kT algorithm [5], and corrected using Pythia [6] QCD
events from proton-proton collisions at

√
s = 900 GeV and

√
s = 2360 GeV which were further

processed with the full, GEANT4 [7] based, CMS detector simulation. They consist of two
stages: the relative (Rel) correction that makes the jet response uniform in η, by calibrating, on
average, to the response in the central region of the calorimeters (|η| < 1.3); the absolute (Abs)
correction that removes the pT dependence of the jet response.

First we examine a sample of dijet events for which both jets with the highest transverse
momentum pT in the event are back-to-back in azimuth ϕ. The resulting high purity dijet
sample allows the study of jet properties with loose additional jet quality criteria and serves as
a benchmark sample for the jet commissioning.



Secondly, beyond the dijet selection, we also report on the characteristics of jets inclusively.
In the absence of topological constraints, the purity of the inclusive jet sample is enhanced by
applying tight kinematic selection requirements and jet quality criteria.

Finally, the missing transverse energy in an inclusive sample is examined. There are no
physical sources of true missing transverse energy in the collisions at this time since the rate of
such processes is much lower than the collected luminosity, so this gives a measurement of the
missing transverse energy resolution.

2 Cleaning and Object Identification

In the jet results, jets are purified in two selections, “loose” for the dijet results, and “tight”
for the inclusive jet results. The loose selection requires that jets are inconsistent with sources
of calorimeter noise (both hadronic and electromagnetic), and the tight selection additionally
rejects very “narrow” jets that are consistent with electronics noise.

In the E/T results, several sources of noise are identified, including anomalous noise from
hybrid photo-diodes (HPDs) in the hadronic barrel and hadronic endcap calorimeters (HB/HE),
and photomultiplier window hits in the forward hadronic calorimeter (HF). Only the second
source is removed for the E/T results because the probability of HPD noise overlapping with real
events is measured to be negligible.

3 Results

For brevity, only the results of 900 GeV data are shown. Please see References [8–10] for full
results and the 2360 GeV comparisons. Results of dijet comparisons for the 900 GeV data and
MC are shown in Figure 1. Results of inclusive E/T comparisons for the 900 GeV data and MC
are shown in Figure 2.

Good agreement is seen between the data and the MC in the distributions examined.
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Figure 1: Comparisons of data and MC distributions for the two leading jets for selected
√

s = 900 GeV dijet
events. Jet pT is plotted on the left, jet η on the right. The calorimeter-only jets are plotted in the first row,
track-corrected calorimeter jets (“jet-plus-tracks” jets) in the second, and the PF jets are plotted in the third

row. Jets are reconstructed with the anti-kT R = 0.5 algorithm.
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Figure 2: Comparisons of data and MC for the E/T distributions (after cleanup procedure) in the 900 GeV data.
E/T is plotted on the left, ΣET is plotted on the right. The calorimeter-only E/T is plotted in the first row,

track-corrected E/T in the second, and the PF E/T are plotted in the third row.
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PHOTONS AND ELECTRONS STUDIES AT CMS
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Università La Sapienza and INFN Roma1,

P.le Aldo Moro 2, 00185 Roma, Italy

Reconstructing electrons and photons with high efficiency and good momentum resolution is
crucial for many physics channels at the CMS experiment. This goal is challenging in view
of the high material budget in front of the electromagnetic calorimeter and the presence of
a strong magnetic field. The reconstruction algorithms are described here. The use of data
from the first proton-proton collisions recorded by CMS at the center of mass energy of 900
GeV to commission the reconstruction of electrons and photons is discussed.

1 Introduction

CMS is one of the two multipurpose experiments collecting data at the Large Hadron Collider at
CERN. The LHC started the data taking at the end of 2009 providing the experiments proton-
proton collisions at the centre-of-mass energies of 0.9 and 2.36 TeV. Data at

√
s=7 TeV have

been collected starting in 2010.
The detection of electrons and photons is of primary importance at the LHC as these particles
characterize the final state for many SUSY or extra dimensions scenaria, Higgs decay chan-
nels and Standard Model processes. Several reconstruction tools have been developed in recent
years and are currently being tested with collision data. Data collected at

√
s=900 GeV have

been used to check the basic ingredients contributing to the reconstruction and identification
of electromagnetic physics objects and to compare them with the simulation. Given the low
integrated luminosity the study has been performed without identification requirements. Most
of the reconstructed candidates are therefore due to fakes and the comparison is mainly carried
out for background 1.

2 The CMS detector

A detailed description of the CMS detector can be found in 2. The central feature of the CMS
apparatus is a superconducting solenoid of 6 m internal diameter, providing an uniform mag-
netic field of 3.8 T. Within the magnetic field are the tracker, the electromagnetic calorimeter
and the brass/scintillator hadron calorimeter. Gas-based detectors embedded in the steel return
yoke are used to measure muons.
A crucial role in the electron and photon measurement is played by the electromagnetic calorime-
ter (ECAL) and the tracker. ECAL is a homogeneous calorimeter made of 75848 lead tungstate
scintillating crystals. It consists of a central barrel covering the pseudorapidity region up to
|η|=1.5; the coverage for precision measurements extends up to |η|=2.6 including two endcaps.



A silicon preshower detector also covers the region between |η|=1.6 and |η|=2.6.
The tracker is made of 1440 silicon-pixel and 15148 silicon-strip detector modules and measures
charged particles trajectories within the pseudorapidity range |η| <2.5. The pixel tracker con-
sists of three barrel layers and two endcap disks on each side of the barrel section. The barrel
layers are located at a radius of 4.4 cm, 7.3 cm and 10.2 cm respectively.

3 Event selection

The results discussed here use about 200k minimum bias events recorded at
√

s=900 GeV in
2009. The events are selected by a trigger signal in any of the scintillator planes located in
front of the Hadron Calorimeter Forward detectors (BSC). From these sample, collision events
are selected offline by requiring them to be in time with a valid beam crossing measured by the
coincidence of the two beam pickup monitors. The absence of a beam halo trigger, the presence
of at least one hit with energy greater than 2 GeV in each of the Forward Hadron calorimeter
detectors and a high fraction (>25%) of high purity tracks are also requried. Finally at least
one primary vertex must be reconstructed in the event.
Collision data are compared to a full Monte Carlo simulation based on Geant4 of minimum bias
events. The simulation is carried out using mis-alignments, mis-calibrations and dead channel
lists corresponding to the startup conditions of the CMS detector.

4 Energy clustering

The reconstruction of electrons and photons starts by the detection of energy clusters in the elec-
tromagnetic calorimeter. Electromagnetic showers deposit their energy in several ECAL crystals.
The presence of material in front of the calorimeter results in electron bremsstrahlung and pho-
ton conversions and because of the strong magnetic field the energy reaching the calorimeter is
spread in φ. The energy is therefore clustered at the ECAL level by building a cluster of clusters
(supercluster), which is extended in φ to minimize the cluster containment variations 3. The
clustering threshold is approximately 1 GeV in transverse energy ET . Containment variations
are corrected for as a function of energy and pseudorapidity using functions which can be ex-
tracted from data.
Kinematic and shower shape variables have been compared in data and Monte Carlo for super-
clusters in the ECAL fiducial region with ET greater than 2 GeV. In total 3226 superclusters
satisfying these requirements have been reconstructed in data, of which about 2/3 in the barrel.
A good agreement is observed between data and simulation for all the considered variables,
including clusters in the preshower detector. As an example, Fig.1 on the left shows the distri-
bution in the barrel of R9, the ratio of the energy contained in the 3x3 region around the seed
crystal and the total supercluster energy. R9, which is used to discriminate between converted
and unconverted photons, can be larger than one due to fluctuations in the electronic noise.

5 Electron reconstruction

Electrons are characterized by the presence of a charged track pointing to the electromagnetic
supercluster. Two different algorithms are used in CMS at the track seeding stage. In the ECAL
driven seeding, roads are built from the supercluster to search for hits in the innermost part of
the tracker. This algorithm is optimised for isolated electrons in the pT range relevant for Z or
W decays down to ∼5 GeV/c. It is complemented by the tracker driven seeding, which starts
from hits in the tracker and is more suitable for low pT and not isolated electrons.
As the bremsstrahlung radiation severely affects the track propagation, a dedicated tuning of the
trajectory building and a Gaussian Sum Filter4 track fit are used to well follow the non Gaussian
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Figure 1: Left: Ratio between the energy contained in the 3x3 region around the seed crystal and the total
supercluster energy for barrel superclusters. Right: Relative difference between the track momentum estimate at
the innermost and at the outermost position. The Monte Carlo expectation for electron candidates matched to a
generated electron or photon is also shown (filled green histogram). In both figures: The black dots correspond
to data and the filled histogram to simulated minimum bias events. The Monte Carlo is normalized to the total

number of candidates observed in data.

tails in the energy loss. As a result, the track hits can be collected up to the ECAL front face
and this allows to obtain an unbiased estimate of the track momentum at both track ends. This
procedure also gives a tracker measurement of the fraction of energy lost by bremsstrahlung
(fbrem), defined as the relative difference between the momentum at the vertex and the mo-
mentum at the last point. Based on fbrem, different track-cluster patterns are defined and used
to derive specific corrections as well as estimates of the electron quality 5.
In the collected minimum bias events only very low pT electrons are expected and the sam-
ple of electron candidates is dominated by charged hadrons or electrons coming from photon
conversions. In total 351 electron candidates have been reconstructed in data, of which about
2/3 in the barrel. Being at low pT most of the candidates are reconstructed from the tracker
driven algorithm; the relative fraction of electron candidates found by the two algorithms is
well reproduced by the simulation. Several quantities used in the electron reconstruction have
been compared between data and Monte Carlo. As an example, Fig.1 on the right shows the
fbrem distribution for the electron candidates, which is peaked at fbrem=0 since most of the
candidates are fakes. A discrepancy in this variable would mean problems in the behaviour of
the GSF algorithm or in the parameterization of the tracker material budget. The agreement
between data and Monte Carlo is good. In general a good agreement is observed for all the
considered variables.

6 Electromagnetic objects identification and isolation

At reconstruction level some cuts are applied in the seeding step and a first candidate preselection
is done. Further electron identification is then achieved using shower shape variables and refined
track-cluster matching. Electron classes based on the different observed patterns can be used to
optimize the electron identification using probability distributions per class.
Isolation requirements can be imposed to suppress the QCD background. A simple and powerful
isolation criterion comes from tracks originating from a common vertex as the electron. Also,
the sum of the transverse energy reconstructed in ECAL individual channels or in HCAL towers
around the reconstructed candidate can be used.
Isolation and shower shape variables for supercluster candidates can also be used for photon
isolation and identification. All the checked isolation and identification variables show a good
agreement between data and simulation.
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Figure 2: Photon-pair invariant-mass distribution (|η| <1) in data (left) and Monte Carlo (right). Also shown is
a fit of the π0 mass peak by a Gaussian (red line). The fit mean value and resolution are 131.6±0.3 and 12.9±0.3
MeV/c2 respectively for the data and 137.0±0.3 and 13.7±0.3MeV/c2 for the simulation. The combinatorial

background is fit by an exponential function (blue line).

7 Reconstruction of electromagnetic objects with the first LHC data

Resonances decaying into two photons have been searched for in the first collision data. A clear
π0 peak was observed just after few days, proving the good understanding of the detector. The η
peak has been also observed and the π0/η yields ratio measured in data is in good agreement with
the one in the simulation. Due to the combined effect of not containment and readout thresholds
the peak is expected to be at a value somehow lower than the real one. The shift in mass is well
reproduced in the simulation, such as the peak width and the signal-to-background ratio. The
uncorrected π0 and η peaks are currently being used for the calibration of the electromagnetic
calorimeter from data.
For physics studies Monte Carlo-based corrections determined from simulated single photons
have been applied to the cluster energies. The photon-pair invariant mass distribution for
candidates reconstructed within |η| <1 is shown in Fig. 2 for data and Monte Carlo. The
agreement for the measured mass value with the world average is within 2%, demonstrating the
suitability of the simulation-based absolute ECAL cluster calibration for low-energy photons 6.

8 Summary

Using the first proton-proton collision data collected with the CMS detector at
√

s =900 GeV
many quantities entering the reconstruction of electromagnetic objects have been compared be-
tween data and Monte Carlo. Due to the limited statistics the comparison has been done without
identification requirements, so the sample is dominated by background. All the considered vari-
ables show a good agreement between data and Monte Carlo, leading to the conclusion that the
response of the subdetectors is well modeled in the simulation and that the algorithms behavior
is consistent with expectations. The commissioning of the electromagnetic physics objects is
continuing with the new LHC data at higher center of mass energy.
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Detection and reconstruction of muons is one of the most important goal of the detectors at
LHC. In the first part of this paper, the CMS muon system is described. Then, the muon
reconstruction performance, measured with the cosmic-ray sample collected during the data-
taking exercise performed in 2008, is presented. Finally, the first J/ψ candidate in di-muon
final states collected in CMS is described.

1 CMS Muon System

The Compact Muon Solenoid [1] (CMS) is a general purpose detector designed to optimize the
discovery potential of the LHC collider.

Final states with muons are a signature for important processes produced in CMS. Goal of
the CMS muon system is muon identification, momentum measurement and trigger. The muon
system is the outermost detector in CMS (Fig.1). It consists of three independent subsystems:
the Drift Tubes (DT), the Cathode Strips Chambers (CSC) and the Resistive Plate Chambers
(RPC).

Figure 1: CMS Muon System.

1.1 Drift Tubes

In the barrel region, where the neutron-induced background is small and the muon rate is low,
the Drift Tubes technology has been chosen. The detector is composed by four stations forming



concentric cylinders around a beam line. The DT chambers are 250, for a total of 172000
sensitive wires. The pseudorapidity coverage is |η| < 1.2.

DT performances have been extensively tested during the commissioning of the apparatus
using cosmic-rays [2] [3]. The resolution of single reconstructed hits is on the order of 260 µm in
all chambers, while the muon position within one station can be measured with a precision of
about 100 µm. The local reconstruction efficiency is measured to be about 99% in all chambers.
The overall local trigger efficiency, when the proper time of arriving muon is taking into account,
is 97% for any trigger quality.

1.2 Cathode Strip Chambers

The endcap region is characterized by a large and varying magnetic field, and by a higher particle
rate: cathode strip chambers are used. CSC are composed by trapezoidal chambers mounted
on eight stations (four in each endcap). There are 468 chambers in total. The pseudorapidity
coverage is 0.9 < |η| < 2.4.

CSC performance have been measured with cosmic-rays [5]: the efficiencies for local charged
track triggers, for hit and for segments reconstruction are above 99%. The fraction of noisy or
dead channels is less then 1%. The spatial resolution for local muon reconstruction varies from
47 µm to 243 µm .

1.3 Resistive Plate Chambers

To improve the muon trigger efficiency, a complementary trigger system, consisting of resistive
plate chambers, have been placed both in the barrel and in the endcap region. RPC have a fast
time response (σt ∼ 2 ns) and the pseudorapidity coverage is |η| < 1.6. There are a total of 6
layer of RPC in the barrel and a plane in each of the first 3 stations of the endcap.

More than 98% of the channels were operational during the cosmic-ray data taking exercise
with typical detection efficiency of 90% [6].

2 Muon Reconstruction Performance

Figure 2: Event display of a cosmic muon crossing CMS.

The performance of muon reconstruction in CMS has been widely tested with the data
sample of cosmic muons [7]. Fig. 2 shows, as an example, the event display of a cosmic muon
crossing the whole CMS detector: muons tracks can be reconstructed using informations from



the muon system only (standalone muons), from the tracker system only (tracker tracks) or from
all CMS (global muons).

Figure 3: Muon reconstruction efficiency as a function of η (left) and pT (right).

Cosmic-ray events have been used to measure the muon reconstruction efficiency: events with
a good-quality muon reconstructed in one hemisphere have been selected and the corresponding
track in the other hemisphere were searched in the region of |∆φ| < 0.3 and |∆η| < 0.3 around
the direction of the reference global-muon track. To be sure that all the detector is traversed,
only global-muon with pT > 10 GeV/c at the point of closest approach to the beam line have
been considered. Fig 3 show the measured muon reconstruction efficiency for the standard
LHC-like algorithms (a detailed description of the algorithms can be found in Ref. [4]).

Figure 4: Widths of Gaussian fits to the distribution of the relative residuals for various muon reconstruction
algorithm, as a function of pT of the reference track.

The muon momentum resolution can be measured by the width of the distribution of the
relative residuals, R(q/pT ):

R(q/pT ) =
(q/pT )upper − (q/pT )lower

√
2(q/pT )lower

(1)

where (q/pT )upper and (q/pT )lower are the ratios of the charge sign to the transverse momentum
for muon tracks in the upper and lower detector halves, respectively. Figure 4 shows the muon
momentum resolution as a function of the pT : below 200 GeV/c the contribution of muon
detector hits is low; for high pT the resolution will improve once that a better detector alignment
will be in place.



3 Dimuons in CMS at 900 and 2360 GeV

At the end of 2009, about 12 µb−1 of integrated luminosity has been collected by the CMS
detector with a centre of mass energy of 900 GeV and 2360 GeV. A selection, searching for
final states with 2 muons, has been applied: an event (Fig.5) in the 3.0 - 3.2 GeV mass window
(centered in the J/ψ mass peak) has been selected.

Figure 5: J/ψ candidate. Reconstructed mass: 3.04 GeV/c2; pT : 5.38 GeV/c; Dimuon vertex chi2 prob.: 57%;
cτ : -17±81 µm

4 Conclusion

The CMS muon system, composed by three independent subsystems, has been fully commis-
sioned in the past years. Cosmic-ray data taking allowed to evaluate the performances of the
detector. The first events coming from proton-proton interaction confirm that CMS is ready
for the LHC era. With the first few pb−1 collected, it will be possible to reconstruct the J/ψ
and Υ resonances, and therefore measure the muon efficiencies and resolution at low momenta
(<20 GeV/c). Already with ∼ 10 pb−1, several thousands of Z → µµ events are expected to be
identified in the di-muon reconstructed mass distribution: thus it will be possible to measure
muon efficiencies and resolution at high momenta (>20 GeV/c).
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Multiplicity measurements in proton–proton collisions at
√

s = 0.9 and 2.36 TeV

with ALICE
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This paper presents multiplicity measurements that have been performed with ALICE based
on minimum-bias data at 0.9 and 2.36 TeV. Results are shown of the pseudorapidity density
and the multiplicity distribution in different phase space windows. The analysis and correction
procedures are discussed and the results are compared to previous measurements and to model
predictions.

1 Introduction

ALICE1 is a general-purpose particle detector optimized to study heavy-ion collisions at the
LHC. The detector’s unique features are high-precision tracking and particle identification in an
environment of very high particle densities over a large range of momenta, from tens of MeV/c to
over 100 GeV/c, thereby accessing topics starting from soft physics to high-pT particle production
and jets. In ALICE it is possible to reconstruct the primary vertex with a resolution of about
100 µm in pp collisions and 10µm in Pb+Pb collisions. In addition, secondary vertices of e.g.
hyperon and heavy quark meson decays can be determined with a resolution of about 100µm.

The detector consists of a central barrel part (|η| < 0.9) optimized for the measurement of
hadrons, electrons and photons, a muon spectrometer at forward rapidities (−2.5 < η < −4.0)
as well as additional forward and trigger detectors. The central barrel is contained in a magnetic
field of up to 0.5 T.

2 Detectors and data sample

The results described in this paper were obtained with the Silicon Pixel Detector (SPD) which
consists out of two layers sourrounding the beam pipe at radii of 3.9 and 7.6 cm. The layers
cover a pseudorapidity range of |η| < 2 and |η| < 1.4, respectively. In addition to the SPD, two
scintillator hodoscopes called VZERO were used for triggering. These are placed on both sides
of the interaction region with distances of 3.3 and 0.9 m and cover the pseudorapidity regions
2.8 < η < 5.1 and −3.7 < η < −1.7, respectively.

Results are presented for inelastic (INEL) and non-single-diffractive (NSD) events. For the
INEL sample a trigger requiring a signal in either the SPD or one VZERO side was used (MBOR).
This trigger is sensitive to 95–97 % of the inelastic cross sections (shown by simulations2 with
PYTHIA3,4 6.4.14 tune D6T5 and PHOJET6 1.12 used with PYTHIA 6.2.14). For the NSD
sample a different trigger is used which reduces the amount of single-diffractive events while
retaining most of the NSD events. It requires a signal on both VZERO sides (MBAND). Fig. 1
shows the trigger efficiency for both these triggers as function of multiplicity.
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Figure 1: Trigger efficiency for INEL events with the
MBOR selection (triangles), and for NSD (circles) and

SD events (squares) with the MBAND selection.

The events used in this analysis were taken
during the commissioning of the LHC in De-
cember 2009 at the nominal magnetic field
of 0.5 T. About 150 000 and 40 000 interac-
tions for the 0.9 and 2.36 TeV data, respec-
tively, were used. The analysis uses so-called
tracklets7 consisting of hits in the two SPD
layers. By correlating these hits the primary
vertex is reconstructed. Subsequently, track-
lets are constructed that point to this ver-
tex. This method allows to reconstruct par-
ticles with a transverse momentum of about
50 MeV/c or larger.

3 Analysis

The pseudorapidity density dNch/dη is mea-
sured by counting the number of events and the number of tracks, and correcting bin-by-bin
for the detector acceptance and tracklet finding efficiency. Furthermore, secondaries need to
be subtracted. The effect of the vertex reconstruction and trigger efficiency is considered. By
using all triggered events for the normalization including those with no reconstructed vertex the
correction to the number of events is rather small. Beam-induced and accidental background
was subtracted using control triggers that take data when only a single bunch or no bunch is
passing the experiment.

The multiplicity distribution is determined by unfolding the measured distribution applying
χ2 minimization with regularization8. This is based on the detector response (measured tracklets
vs. generated particles) determined for a given pseudorapidity range with simulations. Subse-
quently, it is corrected for the vertex reconstruction and trigger efficiencies as function of the
unfolded multiplicity.

Systematic uncertainties have been evaluated for both analyses considering the effects of cuts
during tracklet reconstruction, material budget, detector alignment, composition of produced
particles, the pT spectrum below the pT cut off, ratios of diffractive cross sections, detector
efficiency, and thresholds for the VZERO. The model dependency was assessed by using two
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different event generators (PYTHIA and PHOJET). The largest contributions to the systematic
uncertainty are due to diffractive processes and the detector efficiency.

More details about these correction procedures are found in Ref.9 and about this specific
analysis in Ref.10.

4 Results

Fig. 2 shows the pseudorapidity density at 0.9 and 2.36 TeV for INEL and NSD events compared
to results from UA511 and CMS12 and MC generator predictions of PYTHIA tune D6T, ATLAS-
CSC13, and Perugia-014 as well as PHOJET. At mid-rapidity the values measured with ALICE
at 0.9 TeV are 3.02±0.01(stat.) +0.08

−0.05(syst.) and 3.58±0.01 +0.12
−0.12 for the INEL and NSD sample,

respectively. At 2.36 TeV, these are 3.77 ± 0.01 +0.25
−0.12 (INEL) and 4.43 ± 0.01 +0.17

−0.12 (NSD). Our
results are consistent with results from UA5 and CMS. At the higher energy, model comparisons
show that only PYTHIA tune ATLAS-CSC and PHOJET are close to the data. D6T and
Perugia-0 significantly underestimate the pseudorapidity density.

The increase of the pseudorapidity density at mid-rapidity from 0.9 to 2.36 TeV is found to
be (24.7±0.005 +0.057

−0.028) % and (23.7±0.005 +0.046
−0.011) % for the INEL and NSD sample, respectively.

The considered MC generators predict an increase between 17–20 % (INEL) and 14–19 % which
understimates the measured value significantly. This trend has been shown to continue at
7 TeV15.

Fig. 3 shows the multiplicity distribution measured in three pseudorapidity ranges, |η| < 0.5,
1.0, and 1.3, at 0.9 and 2.36TeV for NSD events. In the two larger pseudorapidity intervals,
small wavy fluctuations are seen at multiplicities above 25. While visually they may appear to
be significant, one should note that the errors in the deconvoluted distribution are correlated
over a range comparable to the multiplicity resolution. We concluded that these are not signifi-
cant, and that the uncertainty bands should be seen as one-standard-deviation envelopes of the
deconvoluted distributions (see also10).

The ratio to the UA5 measurement16 at the lower energy shows good agreement. Negative-
binomial distributions (NBDs) that have shown to fit distributions at lower energies17,18 provide
a reasonable description of the data. Fig. 4 compares the distribution in |η| < 1 at 2.36 TeV
with predictions from PYTHIA and PHOJET. Only PYTHIA tune ATLAS-CSC and PHOJET
are close to the data but both differ significantly over large areas of multiplicity.



5 Summary

Pseudorapidity density and multiplicity distributions have been measured in pp collisions at 0.9
and 2.36 TeV. The pseudorapidity density at mid-rapidity is found to increase significantly faster
than predicted by the MC generators PYTHIA and PHOJET. The multiplicity distribution in
limited η-regions is described by a NBD while the considered MC generators have difficulties de-
scribing it. More information about this analysis can be found in Ref.10. A similar measurement
has been performed at 7 TeV15.
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Momentum spectra of identified particles in pp collisions with the ALICE detector

F. Noferini for the ALICE collaboration

University of Bologna, Dipartimento di Fisica, via Irnerio 46,

Bologna 40126, Bologna

The performance of the ALICE detector for charged hadrons identification turned out to be
effective immediately after the start of the first pp collisions. The central barrel detectors
(ITS, TPC and TOF) have provided π, K, p identification in a wide range of momenta. The
ALICE detector was designed to perform such a study in a very efficient way by using the
energy-loss dependence in the lower pT region (with the ITS and the TPC) and the time-of-
flight measurement in the higher pT region (with the TOF). The capability to reconstruct a
wide set of particles is also shown.

1 Introduction

The study presented here is based on the excellent capability of the ALICE detector 1 in particle
identification. The Time-Projection Chamber (TPC) 2, the main tracking system, provides
dE/dx information in a momentum range limited by the absorption in the material closer to
the collision zone and by the crossing of the dE/dx curves to high momenta. The dE/dx
information from the Inner Tracking System (ITS)1 allows us to extend the limits towards lower
momenta, while the additional information in the Time-Of-Flight detector (TOF) 3,4 makes the
identification possible up to 2.5 GeV/c.

The ALICE detector is a dedicated heavy ion experiment, designed to cope with the high
particle multiplicities expected for central Pb−Pb collisions at

√
s = 5.5 TeV. The central barrel

(midrapidity) detectors of ALICE consist of a six-layer silicon detector (ITS), located at 3.9 -
48.9 cm from the beam axis, a Time Projection Chamber (TPC) at 85 - 250 cm, a Transition
Radiation Detector (TRD) for electron identification at 290 - 368 cm (not presented in this
analysis), and a Time-Of-Flight (TOF) detector at 370 - 399 cm. The detectors are sitting in
a solenoidal magnetic field of B = 0.5 T with a rapidity coverage of −0.9 < η < 0.9. The
experiment setup and the expected performance are described in detail in 5 and 6, respectively.

The results presented in this article are based on the analysis of charged particle tracks in
the ITS, TPC and TOF.

The data presented were collected during the commissioning of the LHC at CERN in the
fall of 2009 with pp collisions. The energy of each beam was 450 GeV (i.e. injection energy).
The collider was run with 4 × 4 bunches per beam, resulting in two bunch crossing (BC) per
beam circulation period (89 µs) at the ALICE interaction point. The remaining two bunches
were passing through the ALICE detector and served to estimate the contribution of beam-gas
interactions. The average rate was a few events per second and pile-up within one bunch crossing
was, therefore, negligible.

Moreover, the ITS capability in reconstructing secondary vertex allowed us to identify un-



stable particles like K0
s , Λ and Ξ in the first collisions at 900 GeV.

2 Particle identification performance

As mentioned before the PID (Particle IDentification) performance is very good in a wide range
of momenta. Combining the information of the three detectors is possible to cover a range from
0.1 GeV/c to 2.5 GeV/c. The ITS dE/dx covers the range at very low momenta (0.1 < p < 0.5
GeV/c), the TPC dE/dx is good at intermediate momenta (0.3 < p < 1 GeV/c) and the TOF
is ideal for high momenta (0.5 < p < 2.5 GeV/c). A summary of the performance is reported
in Fig. 1, where dE/dx vs. momentum (ITS and TPC) and β vs. momentum (TOF) plots are
shown. In the same figure is also reported a sketch with the detector momentum ranges and the
complementarity of the three detectors can be noted.
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Figure 1: dE/dx vs momentum and β vs. momentum for the ALICE subdetectors (top: ITS and TPC, bottom:
TOF) in the central barrel (|η| < 0.9). A sketch on the performance of combined Particle IDentification (PID) is

also shown.

A more detailed picture is given in Fig. 2, Fig. 3 and Fig. 4 where fits to the different
detector response functions were performed in order to extract the yields in different pT slices.
In order to improve the particle identification with TOF a proper variable was choosen to
guarantee the gaussian response, especially for the pion and kaon cases. In fact the variable
(tπ + tK)calc/2 − tTOF is a good compromise to realize a symmetric behaviour for pions and
kaons; where tπcalc and tKcalc are the expected times for pion and kaon hypotheses and tTOF is the
time measured by TOF.

These plots represent the main way to extracts yields for different particle species and so to
measure identified particle spectra in the first pp collisions at 900 GeV with the ALICE detector.
These preliminary results are very promising so that the final identified spectra will be published
very soon in a future article.



Figure 2: The dE/dx distribution measured with the ITS for momenta between 193 MeV and 216 MeV (left
pannel) and 352 MeV and 400 MeV (right pannel).
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Figure 3: The dE/dx distribution measured with the TPC for momenta between 350 MeV and 400 MeV (left
pannel) and 650 MeV and 700 MeV (right pannel)

 (ps)TOF/2 - t
calc

)K+tπ(t
-5000 -4000 -3000 -2000 -1000 0 1000 2000

1

10

210

310  < 1.10 GeV/c -- positive
t

1.00 < p

 (ps)TOF/2 - t
calc

)K+tπ(t
-3000 -2000 -1000 0 1000

1

10

210

 < 1.50 GeV/c -- positive
t

1.40 < p

Figure 4: The arrival time distribution for 1.0 GeV < pT < 1.1 GeV (left panel) and 1.5 GeV < pT < 1.6 GeV
(right panel).

3 Week decays and resonances through reconstructed secondary vertex and kaon

identification

Another topic of this work is the measurement of resonances and weak decaying particles. Some
of the first observations of ALICE were the K0

s and Λ particle using the secondary vertex
reconstruction. Some results are reported in Fig. 5 which show the good capability of the Inner
Tracking System in resolving these signals from the combinatorial background.

Moreover the PID in the central barrel allowed us to reconstuct several resonances decaying
in the kaon channel. In particular φ and K∗0 mesons were identified using the TPC and TOF
response.

In Fig. 6 the results for TOF stand alone analysis are reported for both of these resonances.



Figure 5: K0

s and Λ invariant mass after the secondary vertex selection.

The requirement of the TOF identification selects the transverse momentum region above 1
GeV/c for both decay channels.
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Figure 6: φ and K∗0 invariant mass (pT > 1 GeV/c) using the TOF PID.

4 Conclusion

The ALICE performance for particle identification has been shown in this work. It is quite good
also considering that it was obtained for the very first pp collision in 2009 (

√
s = 900 GeV).

It was shown how the several subdetectors (ITS, TPC and TOF) at midrapidity allow to per-
form the measurement for identified particle spectra in a wide pT -region and in a complementary
way, even if final results will be available in a future work.

The PID performance can be also used to identify several particles in a number of different
channels, taking advantage both from the secondary vertex reconstrucion in the ITS and from
the good K/π separation up to high momenta.
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Transverse-momentum and pseudorapidity distributions of charged hadrons in pp
collisions at

√
s = 0.9 and 2.36 TeV

C. Roland for the CMS Collaboration
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Measurements of inclusive charged-hadron transverse-momentum and pseudorapidity dis-
tributions are presented for proton-proton collisions at

√
s = 0.9 and 2.36 TeV. The

data were collected with the CMS detector during the LHC commissioning in Decem-
ber 2009. For non-single-diffractive interactions, the average charged-hadron transverse
momentum is measured to be 0.46 ± 0.01 (stat.) ± 0.01 (syst.) GeV/c at 0.9 TeV and
0.50 ± 0.01 (stat.) ± 0.01 (syst.) GeV/c at 2.36 TeV, for pseudorapidities between −2.4
and +2.4. At these energies, the measured pseudorapidity densities in the central region,
dNch/dη||η|<0.5, are 3.48 ± 0.02 (stat.) ± 0.13 (syst.) and 4.47 ± 0.04 (stat.) ± 0.16 (syst.),
respectively. The results at 0.9 TeV are in agreement with previous measurements and confirm
the expectation of near equal hadron production in pp̄ and pp collisions.

1 Introduction

Measurements of transverse-momentum (pT) and pseudorapidity (η) distributions are reported
for charged hadrons produced in proton-proton (pp) collisions at centre-of-mass energies (

√
s)

of 0.9 and 2.36 TeV at the CERN Large Hadron Collider (LHC)1. The data were recorded with
the Compact Muon Solenoid (CMS) experiment in December 2009 during two 2-hour periods
of the LHC commissioning.

The bulk of the particles produced in pp collisions arises from soft interactions, which are
only modeled phenomenologically. Therefore experimental results have to provide guidance for
the tuning of these widely-used models and event generators. Soft collisions are usually divided
into several categories, namely elastic scattering, inelastic single-diffractive (SD) and double-
diffractive (DD) dissociation (Double Pomeron Exchange is treated as DD in this paper), and
inelastic non-diffractive (ND) scattering 3. The distributions shown in this paper are measured
for inelastic non-single-diffractive (NSD) interactions to minimize the model dependence of the
necessary corrections for the event selection, and to enable a comparison with earlier experi-
ments.

2 Experimental Methods

A detailed description of the CMS experiment can be found in Ref. 2. The detectors used
for the present analysis are the pixel and silicon-strip tracker (SST) covering the η range to
|η| < 2.5, embedded in a 3.8 T magnetic field. The pixel tracker consists of three barrel layers
and two end-cap disks at each barrel end. The forward calorimeter (HF), which covers the region
2.9 < |η| < 5.2, was used for event selection. The detailed Monte Carlo simulation (MC) of
the CMS detector response is based on geant4 4.
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Figure 1: (a) Measured differential yield of charged hadrons in the range |η| < 2.4 in 0.2-unit-wide bins of |η| for
the 2.36 TeV data. The measured values with systematic uncertainties (symbols) and the fit functions (Eq. 1)
are displayed. The values with increasing η are successively shifted by four units along the vertical axis. (b)
Measured yields of charged hadrons for |η| < 2.4 with systematic uncertainties (symbols), fit with the empirical

function (Eq. 1 ).

For the purpose of this analysis, predominantly NSD events were selected by requiring a
primary vertex (PV) to be reconstructed with the tracker, together with at least one HF tower
with more than 3 GeV total energy on each side. The event selection efficiency was estimated
with simulated events using the PYTHIA6 and PHOJET7,8 event generators. The measurements
were corrected for the selection efficiency of NSD processes and for the fraction of SD events
contained in the data sample after the event selection.

The dNch/dη distributions were obtained with three methods based on counting (i) recon-
structed clusters in the barrel part of the pixel detector; (ii) pixel tracklets composed of pairs of
clusters in different pixel barrel layers; and (iii) tracks reconstructed in the full tracker volume.
The latter method also allows a measurement of the dNch/dpT distribution. The three methods
are sensitive to particles down to pT values of about 30, 50 and 100 MeV/c, respectively, and
a correction was applied to the final results of the three methods to extrapolate to pT = 0.
The measurements were corrected for the geometrical acceptance, efficiency, fake and duplicate
tracks, low-pT particles curling in the axial magnetic field, decay products of long-lived hadrons,
photon conversions and inelastic hadronic interactions in the detector material. A more detailed
description of the event selection and analysis methods can be found in Ref. 5.

3 Results

The dNch/dpT distributions of charged particles were measured in 12 different η bins, within
|η| < 2.4. The average charged-hadron yields in NSD events are shown in Fig. 1(a), as a function
of pT and |η|. The Tsallis parametrization 9,10:

E
d3Nch

dp3
=

1
2πpT

E

p

d2Nch

dηdpT
= C

dNch

dy

(
1 +

ET

nT

)−n

(1)

was fit to the data. The pT spectrum of charged hadrons, 1/(2πpT)d2Nch/dηdpT, measured
in the range |η| < 2.4 is shown in Fig. 1(b). The fit to the data (Eq. 1) is mainly used for
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Figure 2: (a) Reconstructed dNch/dη distributions averaged over the cluster counting, tracklet and tracking meth-
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at 0.9 TeV, and the averaged result over the three methods at 2.36 TeV (open circles). The CMS and UA5 data
points are symmetrized in η. The shaded band represents systematic uncertainties of this measurement, which
are largely correlated point-to-point. The error bars on the UA5 and ALICE data points are statistical only.
(b) Charged-hadron pseudorapidity density in the central region as a function of centre-of-mass energy in pp
and pp̄ collisions including lower energy data, together with various empirical parameterizations fit to the data
corresponding to the inelastic (solid and dotted curves with open symbols) and to the NSD (dashed curve with

solid symbols) event selection. The error bars indicate systematic uncertainties, when available.

extrapolations to pT=0, but is not expected to give a perfect description of the data in all η bins
with only two parameters. For the 0.9 TeV data, the inverse slope parameter and the exponent
were found to be T = 0.13±0.01 GeV and n = 7.7±0.2. For the 2.36 TeV data, the values were
T = 0.14±0.01 GeV and n = 6.7±0.2. The average transverse momentum, calculated from the
measured data points adding the low- and high-pT extrapolations from the fit is 〈pT〉 = 0.46 ±
0.01 (stat.) ± 0.01 (syst.) GeV/c for the 0.9 TeV and 0.50±0.01 (stat.) ± 0.01 (syst.) GeV/c for
the 2.36 TeV data. The summary of results on the pseudorapidity density distribution of charged
hadrons is shown in Fig. 2. The results from the three different analysis methods are in agreement
and are combined to form the final measurement. The resulting dNch/dη distributions are
shown in Fig. 2a for

√
s = 0.9 and 2.36 TeV and are compared to measurements by other

experiments. The shaded error band on the CMS data indicates systematic uncertainties, while
the error bars on the data from UA5 14 and ALICE 16 display statistical uncertainties only. For
|η| < 0.5, the corrected results average to dNch/dη = 3.48 ± 0.02 (stat.) ± 0.13 (syst.) and
dNch/dη = 4.47 ± 0.04 (stat.) ± 0.16 (syst.) for NSD events at

√
s = 0.9 and 2.36 TeV. The

collision energy dependence of the measured dNch/dη|η≈0 is shown in Fig. 2b, which includes
data from the NAL Bubble Chamber 12, the ISR 13, and UA1 11, UA5 14, CDF 15, STAR 17,
PHOBOS 18 and ALICE 16. The dNch/dη measurement reported here is consistent with the
previously observed trend.

4 Summary

Inclusive measurements of charged-hadron densities, dNch/dpT and dNch/dη, have been pre-
sented based on the first pp collisions recorded at

√
s = 0.9 and 2.36 TeV by the CMS experiment.



For NSD interactions, the average charged-hadron transverse momentum has been measured to
be 0.46±0.01 (stat.) ± 0.01 (syst.) GeV/c at 0.9 TeV and 0.50±0.01 (stat.) ± 0.01 (syst.) GeV/c at
2.36 TeV. The pseudorapidity density in the central region, dNch/dη||η|<0.5, has been measured to
be 3.48±0.02 (stat.) ± 0.13 (syst.) at 0.9 TeV and 4.47±0.04 (stat.) ± 0.16 (syst.) at 2.36 TeV.
The results at 0.9 TeV have been found to be in agreement with previous measurements in pp̄
and pp collisions. The increase of (28.4± 1.4± 2.6)% from 0.9 to 2.36 TeV is significantly larger
than the 18.5% (14.5%) increase predicted by the PYTHIA (PHOJET) model tunes used in this
analysis.
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6. T. Sjöstrand, S. Mrenna, and P. Skands, “PYTHIA 6.4 Physics and Manual; v6.420, tune

D6T,” JHEP 05 (2006) 026.
7. F. W. Bopp, R. Engel, and J. Ranft, arXiv:hep-ph/9803437v1.
8. R. Engel, J. Ranft, and S. Roesler, Phys. Rev. D52 (1995) 1459.
9. C. Tsallis, J. Stat. Phys. 52 (1988) 479.

10. G. Wilk and Z. Wlodarczyk, Eur. Phys. J. A40 (2009) 299.
11. UA1 Collaboration, C. Albajar et al., Nucl. Phys. B335 (1990) 261.
12. J. Whitmore, Phys. Rept. 10 (1974) 273.
13. Aachen-CERN-Heidelberg-Munich Collaboration, W. Thome et al., Nucl. Phys.

B129 (1977) 365.
14. UA5 Collaboration, G. J. Alner et al., Z. Phys. C33 (1986) 1.
15. CDF Collaboration, F. Abe et al., Phys. Rev. D41 (1990) 2330.
16. ALICE Collaboration, K. Aamodt, Eur. Phys. J. C65 (2010) 111.
17. STAR Collaboration, B. I. Abelev et al., Phys. Rev. C79 (2009) 034909.
18. PHOBOS Collaboration, R. Nouicer et al., J. Phys. G30 (2004) S1133.



ATLAS first results
Charged-particle multiplicities in pp interactions at

√
s = 900 GeV

W. H. Bell on behalf of the ATLAS Collaboration
Université de Genève, Section de Physique, 24 rue Ernest Ansermet, CH-1211 Geneve 4

The first physics results from pp collisions measured with the ATLAS detector [1] at the
Large Hadron Collider (LHC) [2] are presented. The analysis within the kinematic range
pT > 500 MeV, |η| < 2.5, and at least one charged-particle in this range, is summarised.
The charged-particle multiplicity per event and unit of pseudorapidity at η = 0 is measured
to be 1.333±0.003(stat.)±0.040(syst.), which is 5–15% higher than the Monte Carlo model
predictions.

1 Introduction

The charged-particle spectra produced in inelastic pp and pp̄ collisions have previously been
studied over a wide range of centre-of-mass energies [3–10]. These experimental results have
been used to tune phenomenological models of soft QCD interactions. Measurements of charged-
particle multiplicities have been presented as inelastic, non-diffractive and non-single-diffractive
results, with and without trigger and primary vertex reconstruction corrections. Results are
most commonly presented as non-single-diffractive measurements. The selection of these events
typically involves a double-arm coincidence trigger, where the remaining single-diffractive events
are removed either with measurements from a single-arm trigger or by using a Monte Carlo
model. In the cases where the trigger or vertex-reconstruction efficiencies have not been corrected
for, it is difficult to determine the effects of these requirements at the particle-level. In general,
previous measurements have included events with no charged particles within the acceptance of
the tracking volume. These events may be accepted due to beam-induced-background, electronic
noise, or inelastic interactions with no reconstructed tracks. Therefore, a Monte Carlo is used to
determine the trigger efficiency, which introduces model dependence into these measurements.

These proceedings discuss the first ATLAS measurements of charged-particle multiplicities
at 900 GeV [3], within the kinematic range pT > 500 MeV and |η| < 2.5 and the requirement of at
least one charged-particle within this range. Primary charged particles were defined as charged
particles with a mean lifetime τ > 0.3 × 10−10 s directly produced in pp interactions or from
subsequent decays of particles with a shorter lifetime. The distributions of tracks reconstructed
in the ATLAS inner detector were corrected to obtain the particle-level distributions:

1
Nev
· dNch

dη
,

1
Nev
· 1

2πpT
· d2Nch

dηdpT
,

1
Nev
· dNev

dnch
and 〈pT〉 vs. nch,

where Nev is the number of events with at least one charged-particle inside the selected kinematic
range, Nch is the total number of charged particles, nch is the number of charged particles in an
event and 〈pT〉 is the average pT for a given number of charged particles.



2 Event Selection

A total of 455,593 events were selected with a single-arm scintillator trigger covering the region
of (2.09 < |η| < 3.84) at z = ±3.56 m from the centre of the detector. Tracks were reconstructed
within the inner detector volume |η| < 2.5 from measurements within the silicon pixel detector
(Pixel), silicon microstrip detector (SCT) and transition radiation tracker. Events were required
to contain a reconstructed primary vertex fit from three or more pT > 150 MeV tracks with
transverse impact parameter with respect to the beam-spot position dBS

0 < 4 mm. Tracks were
selected for the multiplicity measurements by requiring pT > 500 MeV, a minimum of one Pixel
and six SCT hits, and transverse and longitudinal impact parameters calculated with respect to
the primary vertex d0 < 1.5 mm and z0 · sin θ < 1.5 mm respectively. The multiplicity of these
selected tracks is denoted by nSel. Events were required to have one or more selected tracks.

3 Analysis and Results

The selected-track distributions were corrected back to the particle-level. The vertex-reconstruction
efficiency was parameterized in terms of selected tracks with a requirement of dBS

0 < 4 mm,
matching the primary vertex fit preselection, and without requirements on the impact param-
eters with respect to the primary vertex. The multiplicity of these tracks within an event is
denoted as nBS

Sel. The trigger efficiency was defined in a similar manner, but from a sample
selected with a control trigger. The trigger and vertex efficiency were derived from data and
are illustrated in Fig. 1(a) and 1(b). The nBS

Sel value for a given event was used to select the
trigger and vertex-reconstruction efficiency values. The selected tracks in the given event were
then weighted by the reciprocal of the product of these two values. The trigger requirement was
found to introduce no dependency on pT or η. The small dependency introduced through the
primary vertex requirement on the selected-track η for events with one selected-track was also
corrected for.

The track-reconstruction efficiency was determined from a Geant4 simulation as a function
of pT and η and is illustrated in profile form in Fig. 1(c) and 1(d). The effects of this efficiency
on the pT and η distributions were corrected for on a track-wise basis by weighting each track
with the reciprocal of the binned efficiency function. The track-weight also included a term
for the fraction of secondary tracks as a function of pT and tracks migrating into the selected
kinematic range due to reconstruction resolution.

The charged-particle multiplicity (nch) was determined from the track multiplicity (nSel)
on an event-by-event basis via Bayesian unfolding [11]. The nch spectrum was also corrected
for the migration of events with nch≥ 1 to nSel = 0 by using a correction factor of the form
1/(1 − (1 − ε(nch))nch), where ε(nch) is the mean track-reconstruction efficiency. Final results
and the comparison with different Monte Carlo models and tunes are shown in Fig. 2.

4 Conclusions

The first ATLAS charged-particle multiplicity measurements from pp collisions at
√
s = 900 GeV

have been discussed. Particle-level inclusive-inelastic distributions are presented within the
kinematic range pT > 500 MeV and |η| < 2.5 and the requirement of at least one charged-particle
within this range. The charged-particle multiplicity per event and unit of pseudorapidity at η = 0
is measured to be 1.333±0.003(stat.)±0.040(syst.), which is 5–15% higher than the Monte Carlo
model predictions. The selected kinematic range, precision of this analysis, and the absence of
additional model dependent corrections, highlights clear differences between Monte Carlo models
and the measured distributions.
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Figure 1: Trigger (a) and vertex-reconstruction (b) efficiencies as a function of nBS
Sel reconstructed tracks; track-

reconstruction efficiency as a function of pT (c) and of η (d). The vertical bars represent the statistical uncertainty,
while the shaded areas represent the statistical and systematic uncertainties added in quadrature. The two bottom

panels were derived from the PYTHIA ATLAS MC09 sample.
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Figure 2: Charged-particle multiplicities for events with nch ≥ 1 within the kinematic range pT > 500 MeV
and |η| < 2.5. The panels show the charged-particle multiplicity as a function of pseudorapidity (a) and of
the transverse momentum (b), the charged-particle multiplicity (c), and the average transverse momentum as a
function of the number of charged particles in the event (d). The dots represent the data and the curves the
predictions from different MC models. The vertical bars represent the statistical uncertainties, while the shaded
areas show statistical and systematic uncertainties added in quadrature. The values of the ratio histograms refer

to the bin centroids.
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THE LANDSCAPE OF FLAVOUR PHYSICS

Guy Wilkinson
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The importance of Flavour Physics as a method to search for non-Standard Model effects is
explained. A brief summary is given of some of those topics in Flavour Physics where there are
intriguing discrepancies between measurement and expectation. The prospects are discussed
for the LHCb experiment in helping to make progress in these and other areas.

1 The Importance of Flavour Physics

There are many good reasons why flavour physicsa will play a central role in high energy physics
in the LHC era and beyond:

• Many of the open questions in the Standard Model (SM) are found in the flavour sector.
Why are there three generations? What determines the extreme hierarchy of quark masses?
What determines the elements and structure of the Cabibbo-Kobayashi-Maskawa (CKM)
matrix? What is the origin of CP-violation (CPV)?

• Progress in flavour physics may have consequences for our understanding of cosmology, as
it is well known that the CPV which can be accommodated in the SM is inadequate to
explain the matter dominated universe that we observe.

• Flavour physics is a proven tool of discovery. The observed rate of kaon mixing and the
suppressed decay K0

L → µ+µ− necessitated the construction of the GIM mechanism and
hence predicted the existence of the charm quark. Explaining CPV in the kaon system
within the SM required invoking a third quark generation. The first indication that the
top quark was very massive followed from the observation of B-mixing.

It is the last point in particular which is worth stressing in this, the first full year of LHC
operation. The LHC has been constructed to search for evidence of new physics (NP) at the
TeV energy scale. As well as looking for direct production of new particles associated with this
NP, however, an equally valid approach is to make precise measurements of processes which are
suppressed in the SM and hope to discover deviations with respect to the SM predictions.

2 The Legacy of the B-factories

The B-factory experiments, BABAR and Belle, are close to finalising the analysis of their com-
plete Υ(4S) datasets of ∼ 400 fb−1 and ∼ 700 fb−1 respectively. The results from these experi-
ments, together with the measurement of B0

s mixing from the Tevatron, and that of εK in the

aIn this review, given the nature of the conference, flavour physics is interpreted as hadronic flavour physics,
although many of the arguments advanced apply equally well to leptons.
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Figure 1: The CKM unitarity triangle, as drawn with inputs valid in Autumn 2009 1.

kaon sector, tell a clear message - that the CKM-mechanism is the dominant source of CPV in
nature, or at least those phenomena which make up the classical unitarity triangle, which is the
usual way of assessing the consistency of the results within the CKM-paradigm. The present
status of the unitarity triangle is shown in Fig. 1. All measurements are seen to be consistent
with a single solution for the apex of the triangle.

The apparent self-consistency of the unitarity triangle, and the agreement of other flavour
observables with Standard Model expectation (these include, for example, the D0-mixing pa-
rameters xD and yD, where the SM predictions are very imprecise, but some NP models give
values very different from those observed 2), is frustrating for those who hoped for NP to be
revealed by the B-factory programme. Indeed this fact is a priori surprising, as it contradicts
the two commonly held beliefs that NP is present at the TeV scale, and that many flavour
observables should in general be sensitive to the effects of this NP. Assuming that the former
assumption is correct, one concludes that the NP must have a very specific flavour structure
which has so far masked its discovery. An extreme possibility would be that the NP flavour
couplings are pure-CKM and thus identical to the SM. Theories with this feature are classed as
‘Minimal Flavour Vilolation’ (MFV) models. MFV is unappealing to the experimental Flavour
Physicist as it makes NP discovery very challenging indeed.

3 Hope in the Desert: Oasis or Mirage?

Are we then in the MFV desert with no hope of making a Flavour Physics measurement in
contradiction with SM prediction? There are good reasons why we should not yet draw this
conclusion. In particular there are already several observables where unexpected behaviour
exists. Here we summarise some of the most intriguing:

• Unitarity Triangle Tensions

The superficial consistency of the unitarity triangle masks certain internal ‘tensions’. For
example, comparison of the direct measurement of sin 2β with other triangle inputs shows
far-from-perfect agreement. This feature can be looked at in various ways (see for exam-
ple 3). Figure 2 shows a comparison between the triangle apex as found by measurements
of the B0 mass splitting ∆md and the B+ → τ+ντ branching ratio, and the prediction
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Figure 2: Comparison of the unitarity triangle apex as determined by ∆md and the B+ → τ+ντ , and from the
global fit 1.

coming from the global fit. The poor consistency of the two approaches may point to the
sub-dominant contribution of NP effects in one or more of the observables.

Whatever the source of this inconsistency, it is clear that it is important to improve sig-
nificantly our experimental knowledge of the unitarity triangle, particularly of the poorly
known parameters such as the angle γ. This need will become more acute as the uncer-
tainties on lattice QCD inputs to the triangle fit decrease, as they are expected to do over
the coming few years.

• B → Kπ asymmetry puzzle

Tne näıve expectation is that the CP-asymmetry in the decay B± → K±π0 should be the
same as that in B0, B̄0 → K±π∓, however the measured values of the two asymmetries
differ by over 5 sigma 4. Some commentators believe this result can be explained by SM
effects, such as large colour suppressed tree amplitudes 5, whereas others interpret it as a
clear sign of NP, for example hinting at the existence of a fourth fermion generation 6.

In order to make progress it will be necessary to make measurements in complementary
channels. An improved measurement of the CP-asymmetry in B0, B̄0 → K0

Sπ
0, presently

measured with an uncertainty of ≈ 0.25 4, will certainly clarify the situation 7, as will
studies of modes such as B → ρK and K∗π.

• AFB in B → K∗`+`−

The decay B → K(∗)`+`−, which proceeds through a b → s loop transition, is a system
which provides a host of powerful observables which are sensitive to non-SM contribu-
tions 8,9, in particular the helicity structure of any NP couplings. One of the most inter-
esting of these observables available in B0 → K∗0`+`− decays is the forward-backward
asymmetry of the angle between the lepton and the B-meson in the di-lepton rest frame.
This asymmetry is expected to evolve with, q2, the invariant mass of the lepton pair in a
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manner which differs between the SM and many New Physics scenarios. Too few of these
decays (∼ 450 in total) have so far been reconstructed at the B-factories and the Tevatron
for any clear picture to emerge, but the early indications, shown in Fig. 3, are intriguing,
with a tendency for the data to lie above the SM prediction.

• φs
The mixing induced CP-violation in the decay B0

s → J/ψ is expected to be very small
in the SM. Furthermore any NP phase appearing in the box-diagram which drives this
observable, here (but not universally) designated φs, would be largely invisible to the
unitarity triangle tests discussed in Sec. 2. For this reason the early results from the
Tevatron 14 for this quantity have caused excitement, as they show consistency between
CDF and D0, but a two sigma discrepancy with the SM prediction (see Fig. 4). b

4 Discovery Potential at LHCb

LHCb has been designed and constructed to take full advantage of the very high cross-section
for heavy-flavour production at the LHC 17. Even with the reduced collision energy of 7 TeV
which is being used in the present run, a value of around 0.5 mb is expected for the bb cross-
section, and around ten times higher for cc production 18. LHCb is optimised for heavy-flavour
physics: in particular it has a dedicated trigger system, a vertex detector which approaches to
within 8 mm of the beamline, and two RICH detectors providing good π-K separation over a
momentum range 2-100 GeV/c.

In December 2009 LHCb collected 6.8± 0.1 µb−1 of data at
√
s = 0.9 TeV in the LHC pilot

run. These data were sufficient to establish that the fundamentals of the experiment work well.
Figure 5 for example shows an attempt to form a φ → K+K− signal without and then with
RICH information. The effectiveness of the particle identification is evident. Shown in Fig. 6

bIt should be remarked that since the conference new results from CDF have showed improved agreement with
the SM 15. On the other hand, a recent measurement from D0 on the flavour specific B0

s asymmetry 16, a different
but related observable to φs, has shown a 3 σ excursion from expectation. The picture remains unclear.



Figure 4: CDF and D0 combined profile likelihood as confidence contours of the CP-violating phase β
J/ψφ
s in

B0
s → J/ψφ (referred to as φs in the main text) and the width splitting between the mass eigenstates, ∆Γs. The

SM expectation and uncertainty is indicated by the black line. The sinusoidal green band indicates that region
allowed in NP models. 14

are K0
S and Λ (plus Λ̄) signals also from the pilot run. Results are reported elsewhere at this

conference from the first physics studies with LHCb data 19.

The physics programme of LHCb is aimed at making progress in many of the areas outlined
in Sec. 3 20. In particular, with the 1 fb−1 of data expected in the 2010 run LHCb will:

• Begin to improve our knowledge of the unitarity triangle angle γ. The sensitivity with
10 fb−1 of data is estimated to be ≈ 2◦ and so it is clear that significant measurements
will already be possible with smaller datasets.

• Embark on a detailed study of charmless B-decays, collecting large samples of B → hh
and B → 3h events.
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s = 0.9 TeV. Left: without RICH.

Right: with RICH identification of both kaon candidates.
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Figure 6: Reconstructed K0
S and Λ (plus Λ̄) signals from the 2009 LHC run at

√
s = 0.9 TeV.

• Collect a sample of ∼1200 B0 → K∗µ+µ− events, which will be used to decide whether the
intriguing behaviour in the existing AFB results are more than a statistical fluctuation.

• Make a measurement of φs with a precision significantly better than the existing measure-
ments at the Tevatron, and indeed better than the expected ‘final’ Tevatron measurements
as projected from the present results (see Fig. 7).

In addition to these studies, LHCb will make important contributions to many other areas, not
yet discussed, where NP effects could be visible. One of the most promising of these is the search
for the very rare decay B0

s → µ+µ−. In the SM the branching ratio is both highly suppressed and
precisely predicted (B(B0

s → µ+µ−) = (3.35±0.32)×10−9 21), whereas significant enhancements
can occur in many NP models. Figure 8 shows how the 90% confidence level exclusion limit
will evolve at LHCb as a function of integrated luminosity. It can be seen that sensitivity in the
10−9 regime should be achievable well before the end of 2011.

5 Conclusions

Studies of heavy flavour decays are an excellent way to search for NP effects. Furthermore, when
NP is discovered, it will be necessary to characterise its flavour structure in order to understand
its true nature. It has been seen that there already exist certain hints of non-SM behaviour in a
variety of observables. LHCb, which began operation successfully in the LHC pilot run of late
2009, has the capabilities to advance our understanding in many of these areas. Beyond LHCb,
other projects (not discussed here) will be able to achieve still higher sensitivities. These include
an upgraded LHCb itself, as well as experiments at a very high luminosity e+e− ‘super-flavour
factory’.
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MEASUREMENTS OF THE MASSES, LIFETIMES AND DECAY MODES OF
HADRONS AT TEVATRON

M. DORIGO on behalf of the CDF and D∅ collaborations
Department of Physics, University of Trieste,

and INFN, Trieste Section, Trieste, Italy

The Tevatron provides 1.96 TeV pp̄ collisions and allows for collection of rich b-hadron samples
to the two experiments CDF and D∅. The study of heavy flavor properties represents a fruitful
opportunity to investigate the flavor sector of the Standard Model (SM) and to look for hints
of New Physics (NP). Here we report the first measurement of polarization amplitudes in B0

s

charmless decays, world leading results on b-hadron lifetimes, and measurements of several
other properties of b-hadrons.

1 B0
s → φφ polarization measurement

The B0
s → φφ decay proceeds through a b→ ss̄s quark level process, whose dominant diagram

is the b → s penguin: it is potentially sensitive to NP that could manifest itself through the
presence of new particles in the penguin loop. In addition, the B0

s → φφ is a decay of a
pseudo-scalar meson to two vector mesons whose differential decay rate is determined by three
independent amplitudes corresponding to different polarizations: one longitudinal (A0) and two
transverse, with spins parallel (A‖) or perpendicular (A⊥) to each other.a In the SM, |A0|2 �
|A‖|2+|A⊥|2 is naively expected in B decays to two light vector mesons.1 This was experimentally
confirmed by BaBar and Belle in tree-dominated transitions.2 In contrast, it was found |A0|2 '
|A‖|2 + |A⊥|2 in b → s penguin decays.3 In order to shed light on this “polarization puzzle”
additional experimental information is required and b → s penguins in charmless B0

s decays
are a promising opportunity. The B0

s → φφ decay has been observed in its K+K−K+K− final
state for the first time by CDF in 2005 in 180 pb−1 of integrated luminosity: 8 events have been
counted, and the branching ratio (B) has been measured.4 Recently, CDF presents an updated
analysis with 2.9 fb−1 of data collected with the displaced track trigger.5 The reconstructed
signal events are 295± 20(stat)± 12(syst) and B = [2.40± 0.21(stat)± 0.86(syst)]× 10−5, which
is consistent with the previous result and with the theoretical prediction.9

We report the first polarization measurement of such decays using the same data set of
the branching fraction update.6 In this analysis, the untagged time-integrated decay rate as a
function of three angular variables of the final state decay products is considered. The polar-
ization amplitudes are corrected for the expected lifetime difference for the B0

s mass eigenstates
using the world average B0

s lifetime and width difference,7 and the tiny CP phase in B0
s mixing

is neglected, as expected in the SM.b, 7 Thus, a fit to the reconstructed B0
s mass and to the

aThe three polarization amplitudes are constrained by the unitarity condition: |A0|2 + |A‖|2 + |A⊥|2 = 1.
bAnyway, the effect related to a possible non vanishing CP-violating phase in mixing at a level consistent with

the current world average is included in the systematic treatment.



decay product angular distributions is performed. The approach is validated by performing
a similar measurement using B0

s → J/ψφ decays, collected via the same trigger, and com-
paring the obtained results with the current experimental information on the polarization in
such a decay.8 The measured polarization amplitudes and the cosine of δ‖ = arg(A?

0A‖) are:
|A0|2 = 0.348 ± 0.041(stat) ± 0.021(syst), |A‖|2 = 0.287 ± 0.043(stat) ± 0.011(syst), |A⊥|2 =
0.365 ± 0.044(stat) ± 0.027(syst) and cos δ‖ = −0.91+0.15

−0.13(stat) ± 0.09(syst). This measurement
indicates that the expected amplitudes hierarchy is disfavored in this charmless B0

s decay, being
|A0|2 < |A‖|2 + |A⊥|2. The plot in Fig. 1 (a) shows the estimates point for f0 = |A0|2 versus
f‖ = |A‖|2 compared with the prediction of different theoretical models developed in the SM.9,10
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Figure 1: (a) Comparison between the B0
s → φφ polarization measurement and several theoretical predictions.

(b) Λ0
b lifetime: comparison between the new result and selected previous measurements.

2 Lifetimes

The lifetime of the ground state hadrons containing a b quark and lighter quarks is largely
determined by the charged weak decay of the b quark. Ignoring the lighter quarks in the hadron,
the spectator model predicts equal lifetimes for all b-hadrons. However, several effects change
these expectations by up to about 10%. The lifetime ratio τ(B+)/τ(B0) is predicted to be in
the range 1.04–1.08; 11 for the τ(Λ0

b)/τ(B0) the range is wider, from 0.83 to 0.93.12

Using a 4.3 fb−1 data sample, CDF searches for fully reconstructed b-hadron decays with a
J/ψ decaying to muon pairs: B+ → J/ψK+, B0 → J/ψK0?, B0 → J/ψK0

S and Λ0
b → J/ψΛ0.13

The data are collected by the dimuon trigger, which has no biasing effects on the observed
proper time distribution. The analysis consists of a maximum likelihood fit to the mass, the
proper decay time and the proper decay time uncertainty of the reconstructed candidates. The
measured lifetimes are reported in Tab. 1: they are the most precise determination of the B+, B0

and Λ0
b lifetimes. Several systematic uncertainties have been studied with Monte Carlo samples;

while the overall systematic uncertainties remain small, the uncertainty on the extracted lifetime
values is dominated by the silicon detector alignment uncertainty in the case of B mesons and
by the resolution effects in the case of the Λ0

b . A cancellation of some common systematic
uncertainties in the lifetime ratios is achieved by using the vertex of the two tracks from the
J/ψ, common to all decay modes, as an estimate of the transverse decay length.c

The Λ0
b lifetimes measurement has particular interest (see Fig. 1 (b)): until 2006 all mea-

surements were in agreement and lay at the lower end of the theoretically expected value. Then,

cThe transverse decay length is the projection of the decay lenght in the plane transverse to the beam.



CDF performed two high precision measurements 14 which are significantly above previous re-
sults; this is confirmed by the latest result here reported.

Table 1: Lifetime measurements of b-hadrons.

Hadron Lifetime [ps] Lifetime ratio (over τ(B0)) PDG 08 [ps]
B+ 1.639± 0.009(stat)± 0.009(syst) 1.088± 0.009(stat)± 0.004(syst) 1.638± 0.011
B0 1.507± 0.010(stat)± 0.008(syst) 1 1.530± 0.009
Λ0

b 1.537± 0.045(stat)± 0.014(syst) 1.020± 0.030(stat)± 0.008(syst) 1.383+0.049
−0.048

3 Λ0
b → Λ+

c π
−π+π−resonance structure

Since CDF has recently observed the resonant structure in the Λ0
b → Λ+

c π
−π+l−ν decay mode,15

a similar resonance structure is expected in the corresponding hadronic decay mode Λ0
b →

Λ+
c π
−π+π−, where the l−ν pair is replaced by a ud quarks pair.

Last year CDF performed an analysis aimed at the first observation of the Λ0
b → Λ+

c π
−π+π−

and of the following intermediate resonant states: Λc(2595)+π−, Λc(2625)+π−, Σc(2455)++π−π−

and Σc(2455)0π+π−. The analysis uses an integrated luminosity of 2.4 fb−1 of data collected by
the CDF trigger on two displaced tracks. The Λ+

c is reconstructed in the pK−π+ decay mode
and three tracks, assumed to be pions, are added to reconstruct the Λ0

b → Λ+
c π
−π+π−. The

relative branching fractions of the resonant states to the total (Brel) are measured using the
yields of each decay mode estimated by fitting the data mass distributions. The final results are
listed in Tab. 2.

Table 2: Λ0
b → Λ+

c π
−π+π− resonance structure: yields and branching fractions.

Λ0
b decay mode Yield Brel in 10−2

Λ0
b → Λc(2595)+π− 46.6± 9.7(stat) 2.5± 0.6(stat)± 0.5(syst)

Λ0
b → Λc(2625)+π− 114± 13(stat) 6.2± 1.0(stat)+1.0

−0.9(syst)
Λ0

b → Σc(2455)++π−π− 81± 15(stat) 5.2± 1.1(stat)± 0.8(syst)
Λ0

b → Σc(2455)0π+π− 41.5± 9.3(stat) 8.9± 2.1(stat)+1.2
−1.0(syst)

4 Masses: the Ω−b observation

The quark model predicts a rich spectrum of baryons containing b quarks.17 In 2007, the accumu-
lation of large data sets from the Tevatron allowed the first observation of new baryons, the Ξ−b
and the Σ(?)

b .18,19 The Ω−b is the latest observed of such heavy states: in 2008, D∅ made its discov-
ery using 1.3 fb−1 of data,20 while CDF observed it last year in 4.2 fb−1. 21 In both cases, the Ω−b
observation is made through the decay chain Ω−b → J/ψΩ−, where J/ψ → µ+µ−, Ω− → ΛK−,
and Λ → pπ−.d However, the two experiments measure a Ω−b mass in significant disagreement.
The D∅ analysis is built on the Ξ−b discovery; 18 a yield of 17.8±4.9(stat)±0.8(syst) Ω−b events is
extracted, with a significance of 5.4 Gaussian standard deviations that the observed peak is not
due to background fluctuations. The estimated Ω−b mass is 6165± 10(stat)± 13(syst) MeV/c2.

In the Ω−b observation, in addition to its mass, CDF measures for the first time its lifetime.
Moreover, in the same analysis, CDF updates the Ξ−b mass measurement and performs its first
lifetime measurement.e CDF measures the Ω−b mass, m = 6054.4± 6.8(stat)± 0.9(syst) MeV/c2,
and lifetime, τ = 1.13+0.53

−0.40(stat)± 0.02(syst) ps, using a signal of 16+6
−4(stat) (5.5 σ significance),

dCharge conjugate modes are included implicitly.
eUsing the decay chain Ξ−b → J/ψΞ−, where J/ψ → µ+µ−, Ξ− → Λπ−, and Λ → pπ−.



and the Ξ−b mass, m = 5790.9± 2.6(stat)± 0.8(syst) MeV/c2, and lifetime, τ = 1.56+0.27
−0.25(stat)±

0.02(syst) ps. The small systematic uncertainties in the CDF measurements are due to the
ability to reconstruct the actual trajectory of the long-lived hyperons from their hits in the
silicon tracker.

The disagreement between the CDF and D∅ Ω−b mass measurements consists of about six
standard deviations. In addition, the measured Ω−b production rates relative to the Ξb are
different between the two experiments, being fCDF = 0.27 ± 0.12(stat) ± 0.01(syst) and fD∅ =
0.80± 0.32(stat)+0.14

−0.22(syst). Neither measurement is very precise; nevertheless, CDF indicates a
rate substantially lower than D∅. The mass obtained by CDF agrees with theoretical estimates.17

Clearly, further studies are needed to resolve the discrepancies and analysis updates are ongoing
with the addition of new available data.

5 Conclusions

In the latest years, the CDF and D∅ heavy flavor programs reached maturation, yielding results
that are competitive to the B factories ones for the B± and B0 properties measurement, and
complementary to them for the study of the b-baryons and the B0

s meson. We presented here a
small sampling of recent results, including the first measurement of decay-polarization structure
in a charmless B0

s decay, world-leading measurements of b-hadron lifetimes, the structure study
of a Λ0

b hadronic decay mode and the observation of the Ω−b baryon. These are obtained using
just a fraction of the presently available data-samples, which keep increasing at a pace of 70
pb−1 per week. The large amount of data, and ever improving analysis technique suggest a few
years of exciting competition with the LHCb experiment that has just started its operations.
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CLEO RESULTS ON CHARM LEPTONIC AND SEMILEPTONIC DECAYS

S. STONE
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1 Introduction

Here I will review a small selection of recent CLEO results on purely leptonic and semileptonic
decays mostly of the D+

s meson. In leptonic decays the quark and antiquark in the meson
annihilate via a virtual W that materializes as a lepton (`) anti-neutrino pair. To lowest order,
the decay width is given by

Γ(P → `ν) =
G2

F

8π
f2

P m2
`MP

(
1 −

m2
`

M2
P

)2

|Vq1q2
|2 , (1)

where MP is the P mass, m` is the ` mass, Vq1q2
is the Cabibbo-Kobayashi-Maskawa (CKM)

matrix element between the constituent quarks q1q̄2 in P , andGF is the Fermi coupling constant.
The parameter fP is the decay constant, the quantity to be measured or calculated, that is related
to the wave-function overlap of the quark and antiquark.

2 Leptonic Decays

Near 4.170 GeV in center-of-mass energy e+e− collisions produce DsD
∗

s pairs with about a 1
nb cross-section. The presence of the D∗

s → γDs transition makes the analysis of D+
s decays

somewhat more complicated than studies at 3.770 GeV where D+D− and D0D0 pairs are
produced.

To studyD+ decays we fully reconstruct aD− and then we use the conservation of energy and
momentum to infer the presence of a missing neutrino in D+ → `+ν (leptonic) or D+ → h`+ν
(semileptonic) decays. This is done by calculating the missing mass squared as

MM2 =
(
Ebeam −Eµ+

)2
−
(
−pD− − pµ+

)2
, (2)

here Ebeam is the beam energy, pD− is the three-momentum of the fully reconstructed D−, and
Eµ+(pµ+) is the energy (momentum) of the µ+ candidate. MM2 peaks at zero for a missing ν.

To reconstruct D− tags we require that the tag candidates have a measured energy consistent
with the beam energy, and have a “beam constrained mass,” mBC , consistent with the D− mass,

where mBC =
√
E2

beam − (
∑

i pi)2 , and i runs over all the final state particles three-momenta.
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Figure 1: (a) The beam-constrained mass distributions summed over D− decay candidates in the final states:
K+π−π−, K+π−π−π0, Ksπ

−, Ksπ
−π−π+, Ksπ

−π0 and K+K−π−. (b) Fit to the MM2. Data are points with
error bars. The black (dashed) curve centered at zero shows the signal µ+ν events. The dot-dashed (red) curve
that peaks around 0.05 GeV2 shows D+

→ τ+ν, τ+
→ π+ν̄. The solid (blue) Gaussian shaped curve centered on

the pion-mass squared shows residual π+π0. The dashed (purple) curve that falls to zero around 0.03 GeV2 is the

sum of all the other background components, except the K
0
π+ tail which is shown by the long-dashed (green)

curve that peaks up at 0.25 GeV2. The solid (black) curve is the sum of all the components.

Fig. 1(a) shows the mBC distribution summed over all the decay modes we use for tagging.
There are 460,055±787 plus 89,472 backgrounds. The fit to the MM2 distribution shown in

Fig. 1(b) contains separate shapes for signal, π+π0, K
0
π+, τ+ν (τ+ → π+ν̄), and a background

shape describing three-body decays. Here we constrain the ratio of the τ+ν/µ+ν components to
the SM ratio of 2.65. We also veto events with an extra neutral energy cluster > 250 MeV which

removes most π+π0 events. The normalizations of the signal, K
0
π+, and 3-body background

shapes are allowed to float. The final result, including radiative corrections is 1

fD+ = (206.7 ± 8.5 ± 2.5) MeV . (3)

For D+
s studies we first cut on the the invariant mass of the decay products of D−

s tag
candidates shown in Fig. 2(a), then detect an additional photon candidate from the D∗

s decay,
and construct

MM∗2 = (ECM −EDs
−Eγ)2 − (pCM − pDs

− pγ)2 , (4)

where ECM (pCM) is the center-of-mass energy (momentum), EDs
(pDs

) is the energy (momen-
tum) of the fully reconstructed D−

s tag, and Eγ (pγ) is the energy (momentum) of the additional
photon. In performing this calculation we use a kinematic fit that constrains the decay products
of the D−

s to the known Ds mass and conserves overall momentum and energy. All photon can-
didates in the event are tried, except for those that are decay products of the D−

s tag candidate.
Regardless of whether or not the photon forms a D∗

s with the tag, for real D∗

sDs events the
missing mass-squared MM∗2, recoiling against the photon and the D−

s tag should peak at the
D+

s mass-squared.
The MM∗2 distributions for events in the D−

s invariant mass signal region (±17.5 MeV from
the Ds mass) are shown in Fig. 2(b). In order to find the number of tags used for further analysis
we perform a two-dimensional binned maximum liklihood fit of the MM∗2 distribution and the
invariant mass distribution in the interval ±60 MeV from the Ds mass and 3.50 < MM∗2 <
4.25 GeV2. The background has two components, both described by 5th order Chebyshev
polynomials; the first comes from the background under the invariant mass peak, defined by



Figure 2: (a) Invariant mass of D−

s candidates summed over the decay modes: K+K−π−, KsK
−, ηπ−, η′π−,

K+K−π−π0, π+π−π−, K∗−K∗0, ηρ−, and fit to a two-Gaussian signal shape plus a linear background. No MM∗2

cut has been applied. (b) The MM∗2 distribution. The curves show a Crystal Ball function for signal and two
5th order Chebyshev background functions; the dashed curve shows the background from fake D−

s tags, while
the dotted curve in (b) shows the sum of the backgrounds from multiple photon combinations and fake D−

s tags.
The vertical dashed lines in (a) and (b) show the region of events selected for further analysis.

the sidebands, and the second is due to multiple photon combinations. In both cases we allow
the parameters to float. We find a total of 43859±936±877 signal events in the interval 3.782 <
MM∗2 < 4.000 GeV2 and having an invariant mass within ±17.5 MeV of the Ds mass.

Figure 3: Fit to the data (points) for Eextra < 0.1
GeV. The various components are signal (thick solid
line), ηρ+ (dotted), fake D−

s (dashed), K0π+π0 (long
dash), sum of π+π0π0, ηπ+, φπ+, τ+

→ (π+ +
π+π0π0)ν, µ+ν, and Xµ+ν (dash-dot-dot), and other
backgrounds (dashed-dot). The thinner solid curve
shows the total.

With these tag samples CLEO measured the
D+

s → µ+ν and τ+ν final states with τ+ →
π+ν and ρ+ν. The τ+ → e+νν̄ was measured
using a sub-set of invariant mass tags only. Here
the sum of all of the energy deposited in the
electromagnetic calorimeter, Eextra, that is not
associated with either the tag or the τ+ decay
is used as an additional discriminant; for signal
events Eextra should be zero.

The τ+ → ρ+ν analysis is quite novel. Here
some backgrounds peak while the signal shape,
that is extremely well known, is rather flat.
Eextra is also used in this analysis. The MM2

distribution computed from a D−

s tag, a photon
and a ρ+ is shown on Fig. 3. A clear excess
of signal events is present. A summary of mea-
surements of fD+

s
by several groups are listed in

Table 1.1

The decay constant average for f
D+

s
is

(257.5 ± 6.1) MeV. Two unquenched lattice QCD calculations using 3 light fermion loops (un-
quenched) are available.7 HPQCD now quotes a value of (247±2) MeV, a 2σ change from their
published value of (241±3) MeV. The updated Fermilab/MILC result is (261.4±7.7±5.0 MeV).
They also predict fD+

= 220.3 ± 8.0 ± 4.3) MeV. Thus these preliminary theoretical results are
in agreement with the data.

3 Semileptonic Decays

CLEO has observed D+
s → f0(980)e

+ν; f0 → π+π−, measured the form-factor as a function of
q2, and determined the mass and width of the f0, parameters that are not well known.8 The rate



Table 1: Experimental results for B(D+
s → µ+ν), B(D+

s → τ+ν), and f
D

+
s

.

Experiment Mode B f
D+

s
(MeV)

CLEO-c 2 µ+ν (5.65 ± 0.45 ± 0.17) × 10−3 257.6 ± 10.3 ± 4.3
Belle 3 µ+ν (6.38 ± 0.76 ± 0.57) × 10−3 274 ± 16 ± 12
Average µ+ν (5.80 ± 0.43) × 10−3 261.5 ± 9.7
CLEO-c 2 τ+ν (π+ν) (6.42 ± 0.81 ± 0.18) × 10−2 278.0 ± 17.5 ± 3.8
CLEO-c 4 τ+ν (ρ+ν) (5.52 ± 0.57 ± 0.21) × 10−2 257.8 ± 13.3 ± 5.2
CLEO-c 5 τ+ν (e+νν) (5.30 ± 0.47 ± 0.22) × 10−2 252.6 ± 11.2 ± 5.6
BaBar 6 τ+ν (e+νν) (4.54 ± 0.53 ± 0.40 ± 0.28) × 10−2 233.8 ± 13.7 ± 12.6
Average τ+ν (5.58 ± 0.35) × 10−2 255.5 ± 7.5

Average µ+ν + τ+ν 257.5 ± 6.1

and form-factor for D+
s → φe+ν was also measured. The ratio of these two rates at q2 of zero

was predicted 9 to be similar to that of Γ (Bs → J/ψf0) /Γ (Bs → J/ψφ) .

Figure 4: The q2 distributions for (a) D+
s → f0e

+ν (b) D+
s →

φe+ν. The fits are described in the text.

Figure 4 shows the q2 distributions.
The φe+ν channel is fit using the form
factors determined by the BaBar collab-
oration letting the normalization float.10

For f0e
+ν a simple pole model is used:

|f+(q2)| = 1/(1 − q2/M2
pole), resulting in

Mpole=(1.7+4.5
−0.7±0.2) GeV. Using the fits

we find that at q2 of zero the f0/φ yield
is (42±011)%.
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Hadronic D0, D+, and D0
S Decays

M. ARTUSO on behalf of the CLEO-c Collaboration

Department of Physics, Syracuse University,
Syracuse, NY 13244

Hadronic decays of the charmed mesons D0, D+, and D0
S offer unique opportunities to probe

non-perturbative strong dynamics. In this report we summarize recent CLEO-c results, and
we compare them with predictions from phenomenological models. Finally, we discuss their
impact on our knowledge of light quark spectroscopy.

1 Introduction

Hadronic charm decays are driven by the complex interplay between short distance and long
distance dynamics, which introduces a variety of complex phases resultin in enhancements and
suppressions through interference effects. In these proceedings we will summarize recent CLEO-
c hadronic D0,D+, and D0

S decays, based on the full CLEO-c data set,1 with 818 pb−1 at the
ψ(3770) center-of-mass energy, and 586 pb−1 at

√
s=4.170 GeV(unless otherwise noted). They

correspond to 3×106 D0D̄0 pairs, and 5.3×105 D±SD
?∓
S pairs.

2 Charm decays to two pseudoscalars

Cleo-c has recently published an extensive set of measurements of branching fractions of hadronic
D0, D+, and D0

S into two pseudoscalars. Bhattacharya and Rosner 2 have proposed a diagram-
matic approach to analyze these modes in the framework of flavor SU(3) . The decay amplitudes
are expressed in terms of topological quark flow diagrams: each diagram represents an amplitude
which accounts for weak and strong interaction effects, to all orders, including long distance ef-
fects. The key amplitudes include a color-favored tree (T), a color-suppressed tree (C), an
exchange (E) and an annihilation (A). The role of the annihilation term, especially in D0

S de-
cays, is very interesting as it provides information relevant to annihilation effects in charmless
semileptonic decays.

Table 1 compares the results from the best fit to the quark flow diagram formalism in
the case of the Cabibbo favored and the singly Cabibbo suppressed decays. The experimental
information is sufficient to use the Cabibbo favored (CF) decays to fit for the quark flow diagram
amplitudes, their relative phases, and the octet-singlet mixing angle θη, which they determine
to be 11.7◦. This value of θη is used to predict singly-Cabibbo-suppressed (CS) and doubly-
Cabibbo-suppressed (DCS) decays. This approach does not work very well for singly Cabibbo
suppressed decays, for example it overestimates B(D0 → π+π−) and underestimates B(D0 →
K+K−).



Table 1: Comparison between CLEO-c data and theoretical predictions from Bhattacharya and Rosner. The
theoretical predictions quoted are derived with their favorite singlet-octect mixing angle θη = 11.7◦ (φ1 = 45◦− φ2

2
,

and φ2 = 19.5◦).

Mode B (%) (CLEO-c) 1 Representation Predicted B (%) 2

D0→ K−π+ 3.906 ± 0.077 T+E 3.891

D0→ K̄0π0 2.38 ± 0.085 (C-E)/
√

2 2.380

D0→ K̄0η 0.962 ± 0.060 C√
2

sin (θη + φ1)−
√
3E√
2

cos (θη + 2φ1) 0.962

D0→ K̄0η′ 1.900 ± 0.108 − C√
2

cos (θη + φ1)−
√
3E√
2

sin (θη + 2φ1) 1.900

D+→ K̄0π+ 3.074 ± 0.097 C+T 3.074
D0
S→ K̄0K+ 2.98 ± 0.17 C+A 2.980

D0
S→ π+η 1.84 ± 0.15 T cos (θη + φ1)−

√
2A sin (θη + φ1) 1.840

D0
S→ π+η′ 3.95 ± 0.34 T sin (θη + φ1) +

√
2A cos (θη + φ1) 3.950

|T ′| > |C′ |T ′| < |C′
D0→ π−π+ 0.145 ± 0.005 -(T′ +E′) 0.224 0.224

D0→ π0π0 0.081± 0.005 -(C′ - E′)/
√

2 0.135 0.136
D0→ K−K+ 0.407 ± 0.010 (T′ +E′) 0.193 0.192
D0→ K0K̄0 0.032 ± 0.002 0 0

D+→ π0π+ 0.0118 ± 0.006 -(T′ +C′)/
√

2 0.089 0.088
D+→ K+K̄0 0.612 ± 0.022 (T′ - A′) 0.615 0.073
D0
S→ π+K0 0.252 ± 0.027 -(T′ -A′) 0.308 0.037

D0
S→ π0K+ 0.062 ± 0.023 -(C′ +A′)/

√
2 0.085 0.086

3 K0K̄0 Interference

The decay rates for D0→ KSπ
0 and D0→ KLπ

0 are not the same because of the interference
between the CF component D0→ K̄0π0 and the DCS D0→ K̄0π0 which has a positive sign fo
the decay D0→ KSπ

0 and a negative sign when the KS is replaced by KL. The amplitudes
D0→ K̄0π0 andD0→ K̄0π0 are related by U-spin (interchange of u and s quark). Thus, assuming
U-spin symmetry, A(D0 → K0π0) = tan2 θc ×A(D0 → K̄0π0) and the decay rate asymmetry is
given by:

R(D0) ≡ Γ(D0 → KSπ
0)− Γ(D0 → KLπ

0)

Γ(D0 → KSπ0) + Γ(D0 → KLπ0)
= 2 tan2 θc = 0.109 (1)

CLEO-c, using a partial sample of 281 pb−1, measures R(D0) exploiting kinematic constraints
to reconstruct the KL in the final state with a missing mass square technique 3 and obtains:

R(D0)exp = 0.108± 0.025± 0.024, (2)

which is in excellent agreement with the expectations based on U-spin symmetry. The theoretical
treatment of a similar asymmetry R(D+) in D+ decays is more complex; the diagrammatic
approach 2 predicts

R(D+) = −0.005± 0.013, (3)

in excellent agreement with

R(D+) = 0.022± 0.016± 0.018. (4)

4 D0
S decays with ω in the final state and weak annihilation

D0
S decays are important to shed light on the poorly known weak annihilation effects which

influence the extraction of |Vub| from inclusive charmless semileptonic B decays.4, 5 Hadronic
D0
S decays present interesting puzzles concerning weak annihilation effects.6, 7 Decays including

ω in the final state are expected to be mediated predominantly by the annihilation diagram
cs̄ → ud̄. G-parity of a J=0 ud̄ quark-antiquark pair suggests that only D0

S decays including
an odd number of πs are allowed. This is contradicted by the observation of D0

S→ ωπ and the



Table 2: Summary of the CLEO-c data on exclusive and inclusive decays D0
S→ ωX. The sum of the measured

exclusive branching fraction is (5.4±1.0)%

Mode B (%) (CLEO-c) 9, 10

D0
S→ π+ω 0.21 ± 0.09 ±0.01

D0
S→ π+π0ω 2.78 ± 0.65 ±0.25

D0
S→ π+π+π−ω 1.58 ± 0.45 ±0.09

D0
S→ π+ηω 0.85 ± 0.54 ±0.06

< 2.3 (90% CL)
D0
S→ K+ω < 0.24 (90% CL)

D0
S→ K+π0ω < 0.82 (90% CL)

D0
S→ K+π+π−ω < 0.54 (90% CL)

D0
S→ K+ηω < 0.79 (90% CL)

D0
S→ π0K+ 0.062 ± 0.023

D0
S→ ωX 6.1 ±1.4

non-observation of D0
S→ ρπ. 8 Table 2 summarizes the CLEO-c measurements of inclusive and

exclusive D0
S decays including ω in the final state. These data show that the measured branching

fractions account for the inclusive rate, but the interplay between annihilation and rescattering
makes a simple model based on annihilation and G-parity conservation inadequate to describe
these decays.

5 The Dalitz Decay D0
S→ K+K−π+

The kinematics of the 3-body decay D → ABC is fully described in terms of the invariant
masses M2

AB and M2
BC of two pair of final state mesons. The “Dalitz analysis” of these decays,

involving the measurement of the differential distribution dΓ/dM2
ABM

2
BC provides an impressive

wealth of information relevant to D and B meson dynamics, as well as light meson spectroscopy,
in particular the poorly known scalar meson sector. I will illustrate this point with the Dalitz
analysis of D0

S→ K+K−π+.

An example, recently studied by CLEO-c,11 is the decay D0
S→ K+K−π+. Table 3 gives the

the relevant isobar model fit parameters. This study is based on 12K D0
S→ K+K−π+ decays,

to be compared with the pioneering E687 12 analysis based on 701 events. CLEO-c confirms
the strength of the dominant s-wave component (f0(890)). The best fit to the CLEO-c data is
achieved by adding another scalar mesons, the f0(1370).13 This meson is strongly overlapping
with the broad f0(600) and the narrow f0(1500). Its mass and width8 have large uncertainties
due to the small fraction of these decays into two π or K. The CLEO-c fit with floating resonance
parameters gives Mf0(1370) = (1315± 34) MeV/c2, and Γf0(1370) = 276± 39 MeV/c2, where the
quoted errors are statistical only. CLEO-c obtains a reasonably good fit, χ2/d.o.f = 178/117,
using these resonances.

6 Conclusions

This report gives a quick snapshot of some of the many important contributions towards our un-
derstanding of fundamental interactions provided by CLEO-c studies of hadronic charm decays.
Excellent reviews 14, 15 offer a broader picture of the experimental and theoretical landscape.
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Table 3: Summary of the six resonance model (Model A) fit to the D0
S→ K+K−π+ Dalitz plot. Fit parameters

are shown with their statistical and systematic uncertainty respectively. The “δMean” and “RMS” account for
variation of the fit parameters in the systematic cross checks as discussed in the text. The “Total” is a quadratic
sum of “δMean” and “RMS” and after rounding is the systematic uncertainty given in the second column. The

results of the E687 Model are also shown for comparison.

Parameter Model A δMean RMS Total E687 Model
mK∗(892) 894.9±0.5±0.7 0.088 0.654 0.660 895.8±0.5
ΓK∗(892) 45.7±1.1±0.5 0.148 0.499 0.520 44.2±1.0
aK∗

0
(1430) (a.u.) 1.51±0.11±0.09 -0.024 0.089 0.092 1.76±0.12

φK∗
0
(1430) (◦) 146±8±8 -0.623 8.442 8.465 145±8

af0(980) (a.u.) 4.72±0.18±0.17 -0.029 0.167 0.170 3.67±0.13
φf0(980) (◦) 157±3±4 -0.343 4.036 4.051 156±3
aφ(1020) (a.u.) 1.13±0.02±0.02 0.004 0.017 0.018 1.15±0.02
φφ(1020) (◦) –8±4±4 0.081 3.850 3.851 –15±4
af0(1370) (a.u.) 1.15±0.09±0.06 -0.003 0.063 0.063
φf0(1370) (◦) 53±5±6 -0.536 5.820 5.845
af0(1710) (a.u.) 1.11±0.07±0.10 -0.004 0.098 0.098 1.27±0.07
φf0(1710) (◦) 89±5±5 0.195 4.916 4.920 102±4

FF[K∗(892)] (%) 47.4±1.5±0.4 0.016 0.357 0.4 48.2±1.2
FF[K∗0 (1430)] (%) 3.9±0.5±0.5 0.036 0.460 0.5 5.3±0.7
FF[f0(980)] (%) 28.2±1.9±1.8 0.096 1.792 1.8 16.8±1.1
FF[φ(1020)] (%) 42.2±1.6±0.3 0.018 0.277 0.3 42.7±1.3
FF[f0(1370)] (%) 4.3±0.6±0.5 0.044 0.488 0.5
FF[f0(1710)] (%) 3.4±0.5±0.3 0.044 0.311 0.3 4.4±0.4∑

R
FFR (%) 129.5±4.4±2.0 0.020 1.981 2.0 117.3±2.2

χ2/ν 178/117 278/119
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FROM Ω− TO Ωb
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I discuss several recent highly accurate theoretical predictions for masses of baryons containing
the b quark, especially Ωb (ssb) very recently reported by CDF. I also point out an approximate
effective supersymmetry between heavy quark baryons and mesons and provide predictions
for the magnetic moments of Λc and Λb. Proper treatment of the color-magnetic hyperfine
interaction in QCD is crucial for obtaining these results.

1 Introduction

QCD describes hadrons as valence quarks in a sea of gluons and q̄q pairs. At distances above
∼ 1 GeV−1 quarks acquire an effective constituent mass due to chiral symmetry breaking. A
hadron can then be thought of as a bound state of constituent quarks. In the zeroth-order
approximation the hadron mass M is then given by the sum of the masses of its constituent
quarks mi, M =

∑
imi . The binding and kinetic energies are “swallowed” by the constituent

quarks masses. The first and most important correction comes from the color hyper-fine (HF)
chromo-magnetic interaction,

M =
∑

i

mi + V
HF (QCD)
i<j

; V
HF (QCD)
ij

= v0 (~λi · ~λj)
~σi · ~σj

mimj

〈ψ|δ(ri − rj)|ψ〉 (1)

where v0 gives the overall strength of the HF interaction, ~λi,j are the SU(3) color matrices,
σi,j are the quark spin operators and |ψ〉 is the hadron wave function. This is a contact spin-
spin interaction, analogous to the EM hyperfine interaction, which is a product of the magnetic
moments,

V
HF (QED)
ij

∝ ~µi · ~µj = e2
~σi · ~σj

mimj

(2)

in QCD, the SU(3)c generators take place of the electric charge. From eq. (1) many very
accurate results have been obtained for the masses of the ground-state hadrons. Nevertheless,



several caveats are in order. First, this is a low-energy phenomenological model, still awaiting a
rigorous derivation from QCD. It is far from providing a complete description of the hadronic
spectrum, but it provides excellent predictions for mass splittings and magnetic moments. The
crucial assumptions of the model are: (a) HF interaction is considered as a perturbation which
does not change the wave function; (b) effective masses of quarks are the same inside mesons
and baryons; (c) there are no 3-body effects.

2 Quark masses
Table I. Quark mass differences.

mesonsbaryons
J = 1 J = 0 ∆mBar ∆mMes

observable

Bi Bj Vi Vj Pi Pj MeV MeV

sud uud sd̄ ud̄ sd̄ ud̄〈ms −mu〉d
Λ N K∗ ρ K π

177 179

cs̄ cū cs̄ cū〈ms −mu〉c
D∗

s
D∗

s
Ds Ds

103

bs̄ bū bs̄ bū〈ms −mu〉b
B∗

s
B∗

s
Bs Bs

91

cud uud cd̄ ud̄ cd̄ ud̄〈mc −mu〉d
Λc N D∗ ρ D π

1346 1360

cc̄ uc̄ cc̄ uc̄〈mc −mu〉c
ψ D∗ ηc D

1095

cud sud cd̄ sd̄ cd̄ sd̄〈mc −ms〉d
Λc Λ D∗ K∗ D K

1169 1180

cc̄ sc̄ cc̄ sc̄〈mc −ms〉c
ψ D∗

s
ηc Ds

991

bud uud bd̄ ud̄ bd̄ ud̄〈mb −mu〉d
Λb N B∗ ρ B π

4685 4700

bs̄ us̄ bs̄ us̄〈mb −mu〉s
B∗

s
K∗ Bs K

4613

bud sud bd̄ sd̄ bd̄ sd̄〈mb −ms〉d
Λb Λ B∗ K∗ B K

4508 4521

bud sud bd̄ cd̄ bd̄ cd̄〈mb −mc〉d
Λb Λc B∗ D∗ B D

3339 3341

bs̄ cs̄ bs̄ cs̄〈mb −mc〉s
B∗

s
D∗

s
Bs Ds

3328

Table I shows the quark mass differences obtained
from mesons and baryons 1. The mass difference
between two quarks of different flavors denoted by
i and j are seen to have the same value to a good
approximation when they are bound to a “specta-
tor” quark of a given flavor.

On the other hand, Table 1 shows clearly that
constituent quark mass differences depend strongly

on the flavor of the spectator quark. For example,
ms −md ≈ 180 MeV when the spectator is a light
quark but the same mass difference is only about
90 MeV when the spectator is a b quark.

Since these are effective masses, we should not
be surprised that their difference is affected by
the environment, but the large size of the shift
is quite surprising and its quantitative derivation
from QCD is an outstanding challenge for theory.
Let us now discuss the HF splitting in mesons and
baryons. We have

M(K∗)−M(K) = 4v0
~λu · ~λs

mums

〈ψ|δ(r)|ψ〉, (3)

M(Σ∗) −M(Σ) = 6v0
~λu · ~λs

mums

〈ψ|δ(rrs)|ψ〉 (4)

we can then use eqs. (3) and (4) to compare the quark mass ratio obtained from mesons and
baryons:

(mc/ms)Bar = (MΣ∗ −MΣ)/(MΣ∗

c
−MΣc

) = 2.84

(mc/ms)Mes = (MK∗ −MK/(MD∗ −MD) = 2.81 (5)

Similarly, (mc/mu)Bar = 4.36 and (mc/mu)Mes = 4.46. We find the same value from mesons
and baryons ±2%. We can write down an analogous relation for hadrons containing the b quark
instead of the s quark, obtaining the prediction for splitting between Σb and Λb:

MΣb
−MΛb

MΣ−MΛ
=

(Mρ−Mπ)−(MB∗−MB)

(Mρ−Mπ)−(MK∗−MK)
=2.51 (6)

yielding M(Σb) −M(Λb) = 194MeV 1,2, to be compared with the isospin average of the recent
measurement by CDF3, M(Σb)−M(Λb) = 192±2.3 MeV. There is also the prediction for the spin
splittings, M(Σ∗

b
)−M(Σb) = [M(B∗)−M(B)] · [M(Σ∗)−M(Σ)]/[M(K∗)−M(K)] = 22MeV,

to be compared with 21 MeV from the isospin-average of CDF measurements 3. The challenge
is to understand how and under what assumptions one can derive from QCD the very simple
model of hadronic structure at low energies which leads to such accurate predictions.



3 Effective Meson-Baryon SUSY

Some of the results described above can be understood 2 by observing that in the hadronic
spectrum there is an approximate effective supersymmetry between mesons and baryons related
by replacing a light antiquark by a light diquark. This supersymmetry transformation goes
beyond the simple constituent quark model. It assumes only a valence quark of flavor i with
a model independent structure bound to “light quark brown muck color antitriplet” of model-
independent structure carrying the quantum numbers of a light antiquark or a light diquark. The
mass difference between the meson and baryon related by this transformation has been shown 4

to be independent of the quark flavor i for all four flavors (u, s, c, b) when the contribution of the
hyperfine interaction energies is removed as denoted by the “∼” overscript. For the two cases
of spin-zero S = 0 and spin-one S = 1 diquarks 4 (all masses differences in MeV):

M(N) − M̃(ρ)=323≈M(Λ) − M̃ (K∗)=321≈M(Λc) − M̃(D∗)=312≈M(Λb) − M̃(B∗)=310

M̃ (∆) − M̃(ρ)=518≈M̃(Σ) − M̃(K∗)=526≈M̃(Σc) − M̃(D∗)=524≈M̃(Σb) − M̃(B∗)=512 (7)

4 Magnetic Moments of Heavy Quark Baryons

In Λ, Λc and Λb baryons the light quarks are coupled to spin zero. Therefore the magnetic
moments of these baryons are determined by the magnetic moments of the s, c and b quarks,
respectively. The latter are proportional to the chromomagnetic moments which determine the
hyperfine splitting in baryon spectra. We can use this fact to predict the Λc and Λb baryon
magnetic moments by relating them to the hyperfine splittings in the same way as given in the
original prediction 5 of the Λ magnetic moment,

µΛ = −µp

3
· MΣ∗ −MΣ

M∆ −MN

= −0.61 n.m. (EXP = −0.61 n.m.) (8)

We obtain µΛc
= −2µΛ · MΣ∗

c
−MΣc

MΣ∗−MΣ
= 0.43 n.m.; µΛb

= µΛ ·
MΣ∗

b

−MΣ
b

MΣ∗−MΣ
= −0.067 n.m.

We view these predictions as a challenge for the experimental community.

5 Predicting the Mass of b-Baryons

The ΞQ baryons quark content is Qsd or Qsu. They can be obtained from “ordinary” Ξ (ssd
or ssu) by replacing one of the s quarks by a heavier quark Q = c, b. There is one important
difference, however. In the ordinary Ξ, Fermi statistics dictates that two s quarks must couple to
spin-1, while in the ground state of ΞQ the (sd) and (su) diquarks have spin zero. Consequently,
the Ξb mass is given by the expression: Ξq = mq +ms+mu−3v〈δ(rus)〉/mums. The Ξb mass can
thus be predicted using the known Ξc baryon mass as a starting point and adding the corrections
due to mass differences and HF interactions:

Ξb = Ξc + (mb −mc) − 3v (〈δ(rus)〉Ξb
− 〈δ(rus)〉Ξc

) /(mums) (9)

Since the ΞQ baryon contains a strange quark, and the effective constituent quark masses depend
on the spectator quark, the optimal way to estimate the mass difference (mb−mc) is from mesons
which contain both s and Q quarks: mb −mc = 1

4(3B∗

s + Bs) − 1
4 (3D∗

s +Ds) = 3324.6 ± 1.4 .
On the basis of these results we predicted 7 M(Ξb) = 5795 ± 5 MeV. Our paper was submitted
on June 14, 2007. The next day CDF announced the result, M(Ξb) = 5792.9 ± 2.5 ± 1.7 MeV,
following up on an earlier D0 measurement, M(Ξb) = 5774 ± 11 ± 15 MeV.

Using methods similar to these it is possible to make predictions for many other ground-state
and excited baryons containing the b quark 11.
Mass of the Ωb: For the spin-averaged Ωb mass we have 1

3(2M(Ω∗

b
)+M(Ωb)) = 1

3(2M(Ω∗

c)+
M(Ωc)) + (mb −mc)

Bs−Ds

= 6068.9 ± 2.4 MeV. For the HF splitting we obtain

M(Ω∗

b) −M(Ωb) = (M(Ω∗

c) −M(Ωc))
mc

mb

〈δ(rbs)〉Ωb

〈δ(rcs)〉Ωc

= 30.7 ± 1.3 MeV (10)

leading to the following predictions: Ωb=6052.1±5.6 MeV; Ω∗

b=6082.8±5.6 MeV. Fig. 1 shows
a comparison of our predictions for the masses of Σb, Ξb and Ωb baryons with the data.



Fig. 1. Masses of b-baryons – comparison of theoretical predictions 7,11 with experiment.

The sign in our prediction M(Σ∗

b
)−M(Σb) < M(Ω∗

b
)−M(Ωb) appears to be counterintuitive,

since the color hyperfine interaction is inversely proportional to the quark mass. This reversed
inequality is not predicted by other recent approaches12,13,14. However the reversed inequality is
also seen in the corresponding charm experimental data, M(Σ∗

c)−M(Σc)(= 64.3± 0.5MeV) <
M(Ω∗

c)−M(Ωc)(= 70.8 ± 1.5MeV). It is of interest to follow this clue theoretically and experi-
mentally. Additional predictions for some excited states of b-baryons are given in Ref. [7,11].
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∆Γs/Γs from B0
s → D

(∗)+
s D

(∗)−
s at Υ(5S)

Tariq Aziz

(Representing the Belle Collaboration)

Tata Institute of Fundamental Research,

Mumbai 400 005, India

Using 23.6fb−1 data recorded at Υ(5S) by the Belle experiment at the KEKB e+e− collider,

we have studied B0
s → D

(∗)+
s D

(∗)−
s decays, where each mode is reconstructed exclusively.

Assuming that these decay modes saturate decays to CP-even final states, we determine
∆Γs/Γs, where ∆Γs is the difference in width between the two Bs-B̄s mass eigenstates, and
Γs is the mean width, and obtain ∆Γs/Γs = 0.147+0.036+0.044

−0.030−0.042 .

1 Introduction

Study of Bs-B̄s mixing/oscillation is important to understand the weak Cabibbo-Kobayashi-

Maskawa structure of the Standard Model(SM). The decays B0
s → D

(∗)+
s D

(∗)−
s provide an op-

portunity to extract ∆Γs, the width difference of the two mass eigenstates, which is relatively
poorly known. On the other hand, the mass difference between the two respective eigenstates
is pretty well measured (∆ms = 17.77 ± 0.12ps−1) by CDF and D0 experiments 1. Study of Bs

decays at the Υ(5S) provides a complementary approach to measure width or life-time differ-
ence without requiring time dependent measurements, rather by just counting the number of
events with exclusive decays. First such measurements were performed by ALEPH, CDF and
D0 2. This kind of measurement is possible because the final state is expected to be predom-
inantly CP-even 3, and the partial width for the Cabibbo-favored b → cc̄s process dominates
the difference in decay widths between the two CP eigenstates, ∆ΓCP

s , of Bs-B̄s system. Thus

the branching fraction B(B0
s → D

(∗)+
s D

(∗)−
s ) determines ∆ΓCP

s , if we ignore the CP-violating
phase, φs, which is expected to be small 4 within the SM. However, if the phase turns out to be
substantial due to new physics, the study becomes even more interesting.

2 Analysis and Result

The results presented here correspond to Lint = 23.6fb−1 of data recorded by the Belle detec-
tor 5 running on the Υ(5S) resonance (

√
s = 10.87 GeV ) at the KEKB e+e− collider 6. The bb̄

productions cross section at the Υ(5S) is σbb̄ = 0.302± 0.014 nb 7. The fraction of Υ(5S) decays
leading to Bs mesons is fs = 0.193 ± 0.029 1 and the allowed modes are: BsB̄s, BsB̄∗

s , B∗

s B̄s,
B∗

s B̄∗

s . In this analysis we use only the last mode which is dominant (fB∗

s B̄∗

s
= 0.901=0.038

−0.040)
8. In

the decay B∗

s → Bsγ, the γ is not reconstructed. The number of BsB̄s pairs used in the present



analysis are NBsB̄s
= Lint.σbb̄.fs.fB∗

s B̄∗

s
= (1.24 ± 0.20) × 106.

We select B0
s → D∗+

s D∗−

s , D∗±

s D∓

s and D+
s D−

s where a D+
s decays to φπ+, K0

sK+, K̄∗0K+,
φρ+, K0

sK∗+ and K̄∗0K∗+. To separate pion from kaon, a combined likelihood based on
dE/dx, Cerenkov signal and time of flight information is used. To reconstruct D∗+

s → D+
s γ

decays we require the mass difference MD̃+
s γ − MD̃+

s
be within 12 MeV/c2 of the nominal

value (143.8 MeV/c2), where D̃+
s denotes the reconstructed D+

s candidate. Signal Bs candi-

dates are reconstructed from D
(∗)+
s D

(∗)−
s pairs using the beam-energy-constrained mass Mbc =√

E2
beam − p2

B and the energy difference ∆E = EB − Ebeam, where pB and EB are the recon-

structed momentum and energy of B0
s candidate, and Ebeam is the beam energy. These quantities

are evaluated in the e+e− center of mass (CM) frame. When the B0
s is not fully reconstructed

e.g. due to loss of γ from D∗+
s → D+

s γ, ∆E is shifted down but Mbc remains almost unchanged.
We extract signal yield by fitting events in the region 5.2 GeV/c2 < Mbc < 5.45 GeV/c2 and

−0.15 GeV < ∆E < 0.10 GeV . Multiple B0
s → D

(∗)+
s D

(∗)−
s candidates are possible, mostly due

to low energy γ’s from π0 decays. In such cases, the best candidate is selected by minimizing
the quantity

χ2 =
1

(2 + N)




2∑
i=1

[(M̃Ds
− MDs

)/σM ]2 +
N∑

j=1

[(∆M̃ − ∆M)/σ∆M ]2




where ∆M = MD∗

s
− MDs

; σM and σ∆M are the uncertainties on MDs
and ∆M ; M̃ and ∆M̃

are reconstructed quantities; and the summation runs over the D+
s and D∗+

s daughters of a B0
s

candidate.

Backgrounds that can contribute in the selected region come from e+e− → qq̄(q = u, d, s, c)

continuum, Υ(5S) → BB̄X and Υ(5S) → B
(∗)
s B̄s

(∗)
that are not signal. The continuum events

are suppressed using the fact that these are more collimated (jet-like) as compared to signal
which tend to be spherical. Using MC signal events and e+e− → qq̄ data (taken at a CM
energy 60 MeV below the mass of Υ(4S)), a Fisher discriminant is formed based on modified
Fox-Wolfram moments 9. This discriminant is used to calculate a likelihood Ls(Lqq̄) assuming
the event is signal (qq̄ background). Using a value of R = Ls/(Ls + Lqq̄) > 0.2 we retain 95%
signal and reject > 80% of qq̄ events. This cut leads to an estimate of 0.05 ± 0.02 events as qq̄
background in the total of all the three signal regions mentioned above. The remaining back-

grounds from Υ(5S) → B
(∗)
s B̄s

(∗)
→ D+

s X and Υ(5S) → BB̄X are estimated from MC and
found to be 0.25 events for D+

s D−

s , 0.23 events for D∗±

s D∓

s , and 0.11 events for D∗+
s D∗−

s . These
estimates are checked using the Mbc data side-band where a good agreement is observed.

To extract signal, we perform a two dimensional extended unbinned maximum-likelihood fit
to Mbc − ∆E distribution, simultaneous over three modes. For each sample, we include prob-
ability density function (PDFs) for signal and background. As the three types of backgrounds
have similar shapes in Mbc and ∆E, we use a single PDF taken to be ARGUS function 10 for
Mbc and a third-order Chebyshev polynomial for ∆E. All shape parameters are taken from
MC.
The signal PDFs have three components: correctly reconstructed decays (CR); wrong combina-
tion(WC) in which a non-signal track or photon is included in place of a true daughter track or
photon; and cross-feed(CF) decays in which a D∗±

s D∓

s or D∗+
s D∗−

s is reconstructed as D+
s D−

s

or D∗±

s D∓

s , respectively, or else a D+
s D−

s or D∗±

s D∓

s is reconstructed as D∗±

s D∓

s or D∗+
s D∗−

s . In
the former(latter) case the signal decay has lost(gained) a photon and ∆E is typically shifted
lower(higher) by 100 − 150 MeV . The PDF for CR events is modeled with a single Gaussian



for Mbc and a double Gaussian with common mean for the ∆E. The means and widths of these
Gaussians are taken from MC, where means are calibrated using B0

s → D
(∗)−
s π+ and widths are

calibratd using B− → D
(∗)−
s D0 control samples. The PDFs for WC and CF events are modeled

from MC samples. The fractions of WC and CF-down events (like D∗+
s D∗−

s → D∗+
s D−

s ) are
taken from MC. The fractions of CF-up events(like D+

s D−

s → D∗+
s D−

s ) which are difficult to
accurately simulate, are floated in the fit. As the CF-down fractions are fixed, the three distri-
butions (D+

s D−

s , D∗±

s D∓

s , and D∗+
s D∗−

s ) are fitted simultaneously. The systematics error due

to fixing CF fractions is estimated using the B0
s → D

(∗)+
s π− control sample.

The fit results are listed in Table 1, and the fit projections in ∆E and Mbc are shown in
Figure 1. The branching fractions for three channels is calculated using yield, MC selection ef-

Table 1: Signal yields (Y), efficiencies including intermediate branching fractions (ε), branching fractions (B),
and signal significance (S) including systematic uncertainly. The first error listed is statistical, the second is the

systematics due to analysis procedure, and the third denotes systematics due to external inputs.

Mode Y (events) ε(×10−4) B(%) S(σ)

D+
s D−

s 8.5+3.2
−2.6 3.31 1.03+0.39+0.15

−0.32−0.13 ± 0.21 6.2

D∗±

s D∓

s 9.2+2.8
−2.4 1.35 2.75+0.83

−0.71 ± 0.40 ± 0.56 6.6

D∗+
s D∗−

s 4.9+1.9
−1.7 0.643 3.08+1.22

−1.04 ± 0.56 ± 0.63 3.2

Sum 22.6+4.7
−3.9 6.85+1.53+1.26

−1.30−1.25 ± 1.41
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Figure 1: ∆E and Mbc projections of the fit results. The left (top and bottom) correspond to B0
s → D+

s D−

s , middle
(top and bottom) to B0

s → D∗±

s D∓

s and right (top and bottom) to B0
s → D∗+

s D∗−

s respectively. The dashed
(dotted) curves show RC(WC) signal, the dashed-dotted curves show CF components, the dashed-3-dotted curves

show background, and solid curves show the total.



ficiency with intermediate branching fraction 1 included. The statistical significance is calculated
as
√
−2 ln(L0/Lmax), where L0 and Lmax are the values of likelihood function when the signal

yield is fixed to zero and when it is the fitted value, respectively. The effect of systematic uncer-
tainly is included in the significance by smearing the likelihood function by a Gaussian having a
width equals to total systematic error to the signal yield. These are given in Table 1. We note
that B(B0

s → D∗±

s D∓

s ) with 6.6σ significance is the first observation and B(B0
s → D∗+

s D∗−

s )
with 3.2σ significance is the first evidence.

The systematic errors are dominated by D
(∗)
s branching fraction, tracking and K± identifi-

cation as well as the Υ(5S) cross-section, fs, fB∗

s B̄∗

s
.

Using the branching fraction measurements given in the Table 1, we determine ∆Γs/Γs. We
assume that CP-violation is negligible and that the above mentioned decay modes saturate the
decay width 3.This leads to the relation ∆Γs/Γs = 2B/(1 − B). From our measurement in
Table 1, we obtain

∆Γs/Γs = 0.147+0.036+0.044
−0.030−0.042

where the first error is statistical and the second is systematic. Systematic uncertainties arising
from theoretical estimates is expected to be about ±3% 3 where contributions from three-body
final states are neglected.

In conclusion we have measured the branching fractions for B0
s → D

(∗)+
s D

(∗)−
s using data taken

at Υ(5S) resonance. Our results constitute the first observation of B0
s → D∗±

s D∓

s and the first
evidence for B0

s → D∗+
s D∗−

s . Using our measured decay branching fractions, we determine the
decay width difference ∆Γs/Γs for Bs-B̄s mass eigen states which is an improvement over pre-
vious measurements. Expecting another ∼ 100fb−1 of data soon to be analyzed, we hope to
improve these measurements significantly.
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LEPTONIC AND SEMILEPTONIC D- AND B-MESON DECAYS FROM BABAR

J. DINGFELDER
(representing the BABAR Collaboration)

Physikalisches Institut Bonn, Nussallee 12,

53115 Bonn, Germany

Recent results on semileptonic and leptonic decays of D and B mesons from the BABAR

experiment are reviewed. The results are based on large samples of D, Ds and B mesons
produced in e+e− collisions in the PEP-II asymmetric-energy storage rings at the SLAC
National Accelerator Laboratory.

1 Overview

In these proceedings, we briefly review a selection of recent preliminary results on semileptonic
and leptonic decays of D and B mesons from the BABAR experiment. Three different analyses
are discussed:

• charmless semileptonic B-meson decays B → πℓν and B → ρℓν and determination of the
Cabibbo-Kobayashi-Maskawa (CKM) matrix element |Vub| 1;

• semileptonic D-meson decays D+ → K−π+e+νe and a detailed study of the Kπ system
in these decays 2;

• leptonic Ds-meson decays D+
s → τ+ντ and the determination of the decay constant f

D
+
s

3.

The results of these analyses are based on large data samples that correspond to an integrated
luminosity of 349 fb−1 (427 fb−1 for the D+

s → τ+ντ analysis) recorded with the BABAR detector
in e+e− collisions at the Υ(4S) resonance.

2 B → πℓν and B → ρℓν

The B → πℓν decay is the most promising exclusive decay mode, both experimentally and theo-
retically, for a precise determination of the CKM matrix element |Vub|, a fundamental parameter
of the Standard Model that describes the coupling of the weak charged current to a bottom and
an up quark. The differential decay rate for B0 → π−ℓ+ν is given by

dΓ(B0 → π−ℓ+ν)

dq2
=

G2
F

24π3
p3

π|Vub|2|f+(q2)|2, (1)

where q2 = (pℓ +pν)
2 is the four-momentum transfer of the semileptonic decay and f+(q2) is the

pseudoscalar form factor whose normalization must be predicted by theory. Several theoretical
form-factor predictions exist from QCD calculations based on lattice QCD or light-cone sum



rules or from quark models. For B → ρℓν, due to the vector meson in the final state, three
form factors are needed to describe the decay dynamics. A determination of |Vub| from B → ρℓν
decays is an important cross-check of the B → πℓν results, but suffers from higher backgrounds
and from a lack of recent lattice QCD calculations for this decay.

A number of B → πℓν and B → ρℓν measurements with different techniques to tag one of
the two B mesons in the BB event exist, but untagged analyses still provide the most precise
results due to their relatively large signal efficiency. BABAR presents a new untagged analysis
of B → πℓν and B → ρℓν decays, in which the neutrino is reconstructed from the missing
energy and momentum in the event. Compared to previous BABAR analyses 4,5, this analysis
is based on a larger data sample and an improved q2-dependent background suppression using
dedicated neural networks for each of the main backgrounds (B → Xcℓν decays, e+e− → qq̄
(q = u, d, s, c) continuum events, and non-signal B → Xuℓν decays). The signal is extracted
in a maximum-likelihood fit of the two-dimensional ∆E vs. mES distribution in several bins
of q2 (6 bins for B → πℓν, 3 bins for B → ρℓν), where ∆E is the difference between the
reconstructed and expected B-meson energy and mES is the beam-energy constrained B mass.
The fit is performed simultaneously for the four signal modes B0 → π−ℓ+ν, B+ → π0ℓ+ν,
B0 → ρ−ℓ+ν, B+ → ρ0ℓ+ν, assuming isospin symmetry. The resulting signal yields are ∼ 10600
B → πℓν and ∼ 3300 B → ρℓν candidates. The branching fractions are measured to be
(1.41 ± 0.05 ± 0.07) × 10−4 for B → πℓν and (1.75 ± 0.15 ± 0.27) × 10−4 B → ρℓν, where the
errors are statistical and systematic. The B → πℓν branching fraction agrees well with the
current world average 6, while the one for B → ρℓν is about 2.5σ lower.

Figure 1 shows the measured q2 spectra for B → πℓν (left) and B → ρℓν (right), and their
comparisons with predictions from unquenched lattice QCD, light-cone sum rules and the ISGW2
quark model. For B → πℓν, the measured q2 spectrum agrees best with the one predicted by
the HPQCD lattice calculation 7, but shows only marginal agreement with the ISGW2 quark
model 8 and in particular with the light-cone sum rules calculation 9. The B → ρℓν spectrum
agrees well with the predictions from light-cone sum rules 10 and the ISGW2 quark model 8

within the sizable errors.
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Figure 1: Measured q2 spectra (unfolded for detector and radiative effects) for B → πℓν and B → ρℓν. Left:
Shape comparisons of the B → πℓν data with various form-factor predictions, normalized to the measured total
branching fraction (error bars show the total errors). The results of a fit of the BGL parameterization to the data
is shown as red line with error band. Middle: Combined fit of the BGL parameterization to the B → πℓν data and
FNAL/MILC predictions. For comparison, the HPQCD predictions are also shown. Right: Shape comparisons
of the B → ρℓν data with predictions from light-cone sum rules and the ISGW2 quark model (inner and outer

error bars show the statistical and total errors, respectively).

BABAR determines |Vub| from B → πℓν with two different approaches. The first is the “classi-
cal” approach based on combining the measured partial branching fractions with integrals of the
form-factor calculations over a certain q2 range (q2 > 16 GeV2 for lattice QCD and q2 < 16 GeV2

for light-cone sum rules) using the relation |Vub| =
√

∆B/(τ0∆ζ). Here ∆B is the measured



Table 1: |Vub| derived from B → πℓν decays for light-cone sum rules (LCSR) and lattice (HPQCD) form-factor
calculations. Quoted errors are experimental uncertainties and uncertainties of the form-factor integral ∆ζ.

Form-factor calculation q2 range (GeV2) ∆ζ (ps−1) |Vub| (10−3)

LCSR 9 0 − 16 5.44±1.43 3.63 ± 0.12+0.59
−0.40

HPQCD 7 16 − 26.4 2.02±0.55 3.21 ± 0.17+0.55
−0.36

partial branching fraction, τ0 is the B0 lifetime and ∆ζ = Γ/|Vub|2 is the normalized partial
decay rate predicted by form-factor calculations. Table 1 shows the |Vub| values obtained with
this approach. The uncertainty on |Vub| is dominated by the theoretical form-factor uncertainty.
In the second approach, |Vub| is determined from a combined fit to BABAR data and lattice QCD
precictions using the so-called z-expansion (or BGL parametrization) 11 to parameterize f+(q2)
over the whole q2 range. This approach makes use of the full shape information from data and
the shape and normalization from theory to decrease the uncertainty on |Vub|. A fit to data
and the FNAL/MILC lattice calculation yields |Vub| = (2.95 ± 0.31) × 10−3. A similar fit using
the HPQCD lattice calculation gives a consistent result. The extracted value of |Vub| has a
total relative error of 10%. The error contributions have been estimated to be 3% from the
branching-fraction measurement, 5% from the shape of the q2 spectrum determined with data,
and 8.5% from the form-factor normalization obtained from theory. The value of |Vub| is lower
by about one standard deviation compared to the results of a combined fit performed by the
FNAL group to earlier BABAR measurements and the same FNAL/MILC calculation 12.

3 D
+

→ K
−

π
+

e
+

νe

The semileptonic decay D+ → K−π+e+νe allows for studies of the hadronic Kπ system in the
final state, such as measurements of the contributing Kπ resonant and non-resonant amplitudes
and of the properties of the Kπ S-wave or the dominant P -wave component, the K∗(892)0.

BABAR has studied the decay D+ → K−π+e+νe with a large sample of 245, 000 signal events.
The signal decay is reconstructed in the following way. A plane perpendicular to the event thrust
axis is used to define two hemispheres. A signal candidate corresponds to a positron, a charged
kaon and a pion in the same hemisphere. All other tracks in the hemisphere form the “spectator
system”. The neutrino momentum is estimated from a contrained fit which imposes the D+

mass to the (K−π+e+νe) system and uses estimates of the D+ direction and neutrino energy and
their uncertainties from measurements obtained from all tracks in the event. The backgrounds
from Υ(4S) → BB decays and hadronic continuum events (mostly with charm particles) are
suppressed by using Fisher discriminants based on variables describing the event topology or
the properties of the spectator system.

The information to separate the different hadronic angular momentum components in this
decay is available through correlations between the leptonic and hadronic systems. This requires
a fit of the differential decay rate over the full five-dimensional phase space, i.e., as a function of
five kinematical variables: m2

Kπ
, q2, and three decay angles. The nominal fit uses a signal model

described by the sum of S- and P -waves, where the latter includes in addition to the dominant
K∗(892)0 component a contribution from the K∗(1410)0 radial excitation. The fractions ob-
tained from the fit are (5.79 ± 0.16 ± 0.15)% for the S-wave component, (94.11 ± 0.74 ± 0.75)%
for K∗(892)0, and a small contribution of (0.33± 0.13± 0.19)% for K∗(1410)0, where the errors
are statistical and systematic. If an additional D-wave component is added to the fit, a similar
fit probability is obtained and the fit yields a D-wave fraction of (0.19 ± 0.09 ± 0.09)%, while
the K∗(1410)0 fraction becomes (0.16± 0.08± 0.14)%. Considering both statistical and system-
atic uncertainties, the significances of these two components are slightly below three standard
deviations, hence upper limits of are quoted in Ref. 2.



Table 2: Measured parameters of the K∗(892)0 resonance and hadronic form factors compared with the current
world averages.

Measured quantity BABAR
2 PDG average 13

mK∗(892)0 (MeV) 895.4 ± 0.2 ± 0.2 896.00 ± 0.25

Γ0
K∗(892)0 (MeV) 46.5 ± 0.3 ± 0.2 50.3 ± 0.6

rBW (GeV−1) 2.1 ± 0.5 ± 0.5 2.72 ± 0.55

rV = V (0)/A1(0) 1.463 ± 0.017 ± 0.031 1.62 ± 0.08
r2 = A2(0)/A1(0) 0.801 ± 0.020 ± 0.020 0.83 ± 0.05

mA (GeV) 2.63 ± 0.10 ± 0.13 −

BABAR measures the properties of the K∗(892)0, namely its resonance parameters and the
hadronic P -wave form factors. Table 2 shows the results for the resonance parameters: the
mass mK∗(892)0 , the width Γ0

K∗(892)0 , and the Blatt-Weisskopf parameter rBW . The measured

width is significantly smaller than the current PDG world average 13, but agrees with recent
measurements from the FOCUS 14 Collaboration and from τ decays 15. The results for the
P -wave form factors (the two axial-vector form factors A1(q

2) and A2(q
2) and the vector form

factor V (q2)), assuming single-pole dominance, are shown in Table 2 in terms of the form-factor
ratios at q2 = 0, rV = V (0)/A1(0), r2 = A2(0)/A1(0), and the axial-vector pole mass, mA,
that parameterizes the q2 dependence of A1 and A2. The results for rV and r2 represent large
improvements in statistical and systematic precision compared to previous measurements. The
pole mass mA has been determined for the first time in this analysis.

The D+ → K−π+ℓ+νe branching fraction is measured relative to the D+ → K−π+π+ decay
mode, which is used as normalization mode, to be (4.04 ± 0.03 ± 0.04 ± 0.09) × 10−2, where
the errors are statistical, systematic and due to external inputs. After subtraction of the S-
and K∗(1410)0-wave contributions, the value of the hadronic form factor A1 at q2 = 0 can be
obtained: A1(0) = 0.6226 ± 0.0056 ± 0.0065 ± 0.0074 in the zero-width approximation for the
K∗(892)0.

BABAR also measures the phase of the S-wave component as a function of the Kπ mass,
fixing the P -wave parameters to the results of the nominal fit. The results are shown in Figure 2.
They confirm those obtained from Kπ production at small momentum transfer at fixed-target
experiments (LASS 16), but disagree with similar analyses of three-body decays of D mesons
(e.g., D+ → K−π+π+ 17,18,19,20). This result illustrates the importance of final-state interactions
in hadronic D-meson decays, i.e., the effect of the additional pion in D+ → K−π+π+ decays
compared to D+ → K−π+e+νe decays.

4 D
+
s

→ τ
+

ντ

Leptonic decays of D+
s mesons, D+

s → ℓ+νℓ, proceed through annihilation of the c and s̄ quarks
via a virtual W+ boson that decays to a lepton-neutrino pair. These decays provide access to
the pseudoscalar decays constant f

D
+
s
, which describes the amplitude for the c and s̄ quarks in

the meson to have zero spatial separation, a necessary condition for the annihilation. The decay
width in the Standard Model is given to lowest order by

Γ(D+
s → ℓ+νℓ) =

G2
F

8π
M3

D
+
s

(

mℓ

M
D

+
s

)2


1 − m2
ℓ

M2
D

+
s





2

|Vcs|2f2
D

+
s

, (2)

where mℓ and m
D

+
s

are the charged-lepton and D+
s masses, respectively, and |Vcs| is the CKM

matrix element describing the coupling of the W boson to the cs̄ quark pair. Since the leptonic
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Figure 2: Variation of the S-wave phase with the Kπ mass for D+
→ K−π+e+νe decays, assuming a signal
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decay D+
s → ℓ+νℓ is helicity-suppressed by a factor m2

ℓ
/M2

D
+
s

, the decay sequence D+
s → τ+ντ ,

τ+ → e+νeν̄τ is studied. A precise determination of f
D

+
s

is useful to validate lattice QCD
calculations of this quantity. Differences between the measured value and theoretical predictions
could also hint at physics beyond the Standard Model, such as models that include a charged
Higgs boson (two Higgs doublet models) 21 or leptoquarks 22.

BABAR measures the branching fraction for D+
s → τ+ντ decays relative to that for D+

s →
K0

S
K+ decays, whose branching fraction is rather well known. An inclusive D+

s sample is

selected via the D∗+
s production process e+e− → cc̄ → D∗+

s DtagK
0,−

X and the subsequent
decay D∗+

s → D+
s γ. Here Dtag denotes a fully reconstructed hadronic D-meson decay, which

is used to suppress the large background from non-charm qq̄ production, and X stands for
additional charged or neutral pions produced in cc̄ fragmentation that are not associated with
the Dtag decay or the kaon. The D∗+

s candidate is reconstructed as a missing particle; its four-
momentum is computed as P

D
∗+
s

= Pe+e− − (P
Dtag

+PK +PX). The four-momentum of the D+
s

candidate is defined as the recoil in the D∗+
s → D+

s γ decay, P
D

+
s

= P
D

∗+
s

− Pγ . The yields for
the signal and normalization modes are determined from unbinned maximum-likelihood fits to
the distributions of two variables: the recoil D+

s mass and the extra energy in the event. The
resulting event yields are N(Ds → τν) = 448 ± 36 and N(Ds → K0

S
K) = 333 ± 28.

The branching fraction for D+
s → τ+ντ is measured to be (4.5±0.5±0.4±0.3)%, where the

errors are statistical, systematic and due to external inputs, namely the branching fractions for
D+

s → K0
S
K+, K0

S
→ π+π− and τ+ → e+νeν̄τ

13. Using Eq. 2 and the assumption |Vcs| = |Vud|,
the decay constant is found to be f

D
+
s

= (233±13±10±7) MeV, where the errors are statistical,
systematic and due to external quantities (mτ ,mD

+
s
, τ

D
+
s
, |Vud|). The meaured f

D
+
s

value agrees

within one standard deviation with the most recent CLEO-c results from D+
s → τ+ντ decays23,24

and with recent unquenched lattice QCD calculations 25,26,27. Further results on leptonic decays
of charm mesons can be found in another presentation 28 at this conference.

5 Summary

We presented the most recent results for leptonic and semileptonic D- and B-meson decays from
BABAR. The branching fractions and q2 spectra for B → πℓν and B → ρℓν decays are mesured
with improved accuracy and |Vub| is extracted with a precision of 10% in a combined fit to data
and lattice QCD predictions. For D+ → K−π+ℓ+νe decays, several studies of the Kπ system
have been performed. The various Kπ contributions are explored down to the ∼ 1% level,



the variation of the S-wave phase with the Kπ mass has been studied for the first time with
semileptonic D decays and the K∗(892)0 resonance and hadronic form-factor parameters are
measured with a high precision. Using D+

s → τ+ντ decays, the decay constant f
D

+
s

is measured
and is found to be consistent with the current experimental average and with recent lattice QCD
calculations. In the future, further improvement for both semileptonic and leptonic decays of D
and B mesons can be expected with the large data samples at a Super B factory and progress
in lattice QCD calculations.
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CP VIOLATION IN B HADRONS AT THE TEVATRON

L.B. OAKES
for the CDF and DØ collaborations

Department of Physics, Subdepartment of Particle Physics, Denys Wilkinson Building, 1 Keble Road,
Oxford OX1 3NP, England

The latest results are presented from DØ and CDF on CP violation in the B0
s system, including

measurements of the CP violating phase β
J/ψφ
s , B0

s lifetime, τs, and width difference, ∆Γs
using 2.8fb−1 integrated luminosity. In addition to results from the individual experiments,
the Tevatron combined result for β

J/ψφ
s is shown. The improvements made to the analyses

for upcoming results from both experiments are also introduced.

1 Introduction

The study of neutral B meson properties can provide important tests of the Standard Model
(SM) including constraints on parameters of the CKM matrix. While the B0 system has been
thoroughly investigated by B factories, precision measurements in the B0

s system are a more
recent development, driven largely by the Tevatron experiments. The B0

s − B̄0
s system has the

potential to yield indirect observations of New Physics (NP), through the presence of non-SM
particles in second order weak interaction processes such as neutral B meson mixing. Both the
CDF and DØ experiments at the Fermilab Tevatron have published measurements of the Bs
mixing frequency, ∆ms, but in order to constrain potential NP contributions in this system
it is also necessary to precisely measure the CP violating phase, βs. At the Tevatron, the
golden mode for this measurement is B0

s → J/ψφ. The J/ψφ final state is common to B0
s and

B̄0
s decays; CP violation occurs in this channel through interference between decays with and

without B0
s mixing. The phase, βs, between these two decays is predicted to be close to zero in

the SM, so a significant excess would be a clear indication of evidence for NP in this channel.

2 Neutral B0
s system phenomenology

The flavour eigenstates of B0
s mesons in the SM are not the same as the mass eigenstates, leading

to oscillations between |B0
s 〉 = (b̄s) and |B̄0

s 〉 = (bs̄) via the second order weak interactions. The
phenomenology of this weak mixing is described by the Cabibbo-Kobayashi-Maskawa (CKM)
matrix. The time evolution of the B0

s − B̄0
s system is governed by the Schrödinger equation

i
d

dt

(

B0
s (t)

B̄0
s (t)

)

= H
(

B0
s (t)

B̄0
s (t)

)

≡
[(

M0 M12

M∗
12 M0

)

− i

2

(

Γ0 Γ12

Γ∗
12 Γ0

)] (

B0
s (t)

B̄0
s (t)

)

(1)

where the M and Γ matrices describe the mass and decays of the system. The mass eigenstates
can be obtained by diagonalising H; |BH

s 〉 = p|B0
s 〉 − q|B̄0

s 〉 and |BL
s 〉 = p|B0

s 〉 + q|B̄0
s 〉 where



|q/p| = 1 in the case of no direct CP violation, as predicted in the J/ψφ channel, and the indices
H and L label the heavy and light eigenstates respectively. The mass difference, ∆ms, between
the heavy and light states is proportional to the frequency of B0

s mixing and is approximately
equal to 2|M12|. The mass eigenstates have a small but non negligible lifetime difference, which
can be described in terms of the decay width difference ∆Γs = ΓL−ΓH ≈ 2|Γ12| cos(2φs) where
the CP violating phase is defined as φs = arg(−M12/Γ12) and the mean decay width Γs = 1/τs.
The SM predicts φSMs to be of order 0.004, and it would be expected to increase in the presence
of NP. The mixing frequency, ∆ms has been well determined by Tevatron measurements, CDF
published a 5σ observation of mixing with ∆ms = 17.77 ± 0.10 (stat.) ± 0.07 (syst.)ps−1 and
DØ 3σ evidence with ∆ms = 18.52 ± 0.91ps−1.

3 CP violation in Bs → J/ψφ

The relative phase, βs, between decays of a B0
s meson to J/ψφ directly, and after mixing to B̄0

s ,
is defined in the SM as

βSMs = arg

(

−VtsV ∗
tb

VcsV
∗
cb

)

≈ 0.04 (2)

A New Physics phase, contributing to the weak mixing diagrams in the neutral B0
s system

would introduce a new physics phase φNPs to βs such that the measured value would be 2βs =
2βSMs − φNPs . The same NP phase would enhance φs, giving φs = φSMs + φNPs . As both βSMs
and φSMs are predicted to be close to zero, the NP phase would dominate, and the measured
phase would be 2βs ≈ −φs ≈ φNPs .

The decay B0
s → J/ψ(→ µ+µ−)φ(→ K+K−) is fully reconstructed from events which pass

the di-muon trigger. The final state is an admixture of CP odd and even states, which can be
separated according to their angular momentum. The total angular momentum of the J/ψφ
state can be L = 0, 1, or 2, and the CP of the state is (−1)L, so the L = 0, 2 states are CP
even, and the L = 1 state is CP odd. These CP states can be separated using the angular
distribution of the four final state particles, the muons and kaons from the decay of the J/ψ
and φ. Both CDF and DØ use the transversity basis 1 to define the angular dependence of
the final state, where the relative directions of the four particles can be described in terms of
three transversity angles, {cos θT , φT , cosψT } which are defined by the direction of the decaying
J/ψ and φ mesons. In the transversity basis, the decay amplitude can be separated into three
components which represent different linear polarisation states.

The angular analysis is combined with time development and mass dependence in a mul-
tivariate likelihood fit. In the simplest case, the fit without flavour tagging information, the
likelihood function has a four fold ambiguity under the transformations {βs,∆Γ, φ‖, φ⊥} ⇔
{φ/2 − βs,−∆Γ, 2π − φ‖, π − φ⊥} and βs ⇔ −βs, where the strong phases are defined in terms
of the transversity amplitudes, φ‖ ≡ arg(A∗

‖A0) and φ⊥ ≡ arg(A∗
⊥A0). By flavour tagging the

initial B0
s meson, the time development of B0

s and B̄0
s states can be followed separately, which

removes the insensitivity to the sign of βs and ∆Γ. This reduces the ambiguity to two points.
The flavour of the decaying B meson is tagged using a combination of opposite side (OST) and
same side (SST) tagging algorithms. The OST tags on the b quark content of a B meson from
the same production vertex as the candidate B0

s , the SST tags according to the s quark content
of a kaon produced with the candidate.

DØ uses the di-muon trigger, followed by cut based selection to find 1967±65 signal events
with 2.8fb−1 integrated luminosity. The CDF analysis of the same integrated luminosity also
uses the di-muon trigger. CDF makes use of a Neural Network (NN) selection procedure to find
3153±55 signal events.



Figure 1: Confidence regions in the β
J/ψφ
s −∆Γs plane, for the CDF analysis (left) and DØ analysis (right). The

SM predicted value is marked with a black point.

Figure 2: Combined CDF and DØ confidence regions in
β
J/ψφ
s − ∆Γs plane
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Figure 3: B0
s mixing amplitude scan, for calibration of

SST

4 Results

In the hypothesis of no CP violation, the CDF experiment presents values of the B0
s lifetime,

τs = 1.53 ± 0.04 (stat.) ± 0.01 (syst.) ps, decay width difference ∆Γs = 0.02 ± 0.05 (stat.) ±
0.01 (syst.) ps−1 and transversity amplitudes, |A‖|2 = 0.241 ± 0.019 (stat.) ± 0.007 (syst.)
and |A0|2 = 0.508 ± 0.024 (stat.) ± 0.008 (syst.) using the fit without flavour tagging 4. The
measurements quoted by DØ are in the hypothesis of CP violation, τs = 1.52 ± 0.05 (stat.) ±
0.01 (syst.) ps, decay width difference ∆Γs = 0.19 ± 0.07 (stat.)+0.02

−0.01 (syst.) ps−1 (with flavour
tagging) 5, |A‖|2 = 0.244 ± 0.032 (stat.) ± 0.014 (syst.) and |A0|2 = 0.555 ± 0.027 (stat.) ±
0.006 (syst.) (without flavour tagging) 6.

Figure 1 shows the individual DØ and CDF likelihood contours in βs − ∆Γ. With the
current data sample it is not possible for either experiment to quote a point value for the phase
βs due to the symmetries in the likelihood function and the non-Gaussian error distribution.
Instead the results are presented as frequentist likelihood contours; a profile-likelihood ratio
ordering technique is used to ensure full coverage. To make full use of the available statistics,
the Tevatron experiments have produced a combined result 7 shown in Figure 2. The p-value
for the SM point in the combined analysis is 3.4%, equivalent to a 2.1σ deviation.

5 Upcoming measurements

Both experiments will produce updated analyses in 2010. The DØ experiment will update
to a dataset with integrated luminosity of 6.1fb−1, and make use of a boosted decision tree
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Figure 4: The Bs mass is plotted (left) with a loose φ mass cut window, which allows contamination from
B0 → J/ψK∗ misreconstructed as B0

s → J/ψφ, this reflection component is fitted with a MC template, the signal
Bs mass is fitted with a Gaussian and the combinatorial background with a 1st order polynomial. The invariant

KK mass plot(right) is shown with the fractions of each component fixed to that found in the Bs mass fit.

selection to improve the signal to background ratio. CDF plans an update to use 5.2fb−1

integrated luminosity, including SST and particle ID for the full data sample, and accounting
for contamination of the B0

s → J/ψφ signal by B0
s → J/ψK+K− or B0

s → J/ψf0.
The updated CDF SST is calibrated on a Bs mixing measurement, using the fact that a

measured mixing amplitude of ≈ 1 means that the tagger accurately asseses its performance,
and an amplitude of > 1 or < 1 implies an under or over estimation of its power, respectively.
The amplitude measured for this calibration is A = 0.94 ± 0.15 (stat.) ± (syst.), shown in
Figure 3. The mixing frequency, ∆ms = 17.79 ± 0.07 ps−1, with statistical errors only, is in
good agreement with the CDF published measurement.

It has been suggested8 that a potential contamination of the signal φ meson by S-wave f0 or
non-resonant KK of 10-15% could bias the measurement of βs towards the SM value. The next
CDF update includes a full angular analysis of this extra component, however a preliminary
study of the invariant KK mass distribution gives no strong indication of a large additional
component, as shown in Figure 4.

6 Conclusions

Both of the Fermilab Tevatron experiments have published individual constraints on the CP
violating phase βJ/ψφs and a combined DØ and CDF result shows a 2σ deviation from the SM
prediction. Updated analyses are in progress by both experiments, containing several improve-
ments in addition to the increase from 2.8fb−1 to greater than 5fb−1 integrated luminosity,
including boosted decision tree selection in the DØ analysis, and inclusion of a potential S-wave
KK contamination component in the CDF analysis.
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RARE B-MESON DECAYS AT TEVATRON

D. Tsybychev
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Stony Brook, NY 11794 USA

We present the contributions of the Tevatron experiments, CDF and D0, to the measurements
of rare B meson decays and their implications on physics beyond the SM. Both experiments
are efficiently collecting data and by now have accumulated data samples corresponding to
more than 6 fb−1 of integrated luminosity.

1 Introduction

In general, rare decays that involve flavor changing neutral currents (FCNC) are prohibited at
a tree level in the Standard Model (SM). The classical examples of such rare decays are B(s) →
µ+µ−. Such decays are possible only at a very low rate through higher-order diagrams. The
box diagram through which they proceed makes their rate proportional to |V 2

td(s)|, and helicity
factors further suppress the decay rate. Beyond the SM physics models can have substantial
contributions to such FCNC decays, and a measurement of a rate higher than predicted by the
SM would clearly indicate the presence of physics processes beyond the SM. Although the mere
measurement of such an excess usually reveals little of the underlying physics responsible for the
process, it could provide a starting point from which to test various models and limit certain
parameters.

Although the Tevatron is the primary facility to study Bs decays, even for B0 decays the
Tevatron experiments have been providing results that are competitive with the experiments at
the B factories. The reason for this is that for two-body decays the Tevatron profits best from its
large bb̄ production cross section. Compared to decays with more particles in the final state, the
decay products have relatively large momenta, and therefore the trigger efficiency is relatively
high. Due to the three-orders-of-magnitude-larger light quark production cross section at the
Tevatron, the background becomes particularly important and much effort is spent in signal
selection, which is needed to effectively reject this background. All analyses are developed with
a blinded signal region, which is only looked at once the analysis is completed. To calculate
branching ratios for observed decays or to set limits usually another well known high branching-
ratio decay channel is used for normalization. The same normalization channel is normally used
to verify and optimize the analysis. The branching fraction Bsig is then obtained from

Bsig =
Nsig

Nnorm

ǫnorm

ǫsig

fnorm

fsig

Bnorm,

where Nsig and Nnorm are number of observed signal and normalization channel events, ǫsig and
ǫnorm are efficiencies, and fsig and fnorm are production fractions for signal and normalization
channels respectively.



2 B(s) → µ+µ−

The B(s) → µ+µ− rates have been calculated very precisely1, B(Bs → µ+µ−) = (3.35± 0.32)×1

0−9 and B(B0 → µ+µ−) ∼ O(−10), and will be tested soon by the LHCb experiment at CERN.
Even though the SM branching ratio for these decays is probably out of reach for CDF and
D0, several plausible physics models can be employed that cause the rate of B(s) → µ+µ− to
be significantly enhanced. Most of those models are supersymmetric extensions of the SM 2.
Both CDF and D0 have searched for the two decay modes, employing rather similar analysis
techniques. The copiously produced B+ → J/ψK+ decay mode is used as a normalization
channel. Although the kinematic is different, the trigger is based on the two muons. The
analysis is optimized through Monte Carlo simulated signal events and background events from
the sideband, which are carefully extrapolated into the signal area. The D0 analysis employs
a likelihood discriminant to reduce the background, whereas CDF employs an artificial neural
network (NN). Due to its superior momentum resolution, CDF is able to define separate signal
regions for Bs and B0, while D0 defines only one mass region. To enhance the sensitivity (by
15%), CDF splits the signal samples into three separate bins in terms of the NN output variable
νNN . The observed event rates were consistent with SM expectations in 3.7 fb−1 of data at
CDF experiment2. Thus a 95% CL limits on the branching ratios were derived:

B(Bs → µ+µ−) = 4.3 × 10−8,

B(B0 → µ+µ−) = 7.6 × 10−9

At the time of the conference D0 has analyzed 3 data sample of 5 fb−1, but have not unblinded
signal region yet. The expected limit is 5.3× 10−8 at the 95% CL. Those are the most stringent
limits to date for B(s) → µ+µ− decays. Figure 1 shows the projected sensitivity to observe
Bs → µ+µ− decay at Tevatron.

Figure 1: Projected sensitivity for Bs → µ+µ− decay at Tevatron as a function of integrated luminosity.

3 B(s) → e+e− and B(s) → e+µ−

Decay rates for B(s) → e+e− are further suppressed by the square of the electron-over-muon-

mass ratio, resulting in decay rates of order 10?15. Other decays, such as B(s) → e+µ−, are
completely forbidden in the SM due to lepton flavor violation.

Recently, CDF performed4 a search for B(s) → e+e− and B(s) → e+µ− in 2 fb−1 of data. The
event sample is selected from the displaced two-track trigger by requiring electron and/or muon



signatures, corresponding to the decay mode and is normalized to the copious B0 → K+π−

decay mode. The decay B0 → K+π− is separated from the mass peak of Bs → hh′ on a
statistical basis. The background contributions considered include combinations of random
track pairs and partially reconstructed B-meson decays. The double-lepton misidentification
rate was determined by applying electron and muon misidentification probabilities to the number
of two-body decays found in the search window. Overall, one event was observed in Bs mass
window, and two events were observed in B0 mass window, which is consistent with a background
expectations of 0.8±0.6 and 0.9±0.6 events respectively. Thus 95% CL upper limits on branching
ratio were obtained from those observations:

B(Bs → e+e−) = 3.7 × 10−7,

B(B0 → e+e−) = 10.6 × 10−8

B(Bs → e+µ−) = 2.6 × 10−7,

B(B0 → e+µ−) = 7.9 × 10−8

The results were further used to derive a low limit on mass of Pati-Salam Leptoquarks 5

MLQ(Bs → e+µ−) > 47.8 TeV/c2 and MLQ(B0 → e+µ−) > 59.3 TeV/c2.

4 B
(+)
(s) → µ+µ−h(+)

The decays B
(+)
(s) → µ+µ−h(+), like the B(s) → µ+µ− decays, are a FCNC processes and are

represented as a b → sµ+µ− quark-level transition. When interferences with the much larger
Bs → J/ψφ or Bs → ψ(2S)φ decay modes are neglected, the theoretical predictions 6 for these
decays are approximately 1.6 × 10−6, where the uncertainties are due to form factors. The
exclusive channels B+ → K+µ+µ− and B0 → K∗0µ+µ− were observed by Belle 7 and Babar 8.
However, the analogous decay Bs → φµ+µ− has not been observed despite searches by CDF9 and
D0 10. The branching rations and forward-backward asymmetry AFB are sensitive to Wilson
coefficients 11 of the Operator Product Expansion and can indicate whether the underlying
dynamics is governed by SM or BSM physics.

CDF studied 12 B+ → K+µ+µ−, B0 → K∗0µ+µ− and Bs → φµ+µ− decays in 4.4 fb−1

of data collected with di-muon trigger. After selection criteria based on NN are optimized to
maximize statistical significance the B meson are fully reconstructed in corresponding decay
chains. The invariant mass spectra for observed decays are shown on Fig. 2, 3, 4. The
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asymmetry AFB and K∗0 longitudinal polarization FL are extracted from cos θµ and cos θK
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distributions, respectively, where θµ is the helicity angle between µ+(µ−) direction and the
opposite of the B(B̄) direction in the dimuon rest frame, and θK is the angle between the
kaon direction and the direction opposite to the B meson in the K∗0 restframe. An unbinned
maximum likelihood fit is performed to extract AFB and FL, the result of which is shown in
Fig. 5.

5 Summary

We presented the first observation by CDF of Bs → φµ+µ− decay mode with 6.3 σ and B =
[1.44±0.33(stat)±0.46(syst)]×10−6 in 4.4 fb−1 of data as well as the first measurement of AFB

in hadron collisions, consistent and competitive with current best results from B factories. In
general, all results from rare B-meson decays demonstrate good agreement with the prediction
from the SM and can be used to reduce allowed parameter space of a broad spectrum of MSSM
models.
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EXOTIC HADRON SPECTROSCOPY
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This review is focused on recent BaBar and Belle results on the quarkonium-like states.

1 Introduction

For many long years the physics of quarkonium remained a seemingly well-understood field,
where as was believed the theory described experimental data quite reliably. Over the past few
years a new era of charmonium physics began thanks to numerous surprising results obtained
mostly in the BaBar and Belle experiments at B-factories, where huge collected integrated
luminosity is combined together with various mechanisms of charmonium production. Since
2002, more than ten new states containing the cc̄ pair have been observed. Only three of them
(hc, η′c and χ′

c2) are identified as possible candidates for charmonium excitations. For the others
the term ‘charmonium-like’ state was introduced, addressing the presence of cc̄ pair, but stressing
that their properties are poorly consistent with those expected by the charmonium model. This
review presents the recent results on the newly observed X, Y and Z charmonium-like states
and their probable counterparts in the ss̄ and bb̄ sectors.

2 X(3872)

The first enigmatic state, the X(3872), was discovered in 2003 by Belle 1 in the π+π−J/ψ
invariant mass spectrum from B+ → K+π+π−J/ψ decays. The narrow peak (Γ < 2.3 Mev at
90% CL) appeared exactly at the D0D̄∗0 threshold. This state was soon confirmed by CDF 2,
D0 3 and BaBar 4. All experiments observed the π+π− system tends to the kinematic limit as if
the decay proceed via the isospin-violating ρJ/ψ mode. The observation of radiative transitions
to both γJ/ψ and γψ′ 5,6 confirmed that the π+π− system has quantum numbers of ρ-meson,
thus the observation decay mode is indeed isospin-violating. An angular analysis 7 led to the
conclusion that the only possible JPC assignments for the X(3872) are 1++ and 2−+.

Two yet undiscovered charmonium states, χ′

c1 and ηc2, correspond to the possible X(3872)
quantum numbers. However, the measured X(3872) parameters and decays pattern do not
match both assignments. An interpretation of the X(3872) as tetraquark state 8 suggests the
existence of another neutral and two charged X(3872)-partners with similar masses. BaBar
found no evidence for a signal of the X− in B → Kπ−π0J/ψ decays 9. In search for the neutral
partner, both BaBar 10 and Belle 11 measured the X(3872) mass for B+ → K+π+π−J/ψ and
B0 → K0

S
π+π−J/ψ decays separately and found mass differences to be consistent with zero.

These ruled out a tetraquark hypothesis for the X(3872).
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Figure 1: The Kπ mass spectra in B → KπX(3872) decays (Belle). The ωJ/ψ mass spectra (b) in B → KωJ/ψ
(BaBar) (c) in γγ → ωJ/ψ (Belle).

An intriguing X(3872) feature is the proximity of its mass to the D0D̄∗0 threshold, which
has stimulated many papers interpreting the X(3872) as a molecule-like system of a D0 and
D̄∗0, bound by light hadrons exchange 12. The molecular interpretation meets some difficulty to
explain both prompt production in pp̄ interaction of such friable object and the J/ψ formation
in its decay. A general idea to resolve this is to assume the presence of χ′

c1 admixture in the
X(3872) wave function, which responsible for its production and decay. Therefore it is interesting
to compare dynamics of the X(3872) production in B-decays with that of χc1, e.g. in three-body
B → KπX(3872) decays. Such a study was reported by Belle in 2008 11. It is evident from the
Kπ mass spectrum (Fig. 1a) that the Kπ pairs have a phase space-like distribution, with almost
no K∗ signal. For all of the known charmonium states the K∗ dominates in the Kπ system.

3 Y(3940)

In 2005, Belle reported observations of three states with masses near 3940 MeV: the near-
threshold ωJ/ψ mass peak, called Y (3940), in the decay B → KωJ/ψ 13; the X(3940), seen in
the process e+e− → J/ψDD̄∗ in the DD̄∗ mass spectrum 14; and the Z(3930) seen in γγ events
and decaying into DD̄ 15. Only the last state was convincingly assigned to the charmonium level
χ′

c2. In spite of the conventional decay mode, the X(3940) assignment to charmonium excitation
is complicated, as the unfilled 0−+ state (expected in the studied reaction), η′′c , is supposed to be
significantly heavier. The first state, the Y (3940), is the most mysterious: while its mass is well
above the thresholds for decays to DD̄ or DD̄∗ final states, its decays to neither of these modes
were observed. While the decay to the first final state can be forbidden by parity conservation,
the second decay should dominate for charmonium with such mass.

In 2008, BaBar presented a study of B → KωJ/ψ 16. In their analysis a peak in the ωJ/ψ
mass spectrum is qualitatively agrees with the Belle’s result (Fig. 1b), however, the BaBar values
for mass and width are lower than the corresponding Belle’s values: M =3914+3.8

−3.4±1.6MeV, and
Γ=33+12

−8 ±0.6MeV. In 2010, Belle reported on observation of a peak in the cross section for γγ →
ωJ/ψ 17, called X(3915). The mass and width of the peak in the ωJ/ψ mass spectrum (Fig. 1c)
are well consistent with those reported for the Y (3940) by BaBar. The common observation
decay mode and similar parameters suggest that the X(3915) and Y (3940) are the same state.

In the absence of the information on quantum numbers it is difficult to find a charmonium
assignment for this state. But even more problematic for accommodation of this state as char-
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Figure 2: The cross sections for the processes a) e+e− → ηφf0, b) e+e− → Υ(nS)π+π− at Belle.

monium is the large ωJ/ψ partial width. It can be roughly estimated assuming the B → KY
decay branching fraction does not exceed 10−3, typical for two-body B-decays into charmo-
nium states. Using the measured product of branching fractions B(B → KY )B(Y → ωJ/ψ)
and the Y (3940) full width, such an estimate gives Γ(Y → ωJ/ψ of a few MeV. If similar
estimates applied for γγ → X(3915) assuming Γγγ ∼ 1 keV, typical for charmonium, we find
Γ(X(3915) → ωJ/ψ) ∼ 1 MeV. In both cases the estimated values are at least an order of
magnitude higher than typical width of charmonium transitions via light hadrons.

4 The charged and strange charmonium-like states

The evidence of the first charged charmonium-like state, Z(4430)+, seen as a peak in the π+ψ′

invariant mass spectrum from B → Kπ+ψ′ decays was reported by Belle18 in 2008. After BaBar
did not confirm the Z(4430)+ peak in their study of B → Kπ+ψ′ decays 19, Belle reanalysed
their data using Dalitz plot technique and confirmed that the observed peak is not a reflection
from interfering resonances in the Kπ channel 20. Besides the Z(4430)+, Belle observed also two
resonant states in the π+χc1 system 21 with the Dalitz analysis of B → Kπ+χc1 decays.

In 2009, CDF presented an evidence for the narrow near-threshold resonance, called Y (4140),
in φJ/ψ system from B+ → K+φJ/ψ decays 22 with mass 4143.0 ± 2.9 ± 1.2 MeV and width
11.7+8.3

−5 ± 3.6 MeV. Belle searched for this state using the same process and found no significant
signal 23. Although the upper limit on the production rate obtained by Belle is lower than the
central value of the CDF measurement, Belle result does not contradict with CDF’s observation
taking into account the large errors. Belle also performed a search for this state in γγ fusion,
motivated by D∗+

s D∗−

s -molecule interpretation for the Y (4140). While a signal for the Y (4140)
is not observed, evidence for another narrow structure at 4350MeV in the φJ/ψ spectrum is
reported with significance of ∼3.2σ. Taking into account small significances of both CDF’s and
Belle’s peaks, these states need further confirmation.

5 The 1−− quarkonium-like states

In 2005, using the ISR process BaBar studied the cross section for e+e− → π+π−J/ψ at
√

s∼
4 GeV and discovered a broad peak near 4260 MeV 24. This state was confirmed by CLEO 25

and Belle 26. A year after BaBar reported on a similar structure in the cross section for e+e− →
π+π−ψ′ but at mass ∼60MeV higher27. Belle confirmed this observation, but in addition found
that the structure is formed from two narrower peaks28. Unusual decay modes and lack of vacant
charmonium levels make the charmonium assignments for these three states very unlikely.

The similar states containing ss̄ pair was searched by BaBar in the ISR process in φπ+π−

final state. Two clear structures near
√

s = 1680 and 2175 MeV were observed; the former is



likely the φ(1680) state, while the latter was produced predominantly via a φf0 intermediate
state, and called Y (2175) 29. BES confirmed this state in the φf0 invariant mass spectrum of
J/ψ → ηφf0 decays 30. In the subsequent Belle study 31 this state is also clearly seen (Fig: 2a).
However, the widths of the Y (2175) tends to be larger than in previous measurements, that may
suggest that it is an excited 1−− ss̄ state, rather than ss̄ counterpart of Y (4260).

In 2008, Belle has reported the observation of enhanced e+e− → Υ(1S)π+π−, Υ(2S)π+π−,
and Υ(3S)π+π− production at the range of

√
s between 10.83 and 11.02 GeV 32. The energy-

dependent cross sections for e+e− → Υ(nS)π+π− events were found to differ from the shape of
the e+e− → bb cross section (Fig. 2b).

6 Summary

The number of quarkonium-like states continues to grow. However, today none of the traditional
or exotic theoretical models are able to simultaneously explain the variety of their properties.
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Recent progress on hc and χc at BESIII

Wang Zhiyong
For BESII Collaboration

Institute of High Energy Physics, Science Academic of China,
Beijing, 918(1), P.O.Box 100049

Based on about 110M ψ′ data sample taken at BESIII detector in 2009, we study the decay of
hc and χc. We observed the clear hc signal in the inclusive decays with and without E1-tagged.
Therefore, the hc signal is further confirm. Meanwhile, we measure the width of hc for the
first time. For χc decay, we measure the branching fractions of χc0,2 → PP (P = π0, η) which
are consistent with CLEO’s. In addition, we confirmed the decay mode of χc0,2 → ωω,φφ and
first observed the decay mode of χc1 → ωω,φφ which are regarded to be highly suppressed in
theory. We also observed the DOZI decay mode of χc → ωφ.

1 Introduction

Compared to the vector charmonium states J/ψ and ψ′, the χcJ and hc are not well studied
experimentally and theoretically. In particularly for hc. Unlike J/ψ and ψ′, hc and χcJ can
not be produced directly in e+e− collisions. For hc, it can only be produced via the magnetic
transition of ψ′ accompanying by a π0. Due to the fact that the two photon from π0 decay are
very soft, as well as the lack of understanding on hc decay modes, it make it very difficult for
one to reconstruct the hc state. Someone predict that the dominant decay mode of hc is the E1
mode, i.e. hc → γηc. One is easy to estimate the energy distribution of this E1 photon is about
500 MeV. Experimentally, if we require that such a photon is essential, we take this mode as E1-
tagged. For χcJ decay, the color-octet theory can account for many experimental results, but the
theoretical and experimental uncertainties are still large 1,2,3. New and improved measurements
of the branching fraction of the hadronic χcJ decay channels are mandatory to further test the
Color Octet Model(COM) in P-wave charmonium decays. In a recent paper by Zhao 4, it is
pointed out that the decay of χc0,2 in to vector meson pairs(VV), pseudoscalars pairs(PP), and
scalar pairs(SS) can be investigated in a general factorization scheme. The purpose is to clarify
the role played by the OZI-rule violations and SU(3) flavor breakings in the decay transitions,
and their correlations with the final-state meson wavefunctions. Experimental data may suggest
that the role of OZI-rule violations is quite different for VV,PP and SS pair production in χc0

decays. While in the PP channel the contribution from the doubly OZI-suppressed processes
may be small, large OZI-rule violations may occur in the χc0,2 → SS channel due to glueball-qq̄
mixing. More precise and new measurements of χcJ decays may lead to a better understanding
on the structure of light scalar mesons.



2 hc study

The detailed introduction about how to select charged tracks and EMC showers as well as the
π0 candidates can be found in the published paper 6. Here, we just introduce the general event-
level selection criteria. Candidate events must have at least two charged tracks. The continuum
background can be suppressed by Etot requirement and the background from ψ(2S) → π+π−J/ψ
and ψ(2S) → π0π0J/ψ can be suppressed by the recoiling mass of charged and neutral ππ pair.
For E1-tagged mode, we require one photon in the energy range 465-535 MeV. Fig. 1 shows
the inclusive π0 recoil-mass spectra after applying the above selection criteria. The measured
results are listed below: M(hc) = 3525.40±0.13±0.18MeV/c2 ,Γ(hc) = 0.73±0.45±0.28MeV (<
1.44MeV at90%C.L.),B(ψ′ → π0hc) = (8.4 ± 1.3 ± 1.0)−4,B(ψ′ → π0h + c) × B(hc → γηc) =
(4.58± 0.40± 0.50)× 10−4, and B(hc → γηc) = (54.3± 6.7± 5.2)%. Our measurements confirm
CLEO’s results. What is more important is that we give some first measurements.
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Figure 1: (up)The π0 recoiling-mass spectrum and fit for the E1-tagged analysis of ψ′
→ π0hc, hc → γηc.. (down)

for the inclusive analysis of ψ′
→ π0hc.

3 χcJ study

3.1 χc0,2 → PP (P = π0, η)

Recently, CLEO collaboration has published new results on the B(χc0,2 → π0π0) with much
improved precision compared to the previous measurements 5, but their results are about 2σ
larger than the PDG’s values. CLEO also measured χc2 → ηη for the first itme. At BESIII,
we studied both π0π0 and ηη modes with 5γ final state and the results have been published. 7.
Table 1 listed the measured results for BESIII,CLEO and PDG. One can find that some of
our results are consistent with CLEO’s. Fig. 2 and ?? shows the radiative photon energy
distribution for γπ0π0 and γηη final states, respectively. Two clear bumps corresponding to
χc0,2 can be seen in both plots.

3.2 χcJ → V V (V = ω, φ)

Experimental data χcJ decays into a pair of vector is rare due to helixity amplitude suppression.
Branching fractions are only published for χcJ → φφ and χcJ → ωω according to the BESII’s
measurements 8 and 9. Table 2 list the measured results at BESII. Due to imperfect detection



Table 1: Branching fraction of χc0,2 → PP . The final error items for both BESIII and CLEO are from the
uncertainties of B(ψ′

→ γχcJ)

Mode χc0(×10−3) χc2(×10−3)

BESIII 3.23 ± 0.03 ± 0.23 ± 0.14 0.88 ± 0.02 ± 0.06 ± 0.04
π0π0 CLEO 2.94 ± 0.07 ± 0.32 ± 0.15 0.68 ± 0.03 ± 0.07 ± 0.04

PDG 2.43 ± 0.20 0.71 ± 0.08

BESIII 3.44 ± 0.10 ± 0.24 ± 0.13 0.65 ± 0.04 ± 0.05 ± 0.03
ηη CLEO 3.18 ± 0.13 ± 0.31 ± 0.16 0.51 ± 0.05 ± 0.05 ± 0.03

PDG 2.4 ± 0.4 < 0.5
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Figure 2: Radiative photon energy distribution of
χc → π0π0 events.

resolution and low statistics, we just report the observation of χc0,2 at that time, hard to judge
that there is any χc1 signal in φφ and ωω final state. For the doubly OZI decay mode, χcJ → ωφ,
no any measurement is available before. With the large ψ′ data sample taken at BESIII, we
observed the clear χc0,1,2 → ωω, φφ. Particularly, the χc1 signal is firstly observed. Fig. 3 and
4 show the Mφφ and Mωω distribution, respectively. Clear χcJ signal can be seen. For doubly
OZI decay, χcJ → ωφ. We also observed the clear χc0,1 signal(see fig. 5).

Table 2: Branching fractions of χc0,2 → φφ,ωω measured by BESII.

Mode χc0(×10−3) χc2(×10−3)

φφ 0.93 ± 0.20 1.5 ± 0.3
ωω 2.3 ± 0.7 2.0 ± 0.7

4 conclusion

BESIII has collected a large ψ′ data sample. We have performed many study on hc and χc.
Some results have been published and some are in progress.
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Figure 3: Invariant mass of φφ final state. Figure 4: Invariant mass of ωω final state.
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In this work, we calculate the hc(
1P1) production rate at the LHC to leading order of the

strong coupling constant, for both color-singlet and -octet mechanisms. Numerical results
show that a considerable number of hc events with moderate transverse momentum pT will
be produced in the early run of the LHC. For hc production with large transverse momentum,
the fragmentation function of gluon splitting into hc is calculated. The analytic expression is
given and the fragmentation probability is found to be 7.1× 10−7.

1 Introduction

Since the first charmonium, the J/ψ, was discovered thirty years ago, much effort has been
made to explore it and its higher excited states in both theoretical and experimental aspects.
These studies have provided deep insights into the heavy quark-antiquark bound states and
ideal opportunities to understand both perturbative and non-perturbative properties of quan-
tum chromodynamics(QCD). Although much progress has been made, there are still many
unsolved problems left in quarkonium physics. For instance, in the charmonium sector, the
cc̄ mass spectrum of the naive quark model prediction has not been completely confirmed in
experiment yet. Below the open charm threshold, all expected charmonia have been identified
in recent years, but experimental measurements of the physical natures of P-wave spin-singlet
charmonium, hc(1P1), are quite limited, partly due to the low production rate in leptonic colli-
sion and complicated background in hadronic collision. In hadron-hadron collision, the 1P1 state
can be formed directly in many ways. The goal of this work is to analyze the hc production at
hadron colliders, e.g. the Large Hardon Collider(LHC).

The rest of this paper is organized as follows: in section 2, hc production rate at LHC is
calculated; in section 3, we give out the analytical expression for the fragmentation function of
gluon splitting into hc; in section 4, a brief conclusion of our results is given.

2 hc production at the LHC

To obtain more knowledge of the nature of hc, a key point for experimentalists is to obtain enough
hc data. The newly run collider LHC may supply a good opportunity to study quarkonium
physics, including hc. With a luminosity of about 1032 ∼ 1034cm−2s−1 and a center of mass

aqiaocf@gucas.ac.cn, corresponding author



energy of 10 ∼ 14 TeV, the LHC will produce copious charmonium data, which in principle will
enable the measurement of hc state precisely. In the following we evaluate the hc production
rate at the LHC .

The differential cross section for hc hadroproduction is formulated in a standard way,

dσ

dpT
(pp → hc + X) =

∑

a,b

∫
dxadyfa/p(xa)fb/p(xb)

4pT xaxb

2xa − x̄T ey

dσ̂

dt
(a + b → hc + X) , (1)

where fa/p and fb/p denote the parton densities; s, t, and u are Mandelstam variables at the

parton level; y stands for the rapidity of produced hc; x̄T ≡ 2mT√
S

with mT =
√

M2 + p2
T ; and the

capital
√

S and M denote the total energy of incident beam and the mass of hc, respectively. To
leading order and with moderate transverse momentum, the dominant partonic sub-processes
for hc hadroproduction evidently include

g + g → hc(1S
[8]
0 ) + g , (2)

g + q(q) → hc(1S
[8]
0 ) + q(q) , (3)

q + q → hc(1S
[8]
0 ) + g , (4)

g + g → hc(1P
[1]
1 ) + g , (5)

g + c(c) → hc(1P
[1]
1 ) + c(c) , (6)

where the first three represent the hc production processes in the color-octet model(COM)1,2,
while the last two are through color-singlet model(CSM)3,4,5,6,7.

In our numerical evaluation, the input parameters are taken as follows:
√

S = 14TeV,
mc = M/2 = 1.78GeV, the value of the color-singlet matrix element 〈0|Ohc

1 (1P1)|0〉 = 0.32
GeV5 9, the value of the color-octet matrix element 〈0|Ohc

8 (1S0)|0〉 = 9.8× 10−3 GeV3 8, and the
pseudorapidity cut |η(hc)| < 2.2 is enforced according to the LHC experimental environment, and
the CTEQ5L10 parton distribution function is employed. The numerical results of the integrated
cross section for different pT lower bounds are given in Figure 1. From the figure, it can be
found that the contribution from COM is about two orders of magnitude larger than that from
CSM in almost every transverse momentum region. Among the three color-octet processes, the
contribution from process (2) dominates over the other two. Of the two color-singlet processes,
the yield from process (6) overshoots that from process (5) in the large transverse momentum
region, in spite of the suppression of the extrinsic charm distribution. Because of the big gap
between the yields from the color-singlet and color-octet, one result of this calculation is that
the experimental measurement may tell whether the color-octet estimate of hc production is
reliable or not. The calculation details and the possibility of detecting hc at the LHC can be
found elsewhere 11.

3 The gluon fragmentation to hc

It is well-known that the fragmentation mechanism dominates the heavy quarkonium hadropro-
duction at large transverse momentum 12,13. It is hence important to obtain the corresponding
fragmentation function in order to properly estimate the production rate of a specific char-
monium state. Fortunately it was found that these fragmentation functions for heavy quarko-
nium production are analytically calculable by virtue of perturbative QCD, with limited uni-
versal(phenomenological) parameters.

In the framework of non-relativistic QCD, the fragmentation function of a virtual gluon
splitting into heavy quarkonium H reads

Dg→H(z, µ) =
∑

n

dn(z, µ)〈0|OH
n |0〉 . (7)
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Figure 1: The hc production rates as a function of the transverse momentum lower bound pT in pp collision
at the center-of-mass energy

√
S = 14 TeV. The left diagram demonstrates the integrated cross-sections

of hc production via processes (2) to (6) shown as lines a to e, respectively. The solid line in the right
diagram represents the yield from the color-octet scheme, and the dashed line represents the yield from

the color-singlet scheme.

Here, n is the color-spin-orbital quantum number of the heavy quark pair with null relative
momentum. The short-distance coefficient dn(z, µ), describing the production of heavy quark
pair with appropriate quantum number n, is pQCD calculable. OH

n are local four-fermion
operators in NRQCD, and their vacuum expectation values are proportional to the probabilities
of heavy quark pairs with quantum number n hadronizing into quarkonium states. According
to NRQCD, in (7) the short distance sector dn(z, µ) can be computed order-by-order in strong
coupling αs(2mc), and the long distance sector, the matrix elements, can be expanded in series
of the typical relative velocity v of heavy quarks inside heavy quarkonium 14,15. In principle the
fragmentation function is calculable to any order in αs and v as desired; in practice, normally
the NLO results are enough for phenomenological aim. It should be mentioned that in recently
there are discussions about whether the definition of fragmentation function beyond NLO in
strong coupling expansion is complete or not in the framework of NRQCD 16,17, whereas it has
no influence on our study in this work.

For process of gluon splitting into hc, there are two classes of processes at leading order of
αs and v. One is the color-singlet process, in which cc̄ pair is in spin-singlet, color-singlet and
P-wave state (denoted by 1P

(1)
1 ); the other is color-octet process, in which the quark pair is in

spin-singlet, color-octet and S-wave state(1S(8)
0 ). The full fragmentation function for g → hc

then composes of color-singlet and color-octet terms, like

Dg→hc(z, µ) = d1(z, Λ)〈0|Ohc
1 (1P1)|0〉+ d8(z)〈0|Ohc

8 (1S0)|0〉(Λ) , (8)

The factorization scale Λ is introduced to separate the effect at short distance of order 1/mc

from the one at long distance in order of heavy quarkonium radius 1/(mcv). 〈0|Ohc
1 (1P1)|0〉 and

〈0|Ohc
8 (1S0)|0〉 are matrix elements of NRQCD operators, scaling as m5

cv
5 and m3

cv
5 according

to velocity-scaling rules in NRQCD. Their dependence on Λ can be obtained by renormalization
group equations. To leading order of αs they are 15,

Λ
d

dΛ
〈0|Ohc

1 (1P1)|0〉 = 0

Λ
d

dΛ
〈0|Ohc

8 (1S0)|0〉 =
4CF αs

3Ncπm2
c

〈0|Ohc
1 (1P1)|0〉. (9)

The calculation for d1(z, Λ) and d8(z) is straightforward in perturbative QCD, the results



are

d1(z, Λ) = f(z) +
5α3

s(µ)
162πm5

c

{
− [−2z2 + 3z + 2(1− z) ln(1− z)

]
ln

Λ
mc

+ w(z)
}

, (10)

d8(z) =
5α2

s(µ)
96m3

c

[−2z2 + 3z + 2(1− z) ln(1− z)] . (11)

The functions f(z) and w(z) are Λ-independent, their analytical expressions are shown in
Appendix. With the Eq.9, one can easily check the fragmentation function (8) are scale-
independent,

d

dΛ
Dg→hc(z, Λ) = 0 . (12)

Integrating the fragmentation function Dg→hc(z, 2mc) over the momentum fraction z, we
get the fragmentation probability,

∫ 1

0
dz Dg→hc(z, 2mc) =

5α2
s(2mc)
96m3

c

[(−54.5)αs(2mc)
216πm2

c

〈Ohc
1 〉+ (0.33)〈Ohc

8 〉(mc)
]
. (13)

To make the total probability positive, the lower bound for the magnitude of color-octet matrix
element at factorization scale Λ = mc is set to be

〈Ohc
8 〉(mc) >

3αs(2mc)
4πm2

c

〈Ohc
1 〉 . (14)

For numerical evaluation, the input parameters are taken as follows: mc = mhc/2 = 1.78GeV,
αs(2mc) = 0.26, 〈0|Ohc

1 (1P1)|0〉 = 0.32GeV 5 9, which enables 〈0|Ohc
8 (1S0)|0〉(mc) > 6.3 ×

10−3GeV 3, 〈0|Ohc
8 (1S0)|0〉(mc) = 9.8 × 10−3GeV 3 8,11. With above inputs the fragmentation

probability in Eq.(13) is found to be about 7.1 × 10−7. Compared with the probabilities of
gluon fragmenting into χc0, χc1, and χc2, which are 0.4 × 10−4, 1.8 × 10−4 and 2.4 × 10−4 13,
the value of gluon fragmentation to hc is smaller by two to three orders, and it is even less than
the color-singlet probability of process g∗ → J/ψgg by an order 14. The z dependence of the
fragmentation function at µ = 2mc and Λ = mc is shown in Figure 2.

4 Conclusions

In conclusion, we have evaluated the hc direct production rate at the LHC, where the hc indirect
yields are much less than the direct ones according to a similar analysis for hc production at
HERA-b18. Our calculation is performed to leading order of the strong coupling constant αs and
to second order in the relative velocity v2 expansion. Both color-singlet and -octet production
schemes are taken into account in this work. We find that there will be enough hc yields at the
LHC for a precise measurement on the nature of this P-wave spin singlet. Although as usual the
high order corrections may induce some uncertainties in the calculation, as an order-of-magnitude
estimate our results should hold. Due to the large discrepancy between predictions from the
color-singlet and color-octet schemes, the experimental measurement of the hc production rate
at the LHC may tell to what degree the color-octet mechanism plays a role in charmonium
production as well.

At the region of large transverse momentum, the dominant mechanism for heavy quarko-
nium hadronproduction is fragmentation, hence the fragmentation function is important for hc

production. We have computed in this work the fragmentation function of gluon to P-wave spin
singlet quarkonium hc. While both color-singlet and -octet processes are taken into account,
the analytic expression is independent of factorization scale. It is found that the fragmentation
probability of a high energy virtual gluon splitting into hc is about 7.1 × 10−7. Finally, it is
worthy to note that result in this work can be readily applied to the study of hb physics.
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Appendix

w(z) = 2(1− z) ln2(1− z) + [−2− 3(−2 + z)z + 3(−1 + z) ln z] ln(1− z)

+
1

6
[2π2(1− z) + 3z(−7 + 8z) + 3z(−3 + 2z) ln z]− 2(1− z)Li2(1− z)− (1− z)Li2(z) , (15)

and

f(z) =
5α3

s(µ)

20736πm5
c

∫ z

0
dr

∫ (1+r)/2

(r+z2)/2z
dy

1

(1− y)4(y2 − r)2





(1 + r2)− 4yz + 2z2

(1− r)2
h(y, r)

+
1

(y − r)5

2∑

i=0

zi

(
(r − y)fi(y, r) +

gi(y, r)√
y2 − r

ln
y − r +

√
y2 − r

y − r −
√

y2 − r

) 

 (16)

with functions w(z), h(y, r), fi(y, r) and gi(y, r) read

h(y, r) = (1 + 11r − 5r2 + r3)(1− 20r + 6r2 − 4r3 + r4) + (2− 20r + 606r2 − 280r3 + 94r4 − 20r5 + 2r6)y

+(4 + 468r − 792r2 + 232r3 − 44r4 + 4r5)y2 + (8− 1120r + 560r2 − 96r3 + 8r4)y3

+(−240 + 1072r − 208r2 + 16r3)y4 + (544− 448r + 32r2)y5 + (−448 + 64r)y6 + 128y7 , (17)

f0(y, r) = r3(36− 15r + 25r2 − 57r3 + 59r4 − 97r5 + 23r6 − 7r7 + r8)

+(−164r3 + 54r4 + 80r5 − 34r6 + 344r7 − 2r8 + 12r9 − 2r10)y

+(−82r2 + 274r3 − 374r4 − 46r5 − 746r6 + 26r7 − 14r8 + 2r9)y2

+(−4r + 488r2 + 88r3 + 652r4 + 824r5 − 564r6 − 108r7)y3

+(1 + 33r − 1277r2 − 637r3 − 877r4 + 1947r5 + 553r6 + r7)y4

+(2− 160r + 1734r2 + 488r3 − 2794r4 − 1032r5 + 66r6)y5



+(−28 + 356r − 1144r2 + 2232r3 + 644r4 − 396r5)y6 + (136− 352r − 352r2 + 400r3 + 968r4)y7

+(−336 + 80r − 1136r2 − 1264r3)y8 + (448 + 736r + 992r2)y9 + (−384− 448r)y10 + 128y11 , (18)

f1(y, r) = −2yf2(y, r) , (19)

f2(y, r) = 2
[
r2(6 + 8r − 47r2 + 33r3 − 24r4 + 46r5 − 7r6 + r7)

+(−16r2 + 96r3 + 56r4 + 2r5 − 206r6 − 10r7 − 2r8)y

+(−16r − 148r2 − 248r3 − 74r4 + 502r5 + 110r6 + 2r7)y2

+(124r + 470r2 + 286r3 − 614r4 − 234r5 + 16r6)y3

+(−7− 285r − 592r2 + 320r3 + 151r4 − 99r5)y4 + (34 + 336r + 204r2 + 128r3 + 242r4)y5

+(−84− 220r − 340r2 − 316r3)y6 + (112 + 232r + 248r2)y7 + (−96− 112r)y8 + 32y9
]

, (20)

g0(y, r) = 2
[
r4(−9 + r − 8r2 − 8r3 + r4 − r5 − 8r6) + (46r4 + 10r5 + 71r6 + 20r7 + 4r8 + 66r9 + 7r10)y

+(28r3 − 111r4 − 94r5 − 148r6 − 34r7 − 213r8 − 20r9)y2

+(−148r3 + 193r4 + 146r5 + 150r6 + 356r7 − 111r8 − 26r9)y3

+(−28r2 + 297r3 − 232r4 − 120r5 − 330r6 + 695r7 + 182r8)y4

+(192r2 − 166r3 + 452r4 + 152r5 − 1604r6 − 498r7 + 16r8)y5

+(−608r2 − 590r3 − 662r4 + 1930r5 + 614r6 − 124r7)y6

+(1160r2 + 1152r3 − 896r4 − 112r5 + 408r6)y7

+(8r − 1152r2 − 216r3 − 696r4 − 744r5)y8 + (−104r + 360r2 + 864r3 + 816r4)y9

+(8 + 216r − 376r2 − 520r3)y10 + (−16− 48r + 160r2)y11
]

, (21)

g1(y, r) = −2yg2(y, r) , (22)

g2(y, r) = 2
[
r3(−3− 5r + 8r2 + 3r4 + 13r5 + 16r6)− (−10r3 − 14r4 + 11r5 + 4r6 + 84r7 + 138r8 + 11r9)y

−(−10r2 + 11r3 + 114r4 + 60r5 − 196r6 − 495r7 − 76r8)y2

−(16r2 − 183r3 − 492r4 + 86r5 + 940r6 + 201r7 − 8r8)y3

−(16r + 175r2 + 796r3 + 640r4 − 914r5 − 215r6 + 62r7)y4

−(−96r − 688r2 − 1172r3 + 108r4 − 76r5 − 204r6)y5

−(218r + 922r2 + 562r3 + 502r4 + 372r5)y6 + (200r + 472r2 + 568r3 + 408r4)y7

−(−4 + 36r + 268r2 + 260r3)y8 − (8− 8r − 80r2)y9 . (23)
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Quarkonia production in PHENIX/RHIC in 200 GeV p-p collisions
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Quarkonia production is a favoured tool both for studying production mechanisms and hot
matter properties. An overview of the quarkonia production measured in pp collisions at
√

s = 200GeV is presented. J/ψ ψ′ χc and Υ are observed in dilepton measurements taken
in 2006 with improved statistics.

Quarkonia are well know particles and usual elements in the landscape of high energy physics.
But for about 15 years, their production have been challenging the model predictions. The color
singlet model (CSM) failed to predict the cross section at TEVATRON 1, the color octet model
(COM) seemed to solve the question, but failed on the polarization side2. Production in Nucleus-
Nucleus (A+A ) collisions also displayed unexpected features with a similar J/ψ suppression
at SPS and RHIC energies. At the moment there is then no definite interpretation of the
quarkonia production in p+p , p+A and A+A , but the extension of the measurements and
of their precision in a wide energy domain is increasingly constraining the models. The advent
of detectors like PHENIX, measuring many quarkonia on a wide kinematical range and with
a variety of beams, joining separated areas of research , could allow to reach new observables,
as the first tentative measurement of J/ψ production asymmetry with transversely polarized
proton beams suggests.

This talk will concentrate on p+p production. d+Au and Au+Au are adressed in [3]. The
PHENIX collaboration at RHIC collected data in p+p collisions at

√
s=200 GeV, allowing

measurement of quarkonia states with a rapidity coverage of |η| < 0.35 (electrons pairs) and
1.2 < |η| < 2.4 (muons pairs). Results are extracted from the 2006 run, with three time more
luminosity than the 2005 4 run.

When measuring pairs, there is a contribution of pairs coming from random combinations.
This contribution is estimated from same sign pairs spectra or from mixed events. The remaining
mass spectrum contains correlated pairs from bb̄ and cc̄ semi leptonic decays, and pairs from
Drell Yan process and from resonances decays. These distributions are simulated, using PYTHIA
generator and the simulation of the detector, and used in a fit.

In this new results, the Υ production is extracted separately from the continuum. The
1S, 2S and 3S states of the Υ are extracted together, and presented as a function of rapidity
in Figure 1. The shape of this rapidity distribution is consistent with the prediction of the
Color Evaporation Model 5. A calculation in the Color Singlet NLO approximation 6 reproduces
also very well the shape. This agreement is improved in this new extraction. The values of
the Υ cross section are BR ∗ dσ/dy = 28.2 ± 9.4(stat) ± 4.8(syst)pb (−2.2 < y < −1.2) and
BR ∗ dσ/dy = 31.1 ± 8.7(stat) ± 6.2(syst)pb (1.2 < y < 2.2).

Charmonia have a higher production rate, and also the same interesting properties than Υ :



Figure 1: Rapidity distribution of the Υ resonances.

rare production, weak coupling with light mesons, a variety of states and binding energies, they
can also be treated in the non relativistic approximation, which makes them attractive probes
for studies of production or destruction (QGP melting) mechanisms. One complication arises
from the side feeding from quarkonia higher states or from higher masses particles, which should
imply to consider all these productions simultaneously. For instance an important fraction of
the J/ψ comes from decays of χc , ψ′ , and bottom quarks, and the J/ψ suppression pattern
measured at SPS and RHIC could be due essentially to the melting of χc and ψ′ states 7.

The Figure 2 displays the first pT distribution of an excited charmonium state measured at
RHIC. The ratio between ψ′ and J/ψ agrees with that from other experiments 8,9. The overall
preliminary J/ψ feed down fraction from ψ′ is 8.6 ± 2.4% . This value is very consistent with
the one deduced from p-A data around SPS energies 8.1 ± 0.3 % 10.

Feed-down fraction from χc is studied by looking at dielectron pairs in the J/ψ peak in
coincidence with a photon in the electromagnetic calorimeter. Contribution of χc1 and χc2

lead to a gaussian contribution in the spectrum which must be separated from an underlying
continuous component.

Preliminary studies at central rapidity led to an upper limit of 42 % (at 90% C.L.) for the
fraction of inclusive J/ψ production originating from χc decay. This value is consistent with
measurement from other experiments, mostly at lower energy, displayed in Figure 3, and with
a recent selected average 10 leading to 25 ± 5 % . Mean value and uncertainties are on the way,
together with estimates at forward rapidity.

As observed in CDF results previously mentionned, The J/ψ rapidity and transverse mo-
mentum distributions 11 have been found consistent with predictions from Color Octet Model 12.
They can be reproduced also by the Color Singlet Model, either through S-channel cut13 alterna-
tive approach, either when additional contributions are taken into account: NLO contributions
and charm initiated processes 14 or NNLO 15.

Such good agreement has been proved in the past 2 not to imply the agreement of the
predictions regarding the polarization. In the helicity frame, the polarization characterizes the



Figure 2: J/ψ and ψ′ transverse momentum distributions and their ratio

distribution of the angle, in J/ψ rest frame, between the positive lepton and the axis defined by
the J/ψ momentum in colliding hadrons center of mass16. This distribution is parameterized by
dN/dcosθ ∝ 1+λcos2θ, where λ is the polarization parameter. In the central rapidity region, the
figure 4 displays the values of the λ obtained 16 as a function of the transverse momentum. It is
suggesting a trend similar to the one expected by CSM s-channel cut calculations 17. Extraction
in the forward rapidity region in under way, and, as suggested by this model should bring
sensitive informations. CSM calculation to next to leading order approximation and inclusion of
charm-gluon production 18 lead to a smaller variation with respect to pT but is still compatible
with these data and keeps a difference between central and forward rapidity domains. Might
this later feature turn out later to be the ultimate discriminating tool between models since
the COM calculation 19 is also consistent with available datas, in the higher pT part where all
calculations are more reliable ?

PHENIX is also performing a program with polarized protons beams. Recently the first
measurement 20 of W longitudinal asymmetry has been obtained. These beams also open new
perspectives for the quarkonia. The single transverse-spin asymmetry of J/ψ , using measure-
ment in collisions between beams with different polarization, is tentatively explored21. This new
observable should be sensitive to the production mode: a vanishing asymmetry is predicted 22 in
e+p collisions in CSM, and p+p collisions in COM. More data in p+p and also e+p is needed.
In it final remarks D. Kharzeev23 underlined the interest, on top of the separation between color
octet and color singlet mechanisms with unpolarized beams, of measuring the quarkonia angular
distribution of the spin asymmetry 24 with polarized beams to get access to the gluon helicity
distribution in the proton.



Figure 3: J/ψ feed -down fraction from χc in various exper-
iment as a function of the collision energy

Figure 4: J/ψ polarization as a function of the
transverse momentum, compared to theoreti-

cal predictions (see text)
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Heavy Quarkonia Production in Relativistic d+A and A+A collisions at RHIC, as
Measured by the PHENIX Experiment
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This contribution presents the latest results on heavy quarkonia (J/ψ and Υ) production in
d+ A and A + A at RHIC at a center of mass energy per nucleon-nucleon collision

√
sNN =

200 GeV, measured by the PHENIX experiment, as well as their implications in terms of
understanding cold nuclear matter effects and the possible formation of a quark gluon plasma
in central Au + Au collisions.

Heavy quarkonia have long been considered a favored probe to study the formation of a
Quark Gluon Plasma (QGP) in heavy ion collisions for the following reasons: 1) due to their
large masses, they are hard probes produced during the first instants of the collision via hard
scattering of partons (dominantly gluons, at RHIC); 2) their large binding energy makes them
harder to dissociate via interactions with the surrounding hadrons; 3) their production was
predicted to be affected by the formation of a QGP, provided that the temperature is high
enough, via a color screening mechanism similar to the Debye screening in QED 1.

However their production is also affected by other mechanism that do not necessitate the
formation of a QGP, and are therefore referred to as Cold Nuclear Matter (CNM) effects. Such
effects include: 1) the modification of the Parton Distribution Functions (PDF) in the nuclei,
which relates to the fact that the number of partons at a given momentum fraction x inside
a nucleon is different whether the nucleon is isolated or inside a nucleus, thus affecting the
momentum distribution of quarkonia formed via the hard scattering of these partons 2,3,4 (note
that a qualitatively similar effect exists at small x in the so-called gluon saturation region,
which can be described in the Color Glass Condensate framework 5); 2) the energy loss (via
inelastic scattering) of the projectile parton inside the target nucleus before the hard scattering
leading to the quarkonia formation, denoted as initial state energy loss 6; 3) the broadening of
the quarkonia transverse momentum distribution due to elastic scattering of its parent partons
inside the nucleus, denoted as Cronin effect 7; 4) the dissociation of the quarkonia bound state
(or its precursors) by scattering off the surrounding hadrons 2. These effects can be quantified
by studying the production of heavy quarkonia in p+ A (or rather d+ A, at RHIC) collisions.

Two quantities are used in this presentation to characterize changes to heavy quarkonia
production in d+ A and A + A collisions:

• the nuclear modification factor RdA (or RAA), obtained by forming the ratio of the heavy
quarkonia yield measured in d+ A (A + A) collisions, to the yield measured in p+ p
collisions, normalized by the number of binary (p+ p) collisions, Ncol, corresponding to
one d+ A collision. This factor does not depend on the heavy quarkonia production



mechanism (provided that this mechanism is a hard process), and is equal to unity if d+ A
collisions can effectively be considered as an incoherent superposition of independent p+ p
collisions, as far as heavy quarkonia production is concerned. RdA can be evaluated in
bins of the heavy quarkonia rapidity (y) and transverse momentum, but also as a function
of the collision centrality, which is related to the distance between the target and the
projectile nuclei centers (also called impact parameter, b). Central collisions correspond to
small values of b, whereas peripheral collisions correspond to large values of b. Note that
b can never be measured directly, and that depending on how the centrality is actually
measured, its correlation to b can be rather lose (especially in the d+ A case).

• the central to peripheral ratio RCP, obtained by forming the ratio of the heavy quarkonia
yields between central collisions (for which maximum modifications are expected) and pe-
ripheral collisions (which should be more similar to the p+ p case), properly normalized
by the corresponding Ncol values. The advantage of RCP over RdA is that most experi-
mental systematic uncertainties are canceled, since the same data set can be used for the
numerator and the denominator. On the other hand, the quantitative interpretation of
RCP deviations from unity is more ambiguous due to the fact that peripheral collisions
cannot be strictly considered identical to p+ p.

Figure 1: Left: J/ψ RdAu as a function of rapidity using 2003 d+ Au minimum bias collisions. Right: J/ψ RCP

as a function of rapidity using 2008 d+ Au central (0 − 20 %) and peripheral (60 − 88 %) collisions. Solid lines
correspond to calculations from R. Vogt based on the EKS shadowing model convoluted to different values for

the J/ψ breakup cross-section σbreakup.

Figure 1 (left) shows the published J/ψ RdAu measured by PHENIX using RHIC 2003 d+ Au
minimum bias data as a function of the J/ψ rapidity 8. J/ψ produced at negative rapidity (the
gold going side) originate from gluons of rather large x in the gold nuclei, with x being the
fraction of the nucleon momentum carried by the gluon. On the contrary, J/ψ produced at
positive rapidity originate from gluons of rather small x in the gold nuclei. A J/ψ suppression
is observed at positive rapidity, which is consistent with gluon shadowing (and/or saturation) in
the small x regime inside the gold nuclei. The various curves shown on the figure correspond to
model calculations that include a parametrization of the gluon shadowing (here EKS 3) together
with a J/ψ break-up cross-section σbreakup that varies from 0 to 5 mb. These curves can be
used to fit the data and extract the most probable value for σbreakup. The shape obtained using
this most probable value describes the data reasonably well, within the large statistical and
systematic uncertainties.

Figure 1 (right) shows the preliminary J/ψ RCP measured by PHENIX using RHIC 2008
d+ Au data. This data set corresponds to an integrated luminosity of ∼ 55 nb−1, which repre-
sents an increase of about a factor 40 with respect to the 2003 data set, thus allowing to have



more experimental points as a function of rapidity and use several centrality bins. The curves
shown on the figure have been obtained using a similar approach to that of the left panel. Due
to the reduced uncertainties and the larger number of experimental points, it appears that this
approach (shadowing + σbreakup) is unable to properly describe the data, especially at the most
forward rapidity, and that additional effects, such as initial state energy loss, must be accounted
for in the calculation. Alternatively, one can parametrize the difference between the shadowing
calculation (obtained with σbreakup = 0) and the data by a phenomenological rapidity depen-
dent cross-section. Such a cross-section naturally increases for positive rapidity. A qualitatively
similar trend has also been observed for lower energy J/ψ measurements 9.

Figure 2: Left: J/ψ RAA as a function of centrality in 2004 Au + Au collisions, for two rapidity bins. Right: J/ψ
RAA divided by extrapolated cold nuclear matter effects based on 2008 d+ Au data set and using different values

for σbreakup as a function of rapidity.

A significant J/ψ suppression has also been measured in Au + Au collisions as illustrated
as a function of centrality (here Npart, the average number of nucleons that participate to
Au + Au collisions at a given centrality) in figure 2 (left) for two rapidity regions 10. It appears
that the suppression is larger at forward rapidity than at mid-rapidity. It is important to
quantify which fraction of this suppression is due to CNM effects alone, in order to single out
the effect of the possible formation of a QGP. This is achieved by using a parametrization of
the observed d+ Au suppression (using a shadowing model and a rapidity dependent σbreakup)
and extrapolating it to the Au + Au case. The measured RAA can then be divided by this
CNM-only expected suppression, as shown in figure 2 (right) 11. A significant J/ψ suppression
remains for central enough collisions (large values of Npart) even after CNM effects have been
removed. This indicates that additional effects (for instance due to the formation of a QGP)
must be accounted for to be able to describe the J/ψ suppression observed in central Au + Au
collisions. Besides, this remaining suppression is now similar between the two rapidity domains,
meaning that the differences observed in figure 2 (left) can be entirely accounted for by CNM
effects. Also shown on the figure are the results obtained in Cu + Cu collisions 12 and for which
no significant suppression beyond CNM effects is observed.

Finally, Υ resonances have been measured by PHENIX in both p+ p (using 2006 data set)
and d+ Au collisions (using the 2008 data set), allowing one to form the first Υ RdA at this
energy. Figure 3 (left) shows the di-muon invariant mass distribution at the Υ mass, measured
in one of PHENIX muon arms in d+ Au collisions. The various coloured bands correspond to
the different contributions to this spectra, and are fitted to the data in order to evaluate the



Figure 3: Left: di-muon invariant mass distribution at the Υ mass measured using 2008 d+ Au collisions. Coloured
area correspond to the different contribution to the di-muon spectra. Right: Υ RdA as a function of rapidity.

number of produced Υ resonances. Figure 3 (right) shows the Υ RdA obtained by combining
these data to yields measured in p+ p collisions. A suppression is observed at forward rapidity,
similarly to the J/ψ case, which has yet to be compared to theoretical calculations.

Υ resonances have also been measured in Au + Au collisions at mid-rapidity by the PHENIX
experiment. However, due to the limited statistics, only a 90 % Confidence Level (CL) could be
evaluated so far for RAA and the contributions to the di-lepton invariant mass spectrum from
other (background) sources in the Υ mass region have not been accounted for. The resulting
value is RAA < 0.64 at 90 % CL for all di-leptons produced at mid-rapidity (|y| < 0.35) with
mass M ∈ [8.5, 11.5] GeV/c2.

To summarize, a significant J/ψ suppression has been observed by PHENIX in both 2003
and 2008 d+ Au data sets at positive rapidity (in the gluon shadowing/saturation region for the
gold nuclei), with an increased statistics of about a factor 40 for the 2008 data. This suppression
can be attributed to CNM effects, but cannot be properly described (for the 2008 data) with a
simple model that considers only PDF modifications and a (rapidity independent) J/ψ break-up
cross section. Phenomenologically parametrized CNM effects can be extrapolated to Au + Au
collisions and compared to the J/ψ suppression measured in these conditions. It appears that an
additional suppression (not attributed to CNM effects) remains for central Au + Au collisions,
which is largely rapidity independent. Concerning the Υ resonance, a suppression similar to that
of the J/ψ has also been observed for the first time in d+ Au collisions and a 90 % confidence
level for high mass di-lepton pairs (dominantly Υ mesons) RAA has measured.
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We evaluate the production cross section for direct J/ψ integrated in PT for various collision
energies of the LHC in the QCD-based Colour-Singlet Model. We consider the LO contribu-
tions from gluon fusion as well as the one from a fusion of a gluon and a charm quark from
the colliding protons. The rapidity distribution of the yield is evaluated in the central region
relevant for the ATLAS and CMS detectors, as well as in the more forward region relevant
for the ALICE and LHC-b detectors. The results obtained here are compatible with those of
other approaches within the range of the theoretical uncertainties which are admittedly very
large. This suggests that the “mere” measurements of the yield at the LHC will not help
disentangle between the different possible quarkonium production mechanisms.

1 Introduction

In 2007, the first evaluations of QCD corrections to quarkonium-production rates at hadron col-
liders became available. It is now widely accepted – and understood– that α4

s and α5
s corrections

to the CSM 1 are fundamental for understanding the PT spectrum of J/ψ and Υ produced in
high-energy hadron collisions, 2,3,4,5,6,7 while the difficulties of predicting these observables had
been initially attributed to non-perturbative effects associated with channels in which the heavy
quark and antiquark are produced in a colour-octet state 8,9,10,11. Further, the effect of QCD
corrections is also manifest in the polarisation predictions. While the J/ψ and Υ produced
inclusively or in association with a photon are predicted to be transversally polarised at LO, it
has been recently emphasised that their polarisation at NLO is increasingly longitudinal when
PT gets larger. 4,5,12,13,14

In a recent work,15 we have also shown that hard subprocesses based on colour singlet QQ̄
configurations alone are sufficient to account for the observed magnitude of the PT -integrated
cross section. In particular, the predictions at LO1 (Fig. 1 (left)) and NLO2,3,4 accuracy are both
compatible with the measurements by the PHENIX collaboration at RHIC 20 within the present
uncertainties.a The compatibility between the LO and NLO yields provided some indications
that the computations are carried in a proper perturbative regime, at least at RHIC energies.
The agreement with the data is improved when hard subprocesses involving the charm-quark
distribution of the colliding protons are taken into consideration. These constitute part of the
LO (α3

S) rate (Fig. 1 (right)) and are responsible for a significant fraction of the observed yield.15

We proceed here to the evaluation the PT -integrated yield at higher energies both in the
central and forward rapidity regions. While we find a good agreement with CDF data,18 our study

aAs recently noted, 15 this points at a reduced impact of the s-channel cut contributions16 as well as of the
colour-octet mediated channels relevant for the low PT region. The latter are anyway very srongly constrained
by very important recent e+e− analyses 17 which leave in some cases no room at all for colour octets of any kind.



shows that the theoretical uncertainties become very large –close to one decade– reminiscent of
the case of total charm production.19 Besides, the yield coming from gluon-charm fusion is shown
to remain a visible fraction of the direct yield at the LHC energies. Finally, we shortly discuss
the impact of higher QCD corrections and the comparison with other approaches.

Q
Q

Figure 1: Representative diagrams contributing to 3S1

charmonium hadroproduction at high energies in the
CSM by gluon fusion (left) and initiated by a charm

quark at order α3
S .
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lisions for
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2 Total J/ψ cross section at the LHC

The PT integrated cross sections obtained here have been evaluated along the same lines as
our previous study.15 The uncertainty bands have been evaluated following exactly the same
procedure using the same values for mc, µR and µF .

In Fig. 2, we show dσdirectJ/ψ /dy|y=0 × Br from gg contributions as function of
√
s from 200

GeV up to 14 TeV compared to the PHENIX 20 and the CDF 18 data multiplied by the direct
fractionb. We have found a good agreement. At larger energies, these results at 7 TeV (100 to
800 nb) and at 14 TeV (200 to 1400 nb) are in the same range as those of the Colour Evaporation
Model 24 with central (upper) values of 140 nb (400 nb) at 7 TeV and 200 nb (550 nb) at 14
TeV. They are also compatible with the results of the ”gluon tower model” (GTM) 21, 300 nb at
7 TeV and 480 nb at 14 TeV, which takes into account some NNLO contributions shown to be
enhanced by log(s). Quoting the authors, 21 “the expected accuracy of the prediction is about
a factor of 2-3 in either direction or even worse.”

In Fig. 3, one shows the differential cross section in rapidity from both gg and cg contributions
(separately and then summed) at

√
s = 7 TeV. One sees that the contribution from cg is not

negligible. To be more quantitative, we have computed the ratio (dσcgJ/ψ/dy)/(dσ
cg+gg
J/ψ /dy) for

mc = 1.4 GeV using 3 choices of the charm distribution in the proton 22 and taking uncorrelated
values for µR and µF for both contributions. At large rapidity, one starts to see the enhancement
of BHPS 23 c(x,Q2) for x > 0.1. Fig. 5 and Fig. 6 show the same contributions at

√
s = 2.75

TeV and
√
s = 14 TeV.

bNote that the measurement of the prompt yield by CDF went only down to PT = 1.25 GeV. We have assumed
a fraction of non-prompt J/ψ of 10% below.
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3 Discussion and conclusion

Let us now discuss briefly the expectations for the results when QCD corrections are taken into
account. First, we would like to stress that, although NLO results2 are perfectly well behaved in
nearly all of the phase space region at RHIC energies, 15 it seems not to be so for larger s. One
observes that the region where the differential cross section in PT and/or y is negative (i.e. very
low PT and large y) widens for increasing s. Negative differential cross section at low PT is a
known issue. Nonetheless, for

√
s above a couple of TeV, and for some (common) choices of µF

and µR, the PT -integrated “yield” happens to become negative, even in the central region. This
can of course be explained by a larger contribution from the virtual corrections at α4

S –which can
be negative– compared to the real emission contributions –which are positive–. Naturally, such
results cannot be compared to experimental ones. This also points at likely large virtual NNLO
contributions at low PT ; these are not presently known. Yet, as already mentioned, specific
NNLO contributions were shown 21 to be enhanced by log(s).

As we have discussed above, one may try compare the LO CSM with other theoretical
approaches such as the CEM 24 and the GTM 21. They all qualitatively agree, as well as with



PHENIX and CDF measurements. For all approaches, one expects a significant spread –up to
a factor of ten – of the results when the scales and the mass are varied.

Owing to these uncertainties, it will be difficult to discriminate between different mechanisms
by only relying on the yield integrated in PT and even, to a less extent, on its PT dependent
counterpart. This is a clear motivation to study at the LHC other observables related to the
production of J/ψ such as its production in association with a single charm (or lepton),15, with
a prompt isolated photon 12,13 or even with a pair of cc̄. 3
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LATEST JET RESULTS FROM THE TEVATRON
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A brief overview of the latest status of jet physics studies at the Tevatron in proton-antiproton
collisions at

√
s = 1.96 TeV are presented. In particular, measurements of the inclusive jet

production cross-section, dijet production and searches for new physics, the ratio of the 3-jet
to 2-jet production cross-sections, and the three-jet mass are discussed.

The measurement of inclusive jet rates in Tevatron data at
√
s = 1.96 TeV has allowed

for tests of perturbative QCD (pQCD) and searches for new physics at jet transverse momenta
of up to 700 GeV and over eight orders of magnitude in cross-section. Much work went into
understanding the calorimeter response in both experiments, using a single particle response
technique1 in the case of CDF and a data-driven photon-plus-jet event calibration method at
DØ. Both extended the calorimeter response to non-optimal calorimeter regions using dijet pT
balancing techniques. The result of such studies and accurate simulation was to minimise the
experimental systematics and these inclusive measurements are thus dominated by theoretical
uncertainties. As a result, the Tevatron has been able to make significant contributions to
the understanding of the proton structure and the strong force and improve sensitivity to new
physics effects. The understanding gained by these measurements are important not just for
QCD analyses, but also have relevance to any analyses which have jets as a feature of interest.

CDF’s measurement of the inclusive jet cross-section was performed2 using the midpoint
cone algorithm3 with a cone size of R = 0.7 in five bins of jet rapidity up to |y| < 2.1 and, as in
all studies described here, was fully corrected for efficiencies and bin-to-bin migrations caused
by the pT resolution of the detector. The corrected spectrum was compared to NLO pQCD
from FastNLO4 based on the NLOJet++5 program, using CTEQ6.1M6. NLO calculations are
provided at the parton-level whilst cross-sections are corrected back to the particle-level, so in
all comparisons to NLO a parton-to-particle non-perturbative correction is derived from parton-
shower Monte Carlo to place the corrected data and the NLO theory on an equal footing. Such
corrections are largest at low jet pT , where underlying event corrections to the jet area can be
significant (of order 10 − 20%). After this correction, the measured cross-sections were found
to be lower than but in agreement with NLO within the uncertainties. CDF also measured7

the inclusive jet cross-section using the kT clustering algorithm8 for three jet size parameter
choices D = 0.4, 0.7 and 1.0. An advantage of this jet algorithm is its infrared and collinear
safety to all orders in perturbation theory, and measurement using both kT and midpoint is an
important validation test of the use of different jet algorithms at hadron colliders. The data
with kT and midpoint were found to agree across a wide range of rapidity and pT . NLO theory
and data were also in good agreement apart from in the highest rapidity bin where the data is



lower than NLO prediction (but within uncertainties), with the measurements using different
distance parameters showing similar behaviours. From this one may conclude that the cone and
kT clustering algorithms can be used to retrieve consistent results at hadron-hadron machines.

DØ’s measurement9 of the inclusive jet cross-section made use of the midpoint cone algorithm
with R = 0.7, analysed data in six rapidity bins up to |y| < 2.4 and is the most precise mea-
surement to-date. A comparison was also made to NLO theory with NLOJet++ and FastNLO
using the CTEQ6.5M PDFs, and whilst in agreement, the data prefers the lower bound of the
theoretical prediction. The jet energy scale (JES) uncertainty of 1.2− 2% (compared to CDF’s
2−3%) dominates the experimental error. Due to the steeply falling cross-section this translates
into a large error on the final results, leading to total errors on the measurement of 15−30% for
DØ and 15 − 50% for CDF. These uncertainties still generally smaller than those from theory
(largely coming from PDF uncertainties), and has enabled (along with the CDF inclusive jet
data) constraints of the gluon PDF at high x and high Q2, now used in the MSTW200810 fits.

Utilising this well-understood dataset it is possible to extract many other jet results. Both
CDF11 and DØ12 measured the dijet mass spectrum (see Figure 1), not only as a test of the-
oretical calculations but as a search for new physics in models that predict the existence of a
particle that decays into two high pT jets. DØ made a measurement of the dijet mass in the
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Figure 1: Measured dijet mass cross-section from DØ (in bins of the highest rapidity jet) (left) and from CDF for
jets in |y| < 1.0 (right) compared to NLO calculations. In both cases the theoretical uncertainty from the PDF

is comparable to the systematic uncertainties (largely from the jet energy scale uncertainty).

six rapidity bins of the inclusive cross-section measurement and compared the results to NLO
predictions from FastNLO with MSTW2008NLO PDFs. Bin sizes in mJJ are chosen to give a
bin purity and efficiencya of about 50%; experimental corrections vary between 0.5% and 12%,
NLO non-perturbative corrections are between 5 − 20% in size. Systematic uncertainties on
the measurement are similar to those from PDF and scale uncertainties, suggesting the mea-
surement can be used to constrain future predictions. CDF restricted itself to a central jet
(|y| < 1.0) measurement (also shown in Figure 1) where jets from new physics are most likely to
be produced. The data were consistent with NLO predictions. From this data, CDF searched
for narrow dijet resonances by fitting the data before bin-by-bin unfolding corrections (to avoid
any resultant degradation in a possible signal) to a smooth functional form and looking for
significant data excesses from the fit. Figure 2 shows the expected signals in the presence of

aDetermined from a parameterised detector model. Efficiency [purity] is defined as the ratio of Monte Carlo
events reconstructed [generated] to those generated [reconstructed] in a particular bin.



excited quarks at various masses, and in the absence of any resonant structure, exclusion limits
for various new physics models and in particular the most stringent limits on excited quark,
axigluon, flavour-universal coloron, E6 diquark and colour-octet techni-ρ models.
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DØ has made the first measurement of the three-jet cross-section in RunII data from the
Tevatron (see also a previous result13 from CDF using RunI data) in three rapidity regions
(|y| < 0.8, < 1.6, < 2.4) and three bins (pT3 > 40, 70, 100 GeV) of third jet transverse momentum
(shown in Figure 3) as a function of three-jet mass. A leading jet requirement of pT1 > 150 GeV,
in conjunction with the third jet pT requirement ensures the trigger for selected events is 100%
efficient. Any pair ij of jets is required to have a y − φ spatial separation of ∆Rij > 1.4 to
avoid jet overlap reliant on the split-merge procedure of the midpoint jet cone algorithm. The
Sherpa14 Monte Carlo generator with MSTW2008LO PDFs were used to perform the event
simulation and correct for various detector effects after determining the generator performed
well at describing the data distributions. There is agreement with NLO calculations, with the
data preferring the lower range of the predictions.
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Figure 3: Three-jet mass cross-section in bins of jet rapidity (left) and third jet pT (right) and systematic
uncertainties (up to 20− 30%) compared to NLO calculations using NLOJet++ and MSTW2008LO PDFs.

Using the same dataset at DØ and again using simulation with Sherpa, the first mea-
surement of the ratio of the three to two-jet cross-section at the Tevatron has been made cor-
rected for all detector effects and measured as a function of two momentum scales: pTmax
the leading jet pT and p

Tmin the scale at which the other jets are resolved. This is a test
of pQCD largely independent of PDFs, and many other uncertainties cancel in the ratio mak-
ing this measurement particularly sensitive. The results are shown in Figure 4 over a range



p
Tmin + 30 GeV< pTmax < 500 GeV to allow sufficient phase space for jets to be resolved and

experimental corrections to be small (0.9−1.2 in the ratio). A jet ∆Rij > 1.4 requirement is again
used to ensure good separation of the jets. Despite the relatively small integrated luminosity,
the measurement is dominated by systematic uncertainties (< 5%) for pTmax < 250−300 GeV.

This ratio can be interpreted as the conditional probability for an inclusive dijet event at
pTmax to contain a third jet. Sherpa predictions using MSTW2008LO (with matrix element
matching for up to 4-jet production) are compatible with data within 20%, but Pythia compar-
isons (which rely on the parton shower for more than two jet emissions) are generally unable to
describe the data. Tune BW has a reasonable description, but not as good as that of Sherpa,
and is incompatible with DØ measurement of dijet azimuthal decorrelations.
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The scaling behavior of large-p
⊥

hadron production in hadronic collisions is investigated. A
significant deviation from the NLO QCD predictions is reported, especially at high values of
x
⊥

= 2p
⊥

/
√

s. In contrast, the prompt photon and jet production data prove in agreement
with leading-twist expectations. These results are interpreted as coming from a non-negligible
contribution of higher-twist processes, where the hadron is produced directly in the hard
subprocess. Predictions for scaling exponents at RHIC are successfully compared to PHENIX
preliminary measurements. We suggest to trigger on isolated large-p

⊥
hadron production to

enhance higher-twist processes, and point that the use of isolated hadrons as a signal for new
physics at colliders can be affected by the presence of direct hadron production processes.

1 Introduction

The most important discriminant of the twist of a perturbative QCD subprocess in a hard
hadronic collision is the scaling of the inclusive invariant cross section ?,

σinv ≡ E
dσ

d3p
(A B → C X) =

F (x
⊥

, ϑ)

pn

⊥

, (1)

at fixed x
⊥

= 2p
⊥

/
√

s and center-of-mass (CM) angle ϑ. In the original parton model the power
fall-off is simply n = 4 since the underlying 2 → 2 subprocess amplitude for point-like partons
is scale invariant, and there is no dimensionful parameter as in a conformal theory. However, in
general additional higher-twist (HT) contributions involving a larger number of elementary fields
contributing to the hard subprocess, nactive > 4, are also expected. For example, the detected
hadron C can be produced directly in the hard subprocess as in an exclusive reaction. Unlike
quark or gluon fragmentation, the direct processes do not waste same-side energy, thus involving
minimal values of the momentum fractions x1 and x2 where parton distributions are maximal.
Neglecting scaling violations in QCD, the scaling exponent n is given by n = 2nactive − 4.
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The idea of direct hadron production was considered in the 1970’s to explain the large fixed
x

⊥

scaling exponents reported at ISR and fixed target FNAL energies?. However, there has been
no comprehensive and quantitative analysis of the data up to now which could bring compelling
evidence for such higher-twist effects. In these proceedings, we summarize the novel aspects
discussed in our recent analysis ?, namely:

(i) a dedicated analysis of the most recent FNAL, RHIC and Tevatron data on large-p
⊥

hadrons, prompt photons and jets;

(ii) the systematic comparison of the experimental scaling exponents with NLO QCD expec-
tations;

(iii) predictions for the top RHIC energy and at the LHC.

2 Analysis

The exponent nNLO of mid-rapidity particle production has been computed in QCD at next-to-
leading order (NLO) accuracy from Ref. ?. The x

⊥

-dependence of nNLO at fixed p
⊥

has been
determined for various hadron species (π, K, p/p̄). At p

⊥

= 10 GeV the exponents increase
slowly from nNLO ≃ 5 at small values of x

⊥

(x
⊥

= 10−2) up to nNLO ≃ 6 at x
⊥

= 0.5 with
almost no dependence on the specific hadron species. Remarkably, the exponent extracted in the
prompt photon channel is below those of hadrons, by roughly one unit, close to the conformal
limit, n = 4, at the smallest values of x

⊥

. This observation is understood from the (relative)
absence of fragmentation processes and one less power in αs, leading to less scaling violation in
this channel.

On the experimental side, the exponent nexp has been systematically extracted from mea-
surements in hadronic collisions, from fixed-target to collider experiments. It is deduced from
the comparison of x

⊥

-spectra at different CM energies,

nexp(x
⊥

) ≡ − ln
(

σinv(x
⊥

,
√

s1)/σinv(x
⊥

,
√

s2)
)

ln
(√

s1/
√

s2

) (2)

which is equivalent to (??) at fixed x
⊥

. The data sets include π0 measurements by the E706 at
FNAL ? and by the PHENIX collaboration at RHIC ?. At higher energies, the measurements
of charged hadrons (or charged tracks) in p–p̄ collisions at

√
s = 630, 1800 GeV by CDF ? and√

s = 500, 900 GeV by UA1 ? are included in the analysis. Also considered are prompt photon ?

and jet ? data obtained by CDF and D0 at
√

s = 546, 630, 1800 GeV.

3 Results

The hadron exponents plotted in Fig. ?? (left) exhibit a clear trend, with a significant rise of nexp

as a function of x
⊥

. Typical values of nexp are nexp ≃ 5–6 at small x
⊥

≃ 10−2 while PHENIX
data point to a mean value nexp ≃ 6.7 at an intermediate x

⊥

≃ 10−1. At higher values of x
⊥

,
the measurements by PHENIX and E706 reveal an exponent even larger, nexp ≃ 8, confirming
the results reported long ago at the ISR. The exponents obtained in the photon and jet channels
are strikingly different, showing almost no dependence on x

⊥

. Importantly enough, the values
obtained lie only slightly above the conformal limit, nexp

γ ≃ 4.6 and nexp
jets ≃ 4.4, i.e. several units

smaller than the exponents observed for hadrons.

In order to compare properly data and theory, the difference between experimental and
theoretical exponents, ∆(x

⊥

) ≡ nexp −nNLO, is plotted in the right panel of Fig. ?? for hadrons
and photons/jets. Note that the error bars include both experimental as well as theoretical
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Figure 1: Left: Values of nexp as a function of x
⊥

for h±/π0 (circles), γ (squares) and jets (triangles). Right:

∆ ≡ nexp
−nNLO vs. x

⊥
, error bars include the experimental and the theoretical uncertainties added in quadrature.

errors, added in quadrature. The theoretical uncertainty is estimated from the variation of
renormalization/factorization scales from p

⊥

/2 to 2p
⊥

. Fig. ?? (right) indicates that the hadronic
exponents extracted experimentally prove significantly above the leading-twist (LT) predictions.
The discrepancy is moderate at small x

⊥

∼ 10−2, ∆ ≃ 0.5, but becomes increasingly larger at
higher values of x

⊥

: ∆ ≃ 1 at x
⊥

= 10−1 and up to ∆ ≃ 2 in the largest x
⊥

region. In contrast,
the scaling behavior observed for photons and jets are in very good agreement with the NLO
predictions (∆ ≃ 0).

4 Discussion

Part of the discrepancy reported in hadron production data at large x
⊥

∼ 1 could occur because
of the appearance of large threshold logarithms, ln(1 − x

⊥

), which should be resummed to all
orders in perturbation theory ?. It would therefore be most interesting to investigate whether
or not threshold resummation might bring data and theory in agreement. Note however that
the discrepancy is also observed at small values of x

⊥

∼ 10−2, where such effects are usually
expected to be small.

A natural explanation for the large exponents observed in the hadron channel is the presence
of important HT contributions from processes in which the detected hadron is produced directly
in the hard subprocess, because of the dimension of the hadron distribution amplitude. In
contrast, particles having no hadronic structure like isolated photons and jets are much less
sensitive to such HT contributions and should behave closer to LT expectations, as observed.
Another piece of evidence for HT effects is the larger exponents for protons than for pions
observed at the ISR. As discussed in ?, the difference between the direct proton and pion scaling
exponent is np − nπ = 2 (np = 8, nπ = 6) instead of np − nπ ≃ 0 at LT. The experimental
value obtained from the ISR, np −nπ ≃ 1, thus reflects the mixture of LT and HT contributions
to the total cross section. It has also been noted ? that the presence of color-transparent HT
subprocesses can account for anomalous features of proton production in heavy ion collisions ?.

Finally, we discuss the phenomenological consequences of possible HT contributions to
hadron production in p–p collisions at RHIC and LHC. In order to obtain qualitative pre-
dictions, the difference ∆ between the experimental and the NLO exponent has been fitted
to the hadron data currently analyzed. The typical values of ∆fit expected at RHIC (taking√

s = 200, 500 GeV) and at LHC (
√

s = 7 TeV, compared to
√

s = 1.8 TeV at Tevatron) are
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Figure 2: Predicted difference between the experimental and NLO scaling exponent at RHIC (
√

s = 200, 500 GeV)
and the LHC (

√

s = 7 TeV as compared to
√

s = 1.8 TeV), compared to PHENIX preliminary measurements.

plotted as a function of x
⊥

in Fig. ??. At RHIC, ∆fit is slightly below 1 at small x
⊥

. 5.10−2

but decreases towards zero at larger x
⊥

. The predictions turn out to be in very good agrem-
ment, both in shape and magnitude, with the PHENIX preliminary measurements ? performed
at

√
s = 500 GeV. At LHC, smaller deviations with NLO expectations are expected because of

the large values of 〈p
⊥

〉 probed at high energy: ∆fit ≃ 0.5 below x
⊥

= 5 × 10−3 and smaller
above. In order to enhance the HT contribution to hadron production, we suggest to trigger on
isolated hadrons, i.e. with small hadronic activity in their vicinity. We also point that the use
of isolation cuts, usually applied for prompt photons, will strongly suppress LT processes. Con-
sequently, the scaling exponents of isolated hadrons are expected to be somewhat larger than
those in the inclusive channel. The use of isolated hadrons as a signal for Higgs production or
new physics scenarios? might be confused by the presence of direct hadron production processes.
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PRODUCING HARD PROCESSES REGARDING THE COMPLETE EVENT:

THE EPOS EVENT GENERATOR

S.Porteboeuf ∗, T.Pierog †, K.Werner
SUBATECH, University of Nantes - IN2P3/CNRS - EMN, Nantes, France

Jet cross sections can be in principle compared to simple pQCD calculations, based on the
hypothesis of factorization. But often it is useful or even necessary to not only compute the
production rate of the very high pt jets, but in addition the ”rest of the event”. The proposed
talk is based on recent work, where we try to construct an event generator – fully compatible
with pQCD – which allows to compute complete events, consisting of high pt jets plus all
the other low pt particles produced at the same time. Whereas in ”generators of inclusive
spectra” like Pythia one may easily trigger on high pt phenomena, this is not so obvious for
”generators of physical events”, where in principle one has to generate a very large number of
events in order to finally obtain rare events (like those with a very high pt jet). We recently
developped an independnat block method which allow us ta have a direct access to dedicated
variables 1. We will present latest results concerning this approach.

1 Motivation : Jet production

High-pT Jets are rare processes which provide useful informations on the medium via jet-
quenching 2. Usually, when one wants to compute jets (hard processes), one uses the parton
model, assuming factorization. But, one has to keep in mind here one only computes inclusive
cross sections: P+P → Jet +X, with no possibility to investigate the ”X-part”. One cannot
obtain partial cross sections, neither exclusive ones. In addition, the jet production is uncou-
pled from the rest of the event (soft production). As a consequence, event generators based
on this approach could not compute complete event, they only compute jets, which may be
supplemented by soft events from a different source.

The parton model hides multiples scatterings, which occur even in pp collisions. The impor-
tance of multiple scatterings was shown by 3, where the authors plotted the total cross section
and the jet cross section as a function of the collision energy. For higher energies σjet > σTotal.
It means that there is more than one jet produced in a pp collisions, and therefore there is more
than one interaction. As a consequence, if one wants to reproduce a complete event, an event
that match the best what occurs in reality, one needs to consider multiples scattering.

In 4, the authors studied pp̄ collisions at Tevatron energies, and they plotted the average
pT as a function of the charged multiplicity. When the charged multiplicity increase, on get
an events with increasing multiple interaction. What they observed is that the usual event
generators where not able to reproduce the data. There is a real need of an event generator with
a careful treatment of multiple scatterings. EPOS is actually such an generator of complete

∗now at LLR, École polytechnique, Palaiseau, France
†Forschungszentrum Karlsruhe, Institut fuer Kernphysik, Karlsruhe, Germany



events, which generates hard scatterings in the context of multiple scattering. As a test, our
approach must follow pQCD calculations for inclusive spectra at SPS and Tevatron energies.
Some LHC prediction on our preliminary work can be found in 5.

By computing jets in a complete event, we will have a real event generator. We want to do
a correspondence :

1 experimental event = 1 generator event (1)

As a consequence, we will have a control over the underlying event. In other events generators,
jets and soft part are computed in different manner : there is no connection between the two.
Our approach gives us a better understanding of the event : jet regarding to the corresponding
underlying event. Finally, a parallel work is done to implement an event generator with hy-
drodynamics 6. For the future, on can expect an event generator with jet quenching, event by
event.

2 Event generator : EPOS

EPOS stands for Energy conserving quantum mechanical approach, based on Partons, parton
ladders, strings, Off-shell remnants, and Splitting of parton ladders). A compact description can
be found in 7, many technical details about the physical basis of EPOS are described in 8, where
we also discuss in detail the parameters of the model and how they are fixed. Concerning the
basic features of this approach: EPOS is a consistent quantum mechanical multiple scattering
approach based on partons and strings, where cross sections and the particle production are
calculated consistently, taking into account energy conservation in both cases (unlike other
models where energy conservation is not considered for cross section calculations). Motivated
by the very nice data obtained by the RHIC experiments, nuclear effects related to Cronin
transverse momentum broadening, parton saturation, and screening have been introduced into
EPOS. Furthermore, high density effects leading to collective behavior in heavy ion collisions
are also taken into account. It appears that EPOS does very well compared to RHIC data
9,10, and also all other available data from high energy particle physic experiments (ISR,CDF
and especially SPS experiments at CERN). As a result, EPOS is the only model used both for
Extensive Air Shower simulations and accelerator physic which is able to reproduce consistently
almost all data from 100 GeV lab to 1.8 TeV center of mass energy, including anti-baryons,
multi-strange particles, ratios and pt distributions.
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Figure 1: (left) Elementary Interaction. (right) Multiple Interaction : exchange of ladders in parallel, energy is
shared between ladders.

The elementary interaction in EPOS is a parton ladder, see Fig.2 (left). The whole ladder
could be seen as a longitudinal color electric field that decays via pair productions into seg-



ments. Those segments are then identified as hadrons. Particle production follows the Lund
String Model. In the initial stage of proton-proton collisions or heavy ion collisions, multiples
interactions occur in parallel. This phenomenon represents in EPOS an exchange of parton
ladder in parallel, see Fig.2 (right). In the two limits, a parton ladder could either be soft or
hard. This representation allows us to consider semi-hard cases. What is important to remark
is that both, hard and semi-hard interactions are computed in the same formalism. Finally, this
picture produces hard scattering regarding the complete event.

One can see on Fig.2 (right) a scheme of an event with multiple interaction. Several ladders
are exchanged in parallel. All ladders exist at the same time. The total energy is shared between
ladders. This means that it’s impossible to have an infinite number of ladder. The total energy
is conserved. xPE refers to the fraction of light cone momentum of the parton which enter the
ladder.

3 Hard process in a complete event

We now zoom on one ladder. This ladder can be soft – with a parametrization in regge fashion –
or it can be be semi-hard, as shown in Fig.2. In the semi-hard case, there is a soft pre-evolution,
followed by a DGLAP evolution. In Fig.2, the two evolutions are contained in the central blob.
Finally, in the center of the ladder, there is a hard process 2 → 2 (green part of Fig. 2).

Once the Monte Carlo procedure has determined how many ladders there are, and the xPE

values at the ladder ends, we employ an iterative procedure to compute emission up to the
hard scattering 2 → 2. We define xIB as the light cone momentum entering the hard process,
while xPE refers to the light cone momentum entering the ladder. For complete definition of
variables, sea section ??. One first generates all resolvable partons emitted at one side of the
ladder before the hardest process. At each step one decides whether there is any resolvable
emission at the forward end of the ladder before the hardest process. In case of no forward
emission, the generation of all resolvable parton emissions at the forward side of the ladder
has been completed. One then proceeds to generate all resolvable parton emissions for the
backward side of the ladder by using a corresponding recursive algorithm. For more details
about probability of forward and backward emission and the probability distribution of the light
cone momentum and momentum transfer squared for the current parton branching, see 8.
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Figure 2: A semi-hard ladder

In the usual event generators based on parton model are generators of inclusive spectra, as
discussed earlier. In such generators, one can easly work with cuts, in order to look at rare



event such as very high pT jets. In our case of a generator of ”complete events” this is more
complicated. An inconvenience is that, like in experiments, if one wants rare event, one needs
a a large number of simulations. The question is now : How to compute hard partons, in a
generator with multiple scattering, with cuts (to look at rare events)?

In1, we presented the selection cut method based on a two-step procedure, where the internal
part of the ladder is rewritten with independant block. A detailed description of the independant
block method can be found in11. We will now present the latest results concerning this approach.

4 Computation of hard parton cross section

In this section, we will describe observables from the EPOS framework that can be compared to
measurment, the inclusive jet cross section. To do so, we need to express the internal quantity
nsemi, which represents the number of semi-hard ladder (ladders describe by Fig. 2), as a
function of pT . This expression is expressed here in for the case of factorisation, which araise
naturally in the EPOS framework 8. This limit describe inclusive spectrum such as the inclusive
jet cross section. This observable is a good first test for the independant block method in the
limit of factorisation. The independnat block method can then be used to construct a new
Monte Carlo with the implementation of cuts.

dnsemi
dtdu

=

∫

dx+

IBdx−

IB

∑

ij

fM,i
+ (x+

IB)fM,j
−

(x−

IB)Kij(x
+

IBx−

IBs, t, u) (2)

In eq.2, nsemi is expressed as a function of the internal variables of the ladder, described in
Fig. 2. K represents the internal block of the 2 → 2 process and f the evolution of the parton
from the proton to 2 → 2 process. A more complete description can be found in 1,11.

With:

dtdu = |
∂(t, u)

∂(y, p⊥)
|dydp⊥ =

2tu

p⊥
dydp⊥ = sdydp2

⊥
(3)

we obtain:

dnsemi
dydp2

⊥

=

∫

dx+

IBdx−

IB

∑

ij

fM,i
+ (x+

IB)fM,j
−

(x−

IB)

×sKij(x
+

IBx−

IBs, t)δ(x+

IBx−

IBs − x+

IBp⊥
√

se−y − x−

IBp⊥
√

sey)

dnsemi
dydp2

⊥

=
1

σinel

∫

dx+

IB

∑

ij

fM,i
+ (x+

IB)fM,j
−

(x̃−

IB)s
dσij

dt
(s, t)

s−1
hh

x+

IB − x⊥ey/2
(4)

with:

s = x+

IBx−

IBshh, x̃−

IB =
x+

IBx⊥e−y/2

x+

IB − x⊥ey/2
, x⊥ =

2p⊥
√

shh

Finally, if one wants to compute the number of outborn partons (partons from the 2 → 2
process that initiate jets), one need to multiply by two the formula, each ladder gives two hard
partons: nptn = 2nsemi.

5 Results

The test of the approach is presented in Fig.5, where we compare EPOS analytic (facorization
case) results from section 4 to experimental data for the inclusive jet spectrum in proton-proton



collision at
√

s = 200 GeV. On the left hand-side the spectrum is presented and compare with
results from cross-section compiled with PDF (GRV and CTEQ6) and an NLO computation
with variable cone radius of the jet. Data are exctracted from 12. There is two data sets, each
one being a combination of 2003 and 2004 runs. Empty square refers to a minimum bias selection
and full point refers to a high tower trigger selection: event where there is an energetic jet with
an energetic leading particle. Jet are identified with a cone jet-finder algorithm with a cone
radius of R = 0.4, chosen in regards of the acceptance of the detector, according to the author,
95% of the total energy of the jet is expected to be in a cone of a radius of 0.4.

We can see that EPOS is close to STAR data with less than a factor two over nine orders of
magnitude. This is also shown an the right hand-side of Fig. 5, upper plot, where ratio of STAR
over EPOS computation is plotted.At high pT EPOS is in between the two PDF sets. Data are
also compared with NLO QCD computation from 13. This specific contribution is able ta take
into account the variation of the cone radius of the jet. Here we want to point out the fact that
in this EPOS compuation, we compute the production of a hard parton, which is, in practise,
not exaclty the same observable as a reconstructed jet. To go furter into details, one should
compare event produced inside the event generator with this independant block method. This
work is in progress. Finaly this NLO QCD computation should be in better agreement with the
data than the 3 other computation, the ratio of STAR/NLO is shown on the right-hand side,
middle plot. The lower plot shows ratio of EPOS over NLO, which is, at first order, in good
agreement. Finally, it appears that the comparison to data is a first good test fo the independant
block method.

Figure 3: Inclusive jet cross section for pp → Jet+X for
√

s = 200GeV. (left) Spectrum for Star data, EPOS,
computation cross section with PDF set, GJR2008 and CTEQ6 and NLO QCD from. (right) ratios : upper plot

STAR/EPOS, middle plot: STAR/NLO, lower plot: NLO/EPOS.



6 Conclusion

EPOS has been constructed as an event generator of complete events, very close to an exper-
imental event, with soft and hard parts in the same formalism. To produce complete event,
we consider multiple scattering with energy conservation, and we compute hard partons in this
context. We are able to produce a jet connected to its event. One benefit is to control the
underlying event and to connect an underlying event to the production of a jet. The price to
pay is that – as in experiments – high pT jets are rare and one needs many simulations to
observe one. Therfore we present a procedure to produce hard partons by making use of cuts,
to reasonable statistics in a reasonable time. The method as describe earlier is to change the
procedure for computing the internal part of the ladder. A validation of the method is shown by
the comparison of EPOS computation with STAR data for the inclusive jet spectrum for proton-
proton scatering at

√
s = 200 GeV. This comparison validate the independant block method,

and encourage the developement of the new approach into the compete event procedure. This
work is in progress.
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Collective flow as a consequence of hydrodynamical evolution in heavy ion collisions is in-
tensively studied by theorists and experimentalists to understand the behavior of hot quark
matter. Due to their large mass, heavy ions suffer collective effects even at low (SPS) or in-
termediate energies (RHIC). In case of light systems such as (anti)proton-proton interactions,
collective effects was not expected. Within a global model such as EPOS, where light and
heavy systems are treated using the same physics, it appears that Tevatron data are better
described if a flow is introduced. Then the extrapolation to LHC can easily be done and we
can compare to first data from ATLAS experiment.

1 Introduction

There seems to be little doubt that heavy ion collisions at RHIC energies produce matter which
expands as an almost ideal fluid1,2. This observation is mainly based on the studies of azimuthal
anisotropies, which can be explained on the basis of ideal hydrodynamics 3. A big success of this
approach was the correct description of the so-called mass splitting, which refers to quite different
transverse momentum dependencies of the asymmetries for the different hadrons, depending on
their masses.

As it was pointing out already in 2007 in 4, a model which describe properly these effects
for heavy ion interactions will predict the same mechanism already for (anti)proton-proton
interactions when the “centrality” is large enough (high multiplicity in the central region). And
it can be compared to Tevatron data5 where such effects are clearly visible in the dependence of
the average transverse momentum with central multiplicity (including mass splitting) as shown
fig. 1.

After a short introduction on the EPOS model section 2, we will compare its results to the
latest ATLAS data at 900 GeV and show section 3 that the same effect is already visible event
at this relatively “low” energy. In the section 4, we will present how a correct calculation of
collective effects can be done in the framework of the EPOS model.

2 EPOS Model

One may consider the simple parton model to be the basis of high energy hadron-hadron inter-
action models, which can be seen as an exchange of a “parton ladder” between the two hadrons.

In additions to the parton ladder, hadronized using strings (flux-tube), there is another
source of particle production: the two off-shell remnants.
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Figure 1: Average transverse momentum 〈pt〉 as a function of central multiplicity of charged particles for different
particle types (from top to bottom : lambdas, kaons short and charged particles). Points are data from CDF
experiment 5. Line are simulations with EPOS without hydro (left hand-side) and with hydro (right hand-side).

EPOS 6 is a consistent quantum mechanical multiple scattering approach based on partons
and strings, where cross sections and the particle production are calculated consistently, taking
into account energy conservation in both cases. Nuclear effects related to Cronin transverse
momentum broadening, parton saturation, and screening have been introduced into EPOS.
Furthermore, high density effects leading to collective behavior in heavy ion collisions are also
taken into account. In next section preliminary results are shown using an effective treatment
using a parameterized flow (not using LHC data). The full hydrodynamic treatment described
in section 4 applied to (anti)proton-proton will be shown in a paper in preparation.

3 Comparison to LHC data
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Figure 2: Energy density in central Au-Au (L) and pp (R) scattering at 200 GeV resp. 7T́eV.

Let us consider the energy density at an early time in a Au-Au scattering at RHIC, as
obtained from an EPOS simulation 6. In the left hand-side of fig. 2, we plot the energy density
at the space-time rapidity ηs = 0, as a function of the transverse coordinates x and y . We
observe a very bumpy structure concerning the x − y−dependence. There are in particular
peaks in the x − y−plane which are sub-flux-tubes which exhibit a long range structure in the
longitudinal variable ηs.

In fig. 2 , we clearly identify several sub-flux-tubes, with a typical width of the order of a
fermi. This is exactly the width we obtain if we compute the initial energy density in proton
scattering at the LHC (fig. 2 right hand-side). This means, if a hydrodynamic treatment is
justified for Au-Au collisions at RHIC, it is equally justified for pp scattering at the LHC,
provided the energy densities are high enough. This latter condition can easily be satisfied,



since in proton-proton scattering on has the possibility to trigger on high multiplicity events,
with ten or twenty times the multiplicity compared to an average event.

If collective effects are possible in light system, how can it be observed ? Besides correlations
between particles, one of the striking consequence of a collective hadronization is the creation
of a radial velocity. In case of heavy ion collisions, the asymmetry created by the impact
parameter allows the measurement of the v2 parameter of the flow to quantify this effect. In
case of anti(proton)-proton scattering, it is experimentally difficult to define a “collision plane”
and actually it was never done or even foreseen to measure v2 in that case. But the radial
flow increase the transverse momentum of the particles, so that this effect should change the
mean transverse momentum 〈pt〉. A measure of the energy density is given by the multiplicity
of charged particles Nch event-by-event. As a consequence the variation of the 〈pt〉 as a function
of Nch has to be sensitive to the collective effects in a very light system.

The effect shown in fig. 1 for Tevatron at 1.8 TeV is actually confirmed at 900 GeV by the
ATLAS experiment 8. In fig. 3 we can see the difference between simulation with (full line) or
without (dashed line) hydrodynamic evolution of the high density region. This effect has only
little influence on the total multiplicity has shown in fig. 4.

4 Hydrodynamics in EPOS

In future version of EPOS, we are going to employ a new tool for treating the hydrodynamic
evolution, based on the following features (see 7 for details and tests with AuAu data):

• initial conditions obtained from a flux tube approach (EPOS), compatible with the string
model used since many years for elementary collisions (electron-positron, proton proton),
and the color glass condensate picture;

• consideration of the possibility to have a (moderate) initial collective transverse flow;

• event-by-event procedure, taking into the account the highly irregular space structure of
single events, being experimentally visible via so-called ridge structures in two-particle
correlations;

• core-corona separation, considering the fact that only a part of the matter thermalizes;

• use of an efficient code for solving the hydrodynamic equations in 3+1 dimensions, includ-
ing the conservation of baryon number, strangeness, and electric charge;

• employment of a realistic equation-of-state, compatible with lattice gauge results – with a
cross-over transition from the hadronic to the plasma phase;

• use of a complete hadron resonance table, making our calculations compatible with the
results from statistical models;

• hadronic cascade procedure after hadronization from the thermal system at an early stage.

5 Summary

EPOS is an interaction model constructed on a solid theoretical basis. It has been tested very
carefully against all existing hadronic data. Designed to be compared to heavy ion collisions, the
collective effects are being implemented in a very sophisticated way. Based on a realistic event-
by-event energy density with large fluctuations, a 3D hydrodynamical calculation is performed
until chemical freeze-out followed by a hadron cascade until thermal freeze-out. Applying the
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same scheme for (anti)proton-proton scattering at high energy, the most inelastic collisions
will actually satisfy the conditions to create a small thermalized system which will hadronized
statistically and with a non-negligible radial velocity. We showed that this effect is visible in
the dependence of the 〈pt〉 with the particle multiplicity of each event at Tevatron or LHC
energies, especially if we look at the dependence with the mass of the particles. Further detailed
measurements at LHC (correlations) will allow us to actually test the space-time evolution of
the energy density of hadronic interactions.
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JET RECONSTRUCTION AT RHIC
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Full jet reconstruction in heavy-ion collisions is expected to provide more sensitive measure-
ments of jet quenching in hot QCD matter at RHIC. In this paper we review recent studies
of jets utilizing modern jet reconstruction algorithms and their corresponding background
subtraction techniques.

1 Introduction

Jets can be used to probe the properties of the high energy density matter created in the
collisions at the Relativistic Heavy Ion Collider (RHIC). Strong suppression of inclusive hadron
distributions and di-hadron correlations at high pT have provided evidence for partonic energy
loss in an indirect way1,2. These measurements however suffer from well-known geometric biases
due to the competition of fragmentation and energy loss. It is possible to avoid the geometric
biases if the jets are reconstructed independent of their fragmentation details whether they are
quenched or unquenched. In this paper, we discuss the current status of the jet reconstruction
in heavy ion collisions and the implication of the results.

2 Jet Reconstruction Techniques

During the last several decades, many algorithms were developed to combine measured particles
into jets in leptonic and hadronic colliders. For a detailed overview of jet algorithms in high
energy collisions, see 3,4,5,6,7,8 and references therein. Measuring jets above the complex heavy
ion background however is a challenging task. For a long time, it has thought to be not possible
due to the large underlying high multiplicity heavy ion event background. The expected increase
in Large Hadron Collider (LHC) luminosities (20 to 200 collisions in a detector) leading to p+p
pile up events requires that the traditional jet algorithms are to be improved with underlying
event subtraction techniques. These improved techniques can be also used to reconstruct and
separate jets from the underlying heavy ion background 9.

The minimum requirement for an unbiased jet reconstruction in heavy ion collisions is that
the signal and the background must be separable. With the assumption that it can be, the
background correction can be estimated by following three steps. The first step is measuring
the jet area for the infrared safe algorithms. An active area of each jet is estimated by filling an
event with many very soft particles and then counting how many are clustered into a given jet.
The second step is measuring the diffuse noise (mean pT per unit area in the remainder of the
event) and noise fluctuations. These fluctuations in the background can distort the jet spectrum
towards larger pT which can be corrected through an unfolding procedure (i.e., deconvolution).



So the final step is the deconvolution of signal from the background using parameters that are
extracted from measurable quantities.

3 Results

The transverse momentum dependence of the inclusive differential cross sections for p + p →
jet +X at

√
s =200 GeV are shown in Figure 1. The sequential recombination algorithm jets

shown as circles using FastJet suite of algorithms are compared to jets reconstructed with a
cone algorithm as shown as blue stars 10,11,12. Both resolution parameters for kT and anti-kT
algorithms and the cone radius are selected to be 0.4. These jet cross-sections agree well with
each other within their statistical and systematic uncertainties. The comparison of cone jets to
NLO pQCD cross-section using the CTEQ6M parton distributions is presented in the inset of
Figure 1 10,13. A satisfactory agreement for cross-sections over 7 orders of magnitude shows that
jets in p+p collisions at RHIC energies are also theoretically well understood like the jets that
are produced at the Tevatron energies 14.

The nuclear modification factor (RAA) for the reconstructed jet spectra with a resolution
parameter of 0.4 from kT and anti-kT can be calculated after jets are reconstructed and corrected
in Au+Au collisions. The preliminary version of the jet spectra in Au+Au collisions can be found
in other publications 11,15. Figure 2 shows the RAA of jets in Au+Au collisions. The envelopes
represent the one sigma uncertainty of the deconvolution of the heavy ion background. The
total systematic uncertainty due the jet energy scale is around 50%, shown as the gray bar. The
jet RAA is compared to the one from the charged π± mesons 16.

In the case of full jet reconstruction, NBinary scaling as calculated by a Glauber model 17

(RAA = 1) is expected if the reconstruction is unbiased, i.e. if the jet energy is recovered fully
independent of the fragmentation details, even in the presence of strong jet quenching. This
scaling is analogous to the cross section scaling of high pT direct photon production in heavy
ion collisions observed by the PHENIX experiment 18. While the experimental uncertainties
are large, a trend towards a much less suppression than that of single particle suppression is
observed with the implication that a large fraction of jets are reconstructed. However a hint of
a suppression of jet RAA above 30 GeV can be observed.

The ratio of jet spectra reconstructed with R=0.2 and 0.4 for p+p and Au+Au systems for
kT and anti-kT is presented in Figure 3. A suppression in the Au+Au ratio with respect to
p+p is observed. For a smaller resolution parameter due to possible additional jet broadening
effects in Au+Au collisions, a larger fraction of the jet energy is not recovered unlike the jets
reconstructed in p+p events. The jet broadening effects can be investigated by selecting a biased
sample of recoil jets in di-jet coincidence measurements. The ratio of the spectra from the recoil
jets in 0-20% central Au+Au to p+p collisions 19 is presented in Figure 4. The recoil jets are
selected when the triggered jets have pT greater than 10 GeV. Before taking the ratio, the
recoil jet spectra in p+p and Au+Au collisions are normalized to the number of triggered jets.
When a population of recoil jets biased towards the ones that are interacting with the medium
are selected, the effects of jet broadening can be observed to be much more comparable to the
measurement of π meson RAA. This is in contrast to the inclusive jet measurements yielding a
much smaller nuclear modification suppression as seen in Figure 2.

4 Conclusions

It is possible to reconstruct jets up to a large transverse momentum in heavy ion collisions. A
large fraction of the jet energy can be measured as seen by the closeness of nuclear modification
factors to 1. However new physics effects such as momentum dependence of relative quark and
gluon sub-processes to inclusive jet production in the presence of quark and gluon plasma and



Figure 1: Inclusive jet cross-section vs trans-
verse jet energy for the p+p collisions obtained
by the sequential recombination (kT and anti-
kT) algorithm (shown as circles) and the previ-
ously published cone jets (shown as stars). Gray
band is the jet energy scale uncertainty. Inset
shows the comparison of the STAR cone jets
with the NLO pQCD cross-section calculations.
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Figure 2: Momentum dependence of the nuclear
modification factors of jet spectra reconstructed
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the initial state effects should be considered when interpreting and comparing these results with
model calculations20. Some other contributions like the EMC effect might be playing a major role
in the relative suppression or enhancement of nuclear modification factors at large momentum21.
Implication of jet broadening is observed when comparing different jet definitions with various
resolution parameters and recoil jets of the di-jet coincidence measurements in p+p and Au+Au
systems. In order to study the effects of jet quenching quantitatively, model calculations are
required. Monte-Carlo based simulations of partonic level jet quenching in medium such as Jewel
22, Q-Pythia 23 and YaJEM 24 and complementary analytic calculations 25,26 recently became
available. New robust QCD jet observables that are unaffected by the treatment of hadronization
resulting into additional uncertainities need to be explored experimentally to confront these
calculations.
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Figure 3: Momentum dependence of the ratio
of inclusive jet cross-sections (R(0.2)/R(0.4))
reconstructed by kT and anti-kT recombina-
tion algorithms for p+p and Au+Au collisions.

(recoil) [GeV/c]
t,rec

p
10 15 20 25 30 35 40

A
uA

u(
0-

20
%

)/
pp

0

0.2

0.4

0.6

0.8

1

1.2

1.4 >10 GeV/c
trig

t
AntiKt R=0.4,  p

 1 GeV± bkgσBackground uncertainty 

Trigger jet energy uncertainity

STAR Preliminary

Au+Au (0-20%) 200 GeV
p+p 200 GeV

Figure 4: Momentum dependence of the ratio of the
spectra of the recoil jets in 0-20% central Au+Au
to p+p collisions utillizing the HT trigger events.
The systematic uncertainties in the estimation of the
background fluctuations and the triggered jet energy

are shown as the solid and the dashed lines.

therein.
10. B. I. Abelev, et. al. STAR Collaboration Phys. Rev. Lett. 97 252001 (2006).
11. M. Ploskon for the STAR Collaboration, Nucl. Phys. A830:255C-258C (2009),

arXiv:0908.1799.
12. M. Cacciari, G. P. Salam, G. Soyez, http://www.lpthe.jussieu.fr/∼salam/fastjet.
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One of the most well-known results from BNL-RHIC heavy ion collisions is the experimental
confirmation of the energy loss of partons traversing a colored medium, i.e. jet energy loss.
This has resulted from much study both experimentally and theoretically over the last decade
during heavy ion collisions at RHIC. In this talk, the brief history of attempts to understand
energy loss is given with an eye towards future experiments at both RHIC and the LHC.

One of the interests in studying jets in nuclear collisions is to answer a fundamental, non-
trivial problem in QCD. The problem: how does a parton lose energy via interactions with an
extended colored medium. This is analogous to the problem in QED of a charged particle losing
energy in (charged) matter. This was studied extensively by Bethe.1 He showed that the energy
lost by the charged particle per unit path length, dE/dx depends on the density of scattering
centers in the medium and the energy of the charged particle. Important for the discussion that
follows is that the rate of energy lost is independent of length that particle has traveled in the
medium. The problem has been analyzed in QCD. Because of the Albelian nature of QCD, not
only are there diagrams where the parton directly interacts with the medium and emits a gluon,
but the radiated gluon also interacts with the medium. This increases the rate of energy lost by
the colored parton in the colored medium. A pQCD analysis, that is, weak coupling between
the incoming parton (jet) and the medium, with a particular model of the scattering centers
yields an energy loss rate that is proportional to the length the parton traverses in the medium,
dE/dx ∼ x.2

To study this experimentally, partons must be moving through an extended colored medium.
Performing heavy ion collisions at an appropriate center-of-mass energy would achieve both. At
high enough energy density and temperatures, evidence from the lattice indicates, a phase
transition occurs in QCD where partons are not bound within color singlet states. This state is
known as the quark-gluon plasma. This phase of matter could be created in relativistic heavy ion
collisions to produce a colored medium much larger than the size of the proton. a Also at collider
energies, hard-scattered partons, which will subsequently fragment into jets, are simultaneously
produced in these events. Therefore, hard partons are auto-generated and lose energy as they
traverse the quark-gluon plasma produced in heavy ion collisions.

Ideally the jets produced from these quenched partons would be measured. But the large
detectors at RHIC, PHENIX and STAR, were not initially designed to perform full jet recon-
struction measurements. Furthermore, the luminosity in heavy ion collisions is much lower than
in e+e− annihilation and p+ p collisions, so obtaining statistics on jets above about 10 GeV has

aIndeed parton energy loss was first discussed by Bjorken in terms of p + p̄ collisions at the Tevatron.3
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taken time to amass. As a first measurement, the rate of single, high-pT particles, those that are
the leading jet fragments, have been measured. This rate, for example, of π0s in A+A collisions
is compared to p+p collisions and quantified by RAA, defined as

RAA =
1/NevtdNAA→π0X/dpπ0

T

〈Nbin〉 1/NevtdNAA→π0X/dpπ0

T

(1)

Here the p + p rate is scaled by the number of nucleon-nucleon scatterings that occur in the
overlap region of the nuclear collision, Nbin. So, if nuclear collisions were simply a sum of
multiple p + p collisions, RAA = 1. Deviations from unity would indicate nuclear effects. Figure
1 shows the most recent π0 RAA from PHENIX 4. Clearly, a factor of five fewer particles are
produced at a given pT in Au+Au compared to p + p at the same energy. What is implicit are
the particle invariant pT spectra that have been measured over many orders of magnitude. The
p + p spectrum compares to NLO calculations down to 2 GeV, lending support to the fact that
these are QCD jets that are contributing. RAA <1 indicates that those p + p jets, when created
in Au+Au collisions, lose energy and resulting in a softer leading particle.

The next measurements to extract information about jets and their modifications from
energy loss was to look at two-particle azimuthal correlations. Here, the event-averaged distri-
bution of the relative azimuthal angle (∆φ) between all pairs of particles in particular pT ranges
are constructed. In this way two particles fragmenting from a jet have ∆φ ∼0. Particles which
fragment from each of a di-jet pair have ∆φ ∼ π. The right panel of Figure 1 shows these
azimuthal correlations between unidentified charged hadrons with one pT ranges from 3-4 GeV
and 2-3 GeV in both p + p and Au+Au.5 The distribution in p+p looks as expected, i.e. peaks
at 0 and π. But in Au+Au has a qualitatively different shape, especially at these pT . There is
a large yield of particles away from π not observed in p+p. This structure could indicate that
energy loss modifies the angular distribution of fragments in a jet. Others have speculated that
the supersonic parton would produces a Mach cone. 6 It is possible that this structure could
arise from Cerenkov gluons from superluminal partons.7 This has opened up a rich avenue of
study both theoretically and experimentally in studying these aspects of QCD.

There are obvious, measurable effects on high-pT particle production due to the medium.
However, there is little quantitative information at this time due to a number of complications.
These issues range from the level of understanding of the medium produced at RHIC to energy-
loss biases in the measurements. Energy-loss biases result from the fact that, by requiring a
high-pT particle in the event with bias those particles to have lost little energy either due to
fluctuations in the energy loss mechanism or that they have traversed little medium. Currently
and in the future both at RHIC and the LHC, a program of quantitative and precision studies
of energy loss is being planned and implemented. Some initial results are presented here.
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Initially it was presented that the Bjorken-like formula for QCD has a path-length depen-
dence. Ideally, we would like to determine the exponent on dE/dx ∼ xn. An experimental
observable that is sensitive to the path-length dependent energy loss is by measuring RAA as
a function of the particle’s angle with respect to the reaction plane. The reaction plane is the
plane defined by the impact parameter in the collisions. In moderately large impact parameter
collisions, the overlap region is shorter along the reaction plane than perpendicular to it. Con-
sequently, particles emitted in the reaction plane traverse less medium than perpendicular to it.
Figure 2 shows the π0 RAA for two different pT selections as a function of centrality (impact
parameter) for those along the reaction plane (0-15 degrees), out of the reaction plane (75-90
degrees), and in between (30-45 degrees).8 Qualitatively we see that the RAA decreases from
in-plane to out-of-plane, consistent with the path-length dependence of energy loss. However, a
single exponent has not been extracted from this data.

One complication from single- and two-particle observables is that, to compare to theory, one
must integrate over jet energies. Ideally, the jet energy would be experimentally measured via
jet reconstruction. An alternative approach is to use direct photon-charged hadron correlations.
Here the direct photon is isolated and the charged hadron fragments from the opposing jet.
To leading order the photon measures the jet energy. Figure 3 shows the number of correlated

unidentified charged hadron pairs per direct photon as a function of zT =
〈

ph

T

〉

/ 〈pγ

T
〉, essentially

the fragmentation function, in p+p and Au+Au for several different direct photon pT ranges 9.
One would expect a softening of the fragmentation functions in Au+Au as energy is transported
from high-z to low-z fragments. The current statistics are suggestive but insufficient to claim
that this is indeed the case.

Recently, the study of fully reconstructed jets at RHIC has been undertaken. In PHENIX,
the Gaussian filter algorithm 10, a IR and colinearly safe extension of the cone algorithm, is
used. Because of the large underlying event background that has little to no correlation with
the jet, additional care must be taken to reconstruct jets. For example, correlated fluctuations
in the background can produce a jet signal which are not from an underlying hard scattering
process11. These must be removed from the sample of total measured jets. However, removing
these jets can result in a bias. For example, PHENIX makes a cut on a combination of the pT

and R distribution of the fragments which rejects soft and wide jets from the sample. These jets
that are rejected could, however, be those modified jets that are of interest in studying energy
loss. The RAA of jets in Cu+Cu after rejection of the fake jets is shown in Figure 3. For the
more central collisions, RAA < 1. While one might expect the jet RAA ∼1 because of energy
conservation, loses could be due to radiation that has leaked outside the jet area. Another
interpretation, being explicit of the use of the fake jet rejection condition, is that about 50% of



Figure 3: Left panels: The rate of correlated unidentified charged hadrons to a direct photon as a function of zT

(see text), which is the effective fragmentation function, measured in p + p and Au+Au for various direct photon
pT ranges. Right: The RAA of fully reconstructed jets in Cu+Cu collisions using the Gaussian filter algorithm

(see text) and with fake jet rejection.

the jets are p + p-like. In the future it will be important to loosen the fake jet cuts to study
those jets which are not p+ p-like in order to reduce the energy-loss bias introduced by this cut.

At the end of the year, another exciting milestone will be reached at the LHC: nuclear
collisions. At the LHC jets with energy well above 50 GeV will be reached, which is much
higher than the current statistics at RHIC. Furthermore, the experiments, especially ATLAS
and CMS are ideally suited to calorimetrically measure jets over a wide pseudo-rapidity range.
The large increase in center-of-mass energy may well mean a qualitatively different medium will
be produced and produce different effects on the jets at the LHC. Studying jets at both RHIC
and the LHC simultaneously will ultimately help us to have a broad understanding of the effects
of an interesting problem in QCD, how a parton loses energy in as it traverses an extended
colored medium.
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W/Z+JET AND W/Z+HEAVY FLAVOR JET PRODUCTION AT THE

TEVATRON

S. GRINSTEIN
ICREA/Institut de F́ısica d’Altes Energies. Barcelona, 01893-E, Spain.

In this contribution recent measurements of the associated production of jets and vector bosons
in Run II at the Tevatron are presented. Results which additionally require the presence of
heavy-flavor are also discussed. The data cover wide regions of jet transverse momentum and
jet rapidity. The measurements are compared to predictions from various theoretical models.

1 Introduction

The associated production of vector bosons and jets (W/Z+jets) presents a valuable analysis
sample in hadron colliders. Production cross sections and kinematic distributions measurements
of W/Z+jets provide a stringent test of perturbative QCD predictions. Furthermore, W/Z+jets
processes constitute a significant source of background in many measurements and searches at the
Tevatron and the LHC, like top-quark measurements and Higgs boson and super-symmetric par-
ticles searches. Because of the phenomenological importance of W/Z+jets processes, improved
theoretical predictions became available in recent years, both in the form of parton-level NLO
calculations and particle-level predictions which combine a tree-level matrix element calculation
with a parton shower evolution. These predictions have to be validated against experimental
measurements. In the last years both CDF and D0 experiments have made numerous W/Z+jets
production measurements, the most recent ones are presented below. The inclusive results are
discussed first, followed by the measurement which require heavy-flavor jets.

2 Inclusive Z+jets Measurements

The CDF experiment presented measurements of Z+jets production cross sections1 as a function
of pjet

T , |yjet|, and jet multiplicity, for jets in the region pjet
T ≥ 30 GeV and |yjet| < 2.1, using data

corresponding to an integrated luminosity of 2.4 fb−1. Events are required to have two opposite
signed muons with a reconstructed invariant mass in the range 66 < Mµµ < 116 GeV around
the Z boson mass. Jets are defined using the mid-point algorithm with a cone of radius R = 0.7,
and their momentum corrected for for instrumental effects and contributions from additional pp
collisions. The cross sections are corrected for acceptance and smearing effects back to particle
level employing an unfolding procedure using pythia event samples. Figure 1 (left) shows the
measured inclusive differential cross section in Z/γ∗+ ≥ 1 jet events. The data is compared to
NLO pQCD predictions obtained using the mcfm program. The theoretical predictions include
parton-to-particle correction factors that account for the non-perturbative underlying event and
fragmentation effects, estimated with pythia Monte Carlo simulations. The corrected NLO
predictions agree with the data within experimental and systematic uncertainties over the full



pjet
T range. Also shown in Fig. 1 is the measured total cross in Z/γ∗ → µ−µ++jets events as

a function of the number of jets (Njet) compared to LO and NLO pQCD predictions. The LO
predictions underestimate the measured cross section, while a good description is obtain with
the NLO calculation for the Njet ≥ 1 and Njet ≥ 2. These results complement previous ones 2,
based on a data sample corresponding to an integrated luminosity of 2.5 fb−1, in which the
boson is selected via its decay into an electron pair.
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Figure 1: The plot on the left shows the measured inclusive jet differential cross section as a function of pjet

T
in

Z/γ∗+ ≥ 1 jet events compared the NLO pQCD predictions (left). The shaded bands show the total systematic
uncertainty, except for the luminosity uncertainty (5.8%). The plot on the right shows the measured total cross in
Z/γ∗ → µ−µ++jets events as a function of the number of jets (Njet) compared to LO and NLO pQCD predictions.

The D0 experiment presented first measurements of the angular correlations between the
Z and leading jet in Z+jet+X production 3, using events in which the Z boson decays into a
muon pair and data corresponding to an integrated luminosity of 0.97 fb−1. The event selection
is similar to the one implemented in the CDF analysis, though jets are reconstructed with a
mid-point algorithm with a cone of radius R = 0.5 and a minimum transverse momentum of
pT > 20 GeV. The differential cross sections are normalized to the measured inclusive Z cross
section, canceling many systematic uncertainties. The angular distributions are sensitive to
QCD radiation and do not require more jets to be observed in the event, thus avoiding some
systematics associated to jet calibrations. The normalized differential cross section binned in
∆φ(Z, jet) is presented in Fig. 2. The data is compared to NLO pQCD predictions from mcfm,
pythia with tunes QW and Perugia∗, alpgen interfaced to pythia with the same tunes,
herwig (with jimmy for multiple interactions) and sherpa. The ratios in Fig. 2 are shown
only with respect to the prediction of sherpa and the shaded band indicates the corresponding
scale uncertainty. The NLO pQCD prediction, in the ∆φ(Z, jet) range where it is available,
provides a reasonable description of the data. Of the event generators, sherpa provides the
best description of the shape of the data, but shows a normalization difference. These studies of
the kinematics of inclusive Z production at D0 complement previous cross section measurements
in which the boson decays into electron and muon pairs 4,5.

3 W/Z+Heavy Flavor Jet Production

The measurement of vector boson production with associated heavy-flavor jets provides an
important test of pQCD predictions. Understanding these processes is also critical in many
searches for new particles, like low-mass Higgs boson and super-symmetric particles, which
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Figure 2: Measured cross section as a function of ∆φ(Z, jet) for Z+jet+X events for pZ

T > 25 GeV normalized
to the inclusive Z(→ µ+µ−) cross section (a). The data is compared to fixed order calculations (b), and parton

shower generators (c and d), see text for details.

usually require the presence of heavy-flavor jets (b-tagging) in order to improve the signal purity.
The CDF experiment presented a measurement of the cross section for jets from b-quarks

produced with a W boson 6 using data corresponding to an integrated luminosity of 1.9 fb−1.
Events that are consistent with the electronic and muonic W boson decay and contain one
or two jets (ET > 20 GeV and |η| < 2.0) are selected. A b-tagging algorithm, based on
displaced secondary vertices, is used to enhance the presence of b-jets in the selected sample.
The flavor composition of the tagged jets is determined through a maximum likelihood template
fit of the distribution of the vertex mass in the data. The simulation model is tested using
a high purity (≈ 99%) sample of b-jets from double tagged events in a non-isolated low-ET

lepton filtered di-jet sample. After removing the background contribution to the b-jets sample
(mainly from top and single top production) the measured cross section is σb−jets × BR =
2.74 ± 0.27(stat.)±0.42(syst.) pb. This result cannot be accommodated by different available
theoretical predictions. The pythia prediction is 1.10 pb, while alpgen predicts 0.78 pb, a
factor 2.5-3.5 lower than the measurement. A recent NLO calculation predicts 1.22±0.14(syst.)
pb 7, also significantly lower than the measurement.

The CDF experiment also presented a measurement of the production cross section of a
W boson with a single charm quark 8, using data corresponding to an integrated luminosity of
1.8 fb−1. In addition to being an important component of the W + 1, 2 jet samples (a dataset
used, for example, in Higgs boson searches), Wc production is also sensitive to the s-quark
content of the proton at large Q2. The W boson is selected via a high-pT lepton (either e or µ),
and large missing ET . Charm jets are identified from their semi-leptonic decay by looking for
a muon within the jet (soft muon tagging). The measurement exploits the charge correlation
between the W boson and the muon from the semi-leptonic decay, extracting the signal from a
background-dominated sample using the excess of oppositely charged over same charge events.
Figure 3 (left) shows the tagged muon pT relative to the beam axis. The measurement of



σWc ×BR = 9.8± 3.2 pb is in agreement with the NLO prediction of 11.0+1.4
−3.0 pb 9. Following a

similar strategy, but for a larger phase space and using soft electron tagging, CDF presented a
preliminary measurement of σWc × BR = 33.7 ± 11.4(stat.)±4.7(syst.) pb 10. This result, with
large uncertainties, is consistent with the NLO prediction of 17.8 ± 1.7 pb 9.

The D0 experiment presented a measurement of the fraction of inclusive W+jets events
produced with a single charm quark 11, using data corresponding to an integrated luminosity of
approximately 1 fb−1. The analysis uses soft muons within a jet as described above to measure
a cross section ratio of σ(W + c−jet)/σ(W +jets) = 0.074± 0.019(stat.)+0.012

−0.014 (syst.), which is in
agreement within uncertainties with the alpgen+pythia prediction of 0.044± 0.003. Figure 3
shows the differential Wc fraction compared to the alpgen+pythia prediction.
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W Boson Production in Polarized p+p Collisions at RHIC

J.R. Stevens for the STAR Collaboration
Department of Physics and CEEM, Indiana University, Bloomington, IN 47408 USA

The production of W± bosons in longitudinally polarized ~p + ~p collisions at RHIC provides
a new means of studying the spin-flavor asymmetries of the proton sea quark distributions.
Details of the W± event selection in the e± decay channel at mid-rapidity are presented,
along with preliminary results for the production cross section and parity-violating single-spin
asymmetry, AL, from the STAR Collaboration’s 2009 data at

√
s = 500 GeV.

1 Introduction

The high-energy polarized ~p + ~p collisions at
√

s = 500 GeV at RHIC provide a unique way
to study one of the unresolved questions in Quantum Chromodynamics (QCD), namely the
spin structure of the nucleon. Polarized deep-inelastic scattering (DIS) experiments have shown
that the contribution of quark spins to that of the proton is surprisingly small, at the level
of ∼ 25%. 1 Inclusive DIS measurements sum over quark flavor and are only sensitive to the
combined contributions of quarks and anti-quarks. Semi-inclusive DIS measurements, however,
can achieve separation of the quark and anti-quark spin contributions by flavor and have been
included, along with RHIC data constraining the gluon spin contribution, in a recent global
analysis.2 The extracted anti-quark polarized Parton Distribution Functions (PDFs) have sizable
uncertainties compared to the well-constrained quark + anti-quark sums.

W−(+) bosons are produced at leading order through ū+d (d̄+u) interactions at the partonic
level, and can be detected through their leptonic decays. The parity-violating nature of the weak
production process gives rise to large longitudinal single-spin asymmetries, AL, which yield a
direct and independent probe of the quark and anti-quark polarized PDFs. The asymmetry is
defined as AL = (σ+−σ−)/(σ++σ−), where σ+(−) refer to the cross section when the helicity of
the polarized proton beam is positive (negative). Theoretical frameworks have been developed
to describe the production of W bosons and their decay leptons in polarized ~p + ~p collisions. 3,4

2 Experimental Details

The STAR 5 detector systems used in this measurement are the Time Projection Chamber
(TPC), which provides tracking of charged particles in a 0.5 T solenoidal magnetic field for
pseudorapidities of |η| < 1.3, and the Barrel and Endcap Electromagnetic Calorimeters (BEMC,
EEMC), which are lead-scintillator sampling calorimeters covering |η| < 1 and 1.09 < η < 2,
respectively. Each of these detectors provides 2π coverage in the azimuthal angle, φ.

The data presented in this contribution were accumulated in 2009 when, for the first time,
a significant dataset was collected for polarized proton collisions at a center of mass energy of√

s = 500 GeV. The beam polarizations, measured with Coulomb-Nuclear Interference (CNI)
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Figure 1: Candidate e± BEMC cluster ET for W− (left) and W+ (right).

proton-carbon polarimeters 6 and calibrated with a polarized hydrogen gas-jet target, 7 averaged
(38 ± 8.3)% and (40 ± 12.1)% for the two beams. The trigger condition used to select events
online for this measurment involved a two-stage energy requirement in the BEMC. Electrons
and positrons from W decays at mid-rapidity are characterized by a large transverse energy,
ET , peaked at ∼ MW /2 (Jacobian peak). To pass the trigger, an event must satisfy a hardware
threshold of ET > 7.3 GeV in a single BEMC tower. Additionally a software level trigger
searched for a seed tower with ET > 5 GeV and required that the maximum 2× 2 tower cluster
including that seed have an ET sum larger than 13 GeV. The cross section for the hardware level
trigger was measured using the vernier scan technique 8 to be 481 ± 10 (stat.) ± 110 (syst.) nb,
which yields an integrated luminosity of 13.7 ± 0.3 (stat.) ± 3.1 (syst.) pb−1 for this data set.
The systematic uncertainty in the luminosity is dominated by possible non-gaussian components
of the beam profile seen in the vernier scan data.

W candidate events were selected offline based on kinematical and topological differences
between leptonic W± decay, and QCD background events. W± → e± + ν decay events contain
a nearly isolated e± and an undetected neutrino opposite in azimuth, leading to a large missing
ET , characterized by a large imbalance in the vector pT sum of all reconstructed final-state
objects. Background QCD (e.g., di-jet) events, however, typically have a small imbalance in
the vector pT sum. An e± candidate is thus defined to be any TPC track with pT > 10 GeV
which originated from a primary vertex with |z| < 100 cm, where z is the direction along the
beamline from the nominal interaction point. The candidate track is required to point to a
2 × 2 BEMC tower cluster with an ET sum, Ee

T , larger than 15 GeV and whose centroid is
less than 7 cm from the extrapolated track. Furthermore, two isolation cuts are imposed on
the candidate: a) a requirement that the excess ET in the surrounding 4 × 4 tower cluster be
less than 5% of Ee

T , and b) that the excess EMC tower + TPC track ET sum within a cone
radius R = 0.7 of the cadidate in η-φ space be less than 12% of Ee

T . The final two selection
criteria are based on cuts on the ‘away-side’ ET and the vector pT sum, whose meaning and
construction are as follows. The away-side ET is the EMC + TPC ET sum over the full η
range and φ ∈ [φe + π + 0.7, φe + π − 0.7]. The vector pT sum is defined as the sum of the e±

candidate pT vector and the pT vectors of all the reconstructed jets with thrust axes outside the
R = 0.7 cone around the candidate. Jets were reconstructed using the standard mid-point cone
algorithm used in previous STAR jet measurements. 9 The final W candidate events are selected
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Figure 2: Measured cross section (left) and longitudinal single-spin asymmetry, AL, (right) for W± production.

by requiring the away-side ET to be less than 30 GeV and the magnitude of the vector pT sum
to be larger than 15 GeV.

Figure 1 shows the charge-separated yield as a function of the candidate 2× 2 BEMC tower
cluster ET , or Ee

T , for events satisfying the selection criteria above. The W candidates show the
characteristic Jacobian peak at Ee

T ∼ MW /2. The efficiency for reconstructing W± → e± + ν
events was evaluated using PYTHIA Monte-Carlo with full GEANT simulation of the detector
response. Within the imposed kinematic acceptance of the decay e± , |ηe| < 1 and Ee

T > 25
GeV, the overall reconstruction efficiency was estimated to be 56%.

The amount of background remaining in the W candidate sample, after applying the selec-
tion criteria described above, is estimated from three contributions. The first contribution is
from W± → τ± + ν decay where the τ± decays semi-leptonically to an e±. This background
was estimated using a similar Monte-Carlo simulation as was used for the efficiency. Another
contribution estimates the impact of the missing calorimetric coverage for −2 < η < −1.09. To
determine this contribution to the background, the analysis was performed a second time with
the EEMC not used as an active detector. The difference in the W candidate Ee

T distribution
with and without the EEMC included in the analysis is taken to be the estimate for the missing
calorimetric coverage. The final contribution is estimated by normalizing a data-driven back-
ground shape to the remaining W candidate signal, in the Ee

T range below 19 GeV, after the
first two background contributions are removed. This data-driven background shape is obtained
by inverting the last two requirements in the W candidate selection, namely requiring that the
away-side ET be greater than 30 GeV or the magnitude of the vector pT sum be less than
15 GeV. The total background and the remaining background-subtracted spectra are shown in
Figure 1 in the blue and yellow histograms, respectively. A systematic uncertainty for the back-
ground estimation was determined by varying the inverted cuts used to obtain the data-driven



background shape and by varying the range where the background shape is normalized to the
remaining W candidate signal.

3 Results

Preliminary results for the production cross section of W± → e±+ν from candidate events with
|ηe| < 1 and Ee

T > 25 GeV are shown in Figure 2 (left). The measured values are σ(W+ →
e+ + ν) = 61 ± 3 (stat.) +10

−13 (syst.) ± 14 (lumi.) pb and σ(W− → e− + ν̄) = 17 ± 2
(stat.) +3

−4 (syst.) ± 4 (lumi.) pb. The statistical and systematic uncertainties are shown as
the error bars on the red data points. The systematic uncertainty of the measured luminosity,
shown separately as the grey bands in Figure 2 (left), is dominated by the uncertainty in the
vernier scan measurement mentioned previously. The measured cross sections are consistent
with predictions based on full resummed 3 and NLO 4 calculations, which are also shown in
Figure 2 (left).

Figure 2 (right) presents preliminary results for the single-spin asymmetry AL for candidate
events with |ηe| < 1 and Ee

T > 25 GeV. The measured asymmetries are AW+

L = -0.33 ± 0.10
(stat.) ± 0.04 (syst.) and AW−

L = 0.18 ± 0.19 (stat.) +0.04
−0.03 (syst.). The systematic uncertainties,

shown as the grey bands in figure 2 (right), are dominated by the absolute uncertainties of the
beam polarization. The four curves shown are predictions based on full resummed 3 and NLO 4

calculations for two polarized PDFs, 2,10 which are constrained by inclusive and semi-inclusive
DIS measurements. Our results are consistent with the theoretical expectations.

4 Summary and Outlook

The study of parity-violating single-spin asymmetries for W± bosons produced in polarized
~p + ~p collisions offers a clean and unique approach to probe the flavor and spin structure of the
proton. Presented in this contribution are the first measurements of W± single-spin asymmetries,
AL, and production cross sections by the STAR Collaboration, both of which are consistent
with resummed and NLO calculations. Future planned STAR measurements at mid-rapidity
and forward rapidity with increased luminosity and beam polarization are expected to provide
significant constraints on the polarized QCD sea.
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LEPTON CHARGE ASYMMETRY FROM W DECAYS
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We present the next-to-next-to-leading order (NNLO) QCD computation of the charged lep-
tons asymmetry from W± boson decays in hadron collisions. Our calculation includes the
dependence on the lepton kinematical cuts applied in actual experimental analyses. We com-
pare numerical results on the charge asymmetry in pp̄ collisions with some of the available
Tevatron data. We show illustrative results for the asymmetry in pp collisions at LHC energy.

1 Introduction

The asymmetry in the rapidity distribution of charged leptons from W± decay is an important
observable at hadron colliders a. In pp̄ collisions, the W+ and W− bosons are produced with
equal rates; however, the W+ tends to be produced along the proton beam direction (i.e. at
positive rapidity) and the W− along the antiproton direction (i.e. at negative rapidity). In pp
collisions, W production is forward–backward symmetric; however, the W− production rate is
smaller than the W+ production rate and, moreover, the W− is mostly produced at central
rapidities, while the W+ is mostly produced at larger rapidities.

These W+/W− asymmetries are related to the proton content of u and d quarks and, in
particular, to the fact that u quarks carry, on average, a larger fraction of the proton’s momentum
than d quarks. Therefore the W boson charge asymmetries provide important quantitative
information on the u and d quark momentum distribution in the proton 1.

At hadron colliders, the produced W bosons are identified by their leptonic decay W → lνl.
Since the longitudinal component of the neutrino momentum is unmeasured, what is actually
measured is the rapidity of the charged lepton and the corresponding lepton charge asymmetryb,
which is defined as

Ah1h2(yl) =
dσh1h2(l

+)/dyl − dσh1h2(l
−)/dyl

dσh1h2(l
+)/dyl + dσh1h2(l

−)/dyl

, (1)

where h1 and h2 label the two incoming hadrons and dσh1h2(l
±)/dyl is the charged lepton (l±)

rapidity (yl) distribution.
In actual experimental determinations, the measured rapidity cross sections and charge

asymmetries depend on the kinematical cuts and variables that are used to identify and select
the observed W → lνl events. Our computation of the lepton charge asymmetry is carried

aWe consider the charged leptons in the massless approximation, thus the lepton rapidity yl coincides with the
pseudorapidity ηl.

bA direct determination of the W charge asymmetry has recently been presented by the CDF collaboration 2.



out by using the partonic Monte Carlo program DYNNLO 3, which encodes the NNLO radiative
corrections to the Drell-Yan process at the fully-differential levelc. This allows us to compute the
lepton charge asymmetry by including the kinematical cuts applied in experimental analyses 5.

Our NnLO (with n = 0, 1, 2) computation uses the expression of αS(µ
2
R
) at the n-th order

(i.e., we use the µR dependence at the level of (n + 1) loops), and it is consistently convoluted
with parton densities at each corresponding order. The reference value of αS(MZ) is fixed at the
actual value used in the corresponding set of parton densities. We consider finite-width effects,
treating the W boson off shell, and we include the spin correlations of the W leptonic decay.
The values of the electroweak parameters used in our computation can be found in Ref. 5.

Since our main purpose is the study of asymmetries up to NNLO QCD, we consider only
the parton distribution function (PDF) sets of Refs. 6, 7 and 8 which include NNLO parton
densities with Nf = 5 (effectively) massless quarks. Among these PDFs sets only the global
fit of Ref. 6 includes some data on the lepton charge asymmetry at the Tevatron: the ensuing
parton densities are thus expected to produce better agreement with available measurements of
charge asymmetries.

2 Charged lepton asymmetry at the Tevatron

In the following we present our perturbative QCD calculations up to NNLO, and their compari-
son with some of the published Tevatron data. We note that our calculation is invariant under CP
transformations. Therefore, in pp̄ collisions, the charge asymmetry fulfils App̄(−y) = −App̄(y).

We first consider the electron charge asymmetry in the experimental configuration of the
CDF data at the Tevatron Run II9. The events are required to have a missing transverse energy
Eν

T
> 25 GeV and a transverse mass 50 GeV < MT < 100 GeV. The charged lepton must be

in the central rapidity region (|yl| ≤ 2.45) and must be isolated d i.e. Eiso
T

/ET < 0.1, where Eiso
T

is the hadronic (partonic) transverse energy in a cone of radius R = 0.4 (in pseudorapidity–
azimuth space) along the lepton momentum and ET is the electron transverse energy. Following
the experimental analysis we consider two kinematical region of the electron transverse energy:
25 GeV < ET < 35 GeV (low-ET ) and 35 GeV < ET < 45 GeV (high-ET ).

In Fig. 1(a) we report the CDF data and present the results of our LO, NLO and NNLO
results using the corresponding parton densities from the MSTW2008 Collaboration 6, which
include the CDF data 9 in their fit. At small values of ηe, the radiative corrections lead to little
effects. In the low-ET bin, as ηe increases, both the NLO and NNLO effects slightly increase
the value of the asymmetry. In the high-ET bin, as ηe increases, the NLO and NNLO effects are
negative and the asymmetry slightly decreases. The NNLO effects are not yet quantitatively
relevant in comparison with the size of the experimental uncertainties. The data are well fitted
by the MSTW2008 NNLO partons, especially in the low-ET region, this is confirmed by the
values of χ2 from the comparison of the data with the QCD calculations reported in Fig. 1(a).

We then consider the D0 data for the electron charge asymmetry 10 at the Tevatron Run II.
The D0 measurement extends to high rapidities, |ηe| ≤ 3.2, the missing transverse energy is
required to be Eν

T
> 25 GeV and the transverse mass to be MT > 50 GeV. As for lepton

isolation the D0 procedure is similar to the CDF one, with the requirement Eiso
T

/ET < 0.15.
We examine two regions of electron transverse energy: ET > 25 GeV (wide ET region) and
ET > 35 GeV (high-ET region). Let us note that the D0 electron asymmetry data 10 are not
included in the MSTW PDF fit6: their inclusion in the global analysis does not permit to obtain
a good quality fit, with significant tension between the D0 electron asymmetry data and other
data.

cThis Monte Carlo program is based on the NNLO subtraction method introduced in Ref. 4.
dThe charged lepton isolation has a small impact on our results, since it is not effective at the leading order

and the radiative corrections are not large.



(a) (b)

Figure 1: Electron charge asymmetry up to NNLO compared to a) CDF data in the lower ET region (upper
panel) and higher ET region (lower panel); b) D0 data in the wide ET region (upper panel) and (high-ET ) region.

In Fig. 1(b) we display the D0 electron data and present the corresponding QCD results
at LO, NLO and NNLO using the corresponding MSTW2008 PDFs. In the wide ET region
at high values of the electron rapidity, the effect of the NLO and NNLO corrections is positive
and increases the deviation of the QCD results from the D0 data. We see that the agreement
between the QCD calculations and the data is poor. This is quantitatively confirmed by the
values of χ2 reported in Fig. 1(b). We note that the value of χ2 increases in going from LO
to NLO and to NNLO. In the high-ET region (as in the case of the high-ET bin in Fig. 1(a))
the effect of the NLO and NNLO corrections is negative as the lepton rapidity increases toward
high values. This effect reduces the difference between the QCD calculations and the D0 data,
although a substantial disagreement between them still persists at the NNLO. The value of χ2

decreases in going from LO to NLO and to NNLO.

The NNLO results of Fig. 1(b) are reported in Fig. 2(a) by including the PDF errors (68%
C.L.) from the MSTW2008 6, ABKM09 7 and JR09VF 8 set of PDFs. The ABKM09 PDF errors
are slightly smaller than the errors of the MSTW2008 set and the ABKM09 result tends to
overshoot the MSTW2008 result. The JR09VF PDF errors are larger than the PDF errors of
the MSTW2008 set and the JR09VF result tends to undershoot the MSTW2008 result in most
of the rapidity bins. The PDF errors are comparable to (or, larger than) the D0 experimental
errors; the inclusion of the PDF errors thus reduces the differences between the NNLO results
and the D0 electron data, although a substantial disagreement can be noticed from the value of
χ2 for different sets of PDFs reported in Fig. 2(a).

3 Charged lepton asymmetry at the LHC

We now consider pp collisions and we present results of our QCD calculations at the centre–
of–mass energy

√
s = 7 TeV. The lepton charge asymmetry at the LHC is sensitive to parton

densities with momentum fractions that are smaller than those probed at the Tevatron. To the
purpose of presenting some quantitative, though illustrative, results on the lepton asymmetry
at the LHC, we refer to the framework considered in a recent ’Physics Analysis’ 11 of the CMS
Collaboration. The study of Ref. 11, based on data sets from Monte Carlo simulations, regards



(a) (b)

Figure 2: a) Electron charge asymmetry at NNLO with PDF uncertainties compared to D0 data in the lower ET

region (upper panel) and higher ET region (lower panel); b) Muon charge asymmetry up to NNLO at the LHC.

the muon rapidity cross sections and charge asymmetry that can be measured with the CMS
detector at the LHC. The lepton selection cuts applied in Ref.11 require the transverse mass and
the missing transverse energy to be MT > 50 GeV and Eν

T
> 20 GeV, respectively. The muons

are isolated: the hadronic (partonic) transverse energy Eiso
T

in a cone of radius R = 0.3 is required
to fulfil the constraints Eiso

T
/ET < z/(1 − z) with z = 0.05, and ET + Eiso

T
> Emax

T
= 25 GeV.

The results for the lepton charge asymmetry at
√

s = 7 TeV are presented in Fig. 2(b). The
three histograms show the LO, NLO and NNLO results of our calculation with the MSTW2008
parton densities. Considering the effect of the QCD radiative corrections, we see that, the NLO
corrections tend to decrease the asymmetry, and the NNLO corrections do not significantly
change the NLO result thus indicating a very good quantitative convergence of the truncated
perturbative expansion.
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Direct photon pair measurement at DØ
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We present a measurement of direct photon pair production cross sections using 4.2fb−1 of
data collected with the D0 detector at the Fermilab Tevatron pp̄ Collider. We measure single
differential cross sections as a function of the diphoton mass, the transverse momentum of
the diphoton system, the azimuthal angle between the photons and the polar scattering angle
of the photons, and double differential cross sections considering the last three kinematic
variables in three diphoton mass bins. The results are compared with different perturbative
QCD predictions and event generators.

The direct photon pair (DPP) production with large invariant mass at hadron colliders is of
special interesting. It constitutes large irreducible background for Higgs decaying into diphoton
mode, and new heavy resonances and extra dimensions searches. Thus, precise measurements of
the diphoton differential production cross sections for various kinematic variables and their the-
oretical understanding are extremely important for future Higgs and new phenomena searches.
On the other hand, providing opportunity of verifying the validity of the predictions of pertur-
bative quantum chromodynamics (pQCD) and soft-gluon resummation methods implemented
in theoretical calculations, diphoton production itself is interesting. In this letter, we present a
brief report on the precise measurements of DDP production at the D0 experiment in pp̄ colli-
sions at

√
s = 1.96 TeV at the Tevatron Collider. With large integrated luminosity, the double

differential cross sections of this process are measured for the first time, detail can be found in
1.

The dominant pp̄ → γγ +X production mode is via quark scattering qq̄ → γγ, then followed
by gluon fusion as gg → γγ. Although the gluon fusion contribution is governed by quark-
loop diagrams at leading order (LO) and suppressed by a factor of α2

s compared to the quark
scattering processes, it would be significantly enhanced by gluon patron density in low invariant
mass Mγγ region. For example, the expected fraction of gluon fusion to the total DPP rate
can reach more than 10% when Mγγ < 100 GeV , predicted by by the PYTHIA 2 Monte Carlo
(MC) event generator with the CTEQ6.1L3 parton distribution function (PDF) set. In addition,
direct photons may be produced from single or double parton-to-photon fragmentation processes
of the partons produced in the hard scattering 4,5. There are two next-to-leading order (NLO)
theoretical predictions on DPP production in pQCD, namely RESBOS 4 and DIPHOX 5. In
DIPHOX, gluon fusion contribution is considered only at LO, but the explicit fragmentation
effects are included up to NLO, while in RESBOS an approximate NLO fragmentation function
is adopted. Also, only in RESBOS, the resummation of initial state gluon soft and collinear
emissions is taken into account to all orders.

The DPP production cross sections are measured by using 4.2fb−1 data collected by D0



experiment from August 2006 to June 2009. The cross sections are measured differentially as
a function of the diphoton invariant mass Mγγ and transverse momentum pγγ

T , the azimuthal
angle between the photons ∆φγγ , and the cosine of the polar scattering angle of the photon in
the frame with no net transverse momentum of the diphoton system. These kinematic variables
probe different aspects of the DPP production mechanism, for example, the shapes of the pγγ

T

and ∆φγγ distributions are mostly affected by initial state gluon radiation and fragmentation
effects. The invariant mass Mγγ spectrum is particularly sensitive to potential contributions
from new phenomena.

The D0 detector is discussed in detail elsewhere 6. Events are selected by requiring two
photon candidates with transverse momentum pT > 21(20) GeV for the leading(trailing) pT

photon and pseudorapidity |η| < 0.9. The photon pT is computed with respected to the re-
constructed primary vertex with the highest number of associated tracks in the event. The
asymmetry pT cuts for the two photon candidates are required to suppress the impact of kine-
matic region pγγ

T → 0(∆φγγ → π), where the NLO pQCD calculation diverges. The photon
candidates are selected by requiring to deposit most of its energy in the electromagnetic (EM)
calorimeter layers, and the energy weighted EM shower shape be consistent with that expected
for an electromagnetic shower. The EM cluster energy must be isolated in the calorimeter,
[Etot(0.4) − EEM (0.2)]/EEM (0.2) < 0.1, where Etot(R) and EEM (R) are the total energy and
the energy in the EM section, respectively, within a cone of radius R =

√
(∆η)2 + (∆φ)2 = 0.2

around the photon direction. To minimize electrons misidentified as photons, the EM candi-
dates are required to not be spatially matched to significant tracker activity. This track-match
veto suppress background contributions from Drell-Yan events Z/γ∗ → e+e−, where both elec-
trons are misidentified as photons. To further suppress a jet misidentified as a single photon
resulting from fluctuations in the parton fragmentation into a well-isolated neutral meson (π0 or
η) decay into a final state with two or more photons, an artificial neural network discriminant
ONN is developed by exploiting differences in the tracker activity and energy deposits in the
EM calorimeter and the central preshower detector between photons and jets. The ONN is
trained using single photon and jet PYTHIA MC samples and the performance is verified using
a data event sample consisting of photons radiated from charged leptons in Z boson decays
(Z → l+l−γ, l = e, µ). A loose ONN > 0.3 cut is required, which offers nearly full efficiency
for photons and rejects 40% of the jet faked photons. Finally, the two photon candidates are
required to be spatially separated as ∆R > 0.4 and satisfy invariant mass cut as Mγγ > pT γγ.
The mass requirement, together with photon isolation cut, significantly remove the component of
fragmentation contribution in DPP events, therefore restricting the data-to-theory comparison
to the region where the theoretical calculations should have smaller uncertainties.

After imposing all above requirements, the selected data sample includes Drell-Yan and QCD
γ+jet and dijet instrumental background. The contribution from Drell-Yan events is estimated
using the MC simulation with PYTHIA, normalized to the NNLO cross section. The charge
misidentification rate determined from the MC simulation are corrected to those measured in the
data. Backgrounds due to γ+jet and dijet events are estimated from data by using a 4×4 matrix
background estimation method 7. A tighter ONN > 0.6 is employed to divide the data events
into four orthogonal categories, depending on whether the leading/trailing pT photon candidates
pass (p) or fail (f) this requirement. The corresponding number of events, after subtracting the
estimated Drell-Yan contribution, compose a 4-component vector (Npp, Npf , Nfp, Nff ). The
difference in relative efficiencies of the ONN > 0.6 between photons and jets allows estimation
of the sample composition by solving a linear system of equations: (Npp, Npf , Nfp, Nff )T =
ε× (Nγγ , Nγj , Njγ , Njj)T , where Nγγ(Njj) is the number of DPP (dijet) events and Nγj(Njγ) is
the number of γ+jet events with the leading(trailing) pT photon candidate being a real photon.
The 4 × 4 matrix ε contains the photon εγ and jet εj efficiencies, estimated using photon and
jet MC samples and validated in data.
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Figure 1: The measured differential diphoton production cross sections as functions of (a)Mγγ , (b)pγγ
T , (c) ∆φγγ

and (d) | cos θ∗|. The data are compared to the theoretical predictions from RESBOS, DIPHOX, and PYTHIA.
The ratio of differential cross sections between data and RESBOS are displayed as black points with uncertainties
in the bottom plots. The inner line for the uncertainties in data points shows the statistical uncertainty, while the
outer line shows the total uncertainty. The solid (dashed) line shows the ratio of the predictions from DIPHOX
(PYTHIA) to those from RESBOS. In the bottom plots, the scale uncertainties are shown by dash-dotted lines

and the PDF uncertainties by shaded regions.

The estimated number of DPP events Nγγ in each kinematic bin is corrected for the DPP
event selection efficiency and acceptance. The event efficiency is calculated using PYTHIA MC
and processed through a GEANT-based simulation of the D0 detector. Differences between
data and MC in the per-photon selection efficiencies are corrected for with suitable scale factors
derived using control samples of electrons from Z boson and its radiative decays. The acceptance
is calculated using DPP events generated with RESBOS. The differential cross sections dσ/dMγγ ,
dσ/dpγγ

T , dσ/d∆φγγ and dσ/d| cos θ∗| are obtained from the number of data events corrected for
the background contribution, divided by the trigger, vertex and diphoton selection efficiencies,
acceptance, integrated luminosity, and the bin width for each kinematic variable. The dominant
systematic uncertainties include γ+jet and dijet background substraction resulting from the
uncertainties on εγ and εj and typically varying within (11-15)%, the common uncertainties of
photon selection criteria (4.3%) and luminosity (6.1%).The measured differential cross sections,
compared to the theoretical predictions from RESBOS, DIPHOX and PYTHIA, are depicted in
Fig. 1

The results obtained show that none of the theoretical predictions considered is able to
describe the data well in all kinematic regions of the four variables. RESBOS shows the best
agreement with data, although systematic discrepancies are observed at low Mγγ , high pγγ

T

and low ∆φγγ , the agreement is fair at intermediate 50 < Mγγ < 80 GeV and good at high
Mγγ > 80 GeV . The large discrepancy between RESBOS and DIPHOX in some regions of
the phase space is due to absence of all-order soft-gluon resummation and accounting gg → γγ
contribution only at LO in DIPHOX.

Further insight on the dependence of the pγγ
T , ∆φγγ and | cos θ∗| kinematic distributions

on the mass scale can be gained through the measurement of double differential cross sections.
For instance, the differential cross sections as functions of pγγ

T are measured in three Mγγ bins:
30− 50 GeV , 50− 80 GeV and 80− 350 GeV . The results are presented in Fig.2 , correspond-
ing to each of the three Mγγ intervals. These results confirm that the discrepancies between
data and RESBOS originate are largest in the lowest mass region Mγγ < 50 GeV , where the
contribution from gluon fusion is expected to be largest, while are reduced in the intermediate
region, and good description of all kinematic variables can be achieved for the Mγγ > 80 GeV
high mass region, the relevant region for the Higgs boson and new phenomena searches. It
should be noticed that at the Tevatron, DPP production at high masses is strongly dominated
by qq̄ annihilation, in contrast with the LHC, where the contribution from gg and qg initiated
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Figure 2: The measured double differential diphoton production cross sections as functions of pγγ
T in three Mγγ

intervals. The notations for points, lines and shaded regions are the same as in Fig. 1.

process will be significant. It would be interesting to see if the addition of NNLO corrections
to RESBOS, as done in8, will improve the description of the high pγγ

T spectrum at low Mγγ region.

In summary, we present measurements of single and double differential cross sections for DPP
production in pp̄ collisions at

√
s = 1.96 TeV . The analysis uses 4.2 fb−1 data accumulated

at D0 experiment. The measured cross sections are compared to theoretical predictions from
RESBOS, DIPHOX and PYTHIA, showing the necessity of including higher order corrections
beyond NLO as well as the resummation to all orders of soft and collinear initial state gluons.
These results allow the tuning of the theoretical predictions for this process, which is of great
relevance for improving the sensitivity of searches for the Higgs boson and other new phenomena
at the Tevatron and the LHC.
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On strategies for determination and characterization of the underlying event

S. SAPETA
LPTHE, UPMC Univ. Paris 6 and CNRS UMR 7589

Paris, France

We discuss the problem of the separation and description of the underlying event (UE) within
two existing approaches to UE measurement: the “traditional” method, widely used at Teva-
tron, and a recently proposed jet-area/median method. A simple toy model of UE is developed
in order to understand how these approaches perform. We find that both methods are com-
parably good for measuring average properties of the UE but the jet-area/median approach is
favorable for determining fluctuations. We also use the latter method to study the UE from
several existing Monte Carlo generator tunes. We investigate which characteristics of the un-
derlying event might be useful to measure in order to improve understanding of its properties
and to simulate it well. These include transverse momentum density per area, intra- and
inter-event fluctuations and correlations.

1 Introduction

The hard processes studied at hadron collider are nearly always accompanied by the underlying
event (UE). This predominantly soft activity affects a wide variety of high-pt measurements,
e.g. by introducing a bias or by degrading kinematic jet reconstruction. Therefore, a good
understanding and precise theoretical control over the underlying event is of great importance
in order to fully exploit the potential of LHC.

Study of the UE, both experimental and theoretical, faces, however, a number of problems.
The first of them appears already at the level of definition since the very concept of the un-
derlying event is ambiguous. This is because none of the events measured at hadron colliders
has a clear boundary between the hard part and the UE. Also modeling of the UE is difficult.
Most successful and widely used Monte Carlo models generate the majority of the underlying
activity via the mechanism of multiple parton interactions. There are however other conceivable
mechanisms which could contribute to the UE and which have not been given as thorough study.
Questions include e.g. the role of correlations as well as the effects of possible contributions from
the BFKL type radiation.

Given the above difficulties, one can ask the question if, at least, it would be possible to
measure the UE in, admittedly always to some extent arbitrary, but well defined and well
controlled way.

This leads us to addressing the following two questions: 1 What do we really measure with
existing methods of UE determination and which observables are interesting to measure? To
answer the first question we develop a simple toy model and use it as a testing ground for two
existing methods of UE measurement. To address the second question we study the UE from
Monte Carlo models and identify a set of quantities which could serve as valuable characteristics
of the UE.



2 Relevant characteristics and measuring methods of the UE

We concentrate on quantities related to energy flow. Those involve the main observable called ρ,
which is defined as the amount of transverse momentum of UE per unit area. We will be also
interested in rapidity dependence of ρ, its point-to-point fluctuations within a single event, σ,
and its fluctuations from event to event as well as the point-to-point correlations.

Two methods exist which allow one to study the underlying event: the traditional ap-
proach,2,3 widely used at Tevatron, and the more recent area/median based approach.4,5 Certain
freedom is present in each of the methods. Below, we describe the version used in our study.

In the traditional method all particles within a certain rapidity range are first clustered into
jets. Then, four regions in the transverse plane are defined based on the position of the leading
jet, whose direction defines φ = 0: the “towards” region, |φ| < π/3, an away region, 2π/3 < |φ| <
π, and two transverse regions. The characteristic pt of the UE is defined as pt in one or both of
those transverse regions. To further reduce the contamination from the perturbative radiation,
the transverse regions are labeled, on an event-by-event basis, as TransMin and TransMax
depending on their relative value of pt. The contribution of perturbative radiation to the average
pt in TransMin should be suppressed by an additional αs with respect to the average result from
both regions TransAv.

The area/median method is jet-based, exploits the concept of jet areas 5 and can be carried
out using the FastJet package. 6,7 It starts by adding a dense set of infinitely soft particles,
ghosts, to an event. Then, all particles (real and ghosts) are clustered with the C/A algorithm8,9

leading to a set of jets ranging from hard to soft. The typical UE scale in the event is defined as

ρ = median
j∈jets

[{

ptj

Aj

}]

, (1)

where Aj is a jet area, designed to measure susceptibility of a jet to soft radiation. In a similar
manner, a quantity measuring the intra-event fluctuations, denoted as σ, is determined from the
sorted list {ptj/Aj}. It is given by the value for which 15.86% of jets have smaller ptj/Aj .

3 Understanding systematic effects: a toy model study

It is not guaranteed a priori that the methods described above will give a sensible result for
the characteristic momentum scale of UE. Therefore, to better understand how those methods
perform, we have tested them against a simple toy model.

The model involves two components: a soft one, which we identify with genuine UE, and
a hard one, which comes from perturbative contamination. The main parameters of the soft
component are: the average density of particles per unit area, ν, and the average pt of a particle,
µ. Therefore, the true value of ρ = νµ by definition. The number of particles is governed by the
Poisson distribution and the pt of a single particle by the exponential distribution. The hard
contamination is modeled as coming from the initial state radiation of soft and collinear primary
emissions. We assume this radiation to be independent of rapidity and φ for 1 � pt � Q, where
Q is a hard scale of the process (e.g. half of the hardest jet’s pt for the dijet event).

One of the results of the toy model study are the biases for ρ and σ extraction. 1 For
instance, the hard radiation introduces the bias for ρ determined in the traditional approach,
δρ ∼ α2

s Q, which depends linearly on the hard scale of the process. The corresponding bias
in the area/median approach has only log(log) dependence δρ ∼ σ (nb/Atot + const · log logQ),
where nb is the number of final state born particles and Atot is the total used area of the event.

Another important outcome of the study with the toy model concerns fluctuations. The
extracted values of ρ vary from one event to another, even if the same ρ distribution is used
to generate all events. This is because, usually, one works only with limited part of an event
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Figure 1: Left: Distribution of ρext from toy model. Right: Rapidity dependence of 〈ρ〉 from series of MC model.

(y and φ cuts) and a finite number of objects (particles, jets). The magnitude of these intrinsic
event-to-event fluctuations is an important characteristic of a method.

Fig. 1 (left) shows the histograms of ρ from the toy dijet events extracted with the traditional
method in its TransMin and TransAv variants and with the area/median method. The latter
was used after removing the two hardest jets from the list of jets. We see that using the
area/median based method results in the peak which is better both in terms of position and
the width. The real difference is seen, however, in the values of the standard deviation. In the
traditional method, it comes out as big as the value of ρ itself, while staying moderately small for
the area/median method. The reason for this is again related to the difference in the sensitivity
to the hard radiation between average and median (linear vs log(log) as discussed above for ρ).

4 Approaching real life: Monte Carlo study

The weak sensitivity of the area/median method to the hard radiation makes it advantageous
for event-by-event studies and for measuring fluctuations. Therefore, we have used this method
to examine the underlying event from a series of Monte Carlo generators and tunes. 1 We have
carried out the study for dijet events at

√
s = 10TeV. The leading and next to leading jets,

found with the anti-kt algorithm 10 with R = 0.6, were required to lie in the rapidity window
|y| < 4 and to have pt greater than 100GeV and 80GeV, respectively. For the study of the UE
we used the C/A algorithm with R = 0.6.

As a first step, we verified that the more realistic UE from MC models shows a number of
characteristic features found in our study of the toy UE. Then, we have examined a series of
observables of potential interest for measuring at the LHC.

The main quantity, 〈ρ〉, is show in Fig. 1 (right) as a function of y. We note that the
rapidity dependence is quite strong and the exact level of the UE extrapolated for the LHC
depends on the MC model/tune. UE may fluctuate both from point to point within a single
event and from one event to another. The first kind of fluctuation is measured by 〈σ〉 and is
shown in Fig. 2 (left). We see that all the models predict large intra-event fluctuations. Another
interesting thing to note is that in Herwig they are nearly 40% smaller than in Pythia. This
difference is consistent with the correlation coefficients shown in Fig. 2 (right) as a function of y2

for a single y1 bin. Altogether, the results from Figs. 1 and 2 illustrate the potential gain to be
had from studying wider variety of observables.
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5 Conclusions

We have carried out a twofold study devoted to the problem of measuring the underlying event.
Using a simple toy model of UE, we have examined the methods of its determination. Subse-
quently, by studying the events simulated with MC generators, we have identified a range of
important characteristics of the UE.

One conclusion from the toy model study is that for determinations of averaged quantities,
like 〈ρ〉, both the traditional and the area/median measurement methods give comparably good
results. In contrast, for event-by-event measurements and determinations of fluctuations of the
soft component, the traditional approach is affected significantly more by the hard radiation.

Therefore, we chose the area/median method to examine more realistic UE from the MC
models. We found noticeable differences between predictions of different generators/tunes ex-
trapolated to LHC energy. For this reason we advocate measuring a broader range of observables
including rapidity dependence of ρ, intra- and inter-event fluctuations and correlations.
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DETERMINATION OF THE STRONG COUPLING CONSTANT USING THE

INCLUSIVE JET CROSS SECTION IN pp̄ COLLISIONS at
√

s = 1.96 TeV

Robert J. Hirosky

Department of Physics, University of Virginia,
Charlottesville, Virginia

This talk presents a determination of the strong coupling constant αs using a measurement of
the inclusive jet cross section in pp̄ collisions at

√
s = 1.96 TeV by the DØ Experiment. The

energy dependence of the strong coupling constant is determined using jet measurements in
the transverse momentum range 50 < pT < 145 GeV/c. Comparing data with perturbative
QCD calculations to order O(α3

s) plus threshold corrections at O(α4

s), we obtain the result
αs(MZ) = 0.1161+0.0041

−0.0048 . This is the most precise result obtained at a hadron-hadron collider

1 Introduction

The theory of quantum chromodynamics (QCD) has proven successful at describing the phe-
nomenology of strong interactions over enormous ranges of interaction energies, from scales
slightly higher than the mass of the proton upwards to the most energetic collisions so far ob-
served. Although the value of the strong coupling constant αs is not predicted at any finite
scale, its energy dependence is calculable to high accuracy using perturbative QCD. A dramatic
consequence of this energy dependence is that the strong force between quarks and gluons weak-
ens when it is probed at increasingly small distance scales, leading to asymptotic freedom. The
renormalization group equation (RGE) describes the dependence of αs on the renormalization
scale µr, or equivalently, on the momentum transfer q2 in a strong interaction. Therefore, the
determination of αs(µr) over a large range of momentum transfer serves as a powerful test of
the RGE and asymptotic freedom. A variety of processes have been used to determine αs, in-
cluding measures of hadronic jet production rates in ep and e+e− collisions, precise measures
of the hadronic branching fraction in τ decays, and calculations on the lattice with constrains
from data on quarkonia states 1. A previous determination of as in hadron-hadron collisions,
presented by the CDF Collaboration and based on the inclusive jet cross section in pp̄ collisions
at

√
s = 1.8 TeV, reported the value as(MZ) = 0.1178+0.0081

−0.0095(exp.)+0.0071
−0.0047(scale)±0.0059(PDF) 2.

Taking advantage of improvements in experimental uncertainties, advances in perturbative QCD
calculations, and progress in modeling of parton distributions, we present a new determination 3

of αs and its q2 dependence using data from the measurement of the inclusive jet cross section 4,5

with the DØ detector 6 in pp̄ collisions at
√

s = 1.96 TeV at the Fermilab Tevatron Collider.

The D0 measurement of the inclusive jet cross section d2σjet/dpT d|y| is the most precise
measure of differential jet production rates at a hadron collider. Jets are reconstructed using
the Run II iterative cone algorithm 7 with cone radius of 0.7 in rapidity and azimuthal angle
(y, φ). Data are corrected to the particle level 8 for jet transverse momenta from 50 GeV to
600 GeV/c in six regions of |y|. Uncertainties are smaller than those from parton distribution
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Figure 1: Data divided by theory for the D0 inclusive jet cross section as a function of jet pT in six |y| bins.
Systematic uncertainties on data are shown by the shaded band. NLO pQCD calculations using the CTEQ6.5M
PDFs and including non-perturbative corrections are compared to the data. The CTEQ6.5 PDF uncertainties are
shown as long dashed lines and the predictions with MRST2004 PDFs as short dashed lines. The scale uncertainty
at NLO is ≈ 10 − 15%. Open circles mark the points used in the determination of αs.

functions (PDFs) and scale dependence in NLO pQCD over a wide kinematic range as illustrated
in Fig. 1. These data probe momentum scales in common with ep data and also scales well
beyond those accessible in ep → jets and other determinations of αs.

2 Analysis Method

The calculation of the inclusive jet cross section in hadron collisions using pQCD depends on αs,
a series of perturbative coefficients cn, and parton distribution functions with parametrizations
also depending on αs. Thus the cross section can be written as:

σjet
pert(αs) =

(

∑

n

αn
s cn

)

⊗ f1(αs, x1) ⊗ f2(αs, x2) (1)

where the sum is over all powers n of αs. f1,2 denote PDFs for the initial state hadrons with
convolution over the momentum fractions x1, x2 of the partons. The dependence of αs and the
PDFs on the momentum scale is implicit. Each point in the inclusive jet cross section is sensitive
to αs(pT ) and hence the running of αs.

We use a combined fit of selected data points along with the RGE to determine the value of
αs(MZ). The method is summarized in Eqn. 2:

χ2(ξ,~ε, ~α) =

npoints
∑

i=1

[

di − ti(ξ, ~α)
(

1 +
∑

j δij(εj)
)]2

σ2
i,stat. + σ2

i,uncorr.

+
∑

j

ε2
j +

∑

k

α2
k (2)

A χ2 is minimized with respect to the fit parameter ξ = αs(MZ). The data are represented by
di and ti is the pQCD theory including non-perturbative corrections for hadronization and the
underlying event. The theory term contains the matrix element and depends on the PDFs. The
symbols σstat. and σuncorr. represent statistical uncertainties on the data and systematic uncer-
tainties that are uncorrelated between individual points. Both the data and theory are allowed
to vary according to their correlated systematic uncertainties, ~ε and ~α, respectively, where these



are constrained by prior knowledge of systematics (via the two terms on the right). The theory
fitted to the data is calculated at O(α3

s) next-to-leading order (NLO) with additional O(α4
s)

2-loop terms from threshold resummation corrections 9, significantly reducing dependencies on
renormalization and factorization (µf ) scales in the calculation. The PDFs are parameterized at
next-to-next-to-leading order (NNLO) using the distributions given by MSTW2008 10,11. This
NNLO PDF set is determined for 21 different values of αs(MZ) in the range 0.107 - 0.127 in
steps of 0.001, allowing for accurate interpolation to arbitrary values of αs(MZ) within the range
provided. The calculations are performed using the program fastNLO 12. Combining pQCD cal-
culations from NLOJET++ 13,14 and corrections from Ref. 9, fastNLO allows fast recalculations
of jet cross sections for arbitrary PDFs. Calculations are performed using µf = µr = pjet

T and
uncertainties from scale dependence in the theory are estimated by varying the scales by factors
0.5 and 2.0.

The MSTW2008 PDFs include the D0 inclusive jet data and these data provide dominant
constraints on the parameterization of the momentum fractions carried by gluons at large-
x. In the absence of having full documentation of the correlations between experimental and
PDF uncertainties, the analysis is restricted to kinematic regions where the Tevatron jet data
do not provide significant constraints to the PDFs. This corresponds to gluon momentum
fractions . 0.3. At leading order the parton x values may be determined in di-jet events via
x1 = xT (ey1 + ey2)/2 and x2 = xT (ey1 − ey2)/2 with xT = 2pT /

√
s. Because the inclusive jet

cross section is binned according to the pT of the leading jet only, it is not possible to define
a unique mapping for a given bin in pT and |y|. An approximation is based on the variable
x̃ = xT · (e|y| + 1)/2 that represents the maximum of the values x1, x2 if all sub-leading jets
in the event are treated as single jet with rapidity |y| = 0. Requiring x̃ < 0.15 restricts the
data points to those where a majority of events satisfy xmax < 0.25. This leaves 22 of 110 data
points to use in the measurement of αs, these points are shown as open circles in Fig. 1. Since
this requirement is somewhat arbitrary, variations in the cut value are used to determine an
additional systematic uncertainty on the measurement.

3 Results

Data with similar pT from different |y| intervals are grouped into nine transverse momentum
intervals to determine αs(MZ) and αs(pT ). A combined fit to the data points and inclusion
of all systematic uncertainties yields αs(MZ) = 0.1161+0.0041

−0.0048 . The results for the combined
pT values in the range of 50 < pT < 145 GeV/c are given in Fig. 2(a). The full uncertainties
shown for each value are largely correlated among the data points. Figure 2(b) displays the
same data plotted as a function of 1/log(pT ), showing consistency with asymptotic freedom.
The largest contribution to the uncertainties is due to the correlated experimental uncertainty,
dominated by jet energy calibration, jet transverse momentum resolution, and normalization
by the integrated luminosity. Scaling the non-perturbative corrections by factors of 0.5 and 2.0
changes the central result by +0.0003

−0.0010. Replacing the MSTW2008 NNLO PDFs by the CTEQ 6.6

PDFs leads to an increase of 0.5%, this is significantly less than the PDF uncertainty of +0.0012
−0.0011.

Removing the 2-loop threshold corrections and using NLO pQCD together with the MSTW2008
NLO PDFs and the 2-loop solution to the RGE yields αs(MZ) = 0.1201+0.0072

−0.0059 . This increase
in the central value, originating from the missing O(α4

s) contributions, is well within the scale
uncertainty of the NLO result.

The results obtained for αs(pT ) are consistent with the energy dependence predicted by the
RGE and extend the results based on the HERA jet data 15. The value obtained for αs(MZ) is
consistent with the the world average value 1 and are of similar precision to those obtained in
ep → jets. This is the most precise measure of the strong coupling constant at a hadron collider
and provides the highest momentum scale test of the running of αs.
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Figure 2: (a) Measurement of αs(pT ) (top) and αs(MZ) (bottom). Data points are shown with their total
uncertainties. (b) The same plotted as a function of 1/log(pT ) showing consistency with asymptotic freedom.
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TAKING D 6= 4 SERIOUSLY:

NUMERICAL REAL−VIRTUAL CANCELLATIONS IN MELLIN SPACE
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b Université Paris Diderot, Paris, France

We propose a method to combine the various, separately divergent, contributions of a differ-
ential cross section in a purely numerical way. We show how performing an integral transform
allows one to perform a numerical cancellation of the regularized divergences, both in the
total cross section and in the differental distributions case, and obtain an accurate and finite
result. As a proof of principle, we apply the method to a simple example, e+e− → q q̄ hard
cross section at first order in αS .

1 Introduction

The Large Hadron Collider (LHC) has started producing pp collisions at 7 TeV centre-of-mass
energy, and the experimental collaborations are now performing their first analyses. Their results
will be compared to theoretical predictions which have been obtained in the past several years
by the phenomenology community, and to others that must still be calculated to even higher
order in perturbation theory before they can meet the experimentalists’ necessities 1.

The phenomenologists’ Grail would be a fully automated method of calculation. However,
the available procedures often require extensive work to be adapted to each specific processes, a
number of steps in cross section calculations involving non-systematic procedures. For instance,
even analytic continuation has to be worked out independently for many different functions,
and this limits a method’s automatization: the processes it can be applied to can only involve
functions whose analytic continuations are already known.

In this work we wish to propose a method that makes it potentially simpler to automate one
of the many operations that must be performed in order to evaluate a physical cross section,
namely the combination of virtual and real contributions. Our aim will be to perform in a
purely numerical way the cancellation of their singularities appearing as poles in powers of 1/ε
in dimensional regularization. This operation can of course already be performed in a number
of different ways, for instance during the integration over phase space using the slicing 2 or the
subtraction method 3,4. However, we speculate that our new method may be fruitfully employed
as one of the building blocks of a different approach to automated cross sections calculations.

2 Numerical combination

We consider the combination of the different contributions of a differential hard cross-section:
virtual and real terms, and possibly a collinear counter-term. In the standard procedure, this
combination is performed by first expanding in power series of ε the various terms. A certain
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Figure 1: Born (top left), virtual (top right) and real (bottom) Feynman diagrams contributing to the first αS

order of the e+e−→ q q̄(g) hard cross section.

amount of analytical manipulation is necessary, though it can be automated to a large extent.
We propose instead to combine the various contributions in a fully numerical way. In order to
do so we use an integral transform, the Mellin one:

M(f)(n) = f̃(n) =

∫ 1

0
f(x)xn−1dx M−1(f̃)(x) = f(x) =

1

2πi

∫ c+i∞

c−i∞
x−nf̃(n)dn (1)

The reason for doing so is that the distributions that typically appear in the process of performing
the series expansion in powers of ε will now be represented by standard functions, susceptible

of immediate numerical evaluation. Denoting σ
(r)
ε (n), σ

(v)
ε (n) and σ

(c)
ε (n) the Mellin transforms

of the real and virtual parts, and of the collinear counterterm respectively, we can write the full
observable cross section as

σ(n) = lim
ε→0

[σ(r)
ε (n) + σ(v)

ε (n) + σ(c)
ε (n)] (2)

where both the sum and the ε → 0 limit will be performed numerically. No series expansion of
the separate terms in series of ε will be necessary either. One can of course then recover the
differential cross section dσ/dx by numerical inverse Mellin transform, see eq. (1).

3 Proof of principle: the e+e− → γ∗ → q q̄(g) hard process

3.1 Differential cross section contributions

As a proof of principle, we investigate the case of the e+e− → γ∗ → q q̄(g) hard process (Fig 1).
More precisely, we consider its one-particle inclusive differential cross-section to order αS in the
Björken variable : x = 2p.q/q2, with p and q being the final state quark and the virtual photon
four-momentum respectively.

The full results in dimensional regularization for the the differential cross-section contribu-
tions’ expressions (real, virtual and MS counter-term) in x-space are

dσ
(r)
ε

dx
=

CF α2αS

W 2

(

W 2

4πµ2

)−2ε
Γ(2 − ε)2x−2ε
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=
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


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
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=
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+
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with

Fε = 1 + Γ(−ε)
Γ(1 + ε)

Γ(2 − 2ε)

(

Γ(−ε) +
1

2
Γ(1 − ε)

)

(4)

These expressions can be Mellin-transformed exactly, and yield
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3.2 Combination

As mentioned above, the standard analytical procedure would consist in expanding each x-space
expression in powers of ε and summing the results order by order. The singularities must cancel
for all the terms with negative powers of ε, and one then simply takes the limit for ε going to
zero of the remainder. The result being finite, this is equivalent to taking the sum of the zeroth
order coefficients. The automatization of this procedure is straightforward as long as as one
knows the expansions of the different functions of ε. However, the appearance of distributions
at this stage prevents a straightforward numerical approach.

In n-space, the contributions’ expressions are standard functions. This means that we can
perform their sum and the limit numerically, without any analytical manipulation. The limit
ε → 0 can be evaluated in different ways. Two methods are presented in figure 2, where the
cross section as a function of ε, σε(n), is presented divided by its ‘exact’ result, i.e. the analytical
limit σ(n) = limε→0 σε(n) (of course, σ(n) can also be thought of as the Mellin transform of the
cross section calculated with more standard techniques).

In the left plot, the numerical calculation of σε(n = 1) has been performed for ε values small
enough to reach a precision which is sufficient for phenomenology applications. The limit can be
approximated by the value of σε(n = 1) for a small ε. In fact, one can see that in a large region
10−3 > |ε| > 10−6 the calculation is numerically stable and its result well within a few per mille
of the exact value. In the right plot, the Mellin transforms have been performed numerically
in order to simulate a more demanding calculation. In this situation, the numerical precision
limits the calculation of σε(n) to larger values of |ε|, and one cannot anymore approximate the
limit by taking ε small. In such cases, one can instead use a fit in the region near ε = 0 and
approximate the limit of σε(n) with the value of the fitting function at ε = 0. Any precision
requirement can be met by properly choosing the value of ε in the first method, or the position
of the fitted points and the order of the fit in the second. In fact, the first method corresponds
to a zeroth order fit.

4 Conclusions and perspectives

We have proposed the use of integral transforms as a way to allow for an easy numerical approach
to the problem of combining virtual and real contributions in cross section evaluations. We have
shown that the simple case of e+e− → qq̄(g) one-particle inclusive differential hard cross-section



Figure 2: Ratio of the calculated cross section σε(n) for ε 6= 0 and its exact value for n = 1 on the left, and
n = 1, 10, 102 and 103 (top to bottom) on the right, as functions of ε. In the left plot, σε(1) is the sum of the
numerical values of the different contributions directly obtained from their analytical expressions in Mellin space.
In the right plot, the contributions’ values are calculated with a numerical Mellin transform of their analytical
expression in x space, and the limits for ε → 0 are evaluated by extrapolating to ε = 0 the quadratic fits shown

in the plot.

can be treated straightforwardly using a Mellin transform. One advantage of this method is that
it does not rely in any way on the knowledge of the soft-collinear limit of the matrix elements:
it can therefore used immediately and identically at any order in perturbation theory.

Of course, the burden of the analytical manipulation has been, in first instance, only shifted
from the series expansion of the dimensional-regularized expression to the calculation of the
Mellin transform. This is straightforwardly done in the simple case that we have treated, but
will in general be much harder or even impossible. A possible avenue is to perform the transform
numerically, but as we have seen this has a cost in terms of numerical accuracy. An alternative
approach is to follow the method proposed in ref. 5, and perform the Mellin transform before
the integration over phase space.

Other possible roadblocks concern the extension to more than one variable, in order to
obtain fully exclusive distributions. While the problem of performing a multi-dimensional Mellin
transform does not appear daunting, their numerical inversion seems instead much more complex
than the mono-dimensional case, and we have not yet seriously tackled it. This extension, as
well as different approaches to the calculation of the Mellin transforms themselves, will be the
subject of future investigations.
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CALCULATION OF QCD LOOPS USING TREE-LEVEL MATRIX ELEMENTS
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The possibility of treating colour in one-loop amplitude calculations alike the other quantum
numbers is briefly discussed for semi-numerical algorithms based on generalized unitarity
and parametric integration techniques. Numerical results are presented for the calculation of
virtual corrections in multi-gluon scattering.

1 An algorithmic solution based on generalized unitarity for the evaluation of

colour-dressed one-loop amplitudes

The evaluation of QCD higher-order corrections in particular for multi-particle processes is in-
dispensable for a good understanding of total and differential cross sections at hadron colliders
such as the Tevatron or the LHC. The automation of these calculations at the next-to-leading
order (NLO) in the strong coupling constant has been a very appealing goal ever since the
Monte Carlo tools dealing with the computation of tree-level cross sections have matured and
been greatly optimized. Over the past few years a number of subtraction codes has been de-
veloped handling the cancellations of singularities occurring in NLO calculations in a general
way. Accordingly a standard interface has lately been agreed on between Monte Carlo tools
and one-loop matrix-element programs 1,2. Recently these programs have also shown a remark-
able advancement. New techniques based on combining generalized unitarity and parametric
integration methods have become available and made the computation of multi-leg one-loop cor-
rections feasible. Prominent examples are given by the vector boson plus 3 jet NLO predictions
provided by the BlackHat and Rocket groups 3,4,5,6 and the tt̄ plus 1 jet NLO result7. These
calculations separate the treatment of the colour quantum numbers from the other degrees of
freedom, which makes it harder to fully automatize these approaches. In a recent publication 8

it has been shown that the Ellis–Giele–Kunszt–Melnikov algorithm 9 can be extended to treat
colour along the same line with the other quantum numbers. Given the implementation for
ordered gluon one-loop amplitudes 10, the important changes are: the sums over ordered cuts
present in the decomposition of the one-loop integrands and amplitudes are replaced by sums
over unordered partitions including their non-cyclic and non-reflective permutations. Gluon
bubble contributions now come with a symmetry factor of 1/2!. The integrand’s residues are
calculated through products of colour-dressed tree-level amplitudes obtained from dressed re-
cursion relations where internal colour degrees of freedom are summed over. Finally, to extract
the lower-point coefficients, the subtraction terms due to higher-cut contributions are identified
by a de-pinching procedure that may involve loop-momentum shifts by external momenta.

aTalk presented at the 45th Rencontres de Moriond, Workshop on QCD and High Energy Interactions, March
13-20, 2010 at La Thuile, Italy.
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Figure 1: Double-, single-pole and finite-part accuracy distributions obtained from double-precision computations
of one-loop amplitudes for N = 4, 5, 6, 7 gluons with polarizations λk = + − + − . . . and randomly chosen
non-vanishing colour configurations. Results from the colour-dressed algorithm are compared to those of the
colour-ordered method (labeled “ordr”) indicated by dashed curves. The mean accuracies and the number of
randomly picked phase-space points (subject to the cuts detailed in the text) are displayed at the top and bottom

left of the plots, respectively. Phase-space points required to be calculated at higher precision were vetoed.

2 Numerical calculation of multi-gluon one-loop corrections

Taking the example of multi-gluon scattering, the performance and major results of the algorithm
briefly introduced in Section 1 are discussed below. A more comprehensive description of the
outcomes of these numerical calculations can be found in the original paper 8.

The convenient way to cross-check the results of the colour-dressed algorithm for the full
one-loop amplitudes for N gluons is to make use of the colour decomposition approach. Given
the polarization states λk ∈ {+,−} of the k = 1, . . . ,N gluons and their colours (ij)k using
the colour-flow notation ik, jk ∈ {1, 2, 3}, one sums up all relevant ordered amplitudes after
having multiplied them by their corresponding colour factors. The colour-ordered N -gluon one-
loop amplitudes are computed with the algorithm 10 based on the original Ellis–Giele–Kunszt–
Melnikov method. The quality of the one-loop amplitude determination can be analyzed by
means of the logarithmic relative deviations of the double (dp) and single poles (sp) and the
finite part (fp). They are defined as follows:

εdp = log10

|M(1)[1]

dp,num −M(1)

dp,th|
|M(1)

dp,th|
, εs/fp = log10

2 |M(1)[1]

s/fp,num
−M(1)[2]

s/fp,num
|

|M(1)[1]

s/fp,num
| + |M(1)[2]

s/fp,num
|

, (1)

Two independent solutions denoted by [1] and [2] are used to test the accuracies of the single
poles and finite parts. The analytic structure of the double poles is particularly simple and pro-

portional to the Born amplitudes, M(1)

dp,th = −(cΓ/ǫ2)N NC M(0) where NC denotes the number
of colours. This allows for a direct comparison with the semi-numerical results. Figure 1 shows
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Figure 2: Times τN to compute two N-gluon one-loop amplitudes for a hard, a simple and random colour
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results for the colour-dressed (drss) and colour-ordered (ordr) approach, respectively. The times to compute the
cut-constructible part of the amplitudes using the 4-dimensional (4D) versions of the algorithms are also shown.

the ε-distributions in absolute normalization obtained by using double-precision computations
for various numbers of external gluons with alternating polarization states. The phase-space
points are accepted if the generated momenta satisfy the cuts: |ηn| < 2 , p

⊥,n > 0.1 |E1 + E2|
and ∆Rkn > 0.7 where ηn and p

⊥,n respectively denote the pseudo-rapidity and transverse mo-
mentum of the n-th outgoing gluon (n = 3, . . . ,N); the ∆Rkn describe the pairwise geometric
separations in η and azimuthal-angle space of gluons k and n. For N ≥ 5 gluons, a small fraction
of events requires higher than double precision calculations to reliably determine the master-
integral coefficients.b These phase-space points can be identified by a simple procedure testing
the stability of the solutions for the bubble coefficients that contribute to the cut-constructible
part. As seen in the plots of Figure 1 the gluon one-loop amplitudes can be determined quite
accurately for the bulk of the events. The tails are sufficiently under control and fall off more
steeply for larger ε-values owing to the veto on points that yield unstable solutions in double-
precision calculations. The distributions and peak positions of the double poles are rather stable
while those of the single poles and finite parts noticeably shift to larger ε with an increasing
number N of gluons. In all cases the dressed approach is seen to provide more accurate results
than the method relying on the colour decomposition.

The complexity of the colour-dressed tree-level recursion relations and the asymptotic be-
haviour of the Stirling numbers of the second kind that govern the growth of the number of the
unitarity cuts both follow an exponential scaling law when more legs are added. The colour-
dressed algorithm is hence expected to scale similarly with N , i.e. the computing time τN is
proportional to xN where x is an attribute of the implemented algorithm. Relying on the colour
decomposition, the ordered one-loop amplitude calculations exhibit polynomial complexity while
the number of orderings that need be evaluated for one colour configuration grows factorially.
The effective growth however will be determined by the increase in the number of non-vanishing
orderings. Figure 2 depicts how the N -gluon one-loop amplitude computation times scale with
increasing N for different examples of assigning the gluons’ colour states. Amplitudes with a
small number of gluons, N ≤ 6, can always be calculated faster using the colour decomposition.
This remains true as long as there is a sufficient number of vanishing orderings, i.e. one deals
with simple colour configurations only. In all other cases – for random colour assignments most
importantly – the colour-dressed method takes over for N ≥ 7 owing to its milder exponential
growth. The curve fitting for the general case indicates base-values of x = 7.3(1) for the dressed
algorithm versus x = 9.5(1) when using the colour decomposition. One notices that the factorial
growth caused by the sum over orderings has been tamed to become effectively exponential.

bFor N = 6 and 7 gluons, about 3% and 10% of the events need be treated in higher precision, respectively.
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Figure 3: Consistency check for and relative errors of the phase-space integrations of colour-summed and colour-
sampled amplitudes at the Born plus virtual-correction level. The distributions are given as functions of the
number of generated uniform phase-space points; cuts are specified in the text. After 15900 events one obtains
〈S

(0+1)
MC 〉/〈S

(0+1)
col 〉 = 0.939± 0.039(MC)± 0.028(col) with the left plot showing errors due to colour sampling only.

Utilizing the ability of calculating the full one-loop amplitudes for multiple gluons, one can
study the effect of the Monte Carlo sampling over non-vanishing (“Non-Zero”) colour configu-
rations on the performance of phase-space integrations for the Born plus virtual contributions.
Figure 3 shows the simplest example of 2 → 2 gluon scattering. The colour-sampled and colour-

summed integrals are defined as S
(0+1)

MC = Wcol ×K and S
(0+1)

col =
∑

col K, respectively, where the
colour weight Wcol depends on the actual colour configuration (“col”) and the kernel is given by

K =
∣

∣

∣M(0)
∣

∣

∣

2
+

α̂s

2π
ℜ

(

M(1)

fp M(0)†
)

with α̂s ≡ 0.12 . (2)

In the left panel of Figure 3 the sampled and summed integrations are shown to converge after
about 103 Monte Carlo steps, NMC, while in the right panel their relative errors are displayed as
a function of NMC. One finds that the colour sampling only introduces an additional integration
uncertainty, which can be reduced more easily than the full colour sum can be carried out.
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e+e− → HADRONS IN INITIAL STATE RADIATION AND TWO-PHOTON
REACTIONS WITH BELLE AND BABAR

F. ANULLI
INFN, Sezione di Roma,

P.le Aldo Moro, 2 00185 Rome, Italy

We report on recent results of a variety of Belle and BABAR measurements of hadron pro-
duction involving e+e− initial state radiation and two photon production. These include
the precision measurement of the cross section of e+e− → π+π− and its implication for the
hadronic vacuum polarization correction to the anomalous magnetic moment of the muon;
search for new states in open-charm production; two-photon production of pairs of light pseu-
doscalar mesons and measurement of pseudoscalar meson transition form factors.

1 Introduction

Several aspects about the nature and production mechanisms of many hadronic states are still
poorly known or controversial. Study of exclusive final states at the B-factories, thanks to the
huge statistics and the clean experimental environment, can help on shedding light to that open
questions. We provide here a short review of the most recent results obtained using Initial State
Radiation (ISR) or two-photon fusion (γγ) events, with Belle and BABAR, the two experiments
that have operated for about ten years at the B-factories KEKB and PEP-II, respectively. Due
to the limited space, we give a description of the light hadrons production only, and provide
the proper references to the other results presented at the conference, namely, open-charm
production with ISR (e+e− → D(∗)D̄(∗) 1,2, e+e− → DD̄(∗)π 3), and the process γγ → DD̄ 4.

2 Hadronic cross sections and the (g − 2)µ

Precise measurements of the e+e− → hadrons cross section are necessary to evaluate the disper-
sion integrals for calculation of ahadµ , the hadronic contribution to the theoretical prediction of
aµ = (g−2)µ. Comparison of the theoretical and measured5 values shows a discrepancy of more
than three standard deviations when current e+e− data 6,7,8 are used, possibly hinting at new
physics. The BABAR Collaboration 9 has an intensive program to study the e+e− cross section
at low center-of-mass (CM) energy using ISR 10, with e+e− events collected at the peak of the
Υ(4S) resonance. A number of multi-hadron processes have been measured with unprecedented
accuracy, providing a major contribution to the calculation of ahadµ . Among them, the recent

measurement of the process e+e− → π+π− 11, which contribute for approximately 73% to ahadµ ,
and is also the leading contributor to the uncertainty of aµ.

The e+e− → X cross section, is deduced from a measurement of the radiative process
e+e− → Xγ, where the photon is emitted by the e+ or the e− with a CM energy E∗γ , and X

can be any final state produced at the reduced CM energy
√
s′ = mX , with s′ = s(1−2E∗γ/

√
s).



Figure 1: (Left) e+e− → π+π−(γ) cross section vs
√
s; in the inset, a detail of the region near the ρ peak is shown.

(Center) the γγ → π0π0 and (right) γγ → ηπ0 cross sections, shown as a function of the γγ invariant mass.

In this analysis, X = π+π−(γ) and X = µ+µ−(γ) are measured, with the charged pair possibly
accompanied by a final state radiation (FSR) photon. The ISR photon is detected at large
angle; the π+π− cross section are obtained from the ratio of pion to muon yield. In this way
the main systematic uncertainties cancel (e+e− integrated luminosity, ISR photon efficiency,
additional ISR). The measured π+π−(γ) bare cross section, including FSR, σ0ππ(γ)(

√
s′), is shown

in Fig. 1(left). Systematic uncertainties are about 0.5% in the region dominated by the ρ
peak, and do not exceed the statistical errors over the full measured spectrum. The leading-
order contribution to aµ is obtained integrating the measured cross section (up to 1.8 GeV ) and
amounts to

aπ
+π−(γ),LO
µ =

1

4π3

∫ ∞
4m2

π

ds′K(s′)σ0ππ(γ)(
√
s′) = (514.1± 2.2± 3.1)× 10−10, (1)

where K(s′) is a known kernel12, and the errors are statistical and systematic, respectively. This
value is larger than from a combination of previous e+e− data, (503.5± 3.5)× 10−10, while it is
in good agreement with the updated value extracted from τ spectral functions 13.

Combining BABAR result with the previous e+e− data and including all other contributions,
the discrepancy between the Standard Model prediction and the experimental value of aµ is
reduced to aexpµ − aSMµ = (25.5± 8.0)× 10−10, still above three standard deviations 13.

3 γγ in no-tag mode

Studies of exclusive final states in two-photon fusion processes, e+e− → e+e−γ?γ? → e+e−X,
provide valuable information concerning the physics of light- and heavy-quark hadrons, pertur-
bative and non perturbative QCD, and hadron production mechanism. The beam particles are
generally scattered at small angles, most of the times escaping undetected along the beam-line.
In such a case (no-tag mode) two quasi-real photons are produced with q2 = (p − p′)2 ' 0,
where p and p′ are the electron’s initial and final four momenta. At a B-factory, γγ invariant
masses up to W ∼ 5 GeV can be effectively studied; the final states are produced with even
C-parity and angular momentum J 6= 1. The Belle Collaboration 14 measured the production
cross section for several pairs of light mesons. Both experiments have also measured a number
of final states in the charm and charmonium sector.

The γγ → π0π0 and γγ → ηπ0 15, extracted from the corresponding e+e− → e+e−X cross
sections, and integrated over a CM angular range |cosθ∗γγ | < 0.8, are shown as a function of W
in Fig. 1. For W < 2 GeV the production is dominated by intermediate resonances with even
angular momentum and IG = 0+ (that is f0, f2...) in the π0π0, and IG = 1− (that is a0, a2...) in
the ηπ0 final state. Full partial wave analyses have been performed to disentangle the different
contributions and extract information on these states. The cross section at higher energies can be
compared to perturbative QCD predictions. At leading order, the π0π0 cross section is predicted



Figure 2: (Left) γ?γ → π0 TFF shown as a function of Q2; the horizontal dashed line refers to the asymptotic
value predicted by pQCD. (Right) γ?γ → ηc TFF normalized to the FF for zero transferred momentum; the solid

line is the result of the fit described in the text, while the dotted line refer to a LO pQCD prediction.

to be much smaller than of π+π−, and the ratio of π0π0 to π+π− to be in the range 0.03− 0.06.
The observed ratio shows a fast decrease for W < 3 GeV , and then flatten to a roughly constant
value of 0.3, which is significantly higher than the LO pQCD prediction, while it is not far from
the value of 0.5 as expected if the amplitudes for the two processes are the same. A prediction
of this kind is provided for example by the handbag model 16. A fit to a power law, W−n, of
the γγ → π0 differential cross section integrated over the polar angle |cosθ∗γγ | < 0.6, in the CM
energy region 3.1 < W < 4.1 GeV , gives a value of n = 6.9± 0.6± 0.7, which is compatible with
the results found for the π+π− and K+K− channels, while a significantly higher value is found
for the ηπ0 channel.

4 γγ in single-tag mode

If one of the electron is scattered at large angle and detected, the emitted photon is highly
off-shell, and the momentum transfer q21 = −Q2 is large. The cross section for pseudoscalar
meson (P ) production depends on only one form factor, F (Q2), which describe the γ?γ → P
transition 17. At large enough Q2, the form factor can be represented as a convolution of a
calculable hard scattering γ?γ → qq̄, with a non perturbative meson distribution amplitude
(DA), φP (x,Q2) 18, which describe the transition of the meson into two quarks, carrying a
fraction x and (1 − x) of the meson momentum. Measurements of the transition form factors
(TFF) can be used to determine its dependence on x. The BABAR Collaboration has measured
the TFF for the neutral pion and the ηc.

The π0 is reconstructed from its decay into two photons. A total of about 14000 γγ → π0

events are selected in 442 fb−1 of data, and divided in 17 Q2 bins of different width, from 4
to 40 GeV 2. The TFF extracted from the measured cross section is shown in Fig. 2(left). The
BABAR results19 are in agreement with a previous measurement by the CLEO Collaboration20

in the Q2 range from 4 to 9 GeV 2, but have significantly better precision. The horizontal dashed
line shown in the plot indicates the asymptotic limitQ2F (Q2) =

√
2fπ ≈ 0.185 GeV forQ2 →∞,

as predicted by pQCD18. The measured TFF exceeds the limit for Q2 > 10 GeV 2, contradicting
most models for the pion DA which predict form factors approaching the asymptotic limit from
below.

A similar analysis has been performed to measure the γ?γ → ηc TFF, with ηc reconstructed
through the decay ηc → KSK

±π∓. This channel has been studied also in no-tag mode, in
order to measure the parameters of the resonance, in particular the product of the two-photon
width times the branching fraction, and normalize F (Q2) to F (Q2 = 0). The γ?γ → ηc TFF
measured 21 in the single-tag analysis is shown in Fig. 2(right). Experimental data are well
described by the monopole form |F (Q2)/F (0)| = 1/(1 +Q2/Λ). The fitted value for the pole is



Λ = (8.5± 0.6± 0.7) GeV 2, consistent with that expected from vector dominance, Λ = m2
J/ψ =

9.6 GeV 2, and with a lattice QCD calculation 22. The data lie instead systematically below a
calculation at leading-order pQCD 23, but within the quoted theoretical uncertainties.

5 Conclusions

ISR and γγ processes have proved to be very effective tools for studying hadronic interactions
at low energies, when combined with the high statistics provided by the modern B-factories.
Here, we have reported about a small fraction of the numerous measurements performed, with
unprecedented accuracy, by the Belle and BABAR experiments.
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Searches for High-Mass Standard Model Higgs Boson at the Tevatron

Ralf Bernhard
on behalf of the DØ and CDF collaborations

Physikalisches Institut, Albert-Ludwigs Universität Freiburg, Germany

Searches for the Standard Model Higgs boson at a center-of-mass energy of
√
s =1.96 TeV,

using up to 5.4 fb−1 of data collected with the CDF and DØ detectors at the Fermilab
Tevatron collider in the mass range around 160 GeV/c2 are presented. As no significant
excess is observed, limits on standard-model Higgs boson production are set.

1 Introduction

In the standard-model of particle physics the Higgs mechanism is responsible for breaking elec-
troweak symmetry, thereby giving mass to the W and Z bosons. It predicts the existence of a
heavy scalar boson, the Higgs boson, with a mass that can not be predicted by the standard-
model . Direct searches for the Higgs Boson were performed at the LEP experiments and yielded
a direct mass limit of mH > 114.4 GeV/c2 1 at the 95% confidence level (CL) a.

Indirect limits have been placed on the Higgs boson mass by the LEP, SLD and Tevatron
experiments from electroweak precision measurements2. The main contribution to these indirect
constraints from the Tevatron experiments are the measurements of theW Boson and top quark
masses 2. The standard-model fit yields a best value of mH = 87+35

−26
GeV/c2 3. The upper limit

on the Higgs mass at 95% CL is mH < 157 GeV/c2. If the direct mass limit is also taken into
account this limit is increased to mH < 186 GeV/c2.

At the Tevatron CDF and DØ search for direct Higgs boson production in the mass range
above the LEP limit using pp̄ collisions at

√
s = 1.96 TeV. The relevant processes at these

energies are associated Higgs production (qq′ → WH, qq̄ → ZH) and gluon fusion (gg → H).

The main focus here is for masses above mH = 140 GeV/c2 (high mass region) where the
Higgs boson will predominantly decay into WW boson pairs. Leptons from the decays of the
W bosons and the missing transverse energy are used to reject background. In order to take

aAll limits given in this paper are at 95% CL



advantage of the maximum potential signal acceptance, also the associated production with a
W or Z boson and Higgs boson production via vector boson fusion is considered.

2 H → WW
(∗) → ℓνℓ′ν ′

The dominant decay mode for higher Higgs boson masses is H → WW(∗). The leptonic decays of
the W bosons are used to suppress the QCD background. The signature of the gg→ H→ WW(∗)

channel is two high-pT opposite signed isolated leptons with a small azimuthal separation, ∆φℓℓ,
due to the spin-correlation between the final-state leptons in the decay of the spin-0 Higgs boson.
In contrast, the lepton pairs from background events, mainly WW events, are predominantly
back-to-back in ∆φℓℓ. This is shown in Figure 1 (left) for a preselected CDF data sample
with zero reconstructed jets. An additional selection requires Emiss

T > 25 GeV for CDF and
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Figure 1: CDF H → WW(∗) channel: The azimuthal angle between the two leptons in the H → WW(∗) search.
Due to spin correlations, the signal is at low ∆φℓℓ, whereas the background is at high ∆φℓℓ.

Emiss

T > 20 GeV for DØ to account for the neutrinos in the final state. DØ defines three
final states (e+e−, e±µ∓, and µ+µ−) 4. CDF separates the H → WW(∗) events into five non-
overlapping samples, first by separating the events by jet multiplicity (0, 1 or 2), then subdviding
the 0 and 1 jet samples in two, one having a low signal/background (S/B) ratio, the other
having a higher one. In these analyses, the final discriminants are neural-network outputs
based on several kinematic variables. These include likelihoods constructed from matrix-element
probabilities as input to the neural network for CDF and is shown on the right side of Figure 1.
The NN distribution for DØ is shown in Figure 2 on the left side and the background subtracted
NN distribution in the center of Figure 2. The expected yields for CDF in this five channels are
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Figure 2: DØ H → WW(∗) channel: The NN distribution (left) and background subtracted distribution of the
NN (center) and the obtained median observed and expected limits on the production cross-section (right).



32 signal events and 1840 background events in 5.3 fb−1 of data and for DØ in the three search
channels 30 signal events and 2445 background events in 5.4 fb−1 of data.

3 Additional Acceptance

Additional signal acceptance is gained by including events with low dilepton invariant mass as a
separate search region and the search for associated Higgs production in events with same-sign
dileptons and trileptons in the final state. For each of the search channels a neural network is
trained on a weighted combination of known signal and background events from Monte Carlo
independently for each of the Higgs mass hypothesis.

3.1 Low Dilepton Invariant Mass

To increase signal acceptance, events with low dilepton invariant mass (Mll < 16 GeV/c2) of the
opposite-sign signal region selection are analyzed at CDF separately. In this case only events
with zero or one jets are considered. Heavy flavor contributions (J/ψ, Υ) are effectively removed
by the missing transverse energy requirements. The primary background in this selection region
are Wγ events, where the photon is misidentified as a lepton. The modeling of this background is
tested with a control sample of the same selection but two same-sign leptons which is composed
primarily of Wγ events. The expected yield of this selection is about one signal event and 100
background events.

3.2 Same-Sign Dileptons

To further increase the sensitivity, also searches for Higgs signal in like sign, or same-sign (SS),
dileptons are performed. These occur naturally in VH → VWW production, when the vector
boson (Z or W) and one of the W bosons from the Higgs decay leptonically. The primary
backgrounds in this search are from charge misidentification of a real lepton and misidentification
of a photon or jet as a lepton. At DØ the rate of charge mis-measurements for muons is
determined by comparing the independent charge measurements within the solenoidal and in
the toroidal fields of the detector. For electrons the charge mis-measurement rate is determined
by comparing the charge measurement from the solenoid with the azimuthal offset between the
track and the calorimeter cluster associated to the electron. The additional expected acceptance
for CDF in this channel is 2.1 signal events and 81 background events in 5.3 fb−1 of data and
for DØ 1.1 events and 118 background events in 2.5 fb−1 of data.

3.3 Trileptons

CDF searches in addition for a potential Higgs signal in the trilepton final state. Trilepton
events occur naturally in WH → WWW production, in the case where all three W bosons decay
leptonically, and in ZH → ZWW production, where the Z boson and one of the W bosons
from the Higgs decay leptonically while the second W boson decays hadronically. The gluon
fusion and vector boson fusion production modes contribute to the trilepton final state only in
cases where a photon or jet is misidentified as a lepton and are therefore not considered. The
primary background in this search is WZ production. To allow better discrimination against
the dominant WZ background, events are separated into two channels depending on whether or
not there are two same-flavor opposite-sign leptons with an invariant mass of the Z-boson.

Trilepton events with a same-flavor opposite-sign dilepton pair in the Z-mass peak have a
Higgs signal contribution predominantly from ZH production. These events are required to have
missing transverse energy larger than 10 GeV only since ZH trilepton events will in most cases
contain a single neutrino. The decay of the second W boson in ZH trilepton events most often



results in the production of additional jets, so one or more reconstructed jets are required. The
expected yields of this selection are 0.6 signal events and 24 background events in 5.3 fb−1 of
data. The output of the NN classifier is shown in Figure 3 on the left.

Trilepton events without a same-flavor opposite-sign dilepton pair in the Z-mass peak have
a Higgs signal contribution predominantly from WH production. Because most WH trilepton
events contain three neutrinos, they typically have high values of missing transverse energy
(center of Figure 3), and these events are required to have missing transverse energy larger than
20 GeV. The expected yields of this selection are 0.8 signal events and 15 background events in
5.3 fb−1 of data.
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Figure 3: CDF: NN output classifier for the ZH trilepton events (left) and missing transverse energy for the WH
trilepton search (center).

4 Results

No excess above the background expectation have been found neither by the CDF experiment
nor the DØ experiment, therefore limits on the production cross-section of the Higgs boson can
be set. The obtained limits of the combination of the orthogonal search channels for CDF on the
production cross-section as a function of the Higgs boson mass are shown in Figure 3 on the right
side. The best sensitivity is reached for a Higgs boson mass of 165 GeV/c2 with an extracted
median observed (expected) limit on the production cross-section of σ95/σSM = 1.13 (1.03).

DØ uses the NN distribution (Figure 2 on the left) to extract median observed (expected)
limits on the production cross-section of σ95/σSM = 1.55 (1.36) for mH = 165 GeV/c2. The
obtained limits on the production cross-section as a function of the Higgs boson mass are shown
in Figure 2 on the right side.

A recent combination of the limits on Higgs boson production from the two Tevatron ex-
periments excluded at the 95% CL a standard-model Higgs boson in the mass range 162–166
GeV 6,7.
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Combinations of Searches for SM Higgs at the Tevatron

Wei-Ming Yao
Physics MS-50B-5239, Lawrence Berkeley National Lab, 1 Cyclotron Road,

Berkeley, CA 94720, USA

We present the recent results from combinations of searches for a standard model (SM) Higgs
boson (H) by the CDF and D0 experiments at the Tevatron pp̄ collider at

√

s = 1.96 TeV.
The data correspond to an integrated total luminosity of 2.0-4.8 (CDF) and 2.1-5.4 (D0) fb−1

of pp̄ collisions. No excess is observed above background expectation, and resulting limits on
Higgs boson production exclude a standard-model Higgs boson in the mass range 162–166
GeV/c2 at the 95% C.L. The absence of gg → H → WW also constrains some new physics
such as 4th generation models. Assuming the presence of a fourth sequential generation of
fermions with very large masses, we exclude a standard-model-like Higgs boson with a mass
between 131 and 204 GeV/c2.

1 Introduction

The search for the standard model(SM) Higgs boson has been a major goal of HEP for many
years, and is a central part of Tevatron physics program. Recent observations of single top
production 1 and diboson production 2 in semileptonic decayss have paved the way for Tevatron
to probe the production process with cross section at sub-pb level. Direct search from LEP and
global fit of precision electroweak data constrains the Higgs mass between 114.4 GeV/c2 and
186 GeV/c2 at 95% C.L., which therefore places the SM Higgs boson within the Tevatron reach.
In this note, we present the recent results from the combination of multiple direct searches for
the SM Higgs boson at the Tevatron 3. The analyses that are combined seek signals of Higgs
bosons produced in associated with vector bosons (qq̄ → W/ZH), through gluon-gluon fusion
(gg → H), and through vector boson fusion (VBF) (qq̄ → q′q̄′H) corresponding to integrated
luminosities ranging from 2.0 to 4.8 fb−1 at CDF and 2.1 to 5.4 fb−1 at D0.

1.1 Higgs Search Strategies

The Higgs search strategies are quite similar for the corresponding CDF and D0 analyses. Based
on Higgs decay, we divide the searches into many different channels. The Higgs signature can be
either H → bb̄ at low mass, H → W+W− at high mass, H → τ+τ−, or H → γγ. Both CDF and
D0 empolyed “no channel too small” strategies to gain signal acceptances while reducing the
background with advanced multivariate analysis techniques, such as neural network(NN), matrix
element(ME), and boosted decision tree(BDT). There are in total 90 mutually exclusive final
states, 54 channels from D0 and 36 channels from CDF. All analyses provide binned histograms
of the final discriminant for signal and background predictions itemized separately for each
source, and the data. More details for the low and high-mass SM Higgs searches can be found
in these talks 4.



We use the most recent high-order calculations of the SM Higgs production cross section
and decay branching ratio to normalize the signal event yield in each individual channel. So we
can combine them statistically.

1.2 Combination Procedures

To gain confidence that the final result does not depend on the details of statistical method, we
perform two types of combinations, using Bayesian and Modified Frequentist approaches, which
yield results that agree within 10%. Both methods rely on distributions of final discriminants,
not just on events counts. Systematic uncertainties are treated as nuisance parameters with
truncated Gaussian. Both methods use likelihood calculations based on Poisson probabilities.
There are two types of systematic uncertainties that affect the rate and shape of estimated signal
and background in a correlated way. The rate systematic only affects overall normalization while
the shape systematic is changing differential distribution due to the jet energy scale(JES) and
Monte Carlo(MC) modeling.

CDF and D0 share common systematic uncertainties on luminosity, the theoretical cross
sections, and some scale and PDF veriations, which are treated as correlated. Other sources of
systematic are experiment dependent, treated uncorrelated between experiments, but correlated
within the experiment, such as lepton identification, b-tagging efficiency, JES, detector effects
and instrumental backgrounds.

In order to check the consistency between data and expectations, we rebin the final dis-
criminant from each channel in terms of signal to background ratio (s/b) and the data with
similar s/b may be added without loss in sensitivity. Figure 1 show the data after background
subtraction, compared to the expected signal as function of log(s/b) for mH = 115 and 165
GeV/c2, respectively. There is no significant excess of events observed in the higest s/b bins.
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Figure 1: Background-subtracted data distributions for the discriminant histograms, summed for bins with similar
s/b, for mH = 115 GeV/c2 (left) and mH = 165 GeV/c2 (right).

2 Combined Tevatron Searches for SM Higgs

Before extracting the combined results, we check the search sensitivity using log-likelihood ra-
tio(LLR) for different hypotheses to quantify the expected sensitivity across the mass range
tested. Figure 2 (left) shows the combined distributions of the log-likelihood ratio as function of
Higgs mass. The black dot curve is for the background-only hypothesis, the red dot curve is for
signal-plus-background hypothesis, and the solid curve is for the observed data. The sizes of one
and two sigma bands indicate the width of the LLR background-only distribution. The sepa-
ration between the background-only and signal-plus-background hypotheses provides a measure
of the search sensitivity, which is about one sigma at low mass and slightly more than 2 sigma
at mH = 165 GeV/c2.

Figure 2 (middle) shows the ratio of the 95% C.L. expected and observed limit to the SM
Higgs cross section times branching ratio at the Tevatron after combining CDF and D0 searches



together using the results presented at HCP 09 3. We obtain the observed limit of 2.70 with
expected 1.78 for mH = 115 GeV/c2 and 0.94 with expected 0.89 for mH = 165 GeV/c2.

Since then we have combined searches using H → W+W− only and have published the first
joint CDF and D0 publication 5. For the first time, the Tevatron set mass exclusion in the mass
range between 162 and 166 GeV/c2 with expected 159 < mH < 169 GeV/c2 at 95% C.L. as
shown in Figure 2(right).
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fluctuate, in the absence of signal.

3 Constraints on Fourth-Generation Fermion Models

With the absence of H → WW signal, we can constrain some new physics models such as 4th

generation, which may exist in nature if the masses are much higher than the current experiment
limit. In this scenario gg → H coupling is enhanced by a factor of K = 3 with additional heavy
quarks in the triangle loop. The production cross section then is enhanced by a factor of K2

and K for the heavy quark and the electro-weak contributions, respectively. The Higgs decay
is also modified due to the presence of 4th generation, in particular, the partial decay width
for H → gg is enhanced by the same factor as production cross section. Two 4th generation
scenarios are considered in this study:

• high-mass scenario: set mν4 = ml4 = 1 TeV/c2;

• low-mass scenario: set mν4 = 80 GeV/c2, ml4 = 100 GeV/c2, just above the current limit.

The analysis strategy 6 is similar to the one used in the SM Higgs case, except we consider
gg → H → WW signal only by ignoring contributions from WH, ZH, and VBF; loosen the
δφ < 2.5 cuts for D0 analysis to gain acceptance for large mH ; extending the Higgs mass from
110 to 300 GeV/c2.

Keeping the same background predictions, we use the same combination procedure to set
the limit on σ(pp̄ → H) × B(H → W+W−) as function of Higgs mass. The combined limit
is shown in Figure 3(left) along with the 4th generation theory predictions 7 for the high-mass
scenario, as well as for the low-mass scenario.

In order to set limits on mH in these two scenrios, we perform a second combination on the
limit relative to the model prediction, including the uncertainties on the prediction due to scale
and pdf uncertainties at each Higgs mass tested.

Figure 3 (right) shows the 95% C.L. limit over the model prediction as a function of Higgs
mass. In the low-mass scenario, we exclude a SM-like Higgs boson with a mass in the range
130-210 GeV/c2, with an expected exclusion of 125-218 GeV/c2.
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4 Conclusions and Future Prospects

We present recent results from combinations of searches for a standard model (SM) Higgs boson
(H) by the CDF and D0 experiments at the Tevatron pp̄ collider at

√
s = 1.96 TeV. The

data correspond to an integrated total luminosity of 2.0-4.8 (CDF) and 2.1-5.4 (D0) fb−1 of pp̄
collisions. No excess is observed above background expectation, and resulting limits on Higgs
boson production exclude a standard-model Higgs boson in the mass range 162–166 GeV at the
95% C.L. The absence of gg → H → WW can also constrain some new physics such as 4th

generation models. Assuming the presence of a fourth sequential generation of fermions with
very large masses, we exclude a standard-model-like Higgs boson with a mass between 131 and
204 GeV/c2.

The Tevatron is doing remarkably well and has delivered an integrated luminosity close to
9 fb−1. Both CDF and D0 continue to add additional Higgs sensitivity with “no channel too
small” strategies. By this summer, we aim to publish the combined searches in full mass region
and each experiment should reach individual exclusion sensitivity near mH = 165 GeV. With 12
fb−1 by 2012, the Tevatron would either find some evidence for the SM Higgs boson or exclude
it up to mH < 180 GeV/c2 at 95% conference level.
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HADRONIC PRODUCTION OF A HIGGS BOSON AND TWO JETS AT

NEXT TO LEADING ORDER.
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We present an update on the next-to-leading order calculation of the rate for Higgs boson
production in association with two jets. Our new calculation incorporates the full analytic
result for the one-loop virtual amplitude. Results are presented for the Tevatron, where
implications for the Higgs search are sketched, and for the LHC at

√

s = 7 TeV.

1 Higgs-Gluon coupling in the large mt limit

In this talk we present results for the production of a Higgs boson in association with two
jets which has recently been implemented in MCFM 1. Our calculation is performed at next-
to-leading order (NLO) using an effective Lagrangian to express the coupling of gluons to the
Higgs field,

Lint
H =

C

2
H tr Gµν Gµν . (1)

This Lagrangian replaces the full one-loop coupling of the Higgs boson to the gluons via an
intermediate top quark loop by an effective local operator. The effective Lagrangian approxima-
tion is valid in the limit mH < 2mt and, in the presence of additional jets, when the transverse
momenta of the jets is not much larger than the top mass mt. A commonly used improvement of
the effective Lagrangian approximation is to multiply the resulting differential jet cross section
by a ratio R given by,

R =
σfinite mt(gg → H)

σmt→∞
(gg → H)

, (2)

where σ(gg → H) is the total cross section.

This rescaling is known to be an excellent approximation for the LO Higgs + 2 jet rate 2.
Our numerical results for the Higgs cross section will not include the rescaling of Eq. (2).
The phenomenology of the production of a Higgs boson in association with two jets has been
presented 3 for the LHC operating at

√
s = 14 TeV. Over the last few years a great deal of

effort has been devoted to the analytic calculation of one-loop corrections to Higgs + n-parton
amplitudes, with particular emphasis on the n = 4 amplitudes which are relevant for this
study. The complete set of one-loop amplitudes for all Higgs + 4 parton processes are now
available 4,5,6,7,8,9,10. The values of the amplitudes calculated by the new analytic code and the
previous semi-numerical code 3 are in full numerical agreement for all amplitudes.

To define the jets we perform clustering according to the kT algorithm, with jet definitions
detailed further below.



Figure 1: Scale dependence for the Higgs + 2 jet cross section, with the Higgs decay into W−(→ µ−ν̄)W +(→ νe+),
at the Tevatron and using the a central scale µ0 = MH . Results are shown for the minimal set of cuts in Eq. (3)

(upper curves) and for cuts that mimic the latest CDF H →WW ⋆ analysis (lower curves).

2 Tevatron results

We have checked the scale dependence of the NLO cross section using both a very simple set of
inclusive cuts, with no requirements on the Higgs boson decay products,

pt(jet) > 15 GeV, |ηjet| < 2.5, Rjet,jet > 0.4 , (3)

and cuts which more closely resemble the experimental setup of CDF. The results are shown in
Fig. 1, the overall shape of the scale variation is not sensitive to the cuts on the decay products
of the Higgs. At the Tevatron the search for the Higgs boson has been divided into jet bins. As
such it has been argued 11 that one should estimate the overall scale uncertainty by using the
appropriate PDF’s and αs running for the order in perturbation theory to which the Higgs plus
number of jets amplitudes are known. Anastasiou et al. 11 use NNLO results for the 0-jet bin,
NLO results for the 1-jet bin and LO results for the 2-jet bin, which dominates the overall scale
uncertainty. However, with our NLO result we can update Anastasiou et al’s Eq. (4.3).

∆Nsignal(scale)

Nsignal

= 60% ·
(

+5%
−9%

)

+ 29% ·
(

+24%
−23%

)

+ 11% ·
(

+35%
−31%

)

=
(

+13.8%
−15.5%

)

(4)

The result in Eq. (4) updates the Anastasiou et al.11 result (+20%,−16.9%), reducing the overall
scale uncertainty.

3 LHC results

In order to study the impact of the NLO corrections at the LHC, we adopt a different set of
cuts to define the jets. The rapidity range of the detectors is expected to be much broader,
allowing for a larger jet separation too, and we choose a somewhat higher minimum transverse
momentum,

pt(jet) > 40 GeV, |ηjet| < 4.5, Rjet,jet > 0.8 . (5)

In this section we do not consider the decay of the Higgs boson for the sake of simplicity.
Since results for this scenario have already been discussed at some length 3, we restrict

ourselves to a short survey of the essential elements of the phenomenology at the lower centre-
of-mass energy,

√
s = 7 TeV. We present the scale dependence of the LHC cross section for Higgs

+ 2 jets (mH = 160 GeV) in Figure 2. As noted in the earlier paper 3, the corrections are quite
modest using our central scale choice, µ0 = µH , increasing the cross section by approximately
21%. Once again, although the scale dependence is much reduced it is still substantial.



Figure 2: Scale dependence for the Higgs boson + 2 jet cross section, using the basic set of cuts in Eq. (5) and a
central scale choice µ0 = mH .

3.1 Weak boson fusion

The Higgs plus two jet process produces the same final state as expected from Higgs production
via weak boson fusion (WBF). Therefore the contribution from gluon fusion must be taken into
account when considering measurements of the Higgs coupling to W and Z bosons.

To address this issue, in this section we present a study of the rate of events expected using
typical WBF search cuts. In addition to the cuts already imposed (Eq. (5)), these correspond
to,

|ηj1 − ηj2| > 4.2 , ηj1 · ηj2 < 0 , (6)

where j1 and j2 are the two jets with the highest transverse momenta. These cuts pick out the
distinctive signature of two hard jets in opposite hemispheres separated by a large distance in
pseudorapidity.

In Fig 3 we show the dependence of the cross section on the c.o.m. energy, from
√

s = 7 TeV
to

√
s = 14 TeV.

We show the cross section both before and after application of the additional WBF search
cuts given in Eq. (6), together with the corresponding results for the WBF process. The QCD
corrections to both processes decrease slightly as

√
s is increased, whilst the ratio of the gluon

fusion to WBF cross sections after the search cuts are applied increases from 20% at 7 TeV to
35% at 14 TeV. This indicates that, viewed as a background to the weak boson fusion process,
the hadronic Higgs + 2 jet process is less troublesome at energies below the nominal design
value.

4 Conclusions

We have presented phenomenological predictions for the production of a Higgs boson and two jets
through gluon fusion. These predictions have been made possible through the implementation
of recent compact analytic results for the relevant 1-loop amplitudes 4,5,6,7,8,9,10. The speed with
which these amplitudes can be evaluated has enabled us to improve upon an existing semi-
numerical implementation of the same process 3, with various decays of the Higgs boson now
included.

We have investigated the behaviour of the NLO cross section at the Tevatron, where con-
tributions from this channel form part of the event sample for the latest Higgs searches. We
find that corrections to the event rate in the Higgs + ≥ 2 jet bin are modest and that the scale
variation is reduced from ≈ (+90%,−44%) at LO to ≈ (+37%,−30%) at NLO.

For the LHC we have provided a brief study of the behaviour of our predictions for collisions
at

√
s = 7 TeV. We have also performed an analysis of this channel in the context of detecting a



Figure 3: The
√

s dependence of the cross section for mH = 160 GeV at LO (dashed) and NLO (solid). Results
are shown for the minimal set of cuts in Eq. (5) (two upper red curves) and after application of the additional
WBF Higgs search cuts given in Eq. (6) (two lower red curves). The cross section for the weak boson fusion

process is also shown for comparison (four central blue curves).

Higgs boson via weak boson fusion, where the improved theoretical prediction presented in this
paper is essential in the long-term for making a measurement of the Higgs boson couplings to
W and Z bosons.
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BEYOND HEAVY TOP LIMIT IN HIGGS BOSON PRODUCTION AT LHC

Alexey Pak, Mikhail Rogal, and Matthias Steinhauser

Institut für Theoretische Teilchenphysik (TTP), KIT Karlsruhe

QCD corrections to inclusive Higgs boson production at the LHC are evaluated at next-to-
next-to leading order. By performing asymptotic expansion of the cross section near the limit
of infinitely heavy top quark we obtained a few first top mass-suppressed terms. The correc-
tions to the hadronic cross sections are found to be small compared to the scale uncertainty,
thus justifying the use of heavy top quark approximation in many published results.

1 Introduction

The Large Hadron Collider (LHC) at CERN is expected to provide insights on the mechanism of
electroweak symmetry breaking, possibly by discovering the elusive Higgs boson. In the Standard
Model, the dominant process of the Higgs boson production is the gluon fusion, gg → H,
mediated by a top quark loop. Predictions of Higgs boson production in gluon fusion both at
the Tevatron and the LHC 1,2 include electroweak effects and results beyond the fixed-order
perturbation theory, but QCD corrections have the greatest numerical effect. Since 1977, when
the leading order (LO) calculation appeared 3, also next-to-leading order (NLO) 4,5,6, and more
recently next-to-next-to-leading order (NNLO) 7,8,9,10 QCD corrections have been evaluated.

While the NLO results are exact in the top quark and Higgs boson masses, the NNLO
results rely on the effective theory built in the limit of the large top quark mass (for a review see
e.g. Ref. 11). At NLO, this approximation results in < 2% deviations from the exact result for
MH < 2Mt

12,13. NNLO effects of the finite top quark mass have been first indirectly addressed
in Ref. 14, where the asymptotics in the opposite limit of large center-of-mass energy

√
ŝ were

considered. Recently, two independent groups 15,16,17 performed an expansion of the inclusive
Higgs production cross-section in ρ = M2

H
/M2

t . In this contribution we summarize those results
and provide some details of our calculation 16.

2 Calculation of partonic cross-sections

The QCD corrections to the cross-sections of partons are:

σ̂ij→H+X = ÂLO

(

∆
(0)
ij

+
αs

π
∆

(1)
ij

+

(

αs

π

)2

∆
(2)
ij

+ . . .

)

, ÂLO =
GF α2

s

288
√

2π
f0(ρ, 0). (1)

Here ij denote one of the possible initial states: gg, qg, qq̄, qq, or qq′, and q and q′ stand
for (different) massless quark flavours. At the leading order, the only non-zero contribution is

∆
(0)
gg = δ(1 − x), and the function f0(ρ, 0) 18 describes the mass dependence. We focus on the



Figure 1: Sample forward scattering diagrams whose cuts correspond to the LO, NLO and NNLO corrections to
gg → H. Dashed, curly and solid lines represent Higgs bosons, gluons and top quarks, respectively.

x- and ρ-dependence of ∆
(1)
ij

and ∆
(2)
ij

. As is common in the literature, by “infinite top quark

mass approximation” we assume that ∆
(k)
ij

are evaluated for Mt → ∞, but ÂLO is exact in Mt.

To account for the real and virtual corrections we employ the optical theorem and compute
imaginary parts of the four-point forward-scattering amplitudes such as in Fig. 1. After the
asymptotic expansion in the limit M2

t ≫ ŝ, M2
H

the loop integrals factorize. The most non-
trivial cases are two-loop four-point functions dependent on both ŝ and MH . Reducing them
with IBP’s 19 we obtain around 30 master integrals. The latter are available 10, however, we
re-computed them with the combination of soft expansion and differential equation methods.

Finally, we add renormalization terms and obtain a few first terms in the expansion of ∆
(k)
ij

in
powers of ρ, where coefficients are functions of x.

3 NLO and NNLO results

In Fig. 2 we compare the x-dependence of the exact NLO results 4,5,6 (evaluated for MH =
130 GeV and Mt = 173.1 GeV) to the O(ρn) approximations for successive n. The leading term
in ρ is smooth and demonstrates a reasonably good agreement with the exact curve for x → 1.
However, the higher order terms in ρ introduce divergences at x → 0 which are the most obvious
for the qq̄ channel. This signifies the breakdown of the assumption that M2

t ≫ ŝ for large ŝ.
Note, however, the decent convergence above the threshold for the top quark pair production (in
Fig. 2, xth ≈ 0.14). To recover the proper x → 0 behaviour, we utilize ŝ → ∞ asymptotics 14,17.
Interpolation between the O(ρn) result and the value at x → 0 (dots in Fig. 2) agrees well with
the exact curve for the gg channel. For the quark channels, the introduced error in hadronic
contributions does not exceed 50%, which, if also true at NNLO, translates to a shift less than
the total scale uncertainty of the full NNLO cross-section.

The NNLO diagrams require considerably more effort. Using the known virtual correc-

tions 17,18 we were able to evaluate three terms in the expansion of ∆
(2)
gg and four terms in the

other channels. Our analytic results are in full agreement with the Mt → ∞ results 10 and the
mass corrections expanded in (1 − x) (soft expansion) 15,17. In Fig. 3 we present x-dependence

of the functions ∆
(2)
gg , ∆

(2)
qg , and ∆

(2)
gq̄ , with interpolations constructed similarly to the NLO case.
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Figure 2: NLO partonic cross sections for the (a) gg, (b) qg and (c) qq̄ channel as functions of x for MH = 130 GeV.
The expansion in ρ → 0 (dashed lines) is compared with the exact result (solid lines). Lines with longer dashes

include higher order terms in ρ. The interpolation (see text) is shown as a dotted line.
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Figure 3: Partonic NNLO cross sections for the (a) gg, (b) qg, (c) qq̄ channels for MH = 130 GeV. Lines with
longer dashes include higher order terms in ρ. Dotted lines corresponds to interpolation.

4 Hadronic results

The hadronic cross sections are given by the convolution of σ̂ij→H+X with the corresponding
parton distribution functions (PDFs). We decompose it into LO, NLO, and NNLO contributions:

σpp′→H+X(s) = σLO + δσNLO + δσNNLO. In Fig. 4 we show the MH -dependence of δ
(2)
qg , δ

(2)
qq̄ ,

and δ
(2)
qq normalized to the infinte top quark mass result, labeled with subscript ∞. In all cases

the power-suppressed terms lead to an increase of the cross section between 4% and 10% for
the quark-gluon and up to 25% for the quark-anti-quark channel in our range of Higgs boson
masses. For the qq and qq′ channels we observe rapid convergence beyond 1/M2

t .

NNLO corrections to the gg channel are shown in Fig. 5(a). Finally, in Fig. 5(b) we present
the gluon-induced cross-section including exact LO and NLO contributions. Minor differences
with the left panel of Fig. 7 in Ref. 15 can be attributed to the different matching procedure. As
one can see, the effects of matching near x = 0 and Mt-suppressed corrections nearly cancel and
the final deviation from the heavy top mass result is below 1% (when exact LO mass dependence
is factored out).

5 Conclusion

We present the NNLO production cross section of the Standard Model Higgs boson including
the finite top quark mass effects. To improve x → 0 behaviour for the gluon-gluon channel we
match our results to the ŝ → ∞ limit. The numerical impact of the top quark mass suppressed
terms is below 1% and thus about a factor of ten smaller than the scale variation uncertainty.
Our calculation justifies the use of the heavy top quark mass approximation in NNLO cross
section calculations. In addition, we independently confirm the analytic results in the heavy top
limit 10 and the soft expansion of Mt-suppressed terms 15.
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Figure 4: NNLO contributions to hadronic cross section with higher orders in 1/Mt (from short to long dashes)
normalized to the heave top quark mass result, (a) qg, (b) qq̄, (c) qq. Channels qq′ and qq are almost identical.
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Figure 5: (a) Ratio of the NNLO hadronic cross section (gg contribution) including successive higher orders
in 1/Mt normalized to the infinite top quark mass result. (b) Prediction for the gluon-induced inclusive Higgs

production cross section up to NNLO normalized to the heavy top limit.
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HIGGS TO FOUR TAUS AT ALEPH

JAMES BEACHAM,
on behalf of the ALEPH Collaboration

Department of Physics, New York University, 4 Washington Place,
New York, NY, USA

A search has been performed on 683 pb−1 of data collected by the ALEPH detector at the
Large Electron-Positron (LEP), collider at centre-of-mass energies from 183 to 209 GeV look-
ing for a Higgs boson decaying into four τ leptons via intermediate pseudoscalar a particles,
for a Higgs mass range of 70 to 114 GeV/c2 and an a mass range of 4 to 12 GeV/c2. No excess

above background is seen and a limit is placed on ξ2 = σ(e+e−→Z+h)

σSM (e+e−→Z+h)
× (h → aa) × (a →

τ+τ−)2 in the mh,ma plane. For mh < 107 GeV/c2 and ma < 10 GeV/c2, ξ2 > 1 can be
excluded at the 95% confidence level.

1 Introduction

Direct searches at LEP2 for the standard model (SM) Higgs boson, h, decaying into bb̄ or τ+τ−

placed a lower bound of 114 GeV/c2 on the Higgs mass1. However, fits of the SM to electroweak
precision data suggest a Higgs with a mass within the kinematic limit of LEP. Additionally, a
small, non-SM-like excess observed at a Higgs mass of around 100 GeV/c2 in the bb̄ final state at
LEP and the fine-tuning needed in the minimal supersymmetric standard model (MSSM) have
led to the consideration of models, such as the next-to minimal supersymmetric standard model
(NMSSM) 2, that feature exotic Higgs boson decays and naturally light pseudoscalar particles,
a. In these models, new decay channels, such as h→ aa, can dominate over h→ bb̄ and render
the Higgs boson “invisible” to conventional searches. In particular, the Higgs can decay into
four SM particles instead of two, via two intermediate a particles. Several of these possible final
states, such as h → 2a → 4b, are already highly constrained by existing analyses; see Ref. 3,
for example. For ma < 2mb, however, the decay a → τ+τ− is expected; this process, with the
Higgs decaying into τ+τ−τ+τ− for a Higgs mass range of 86 to 114 GeV/c2, is not covered by
existing analyses. To investigate this range, the ALEPH data has been revisited. The present
analysis is described in detail in Ref. 4.

2 The ALEPH Detector

A detailed description of the ALEPH detector can be found in Ref. 5 and of its performance in
Ref. 6. High momentum resolution is achieved via a large tracking volume immersed in a 1.5
T magnetic field. An energy-flow reconstruction algorithm measures total visible energy in the
event by combining measurements from the tracking sub-detectors and the electromagnetic and
hadronic calorimeters, and provides a list of reconstructed objects (energy-flow objects) which



are classified as charged particles (which correspond to charged particle tracks, here called
tracks), photons, and neutral hadrons. These energy-flow objects are the basic entities used in
the present analysis.

During LEP2 the machine operated at centre-of-mass energies from 183 to 209 GeV and
collected data corresponding to a total integrated luminosity of 683 pb−1.

3 Signal and Background Samples

We revived all steps of the ALEPH analysis framework, including the ability to generate sim-
ulated samples of standard model background and data. We produced 3000 simulated signal
events (with h → aa followed by a → τ+τ−) for each of the three Z decay channels considered
and for each combination of Higgs boson and pseudoscalar masses in the ranges 70 < mh <
114 GeV/c2 and 4 < ma < 12 GeV/c2 in steps of 2 GeV/c2. For the relevant background pro-
cesses, our samples were either 10-30 or 300-1000 times larger than the data, depending upon
the process.

4 Event Selection

For the mass range considered, the Higgs is produced approximately at rest, and thus the decay
h → 2a → 4τ results in a pair of taus recoiling against another pair of taus. For the a mass
range considered, the decay products of each 2τ system will be observed as a highly-collimated
jet of charged particles. Due to this high level of collimation, individual identification of taus,
via standard algorithms, would fail. Instead, we used the fact that each tau decays into either
one charged particle or three charged particles, and we would thus expect each a jet to contain
two, four or six tracks. We used the JADE algorithm to form jets with a ycut chosen to merge
proto-jets up to a mass of mjet = 15 GeV/c2.

We considered three possible decays of the Z boson, namely Z → e+e−, Z → µ+µ−, and Z
→ νν̄, and formulated a set of loose selection criteria (convenient to allow comparison of data
and simulation at an intermediate stage without compromising the blind nature of the analysis)
and final selection criteria for each of the two Z decay classes considered: Z→ l+l− (where l = e
or µ) and Z → νν̄.

4.1 Z → l+l−

For the Z → l+l− channel, four-fermion background processes are prominent. We used ALEPH
lepton identification algorithms to mask the two most energetic leptons in the event from the
list of objects clustered by the JADE jet-finding algorithm. The loose selection consisted of
the following requirements: Two oppositely-charged, isolated leptons; two jets, well-contained
within the tracking volume (| cos θj | < 0.9 ); and the jets and leptons sufficiently isolated from
each other (| cos θminjl | < 0.95). The final selection consisted of the following requirements: The
invariant mass of the lepton pair near the Z mass (80 < ml+l−(γ) < 120 GeV/c2, where γ
indicates an isolated photon that may have been radiated from one of the leptons and which is
added to the di-lepton system if doing so corresponds to an invariant mass closer to the Z mass
than the di-lepton pair alone); missing energy due to neutrinos from tau decays (/E > 20 GeV);
jets sufficiently separated (| cos θjj | < 0); and a signal-like track multiplicity, i.e., each jet must
contain either two or four tracks.

4.2 Z → νν̄

The Z → νν̄ channel represents a larger branching ratio of the Z than the lepton channel,
and thus drives the analysis. A major background contribution arises from γγ events. The



loose selection consisted of the following requirements: Modest missing energy and missing mass
(/E > 30 GeV and /m > 20 GeV/c2); exactly two jets, well-contained in the tracking volume,
with a modest invariant mass cut on the dijet system (| cos θj | < 0.85 and mjj > 10 GeV/c2);
requirements on the angle of the missing momentum vector with the beam axis and the total
visible energy in the event, to reject substantial portions of two-photon-initiated and beam
background events (| cos θmiss| < 0.9 and Evis > 0.05 ECM ); and modest requirements on the
most energetic jet (Ej1 > 25 GeV and containing either two or four tracks). The final selection
consisted of the following requirements: Less than 5 GeV within 30◦ of the beam axis, to reject
events with energy deposits in the forward region of the detector; consistency with the Z boson
decaying to neutrinos (/E > 60 GeV and /m > 90 GeV/c2); small aplanarity (< 0.05), consistent
with two back-to-back, highly collimated jets; and a signal-like track multiplicity, i.e., each jet
must contain either two or four tracks.

5 Results

Based upon these selection criteria, our signal efficiency ranged from ∼25% to ∼50%, depending
on Z decay channel, Higgs mass, and a mass. We determined that, for the Z → l+l− channel,
we should expect ∼3 signal events versus < 0.2 background events, and for the Z → νν̄ channel
our expectation was ∼11 signal events versus ∼6 background events.

Systematic uncertainties in our Monte Carlo simulation were estimated to be 5% for all signal
and 10% for background in the Z → l+l− channel versus 30% for background in the Z → νν̄
channel. We found that the background estimate and the number of events seen in data at the
loose selection agreed within the systematic and statistical uncertainty for all Z channels.

For the Z → l+l− channels, we observed zero events after applying all selection criteria,
while for the Z → νν̄ channel we observed two events. These observations are consistent with
background.

We place limits on the cross section times branching ratio of our signal process with respect to
the SM Higgsstrahlung production cross section, ξ2 = σ(e+e−→Z+h)

σSM (e+e−→Z+h)×(h→ aa)×(a→ τ+τ−)2.
The limits are based upon event counts in three separate track multiplicity bins (corresponding
to events with two jets where 1) each jet contains two tracks, 2) each jet contains four tracks,
or 3) one jet contains two tracks while the other contains four tracks) times each of the three Z
decay channels considered, resulting in nine categories. The resulting joint probability density
for the event counts is then used to construct confidence intervals using a generalized version of
the Feldman-Cousins technique 7, which incorporates systematic uncertainties in a frequentist
way 8 9. Results are shown, for the 95% confidence level, as a function of mh (for ma = 10
GeV/c2) on the left in Fig. 1 and as contours within the mh,ma plane on the right in Fig. 1.
Note that our selection criteria do not depend on mh or ma, and thus our upper limits are fully
correlated. The observed number of events is consistent with a downward fluctuation of the
background and, as such, our limits on ξ2 are stronger than expected.

Also shown on the left in Fig. 1 is the effect of these results upon some possible favored
scenarios in the NMSSM; see Ref. 10, Figures 17 and 21 therein. Our limits highly constrain
scenarios with tanβ ≥ 3, while scenarios with tanβ ≤ 2, where there is a larger branching ratio
of the Z boson into jets, remain unconstrained.
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Figure 16: ξ2 for h = h1 as a function of ma1 and mh1 for points with G < 20 and | cos θA| <

cos θmax
A (ma). These plots are those obtained using the “fixed-µ” scanning procedure for tan β = 3.

Figure 17: ξ2 for h = h1 as a function of ma1 and mh1 for points with F < 15, G < 20 and
| cos θA| < cos θmax

A (ma). These plots are those obtained using the described scanning procedure
for tanβ = 3.

| cos θA| < cos θmax
A (ma1) are imposed. These same remarks also apply to the tan β = 10

plots of Figs. 18 and 19 as well as to the tan β = 50 fixed-µ-scan plot of Fig. 20. (Note
that no F < 15, G < 20 points survived our limited statistics electroweak finetuning scan
in the tan β = 50 case and so there is no corresponding figure.)

In addition, we have also considered ξ2 expectations in scenarios with rather low tan β.
These were detailed in [33]. There, we performed fixed-µ scans as defined earlier, with the
difference that at tan β = 1.7 and tan β = 1.2 we used different values for MSUSY and
A parameters, which values are indicated on the figures. At tan β = 2 we employed
MSUSY = −A = 300 GeV as for the fixed-µ scans for tan β = 3, 10, 50.

The main distinguishing characteristic of the low tan β scenarios is that both h1 and
h2 can be light with masses not far from 100 GeV, although there are certainly choices for

– 15 –

Figure 20: ξ2 for h = h1 as a function of ma1 and mh1 for points with G < 20 and | cos θA| <

cos θmax
A (ma). These plots are those obtained using the “fixed-µ” scanning procedure for tan β = 50.

Figure 21: ξ2
1 as a function of ma1 and mh1 for points with G < 20 and | cos θA| < cos θmax

A (ma1)
and tanβ = 2. These plots are those obtained using a “fixed-µ” scanning procedure with the µ,
MSUSY and A parameters indicated on the figure. We have not indicated different ma1 mass ranges
using different colors in these figures.

the case that V V couples primarily to the h1 so that when mh1 ≤ 105 GeV we have the
“ideal” Higgs explanation of the precision electroweak data.

For tan β <∼ 1.7, there are some interesting new subtleties compared to tan β >∼ 2.
Plots of ξ2

1 of the h1 and ξ2
2 of h2 appear in Figs. 22 and 23, respectively. In these plots,

we follow the notation established in Ref. [33]. In detail, the blue +’s are all points that
satisfy the NMHDECAY constraints. The red crosses single out those points for which
mh1 < 65 GeV. Yellow squares indicate points for which BR(h1 → a1a1) < 0.7. In [33],
there were also points indicated by green diamonds for which in addition the light CP-odd
Higgs is primarily doublet-like, cos2 θA > 0.5. However, these are absent from the present
plots, not because of the improved cos θmax

A limits from the recent BaBar data, but rather
because of the G < 20 requirement which very strongly disfavors large | cos θA| at all ma1 ,

– 17 –
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      arXiv:1002.1971

Figure 1: Left: Observed and expected 95% CL limit on ξ2 as a function of mh for ma = 10 GeV/c2. Also shown
are some favored points in the parameter space of the NMSSM. Right: Contours of observed 95% CL limit on ξ2

in the mh,ma plane.

6 Conclusions

We have performed a search for a Higgs decaying into four taus via Higgstrahlung at LEP2,
for the process h → 2a → 4τ and Z → e+e−, µ+µ−, or νν̄, using ALEPH data. We observed
no excess above background, and for mh < 107 GeV/c2 and ma < 10 GeV/c2, ξ2 > 1 can be
excluded at the 95% CL, where ξ2 = σ(e+e−→Z+h)

σSM (e+e−→Z+h) × (h→ aa)× (a→ τ+τ−)2. This analysis
covers a region of parameter space previously unexplored and further constrains models that
feature light pseudoscalar Higgs particles and non-standard Higgs decays, such as the NMSSM.
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CP -properties of the Higgs-boson couplings from H + dijets through gluon fusion

Jeppe R. Andersen
Theory Division, Physics Department, CERN, CH-1211 Geneva 23, Switzerland

At lowest order in perturbation theory, the production of a Higgs boson in association with
dijets displays a strong correlation in the azimuthal angle between the dijets, induced by the
CP -properties of the Higgs Boson coupling. However, the phase space cuts necessary for
a clean extraction of the CP -properties in the gluon fusion channel simultaneously induce
large corrections from emissions of hard radiation and thus formation of additional jets. This
contribution discusses how the CP -properties of the Higgs boson coupling can be cleanly
extracted from events with more than two jets, based on a technique developed from insight
into the high energy limit of hard scattering matrix elements.

1 Introduction

One of the primary goals of experiments at the CERN Large Hadron Collider (LHC) is the search
for the Higgs boson(s) which, within the Standard Model (SM) and many of its extensions,
provide direct access to the dynamics of electroweak symmetry breaking. Once discovered, the
focus of Higgs physics will turn to the study of Higgs boson properties, like its mass, spin, CP
parity and the strength and structure of Higgs boson couplings to heavy fermions and gauge
bosons.

Among the various Higgs channels at the LHC, the production of a Higgs boson in association
with two energetic jets has emerged as particularly promising in providing information on the
dynamics of the Higgs sector. This is true in particular for the gluon fusion channel, where the
CP -properties of the Higgs boson couplings to the fermions in the loop-induced coupling can be
extracted1: Tree-level considerations lead to the expectations of a strong azimuthal correlation
between the two jets, with a phase depending on the relative weight of a CP -even (SM-like) and
CP -odd coupling. The azimuthal angle modulations get particularly pronounced when the two
jets are widely separated in rapidity. Equivalent effects are expected in vector boson fusion and
have been discussed in Ref.2,3 for the idealised situation of parton level events at leading order.

The extraction of the CP -properties of the Higgs boson couplings in gluon fusion will require
some cut on the rapidity separation between the two hard (e.g. p

⊥
> 40GeV) jets; typically,

they are required to be at least 3 units apart in rapidity1, or alternatively4 the Higgs boson is
required to be produced between the dijets in rapidity, with a minimum distance of .5-1 units
of rapidity between the Higgs boson and the hard jets.

2 Hard Radiative Corrections

The tree-level observations leading to the expectation of the azimuthal correlation are jeopar-
dised by the requirement of a size-able rapidity separation between the jets. For the gluon fusion
channel, this requirement increases the hard radiative corrections leading to the formation of
additional jets; and therefore one must address the problem of how to extract the CP -properties
of the Higgs boson couplings from events with strictly more than two jets, where one might think
it is not so clear how to generalise the azimuthal angle studied for events of pure Higgs-boson
plus dijet. It is clear that the study of just the azimuthal angle between any two jets (e.g. the
two hardest) will necessarily be less correlated once real radiative corrections are taken into
account. This contribution discusses how to form an observable, so that the extraction of the
CP -properties is stable against radiative corrections4.

First, we will briefly discuss the reason for the increasing weight of real, hard radiative
corrections as the rapidity span between the dijets is increased. This is caused by two effects.
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from Ref.6 Right: The differential cross section on the azimuthal angle discussed in the text for the tree-level
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First, two widely separated (in rapidity) jets will dominate the contribution to the light-cone
momentum fraction of the partons extracted from the proton, so the relative impact of extracting
a little extra energy from the proton in order to form an additional central jet is small (the
details will obviously depend on just how steeply the parton density functions are falling with
increasing x). Secondly, the phase space for the emission of additional radiation increases as the
rapidity span between the most forward and most backward jet is increased. These kinematic
considerations are shared of course by all processes, and by all models for the these (e.g. shower
MC, fixed order perturbation theory). The amount of hard radiation generated obviously differs
between different processes (e.g. Higgs boson+dijets through weak boson fusion or gluon fusion5),
and between different models of a given process (e.g. shower MC, NLO, resummation). To
illustrate this last effect, Figure 1 (taken from Ref.6) displays the average number of jets in
events (at a pp-machine with

√
s = 10TeV) with a Higgs-boson in association with at least

two hard jets (of transverse momentum greater than 40GeV) as a function of the rapidity
span between the most forward and most backward hard jet, as calculated at fixed next-to-
leading order7 (green), Sherpa8 with tree-level matching up to Higgs-boson plus four partons
using Comix9 (red), and finally an all-order sum of the leading radiative corrections for widely
separated emissions10,11,12,13 (blue). The width of the bands indicate the scale variation, but the
initial choice is different and the range of variation is smaller in Sherpa than in the two other
models. We see that all models for this process predicts a strong correlation between the rapidity
span between the most forward and most backward hard jet, and the average number of hard
jets (all above 40GeV in transverse momentum) in the event. In fact, the increasing relevance of
the high-multiplicity states with growing rapidity span is a central motivation for the BFKL14,15

resummation programme for hard processes. Indeed, the strong correlation between the rapidity
span of the event and the average number of hard jets were observed in variants16,17 on the BFKL
formalism also for pure jets18 and W+dijets19. While the BFKL formalism reproduces the limit
of the full QCD amplitudes for infinite rapidity separation between all (hard) particles, the
formalism developed in Ref.10,11,12,13 obeys also other constraints (e.g. gauge-invariance) in all
of phase space (i.e. also for sub-leading kinematics).

Figure 1 also indicates that for the rapidity spans of interest for the extraction of the CP -
properties, the average number of jets is significantly larger than 2. For the NLO calculation,



the exclusive 2-jet and 3-jet rates have to be equal, in order to get an average number of hard
jets of 2.5. It is clear that understanding the pattern of multi-jet radiation will be important
for a stable extraction of the CP -properties of the Higgs-boson couplings.

3 Lessons From The High Energy Limit

In order to generalise the lowest order study of the azimuthal angle between the dijets to the
case of multiple hard jets we start by studying the (colour and helicity summed and averaged)
square of the matrix element for gg → g · · · ghg · · · g in the limit of infinite rapidity separation
between each produced particle (the so-called multi-Regge-kinematic (MRK) limit):

∣

∣Mgg→g···ghg···g

∣

∣

2 → 4ŝ2

N2
C
− 1

(

j
∏

i=1

CA g2
s

p2
i⊥

)

|CH(qa⊥,qb⊥)|2
q2

a⊥
q2

b⊥





n
∏

i=j+1

CA g2
s

p2
i⊥



 , (1)

where qa⊥ = −∑j

i=1 pi⊥, where j is the number of gluons with rapidity smaller than that of the
Higgs boson, and qb⊥ = qa⊥−ph⊥. In this limit, the contribution from quark-initiated processes
is found by just a change of one colour factor CA → CF for each incoming gluon replaced by a
quark. The effective vertex for the coupling of a SM Higgs boson to two off-shell gluons through
a top loop is in the combined large-mt and MRK limit20

CH(qa⊥,qb⊥) = i
A

2

(

|ph⊥|2 − |qa⊥|2 − |qb⊥|2
)

= −iA qa⊥ · qb⊥,

A =
αs

3πv
, v = 246 GeV.

(2)

In the simple case of hjj at tree level in the SM we recover from Eq. (2) a cosine modulation in
the azimuthal angle between the two jets, which is indeed the correct limiting behaviour seen
in the full tree-level matrix element. A CP-odd contribution to the coupling would introduce
a sinus-component, and a phase-shift in the angular distributions discussed later. However,
Eq. (2) also hints how to recover this azimuthal modulation in events with more than two jets4:
simply divide the jets into two sets according to whether their rapidities are smaller or greater
than that of the Higgs boson; then calculate the azimuthal angle between the transverse sum of
vectors from each set. This angle will in the MRK limit display the same behaviour as that of
the azimuthal angle between the two partons in the lowest order analysis.

4 Results

In Ref.4 we checked the stability of the angle as defined above against several corrections beyond
the tree-level description, and will here present just a few of the findings. The first thing one
could worry about is the stability against the effects, both perturbative and non-perturbative,
included in a general-purpose Monte Carlo generator. In Fig. 1 (right) we compare the azimuthal
modulation using the definition discussed in the previous section found at tree-level with that
found after showering and hadronisation of these states with Herwig++

21. We see that the
azimuthal modulation survives the effects of hadronisation etc., and also that the real emission
from the shower, which does not end up in hard jets (and is thus not included in the construction
of the azimuthal angle), does not spoil the positions of the peaks and troughs of the distribution.

While the shower-formalism correctly resums the soft- and collinear radiation from the tree-
level hjj-configuration, the pure shower-formalism underestimates the amount of hard radiation,
which can lead to further decorrelation. In order to check the stability of the azimuthal dis-
tribution, against such radiation, we analyse the constructed azimuthal observable on a set of
hjj-events generated in the all-order formalism discussed earlier10,11,12,13. In Fig. 2 we show on
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the left the distribution of the number of hard jets in the event sample within the cuts mentioned
in the figure. The exclusive 2-jet rate accounts for around 60% of the inclusive two-jet rate, so
it is clearly necessary with a strategy for a stable extraction of the CP -properties of the Higgs
boson couplings for events with strictly more than two jets. In Fig. 2 (right) we have used the
same event sample as used for the plot on the left, and show the differential distribution on the
azimuthal angle constructed as discussed. Furthermore, we compare this to the result obtained
at lowest order.

In conclusion, the constructed azimuthal observable is clearly very stable against higher order
perturbative corrections, allowing for a stable extraction of the CP -properties of the Higgs boson
couplings in gluon fusion.
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TOP QUARK PAIR PRODUCTION AT THE TEVATRON

M. BEGEL
for the CDF & DØ Collaborations
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Upton, New York 11973, United States

Recent innovations in the measurement of the inclusive tt̄ production cross section at the Fer-
milab Tevatron collider have improved the precision of the results. Two recent measurements
that apply these techniques, in the ℓ+jets and dilepton decay channels, are presented. The
CDF and D0 collaborations have also begun making differential measurements of tt̄ produc-
tion. The first measurement of tt̄+jet production and of dσ/dpT binned in top-quark pT are
presented. In all cases, expectations from next-to-leading order perturbative QCD agree with
the measurements from the CDF and D0 collaborations.

There were two recent innovations that improved the uncertainty of the inclusive tt̄ cross
section at

√
s = 1.96 TeV. The first, implemented by the CDF collaboration, normalized the tt̄

cross section to the production of Z bosons. This swapped the systematic uncertainty associated
with the experimentally measured luminosity (dominated by the inelastic pp̄ cross section at√
s = 1.8 TeV) with the smaller uncertainty associated with the perturbative QCD (pQCD)

prediction for Z boson production. Measuring the ratio also allowed for reduction of common
systematic uncertainties, such as those related to lepton efficiencies. CDF used this technique
to measure the inclusive tt̄ cross section in the ℓ+jets decay channel.1 The measurement was
performed as both a template fit to the output of an artificial neural network (ANN) trained
to separate tt̄ signal from background and as a counting experiment using b-tagging to suppress
background contributions (Fig. 1). The total uncertainty in each measurement improved by
approximately 20% by normalizing to the Z boson. The two measurements were combined
yielding σtt̄ = 7.70±0.52 pb for a top quark mass mt = 172.5 GeV. The result is consistent with
the standard model next-to-leading order pQCD (NLO pQCD) prediction σtt̄ = 7.45+0.72

−0.63 pb.2

The second improvement came from further investment in multi-variate analysis techniques
such as ANN (used in the CDF ℓ+jets result above) and boosted decision trees (BDT). The
latter was used by the D0 collaboration in a recent measurement of the inclusive tt̄ cross section
in the dilepton decay channel.3 The BDT was trained on tt̄ signal and the Z/γ⋆ and diboson
backgrounds. A cut, optimized on S/

√
S +B, was placed on the BDT discriminant output

for the e+e− and µ+µ− decay channels. The resulting cross section, shown in Fig. 2, was
σtt̄ = 8.8± 1.4 pb at mt = 172.5 GeV. This result, measured with

∫ L = 4.3 fb−1, was combined
with an earlier 1 fb−1 measurement yielding σtt̄ = 8.4± 1.2 pb which is in good agreement with
the NLO pQCD expectation.2

Results on the inclusive tt̄ cross section, in several decay channels, from the CDF and D0
collaborations are summarized in Fig. 3. The measurements are consistent with each other and
with expectations from NLO pQCD.2,4,5
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theoretical predictions.2,4,5

In addition to the inclusive tt̄ cross section results summarized above, both collaborations
have recently begun measuring differential cross sections. CDF has made the first measurement
of the cross section for jet production associated with the tt̄. The jet multiplicity distribution
and pT spectrum of the fifth jet in ℓ+jet events are shown in Fig. 4. The theoretical cross section
for this process, known to LO for many years, has been recently calculated to NLO.7 This was a
very difficult calculation and is an important step towards the full NNLO pQCD calculation for
tt̄ production. The theoretical expectation of σtt̄j = 1.79+0.16

−0.31 pb agrees with the measurement
of 1.6± 0.2 ± 0.5 pb.

Comparisons between measurements of the inclusive jet cross section binned in jet pT and
pQCD calculations are used to extract information about partons and the strong force. These
comparisons are, however, obscured by the non-abelian nature of QCD through the fragmen-
tation and hadronization processes. The top quark, with its exceptionally large mass, has a
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Figure 3: Summary of recent tt̄ cross section measurements by the CDF (left) and D0 (right) collaborations. The
results are compared with expectations from three NLO pQCD calculations.2,4,5
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shorter lifetime than the characteristic hadron-formation time, so top quarks typically decay
before interacting via the strong force. Measurements of top quark kinematics essentially access
the properties of a bare quark. The D0 collaboration has recently measured the differential cross
section for tt̄ production binned in the top-quark pT .

8 The cross section is shown in ratio to NLO
pQCD9 in Fig. 5. Expectations from an approximate NNLO pQCD calculation5 and from three
event generators 10,11,12 are also shown. The LO pQCD results disagree in normalization with
the measurement; all the calculations agree with the shape of the cross section.

In summary, recent innovations in the measurement of the inclusive tt̄ production cross
section have allowed significant improvements in precision. Two recent measurements, in the
ℓ+jets and dilepton decay channels, were presented. The CDF and D0 collaborations are also
measuring differential tt̄ production. The first measurement of tt̄+jet production and of dσ/dpT
binned in top-quark pT were presented. In all cases, expectations from NLO pQCD agreed with
the measurements from the CDF and D0 collaborations.
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Top Quark Mass Measurements
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The top quark mass is a fundamental parameter of the Standard Model (SM). The precision
measurement of its mass combined with W boson mass measurement can constrain the mass
range of the SM Higgs boson, which is the only unobserved SM particle. In this letter we
present updated results of selected analyses using data up to 4:8 fb�1 of pp̄ collisions at
Tevatron Fermilab obtained by the CDF and D0 detector.

1 Introduction

The top quark, observed by both the CDF and D0 experiments in 1995 1,2, is by far the heaviest
known elementary particle and its mass is almost 40 times heavier than its isospin partner, the
bottom (b) quark3. Due to the heavy mass, the top quark plays an important role in electroweak
radiative corrections. Therefore, top quark mass (Mtop) measurements are important tests of
the Standard Model (SM) and provide constraints on the Higgs boson mass. For these reasons,
the CDF and D0 collaborations have measured Mtop in all possible ways, and with continuous
improvement.

2 Top quark production and decay

Top quarks at the Tevatron are predominantly produced in pairs, and decay almost always to
a W boson and a b quark in the SM. The topology of tt̄ events depends on the different decay
of the two W bosons. In the dilepton channel, each W boson decay to charged lepton (electron
and muon) and neutrino. Events in this channel thus contain two leptons, two b-quark jets,
and two undetected neutrino. Because of the presence of two leptons, this channel has the
lowest background. However the dilepton channel has the smallest branching fraction. In the
all-jets channel, each W boson decays to two jets so that this channel contains two b quark jets
and four light quark jets. This channel has the largest branching fraction but also the largest
background from QCD multijet production. The lepton+jets channel has one W boson decaying
leptonically and the other hadronically so that we have one charged lepton, two b-quark jets, two
light quark jets, and one undetected neutrino. Because of the relatively large branching fraction
with manageable background levels, we made the most precise Mtop measurements using events
in the lepton+jets decay topology.

To improvement the Mtop measurement, CDF and D0 collaborations identify b quarks using

the properties of the longer lifetime of metastable B hadrons 4,5. Therefore jets arising from b
quarks have secondary vertices that are displayed from the primary collision vertex. b-tagging



significantly improve not only background fraction but also the combinatorics of jet-to-parton
assignments, improving Mtop resolution.

In the lepton+jets and all-jets channels, we have at least one W boson decaying hadron-
ically (W decaying to two jets). Therefore we use the reconstructed dijet mass from W bo-
son decay to constrain, in situ, the largest systematic in Mtop measurements, the jet energy
scale (JES), which is the calibration between jets energies and parton level energies, because of
the narrow decay width and well known mass of the W boson.

3 Top quark mass measurement

For the Mtop measurements, two primary techniques have been established. The template
method (TM) uses the distributions of variables (templates) which are strongly correlated with
the top quark mass and JES. In the building of a probability, only a few variables (usually less
than two) are used, for instance reconstructed top quark mass and dijet mass in the lepton+jets
channel. The Matrix Element Method (ME) uses event’s probability to be a combinates signals
and background. ME exploit all the information in the event by using a leading order matrix
element calculation convoluted with parton distribution function and transfer functions (TFs)
making connection between detector response and parton level particle. Because we can use
all the information in principle, ME usually provide better precision of Mtop than TM. Both
techniques employ a likelihood to compare data to the modeling of signals and background to
extract Mtop.

D0 has a ME measurement in the lepton+jets channel using 3.6 fb−1. D0 employed neural
network (NN) based b-tagging 5 to improve signal to background ratio and also reduce jets to
partons assignments. The TF factorizes into contributions from the individual top pair decay
products. One can assume that the angles are well measured while their energy and momentum
resolutions are determined from MC simulations. D0 estimates TF for four different η regions
and for b jets, light jets, and leptons. A W+jets ME is used to estimate background probabilities.
In situ JES calibration is performed using dijet mass from hadronically decaying W bosons. D0
measure Mtop = 173.7 ± 1.8 GeV/c2 6.

CDF also has a ME based measurement in the lepton+jets channel using 4.8 fb−1. This
analysis integrates over more than 19 variables using a quasi-MC integration technique to account
imperfect assumptions about perfectly measured angles and intermediate particle masses. TF
is parameterized as a function of η and pT separately for b-jets and light jets. This analysis also
makes a cut using a NN to reject not only background contribution but also poorly modeled
signal events where the objects in the detector do not match the assumed partons at the matrix
element level. In this measurement, we increase muon acceptance by using missing energy
plus two jets trigger which give almost 30% more candidate events with a similar signal to
background ratio. With in situ JES calibration, we measure Mtop = 172.8 ± 1.3 GeV/c2 7.
This measurement is the most precise top quark mass measurement in the world to date.

CDF has another lepton+jets channel measurement using TM. We uses exactly the same
data as the ME analysis, including missing energy plus two jets trigger to increase muon accep-
tance. In this measurement, three variables are used to estimate probabilities of events. The
first two variables are the reconstructed top quark mass from the kinematic fitter and dijet
mass from hadronically decaying W boson used to make the Mtop measurement with in situ
JES calibration in the same channel 8. In addition, a 3rd variable is introduced: the 2nd best
reconstructed top quark mass by choosing 2nd jets to parton assignment based on the kinematic
fit. To take into account correlation between the variables and build probabilities without pa-
rameterization, kernel density estimation (KDE) 8,9 was employed. This revisit in a measured
Mtop = 172.0 ± 1.5 GeV/c2 10. This measurement use a technique complementary to the ME
based measurement and gives a consistent result.



CDF has a dilepton channel measurement using TM. Two variables sensitive to Mtop are
used by taking into account the correlations using KDE. One variable is the reconstructed top
quark mass using the neutrino weighting algorithm (NWA) 11,12 in the underconstrained system
from two neutrinos. The unknown pseudorapidities of the two neutrinos are integrated over.
The solutions for a given top quark mass are weighted by using measured missing transverse
energy. The other variable is mT2

13,14 which is a measure of transverse mass in two miss-
ing particles final states. It provides a measured Mtop in the dilepton channel 15 and is the
first use of this technique. The simultaneous measurement with the two variables gives Mtop
= 170.6 ± 3.8 GeV/c2 10.

Because two TM measurements share the same machinery, a simultaneous measurement
can be made using the lepton+jets and dilepton channels 8. The correlation of systematic
uncertainties is intrinsically taken into account. The combined measurement both lepton+jets
and dilepton channels using 4.8 fb−1 data gives Mtop = 171.9 ± 1.5 GeV/c2 10.

D0 makes a dilepton channel measurement using a rather different idea with 1 fb−1 of data.
The basic idea is to use the measured tt̄ production cross section as a function of top quark mass
and compare with predictions from theoretical calculations. In general, the different theoretical
prediction gives different results but all the measurements are consistent with results from the
direct measurement 16.
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Figure 1: World average top quark mass and comparison with individual measurements from CDF and D0
experiments.

The measurements from different channels and different experiments can be combined using
the best linear unbiased estimation technique, as shown in Fig. 1. In such combinations cor-
relations among uncertainties for different results are properly taken into account. As a world
average, we have Mtop = 173.1 ± 1.3 GeV/c2 17 with a good agreement between different chan-
nels and methods. However, this combination does not reflect recent updates. Especially CDF
ME measurement in the lepton+jets channel has approximately same precision with this world
average due to improvements of machinery, using more data, and increasing muon acceptance
etc. The combination reflecting all the updated measurements will give much better precision
of Mtop .

3.1 Top and anti-top quark mass difference measurement

The precision determination of Mtop allows us to measure the mass difference between top
quark and anti-top quark to a few GeV. In the CPT theorem, which is fundamental to any
local Lorentz-invariant quantum field theory, the quark mass should be same as its anti-quark



partner. Despite the fact that no violations have ever been observed in the meson and baryon
sectors, it is important to test CPT violation in all sectors such as quarks and high mass
particles. D0 collaboration has a first direct measurement of top quark and anti-top quark mass
difference (δMtop ) in the lepton+jets channel using the ME technique. In the ME calculation,
one assumes SM-like tt̄ production and decay, where identical particle and antiparticle masses
are assumed for b quarks and W bosons but not for top quarks. Using 1 fb−1 of pp̄ collisions
data, they measure δMtop = 3.8 ± 3.7 GeV/c2 18.

4 Conclusion

The CDF and D0 collaborations have performed a robust set of analyses using many techniques
and improvements to have better understand the important fundamental parameter of the SM.
As a result, CDF ME measurement gives Mtop = 172.8 ± 1.3 GeV/c2 which has consistent

result and similar uncertainty with a year ago world average, Mtop = 173.1 ± 1.3 GeV/c2 .
The new world average considering the most recent updated analyses will be available soon to
give much better precision of Mtop . By end of Run II, we expect 8∼12 fb−1 of data delivered
by the Tevatron which could be almost a double the data sample used in this letter for both
CDF and D0. An ultimate precision of about 1 GeV/c2 or below on the mass of the top quark
is expected to be reached.
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Recent results in top quark properties from the CDF and DØ collaborations are presented.
With close to 5 fb−1 of data, new and precise measurements are being performed at the
Tevatron, probing the Standard Model predictions and improving our understanding of the
intriguing top quark.

1 Introduction

At the Tevatron, a pp̄ collider with
√

s = 1.96 TeV, the SM top quark is mostly produced in
pairs with a theoretical cross section prediction of 7.5+0.66

−0.8 pb 1 for a top mass of 172.5 GeV/c2.
It decays almost 100% of the time to a W boson and a b quark and therefore the final states
are defined based on the decay channel of the W boson. Cases in which both W’s decay to a
lepton-neutrino pair are classified as “dilepton”, while “lepton+jets” events are those where only
one W decays leptonically. Dilepton and lepton+jets represent 5% and 30% of the tt̄ decays,
respectively. In the following sections the most recent results in these two decay channels are
presented.

2 Top quark properties

The latest measurement of the top quark mass 2 from the Tevatron corresponds to a value
of 173.1 ± 0.6(stat) ± 1.1(syst) GeV/c2. Given its large mass, it is expected the top quark
to have a large decay width and a lifetime less than 10−24 seconds, therefore decaying before
hadronizating. This is an important characteristic as many of its properties can thus be studied
through its decay products.

2.1 Spin Correlations

Though at the Tevatron, the top and antitop are produced unpolarized, their spins are correlated.
Because, as mentioned above, the top quarks are expected to decay before they fragment, their
spin correlation (C) can be study through correlations between flight directions of their decay
products. The correlation factor depends on the choice of spin basis. At the Tevatron optimal
choices are the beam and the off-diagonal basis for which the coefficient C is expected to be
∼ 0.78 3. Both DØ 4 and CDF 5 have measured the spin correlation in the dilepton channel by
means of a fit to the joint lepton angular distributions, as shown in Fig 1. CDF also adds the



angular information from the b quarks. DØ finds a correlation of C = −0.17+0.64
−0.53 while CDF

measures C = 0.32+0.55
−0.78. Both results are consistent with the NLO QCD expectation.

In the lepton+jets channel, the CDF collaboration studies the spin correlation using the
helicity angles of the lepton and the down and bottom quark from the hadronically decaying
top. Shown in Fig 1 is the cos(θlep)cos(θdown) distribution for data and simulation. A 2D fit
to the angle bilinears cos(θlep)cos(θdown) and cos(θlep)cos(θb) is performed for a data sample
of 4.3 fb−1 and a coefficient C = 0.60 ± 0.50(stat) ± 0.16(syst) is found 6, consistent with the
expected value (C = 0.4) in the helicity basis.

)2θ)cos(1θcos(
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1

ev
en

ts
N

0

10

20

30

40

50

60

70

−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 10

10

20

30

40

50

60

70

)−1 Run II preliminary (4 fb∅D

, SM spin corr.tt
, no spin corr.tt

+l− l→ γZ/
Diboson
Multijets

)dθ)*cos(lθcos(
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

E
ve

n
ts

0

20

40

60

80

100

120

140

160

180

200

220

240

)dθ)*cos(lθcos(
-1 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8 1

E
ve

n
ts

0

20

40

60

80

100

120

140

160

180

200

220

240

Top Pair Spin Correlation

 Opposite Helicity (OH) 

 Same Helicity (SH) 

 Backgrounds 

 Data 

: 0.60 +/- 0.52κ

-1CDF Run II preliminary L=4.3 fb

Figure 1: Left: The joint lepton angular distribution cos(θ1)cos(θ2) for the full dilepton event sample. The
sum of tt̄ signal including NLO QCD spin correlation (C=0.777) (red) and multijet (grey), diboson (yellow) and
Drell-Yan (blue) background is compared to data. The open black histogram shows the prediction without tt̄ spin
correlation (C=0). Right: Distribution of the cos(θlep)cos(θdown) variable in data compared to the sum of the
background model, the SH template and the OH template. The measured value of the spin correlation coefficient

is shown in the figure.

2.2 Top quark Width

As mentioned above, the top quark has a large decay width, which is expected to be of the
order of 1 GeV. The first direct bound from the Tevatron was Γ < 13.1 GeV 7. The latest
measurement from CDF uses a 2D template fitting technique in a lepton+jets sample with 1 or
more b-tagged jets. In this case, one of the variables corresponds to the reconstructed top quark
mass, sensitive to different values of top width. The second variable, the dijet mass (or that
closest to the W boson mass for 1-tagged events), was chosen in order to reduce the systematics
from the Jet Energy Scale uncertainties. From the fit, a value of 0.4 < Γ < 4.4 GeV and an
upper limit of Γ < 7.5 GeV at 95% CL were determined 8.

2.3 Top quark Charge

The electric charge is one of the fundamental quantities that characterize the top quark. Due
to the ambiguity in the assignment of the b quark and W boson to which the top decays, it
is possible to reconstruct an object of charge -4/3, instead of the 2/3 top quark charge that
the SM predicts. In fact, such an hypothesis has been proposed 9, in which this new particle
would correspond to an exotic quark, part of a fourth generation of quarks and leptons. Thus,
determining whether the top quark (t̄) decays into a W+ and a b quark (W−b̄) would indirectly
indicate that the top charge is indeed 2/3. Both CDF 10 and DØ 11 have performed such a
measurement. A key element of these analyses is the b-jet flavor determination. Previous
measurements used a Jet Charge Algorithm that sums up the charge of the tracks assigned to
the jet, each weighted by its momentum along the jet axis, calibrated in bb̄ data events. The
latest result from CDF identifies the b-jets by the presence of a soft lepton (from a semileptonic



b decay) and therefore its flavor is derived based on the charge of this lepton. The analysis used
a data sample of 2.7 fb−1 and found, in agreement with previous measurements, the result to be
consistent with the SM excluding the exotic interpretation with 95% CL.

3 Top quark decay

In the SM, top quark decays into a W boson and a b quark with a branching ratio close to
100%. The V-A coupling of the tWb vertex only allows the W boson to have longitudinal
or left-handed polarizations while the right-handed polarization is suppressed. The fraction of
decays to longitudinal and left-handed W bosons is expected to be FSM

0 ∼ 0.7 12 and F− ∼ 0.3,
respectively. Thus, measuring the W helicity provides a direct test of the V-A nature of the
tWb coupling and a probe of new physics beyond the SM.

3.1 W helicity

DØ and CDF collaborations have measured F0 and the right-handed F+ fractions in both the
lepton+jets and dilepton channels. The latest result from DØ reports a simultaneous measure-
ment of F0 and F+ as a result of a fit to the cosθ∗ distribution (angle between the down-type
fermion in W boson rest frame and the top quark direction) in both decay channels. Us-
ing up to 2.7 fb−1 of data the values obtained 13 are F0 = 0.49 ± 0.106(stat) ± 0.085(syst) and
F+ = 0.110±0.059(stat)±0.052(syst). In a data sample of similar size, but only the lepton+jets
channel, CDF performs as well a model independent analysis based on a matrix element method
and obtains 14 F0 = 0.88 ± 0.11(stat) ± 0.06(syst) and F+ = −0.15 ± 0.07(stat) ± 0.06(syst).
Both results are consistent with Standard Model expectations.

3.2 Anomalous Couplings

If a more general form for the Wtb coupling is considered, the Lagrangian describing the in-
teraction can be written in terms of the form factors fL

1 , fL
2 , fR

1 and fR
2 . In the SM, all are

equal to zero except fL
1 = 1. Variations in the coupling form factors can arise from new physics

and may manifest by changing the rate and kinematcs of distributions of electroweak single top
production and by altering the W helicity fractions. Combining information from the single top
quark production and the analysis described in previous section, DØ observes no anomalous
contributions as shown in Fig 2 and results favor the left-handed hypothesis 15.
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Figure 2: Final posterior densities for right- vs left-handed vector coupling (left),left-handed tensor vs left-handed
vector coupling (center), and right-handed tensor vs left-handed vector coupling (right).The posterior density is

shown in terms of contours of equal probability density.



4 Forward-Backward Asymmetry

Both CDF 16 and DØ 17 Collaborations have performed measurements of the forward-backward
asymmetry in top pair production. From NLO QCD predictions, a non-zero asymmetry is
expected in qq̄ → tt̄, therefore it is particularly interesting to study this at the Tevatron since at
LHC top quark production is dominated by gluon fusion. The latest measurement 18 from CDF
finds an asymmetry in the laboratory frame of Afb = 19.3± 6.5(stat)± 2.4(syst)% , in 3.2 fb−1,
to compare with the SM prediction of 5%.

5 Conclusions

Measurements of top quark properties provide important tests of the Standard Model predictions
and could potentially be sensitive to new physics. In this report, recent results from the Tevatron
have been presented. A more detailed description of these and other related measurements can
be found at the CDF and DØ collaboration web pages 19.
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The observation of single top quark production by the CDF and D0 collaborations is one of
the flagship measurements of the Run II of the Tevatron. The Tevatron combined single top
quark cross section is measured to be: σ(tb + X, tqb + X) = 2.8+0.6

−0.5 pb for a top quark mass
of 170 GeV. This result is in agreement with the standard model production of a single top
quark together with a jet in pp̄ collisions at

√

s=1.96 TeV and allows to measure the CKM
matrix element |Vtb| without assumptions about the number of quark families. Other analyses
involving tau leptons have been performed, and several properties, like the top quark width
or the polarization have been measured.

1 Introduction

The production of top quarks at the Tevatron occurs mainly in tt̄ pairs through the strong
interaction with a cross section of 7.91 ± 0.91 pb 1, but top quarks can also be produced singly
via the electroweak interaction with a cross section of 3.46 ± 0.14 pb 2 for mt = 170 GeV. Two
production modes are dominant at the Tevatron, categorized by how the W boson is exchanged:
the s-channel pp̄ → tb+X and the t-channel pp̄ → tqb+X.3 This note describes the two analysis
by CDF and D0 that observe for the first time the combined s + t single top quark production,
a D0 analysis that measures separately the s- and t-channels cross section, a CDF measurement
of the single top cross section in the missing transverse energy (MET) and jets final state and
another one from D0 that reconstructs the tau+jets final state, the first determination of the
top quark width by D0 using the singletop, and finally the first measurement of the top quark
polarization in single top events by CDF.

2 Single top quark observation

The final state consists of one high pT lepton (electron or muon), missing energy, and at least
two jets, one or two of them originating from b-quarks. Loose selections are employed by both



CDF and D0 to select events with this final state. The main background is W+jets, specially
Wbb̄, Wcc̄ and Wcj, which are normalized to data before b-tagging. Good agreement is achieved
after b-tagging between the data and the predicted backgrounds. D0 selects 4,519 events in data,
with 4,652±352 expected events (including 223±30 s+t expected signal events) in 2.3 fb−1 of
data. CDF selects 3,315 events in data, with 3,377±505 expected events (including 191±28 s+t
expected signal events) in 3.2 fb−1 of data. Since there is no single variable that differentiates
the signal from the large backgrounds, several multivariate techniques are employed and then
combined by each experiment, separately for each channel: electron or muon, two, three (or
four) jets, and 1 or 2 b-tagged jets. D0 uses three multivariate techniques: Boosted Decision
Trees (BDT), Bayesian Neural Networks (BNN) and a Matrix Elements (ME) probability based
calculation. Similarly, CDF uses BDTs, Neural Networks, ME, and likelihood functions. These
different discriminants are run over the same data sample and since they are not 100% correlated,
but rather 60-90%, the combination improves the sensitivity of any single discriminant.

By combining their individual multivariate methods, both CDF and D0 have established
separately the presence of single top quark production in their data with 5σ in 3.2 fb−1 and
2.3 fb−1 respectively.4 Additionally, the Tevatron collaborations have combined their analyses
following the standard procedures of the Tevatron Electroweak Working Group.5 The result is a
measured s + t cross section of 2.76+0.58

−0.47 pb, which is converted in a measurement of the CKM
matrix element: |Vtb| = 0.88 ± 0.07, equivalent to 8% relative uncertainty on |Vtb|. Figure 1
shows the summary of the individual CDF and D0 results and the combined measurement.
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Figure 1: Left: D0 BDT output. Middle: CDF ME output. Right: individual CDF and D0 results and Tevatron
combination of the s + t single top quark production cross section.

3 Single top quarks in W → τν decays

D0 has searched in the τ final state with 4.8 fb−1 of integrated luminosity, directly reconstructing
the hadronic τ candidates.6 The selection requires one hadronic tau candidate, missing transverse
energy, and two or three jets with one or two b-tags. This analysis developed a new BDT
technique to identify hadronic taus, it improved efficiency by ≈ 5% with respect the Neural
Network usually employed by D0, for the same rejection rate of 98%. In this final state, the
main background is multijet production, which is derived from data. A final BDT is trained
to discriminate against multijet background and its output used as discriminant to measure the
single top cross section. The BDT output is shown in Figure 2. The result from this analysis is
a cross section of 3.4± 2.0 pb, or an upper limit of 7.3 pb at 95% C.L. This result was not part
of the Tevatron combination described above. When combined with the D0 electron and muon
final states, it yields the most precise measurement of the cross section of 3.84+0.89

−0.83 pb.

CDF has published a similar search7, also looking at the tau final state, but not reconstruct-
ing the hadronic tau candidates directly nor electrons nor muons. The sample used consists of
2.1 fb−1 with MET and jets, so it is enriched in W → τν decays. Using two Neural Net-



works, one trained against the dominant QCD background, and another against the remaining
backgrounds, the measured cross section is 4.9+2.5

−2.2 pb. This result was included in the CDF
observation paper and is part of the Tevatron combination.

4 Separate s- and t-channel search

Using the same dataset of 2.3 fb−1 as for the observation, D0 has published a separate search for
s and t-channels.8 The motivation for this search lies in the fact that the observation analyses
assumed the SM ratio for the relative contributions of s and t channels in the s + t signal. That
assumption is relaxed here, to probe possible new physics in each different channel. In general,
new physics affect the s and t-channel differently: new heavy bosons would enhance the s-channel
production cross section, while anomalous couplings like flavor changing neutral currents, and
CP violating or tensor couplings would affect the t-channel production cross section.9 D0 employs
the same multivariate techniques as in the observation, but now trained with s-channel as signal
and t-channel as background, and viceversa. The outputs from the BDT, BNN and ME outputs
are then combined with a Neural Network. The results are 3.14+0.94

−0.80 pb for the t-channel and
1.05 ± 0.81 pb for the s-channel. The measured t-channel result is found to have a significance
of 4.8 standard deviations and is consistent with the standard model prediction. Figure 2 shows
the two-dimensional plane of the s- and t-channels cross section, with possible new physics
signatures. This result is still not sensitive enough to exclude new physics models, but with
more data and improved selections it will be important to tell apart possible sources of new
physics.

5 Top width from single top quarks

Direct measurements of the top quark width from the invariant mass distribution are limited
by the experimental resolution and statistics. D0 has performed an indirect measurement 10,
utilizing the t-channel single top cross section measurement 8 to extract the partial width Γ(t →
Wb), and using the measurement of the ratio of branching fractions R = B(t → Wb)/B(t → Wq)
in tt̄ decays to extract the branching fraction B(t → Wb).11 The total width is then derived from
the two separate measurements: Γt = Γ(t → Wb)/B(t → Wb). This method yields the most
precise determination of the total width: Γt = 2.1±0.6 GeV, or a lifetime of τt = (3±1)10−25 s,
for mt = 170 GeV. This result can be used to exclude some models of non-SM helicity amplitudes
of the top quark, and constrain the coupling of a fourth generation heavy b′ quark with the
W boson and the top quark.

6 Top quark polarization

Single top quark production offers a nice sample of 100% polarized top quarks along the ac-
companying down-type quark axis. Non-SM contributions, such as W ′ bosons, charged Higgs
bosons, or flavor changing neutral currents, can change the polarization of top quarks. CDF has
performed the first analysis 12 to measure the polarization assuming right-handed couplings in
the production vertices and SM left-handed couplings in the decay, a model denoted by RRLL.
The most discriminant variable is the angle between the lepton and the b-quark in the top
rest frame. This variable has been added to the existing likelihood function from the obser-
vation: two discriminants were trained separately one for the SM production and another for
the assumed RRLL production and decay. As seen in Fig. 2, the best fit in the two dimen-
sional plane of the measured cross sections is in agreement with the SM: σs+t(SM) = 1.72 pb
and σs+t(RRLL) = 0 pb. This can be translated into a measurement of the polarization:

P = σs+t(RRLL)−σs+t(SM)
σs+t(RRLL)+σs+t(SM) = −1.0+1.5

−0 .
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Figure 2: Left: BDT output in the D0 τ channel measurement. Middle: s vs. t-channel plane, with the separate
D0 measurement and contributions from new physics. Right: CDF’s measurement of the SM and the RRLL cross

sections for the polarization.

7 Conclusions

The observation in 2009 of single top quark production is a very significant milestone of the
Tevatron program. This flagship measurement of Run II has opened the door to further studies
of the properties of top quarks and searches beyond the standard model. We have presented
here only a fraction of them, namely the measurements in hadronic τ final states, the extraction
of the top quark width, and a measurement of the top quark polarization. More analyses can
be found in the top group webpages from CDF and D0.13
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An analysis of the spin correlation effects in top quark pair production at hadron colliders
is presented with special emphasis for the Large Hadron Collider (LHC). At the LHC top
quark pair production is dominated by gluon-gluon fusion. For gluon-gluon fusion at high
energies the production is dominated by unlike helicity gluon fusion which has the same spin
correlations as quark-antiquark annihilation. At low energies the production is dominated by
like helicity gluon fusion which imparts very strong azimuthal correlations on the di-lepton
decay products in top quark pair decay. This production process is studied in detail and this
suggest a new way to look for spin correlations in top quark pair production at the LHC.

1 Spin Correlations in Top Quark Pair Production

At a 14 TeV proton-proton collider, the Large Hadron Collider (LHC), top quark pairs are
produced 85% of the time by gluon-gluon fusion and 15% of the time by quark-antiquark an-
nihilation. Thus, to understand spin correlation effects at the LHC one needs to understand
top quark pair production via gluon-gluon fusion 1. To facilitate this understanding it is natu-
ral to separate the gluon-gluon fusion process into the contribution from unlike helicity gluons
(gLgR + gRgL) and like helicity gluons (gLgL + gRgR).

For top quark pair production by unlike helicity gluons and also via quark-antiquark anni-
hilation 2, top quark pairs are always in an UD or DU configuration, if the off-diagonal basis 3

is used. In this basis, the spin axis of the top quark makes an angle, Ω, with respect to the top
quark direction in the ZMF. This angle is given by

tan Ω = (1 − β2) tan θ, (1)



Figure 1: The non-zero spin configurations for top quark pair production via quark-antiquark annihilation
(qRq̄L → tt̄) or unlike helicity gluon fusion (gRgL → tt̄) in the off-diagonal basis. This basis interpolates be-
tween the beam line at threshold, Ω = θ, and the helicity basis at ultra-relativistic energies, Ω = 0. For general
β, tan Ω = (1 − β2) tan θ and the relative weight of the left (tU t̄D) contribution to the right (tD t̄U ) contribution

is given by
(

1 +
√

1 − β2 sin2 θ
)2

to
(

1 −

√

1 − β2 sin2 θ
)2

.

where β is the speed of the top quarks in the zero momentum frame (ZMF) and θ is the scattering
angle in this frame. Thus, at threshold, the top quark spin is aligned along the beam line, Ω = θ,
and at high energy the top quark spin is aligned along the direction of the top quark motion
(helicity), Ω = 0; the off-diagonal basis smoothly interpolates between these two extremes. The
axis for the anti-top quark is always taken anti-parallel to the spin axis for the top quark, see
Fig 1.

CDF and D0 at the Tevatron have attempted to measure the spin correlations from quark-
antiquark annihilation and have found it to be very challenging. Since top quark pairs from
unlike helicity gluon fusion have the same spin correlations as quark-antiquark annihilation, this
does not seem like a fruitful way to proceed as the top quarks will be more highly boosted at
the LHC.

So, what about top quark pairs from like helicity gluons which possibly have different spin
correlations? The contribution from like helicity gluons dominates at low invariant mass of
the top quark pair whereas the unlike helicity process dominates at high invariant mass. In
particular, if

β2 <
1

(2 − cos2 θ)
, (2)

then the like helicity contribution dominates. In fact the like helicity contribution to gg → tt̄ is
65% of the total contribution for top quark pair production via gluon-gluon fusion, i.e. 55% of
the total top quark pair production.

For the production of top quark pairs from like helicity gluons, the most appropriate basis
is the helicity basis, where the top quark pairs are always produced in a LL or RR helicity spin
state, see Fig 2.

The fully correlated, total matrix element squared for top quark production and decay from
like helicity gluons,

gRgR + gLgL → t + t̄ → (b + ē + ν) + (b̄ + µ + ν̄), (3)

is given by

(|A|2RR + |A|2LL)corr ∼ m2
t {(t · ē)(t · µ) + (t̄ · ē)(t̄ · µ) − m2

t (ē · µ)}. (4)



Figure 2: The non-zero spin configurations for top quark pair production via like helicity gluon fusion (gRgR → tt̄)
in the helicity basis. This is the best basis for this process. the relative weight of the left (tRt̄R) contribution to

the right (tLt̄L) contribution is given by (1 + β)2 to (1 − β)2.

where, for example, (t · ē) is shorthand for (pt · pē), the dot product of the four momentum of
the top quark, pt, and that for the positron.

For comparison, we define the decay of a top or anti-top quark into a W -boson and b-quark
uncorrelated if this decay is spherical in the top quark rest frame and thus independent of the
top quark spin. The W -boson is then assumed to decay in the usual (fully correlated) manner.
The uncorrelated matrix element squared is then simple given by

(|A|2RR + |A|2LL)uncorr ∼ (t · ē)(t̄ · µ)(t · t̄). (5)

The ratio of the correlated to uncorrelated matrix elements squared, S, for like-helicity
gluons is given by

S ≡
(|A|2RR + |A|2LL)corr

(|A|2RR + |A|2LL)uncorr

=
m2

t{(t · ē)(t · µ) + (t̄ · ē)(t̄ · µ) − m2
t (ē · µ)}

(t · ē)(t̄ · µ)(t · t̄)

=

(

1 − β2

1 + β2

)(

(1 + β2) + (1 − β2)cēµ − 2β2ctēct̄µ

(1 − βctē)(1 − βct̄µ)

)

, (6)

where the last line is given in the ZMF in terms of the cosine of the angles between t and ē
(ctē), t̄ and µ (ct̄µ) and ē and µ (cēµ). The range of S is between (2,0). At threshold, β → 0, the
maximum of S occurs when the charged leptons are parallel, cēµ = +1, whereas the minimum
occurs when the charged leptons are back-to-back, cēµ = −1, independent of their correlation
with the top-antitop axis.

For non-zero β, the maximum (minimum) still occurs when the charged leptons are parallel
(back-to-back), but they are now correlated with the top-antitop axis. The fact that the charged
leptons are more likely to have their momenta being parallel rather than back-to-back is what is
expected for top quark pairs that have spins which are anti-aligned, i.e. LL or RR. However, here
the enhancement is even stronger than what one would näıvely expect because the interference
between LL and RR strengthens the correlation between the momenta of the two charged leptons.
This argument suggests looking at the ∆R, ∆η and ∆φ distributions of the two charged leptons
with a cut on the invariant mass of the top-antitop system. However, only the ∆φ distribution
shows significant differences between the correlated and uncorrelated cases.

In Fig. 3 we give the distribution (1/σT ) dσ/d(∆φ) verses ∆φ for the case where we have
constrained the invariant mass of the top quark pair to be less than 400 GeV (left) and where the



Figure 3: The differential distribution of ∆φ, (1/σT ) dσ/d(∆φ). The solid curve is for the fully correlated case
whereas the dashed curve assumes that the top quarks decay spherically in their respective rest frames. Left: A
cut restricting the invariant mass of the tt̄ pairs to a maximum of 400 GeV has been applied to these distributions.
Right: A cut restricting the average reconstructed invariant mass of the tt̄ pairs to a maximum of 400 GeV has

been applied to these distributions.

constraint is on the average reconstructed mass of the top quark pair (right). Clearly, there is a
difference between the correlated and uncorrelated cases using both methods of constraining the
top quark pair invariant mass. Unfortunately, the shape of the curves changes as you go from
the true invariant mass constraint to the average reconstructed mass constraint, suggesting that
this mass cut needs to be studied at NLO to properly understand these shape change effects.

In summary, a new way to investigate spin correlations in top quark production and decay is
presented for the LHC. The essences of this method is to look at the azimuthal angles between
the two charged leptons in a sample of di-lepton quark pair events where the invariant mass
of the tt̄ system is constrained to be less than 400 GeV. Given the large top quark pair cross
section at the LHC, it is estimated that there will be 1000 such events per fb−1 at 14 TeV.
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NEXT-TO-LEADING ORDER tt̄ PLUS JETS PHYSICS WITH HELAC-NLO

MA LGORZATA WOREK a

Fachbereich C Physik, Bergische Universität Wuppertal, D-42097 Wuppertal

A report on the recent next-to-leading order QCD calculations to tt̄bb̄ and tt̄jj processes at
the CERN Large Hardon Collider is presented. Results for integrated and differential cross
sections are given. A significant reduction of the scale dependence is observed in both cases,
which indicates that the perturbative expansion is well under control. The results are obtained
in the framework of the Helac-Nlo system.

1 Introduction

For a light Higgs boson, with mass mH ≤ 135 GeV the highest decay rate mode is H → bb̄. In
the dominant Higgs boson production channel at the CERN Large Hardon Collider (LHC), i.e.
in gluon fusion, this decay mode is not very highly considered because of its overwhelming QCD
background. On the other hand, the associated production of a top quark pair with a Higgs boson
includes more distinctive signature, which should provide a unique opportunity of independent
direct measurement of Higgs boson Yukawa couplings to tops and bottoms. Whether or not it
will also provide a discovery channel, depends very much on the ratio between this signal and the
main QCD backgrounds. Early studies at ATLAS and CMS even suggested discovery potential,
however, analyses with more realistic calculations of background processes, still only based on
leading-order (LO) matrix elements, show problems if the latter are not very well controlled
1,2. A careful and detailed examination of the backgrounds shows that the most relevant are
the direct production of the final state tt̄bb̄ (irreducible background) and the production of a
top quark pair in association with two jets, tt̄jj (reducible background). The latter needs to be
taken into account due to the finite efficiency in identifying b-quarks in jets (b-tagging). The
calculation of the next-to-leading-order (NLO) QCD corrections to both background processes
can be regarded as a major step forward towards the observability of the tt̄H → tt̄bb̄ signal at
the LHC.

The calculations of the NLO QCD corrections to the pp → tt̄bb̄ process have been first
presented last year 3 and subsequently confirmed by our group at the permille level 4. Very
recently, the NLO QCD corrections to pp → tt̄jj background process have been performed 5. In
this contribution, a brief report on these computations is given.

2 Details of the next-to-leading order calculation

The next-lo-leading order results are obtained in the framework of Helac-Nlo based on the
Helac-Phegas leading-order event generator for all parton level processes 6,7,8. The NLO

aPresented at the XLVth Rencontres de Moriond on QCD and High Energy Interactions, La Thuile (Aosta),
Italy, March 13-20, 2010.



Figure 1: Scale dependence of the total cross section for pp → tt̄bb̄ + X (left panel) and for pp → tt̄jj + X (right
panel) at the LHC with µR = µF = ξ ·µ0 where µ0 = mt = 172.6 GeV. The blue dotted curve corresponds to the

LO whereas the red solid to the NLO one.

system consists of: 1) CutTools
9, for the OPP reduction of tensor integrals with a given

numerator to a basis of scalar functions and for the rational parts 10,11,12; 2) Helac-1Loop
13

for the evaluation of one loop amplitude, more specifically for the evaluation of the numerator
functions for given loop momentum (fixed by CutTools); 3) OneLOop

13, a library of scalar
functions, which provides the actual numerical values of the integrals. 4) Helac-Dipoles

14,
automatic implementation of Catani-Seymour dipole subtraction 15, for the calculation of the
real emission part.

Let us emphasize that all parts are calculated fully numerically in a completely automatic
manner.

3 Numerical results

Proton-proton collisions at the LHC with a center of mass energy of
√

s = 14 TeV are considered.
The mass of the top quark is set to be mt = 172.6 GeV. We leave it on-shell with unrestricted
kinematics. The jets are defined by at most two partons using the kT algorithm with a separation
∆R = 0.8, where ∆R =

√

(y1 − y2)2 + (φ1 − φ2)2, yi = 1/2 ln(Ei − pi,z)/(Ei + pi,z) being the
rapidity and φi the azimuthal angle of parton i. Moreover, the recombination is only performed
if both partons satisfy |yi| < 5 (approximate detector bounds). We further assume for tt̄bb̄
(tt̄jj) processes, that the jets are separated by ∆R = 0.8 (1.0) and have |yjet| < 2.5 (4.5). Their
transverse momentum is required to be larger than 20 (50) GeV respectively. We consistently
use the CTEQ6 set of parton distribution functions, i.e. we take CTEQ6L1 PDFs with a 1-loop
running αs in LO and CTEQ6M PDFs with a 2-loop running αs at NLO.

We begin our presentation of the final results of our analysis with a discussion of the total
cross section. At the central value of the scale, µR = µF = µ0 = mt, we have obtained

σLO
pp→tt̄bb̄+X

= 1489.2
+1036.8(70%)
− 565.8(38%) fb , σNLO

pp→tt̄bb̄+X
= 2636

+862(33%)
−703(27%) fb ,

σLO
pp→tt̄jj+X

= 120.17
+87.14(72%)
−46.64(39%) pb , σNLO

pp→t̄tjj+X = 106.94
−14.30(13%)
−13.28(12%) pb ,

where the error comes from varying the scale up and down by a factor 2. From the above result
one can obtain K factors

K
pp→tt̄bb̄+X

= 1.77 , Kpp→tt̄jj+X = 0.89 .

In case of pp → tt̄bb̄+X corrections are large of the order of 77%. However, they can be reduced
substantially, even down to −11%, either by applying additional cuts or by a better choice of



Figure 2: Distribution of the invariant mass mbb̄ (left panel) and the distribution in the transverse momentum pT
bb̄

(right panel) of the bottom-anti-bottom pair for pp → tt̄bb̄ + X at the LHC. The blue dotted curve corresponds
to the LO whereas the red solid to the NLO one.

Figure 3: Distribution in the transverse momentum pT
j

of the 1st hardest jet (left panel) and the 2nd hardest jet
(right panel) for pp → tt̄jj + X at the LHC. The blue dotted curve corresponds to the LO whereas the red solid

to the NLO one.

factorization and renormalization scales as already suggested by Bredenstein et al. 16. In case
of pp → tt̄jj + X we have obtained negative corrections of the order of 11%. In both cases a
dramatic reduction of the scale uncertainty is observed while going from LO to NLO. The scale
dependence of the corrections for both processes is graphically presented in Fig. 1.

While the size of the corrections to the total cross section is certainly interesting, it is
crucial to study the corrections to the distributions. In Fig. 2 the differential distributions for
two observables, namely the invariant mass and transverse momentum of the two-b-jet system
are depicted for the pp → tt̄bb̄ + X process. Clearly, the distributions show the same large
corrections, which turn out to be relatively constant contrary to the quark induced case 17. In
Fig. 3 the transverse momentum distributions of the hardest and second hardest jet are shown
for the pp → tt̄jj + X process. Distributions demonstrate tiny corrections up to at least 200
GeV, which means that the size of the corrections to the cross section is transmitted to the
distributions. On the other hand, strongly altered shapes are visible at high pT especially in
case of the first hardest jet. Let us underline here, that corrections to the high pT region can



only be correctly described by higher order calculations and are not altered by soft-collinear
emissions simulated by parton showers.

Conclusions

A brief summary of the calculations of NLO QCD corrections to the background processes
pp → tt̄bb̄ + X and pp → tt̄jj + X at the LHC has been presented. They have been calculated
with the help of the Helac-Nlo system.

The QCD corrections to the integrated cross section for the irreducible background are found
to be very large, changing the LO results by about 77%. The distributions show the same large
corrections which are relatively constant. The residual scale uncertainties of the NLO predictions
are at the 33% level. On the other hand, the corrections to the reducible background with respect
to LO are negative and small, reaching 11%. The error obtained by scale variation is of the
same order. The size of the corrections to the cross section is transmitted to the distributions
at least for the low pT region. However, the shapes change appreciably at high pT .
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SUSY SEARCHES AT TEVATRON
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This contribution provides a review of the latest results of searches for Supersymmetry (SUSY)
by the CDF and DØ experiments with integrated luminosities up to 4.1 fb−1. No evidence of
new physics has been found and results were translated into exclusion limits on the investigated
SUSY phase space parameters.

1 Direct Searches for Squarks and Gluinos

1.1 Inclusive Search for Squarks and Gluinos

The inclusive search for squarks (q̃) and gluinos (g̃) has been developed within the framework
of minimal supergravity (mSUGRA) characterized by only five free parameters: M0, M1/2, A0,
tanβ, and sign(µ). The assumption of R-parity conservation implies that squarks and gluinos
are produced in pairs and ultimately decay into energetic jets and large ET/ due to the LSP
neutralinos (χ̃0

1) in the final state. Depending on the masses of squarks (Mq̃) and gluinos
(Mg̃), different event topologies are expected. CDF 5 and DØ 6 collaborations performed several
analyses with different jet requirements and optimizing the final selection cuts to enhance the
signal over background separation for different gluino and squark mass configurations. No
significant deviation from SM predictions has been found by CDF and DØ in 2 and 2.1 fb−1 of
data, respectively. The results have been translated into 95% C.L. limits on the squark/gluino
production cross section as a function of their masses. Figure 1 (left) shows the CDF 95% C.L.
excluded region in the squark-gluino mass plane. Masses up to 392 GeV/c2 are excluded in the
region where Mq̃ ∼ Mg̃, and Mg̃ > 280 GeV/c2 for any Mq̃. Similar exclusion limits have been
found by the DØ collaboration.

1.2 Searches for Scalar Bottom Quarks

In a constraint MSSM scenario, large values of tanβ lead to large mixing between the chiral
states of the sbottom squark and result in a significant mass difference between mass eigenstates
in the sbottom squark sector with a rather light b̃1 mass state. Assuming a SUSY particle mass
hierarchy such that the sbottom decays exclusively as b̃1 → bχ̃0

1, the expected signal for direct
sbottom pair production contains two b-jets and large missing transverse energy ET/ from the
two LSPs in the final state. The DØ 10 experiment searched for direct sbottom pair production
in 4.0 fb−1 of data. Specific cuts were implemented to reject contamination from beam-halo and
cosmic particles as well as SM processes. Events with b-jets in the final state were selected with
a NN based b-tagging algorithm. The dominant source of background in the analysis is due to
events with a light-flavor jet which is misidentified as a b-jet (mistags). Other backgrounds with



heavy-flavor jets in the final state come from SM QCD multijet processes, W and Z production
in association with jets, tt̄, single top, and diboson decays. All the background contributions
have been estimated with MC simulation, except for mistags and QCD modelled with data
driven techniques. Final selection cuts were optimized to enhance the signal over background
separation for different values of the sbottom mass M

b̃1
. CDF9 performed a very similar analysis

in 2.65 fb−1 of data. None of the two experiments observed any significant deviation from
the background predictions and the results have been translated into 95% exclusion limits on
sbottom pair production cross section and sbottom-neutralino masses. Figure 1 (right) shows
the DØ exclusion limit on the neutralino/sbottom mass plane and compares the latest results
with previous limits from CDF and DØ in Run I and Run II. DØ excludes sbottom masses up
to 250 GeV/c2 with the M

χ̃
0
1

< 70 GeV; in the same range of neutralino masses CDF excludes

sbottom masses below 232 GeV/c2.

1.3 Searches for Scalar Top Quarks

In a constraint MSSM scenario, the large top quark mass leads to a substantial splitting between
the masses of the two stop states, allowing t̃1 to be the lightest squark. Due to the conservation
of R-parity, scalar tops are pair produced and can decay into a neutralino and a charm quark.
CDF7 searched for the production of stop pairs decaying into a final state of two c-jets and large
missing transverse energy coming from the LSP neutralinos. The heavy flavour tagging efficiency
was enhanced with a NN-based flavour separator and the final selection was optimized for best
sensitivity at different stop masses. Good agreement has been found between the number of
events observed in 2.6 fb−1 of data and the SM predictions, and CDF set exclusion limits on the
production cross sections for different values of the neutralino-stop masses. With the assumption
that t̃1 decays 100% of the times into a charm quark and a neutralino, CDF excludes stop masses
up to 180 GeV/c2 for M

χ̃
0
1
∼ 90 GeV/c2. DØ8 searched for stop in 3.1 fb−1 of data and assuming

a different MSSM scenario, with BR(t̃1 → bν̃ℓ) = 100%. In this case, the sneutrino ν̃ is the LSP
and generates ET/ in the final state with two opposite sign leptons and two jets coming from the
hadronization of the bottom quarks. No evidence of SUSY has been found and the extracted
95% C.L. limit excludes stop masses up to 200 GeV/c2 for sneutrino masses below 100 GeV/c2.

)2 (GeV/c
g~

M
0 100 200 300 400 500 600

)2
 (

G
eV

/c
q~

M

0

100

200

300

400

500

600

no mSUGRA
solution

LEP

U
A

1

U
A

2

g~

 =
 M

q~M

)2 (GeV/c
g~

M
0 100 200 300 400 500 600

)2
 (

G
eV

/c
q~

M

0

100

200

300

400

500

600 observed limit 95% C.L.
expected limit 
FNAL Run I 
LEP II

<0µ=5, β=0, tan0A-1L = 2.0 fb

Sbottom Mass (GeV)
0 50 100 150 200 250

N
eu

tr
al

in
o

 M
as

s 
(G

eV
)

0

20

40

60

80

100

120

Sbottom Mass (GeV)
0 50 100 150 200 250

N
eu

tr
al

in
o

 M
as

s 
(G

eV
)

0

20

40

60

80

100

120

Sbottom Mass (GeV)
0 50 100 150 200 250

N
eu

tr
al

in
o

 M
as

s 
(G

eV
)

0

20

40

60

80

100

120
Observed
Expected

)-1D0 Run II Preliminary (4 fb

D0
Run I

-192 pb

CDF
Run I

-188 pb

CDF
Run IIa

-1295 pb

D0
Run IIa

-1310 pb

LEP
=208 GeVs

)
10

χ

) =
 M

(b
) +

 M
(

b~
M

(

Sbottom Mass (GeV)
0 50 100 150 200 250

N
eu

tr
al

in
o

 M
as

s 
(G

eV
)

0

20

40

60

80

100

120

Figure 1: LEFT: CDF 95%C.L. exclusion limit on the gluino-squark production in the squark-gluino mass plane.
RIGHT: The DØ 95%C.L. sbottom pair production exclusion contour in (M
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2 Searches for Charginos and Neutralinos

2.1 Search for Charginos and Neutralinos in Trilepton Decays

After the Supersymmetry breaking, charginos and neutralinos can have low mass and a no
negligible cross section at Tevatron. In a scenario with light enough sleptons, the two leptonic
decays χ̃± → ℓνχ̃0

1 and χ̃0
2 → ℓ+ℓ−χ̃0

1 are enhanced, and the final state contains three isolated
leptons and large missing ET/ . CDF 12 and DØ 11 searched for charginos and neutralinos in
events with three identified leptons in the final state, and accepting also events with only two
identified leptons plus an isolated track. The observed data were found to be consistent with SM
predictions and 95%C.L. exclusion limits on the production cross section and leptonic branching
fraction have been extracted. Results have been interpreted within the framework of mSUGRA,
where exclusion limits on the stop production cross section lead to the exclusion of a range of
M0 and M1/2 values. Figure 2 (left) shows the DØ excluded region on the M0-M1/2 plane.

2.2 Search for GMSB Charginos and Neutralinos

When the SUSY breaking mechanism is gauge mediated (GMSB), the LSP is the gravitino G̃
with a very low mass of just few KeV. At Tevatron, analyses developed in a GMSB framework
focus on the search for gauginos pair production with the assumption that the neutralino is the
NLSP and decays as χ̃0

1 → γG̃. Depending on the value of their lifetime, neutralinos might
decay with a signature of one or two photons and large ET/ due to the presence of gravitinos
in the final state. The latest results from CDF 13 collaboration include a search for short-lived
neutralinos in the di-photon final state, using 2.6 fb−1 of data. No event survived the analysis
cuts and the null observation was consistent with the prediction of 1.2 ± 2.6 events from SM
background. A specific set of GMSB parameters, the one that corresponds to the Snowmass

Slope constraint SPS814, has been set as a benchmark for the optimization of the final thresholds
and the interpretation of the results Considering neutralino lifetimes up to 2 ns 95%C.L. limits
on production cross section and masses have been set, with neutralinos lighter than 149 GeV/c2

excluded for lifetimes below 1 ns .

3 Search for SUSY Hidden Valley

DØ 18 performed a search for a new light gauge boson called dark photon (γD) within a SUSY
hidden valley framework 17 in which particles are produced in pairs and decay into SM particles
and the lightest neutralino χ̃0

1. In this scenario χ̃0
1 is not the LSP and can further decay into a so

called darkino X̃ (the hidden sector state) plus a photon or a dark photon. γD ultimately decays
into a pair of spatially closed fermions and, if BR(χ̃0

1 → γDX̃) is small enough, the final state
signature is analogous as in GMSB models with jets or leptons plus ET/ in the final state. Since
the expected backgrounds from SM jets is enormous, the search was optimized for a signature
with spatially closed lepton pairs, opposite charged electrons or muons. No evidence of dark
photon signal has been found in the 4.1 fb−1 of data analyzed and the resulting 95%C.L. limit on
production cross section excludes chargino masses up to 230 GeV/c2 for MγD

below 0.5 GeV/c2.

4 Search for RPV Scalar Neutrinos

In some SUSY scenarios the R-parity is not conserved and the LSP can decay into SM particles,
no longer providing a valid cold dark matter candidate. Tevatron analyses developed in RPV
scenarios focus on the search for resonant scalar particles decaying into a pair of leptons of
different flavors. The latest searches from CDF 16 and DØ 15 were optimized for a dilepton final
state coming from the decay of a heavy sneutrino. CDF results are based on 1 fb−1 and assume



a signal of eµ, eτ , and µτ . DØ used 4.1 fb−1 of data and assumed a final state with only eµ
from ν̃t decay. Results were found to be consistent with SM predictions and with no evidence
of SUSY, 95%C.L. exclusion limits on the production cross section times branching ratio (see
Figure 2 (right) for DØ) have been extracted.
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Figure 2: LEFT: DØ chargino-neutralino excluded region as a function of M0-M1/2 mSUGRA parameters (green).
RIGHT: DØ limits on RPV sneutrino production cross section times branching ratio (σ × BR).

5 Summary

This contribution reports on the most recent results of searches for Supersymmetry at the
Tevatron. The review includes analyses performed by the CDF and DØ collaborations using up
to 4.1 fb−1 of data. None of the searches have found hints of new physics and the results have
been translated into 95%C.L. exclusion limits on the free parameters of several SUSY scenario.
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NON-SUSY SEARCHES AT THE TEVATRON
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We present results from several new searches for physics beyond the Standard Model using
up to 5.4 fb−1 of data collected with CDF and DØ experiments at the Fermilab Tevatron.

1 Search for Randall Sundrum Graviton

The Standard Model (SM) is a very successful description of particle physics up to the weak
scale. One of the remaining puzzles, known as gauge hierarchy, is the large disparity between
the Planck scale, MPl = 1016 TeV and the weak scale of the order of 1 TeV. Solution was
proposed by Randall and Sundrum (RS) 1 in which a fifth dimension with a warped spacetime
metric exists, bounded by two three-dimensional branes, the SM brane and the Planck brane. We
assumed the simplest RS model, in which the SM fields are localized on the SM brane and gravity
originates on the Planck brane with the graviton wave function exponentially suppressed away
from the brane along the extra dimension. In this model, TeV scales are naturally generated from
the Planck scale due to a geometrical exponential factor (the warp factor), Λπ = MPle

−kπrc ,
where MPl = MPl/

√
8π is the reduced Planck scale, k and rc are the curvature scale and

compactification radius of the extra dimension respectively.
We searched with a DØ detector for the first Klauza Klein (KK) graviton in the simplest RS

model, where graviton decays to a pair of electrons or photons in a 5.4 fb−1 of data 2. We select
events with two electromagnetic clusters, each with transverse momentum pT > 25 GeV and we
search for narrow mass resonance in dielectron or diphoton final state. Figure 1 shows dielectron
(left) and diphoton (right) invariant mass for data (black points), total background (white area
with a blue line), and graviton signals with masses 300, 450 and 600 GeV and k/MPl = 0.02.

Since we did not observe any signal above SM prediction we set an upper limit on the
production of KK gravitons times the branching fraction into the ee final state using a Poisson
log-likelihood ratio (LLR) test. Figure 2 (left) shows the resulting limits for several values
of k/MPl. Figure 2 (right) shows 95% C.L. upper limit on k/MPl versus graviton mass M1

compared with the expected limit and the previously published exclusion.

2 Heavy Gauge Bosons decaying to dileptons

Many models predict new heavy gauge boson that will decay into two leptons 3. The E6 Z ′s
are examples of specific new particles decaying to a lepton-antilepton final state. The Z ′ψ, Z ′χ,
Z ′η, Z ′I , Z ′sec and Z ′N are chosen to test the E6 model. We searched for a heavy resonances
that decay into two electrons with CDF detector 4 in a 2.5 fb−1, and with DØ detector 5 in
a 3.6 fb−1. We selected two isolated electrons with pT > 25 GeV at both experiments. The
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Figure 1: Invariant mass of ee (left) and γγ (right).
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main irreducible background is Drell Yan production. Other backgrounds include instrumental
backgrounds where one or both electrons were missidentified, and smaller SM processes.

Figure 3 (left) shows the observed dielectron invariant mass spectrum from 2.5 fb−1 of data
collected with CDF detector together with the expected backgrounds. The most significant
region of excess of data over background occurs for a dielectron invariant mass window of
240 GeV, and is 3.8 standard deviations above the SM prediction. Figure 3 (right) shows the
observed upper limits from data and the expected limits from background-only simulated events
for spin 1 particles as a function of the e+e invariant mass, together with the expected cross
sections for Z ′.
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Figure 3: Dielectron invariant mass (left) and an upper limit on cross section for various Z’ models.

Figure 4 (left) shows the observed dielectron invariant mass spectrum from 3.6 fb1 of data
collected with DØ detector together with the expected backgrounds. At DØ we did not observe
any excess in a mass region around 240 GeV, as shown in Figure 4 (middle). In the absence of
any significant signal, we set upper limits on the production cross section. Figure 4 (right) shows
the expected and observed 95% confidence-level upper limits on σ(pp̄ → Z ′)×BR(Z ′ → ee) for
ZSSM and E6 Z ′ models as a function of Z ′ mass.
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Figure 4: Dielectron invariant mass (left), also shown zoomed around 240 GeV (right), and an upper limit on
cross section for various Z’ models..

3 Search for diboson resonances

Many extensions of the SM predict new heavy gauge boson that will decay into pair of SM gauge
bosons. We searched for such resonances in electron, missing ET and two jets final state, with
CDF detector6 in 2.9 fb−1 of data. This final state has the advantage of searching for two types
of diboson resonances, W±W∓ and W±Z, with the same final state. We select events with an
isolated electron with ET > 30 GeV, a missing ET > 30 GeV, 2 or 3 jets with ET > 30 GeV,
and an overall HT > 150 GeV, where HT is defined as the sum of the electron ET , the missing
ET and the jet ET of all jets with raw ET > 8 GeV. Since the real missing ET in the event is
coming only from one neutrino fro the W decay, we used energy and momentum conservation
to calculate EZ component, and thus to reconstruct the invariant mass of the resonance. We
further optimized cuts on object pT to be greater than 40-120 depending on signal mass. Figure 5
shows invariant mass of WW(Z) system in a three scenarios that we investigated, W ′ (left), Z ′

(middle) and RS graviton (right).

Figure 5: Diboson invariant mass for W ′ (left), Z′ (middle) and RS graviton (right).

In the absence of signal we set an upper limit on the cross section of the resonance decaying
to two gauge bosons decaying further to electron, missing ET and two jets, where resonance is
W ′ (see Figure 6 (left)), Z ′ (see Figure 6 (middle)) and RS graviton (see Figure 6 (right))

Figure 6: An upper limit on cross section for heavy resonance, W ′ (left), Z′ (middle) and RS graviton (right)
decaying to two bosons.

With DØ detector 7, we searched for a heavy charged boson decaying to WZ that further



decay to three leptons and missing ET in 4.1 fb−1 of data. The events are required to have
missing transverse energy greater than 30 GeV and at least three charged leptons with transverse
momenta pT > 20 GeV satisfying the electron or muon identification criteria. We require the
presence of a candidate Z boson by selecting the electron pairs and muon pairs with opposite
electric charges that have invariant mass nearest to the mass of the Z boson. Then, we select
the highest transverse momentum lepton among the remaining lepton candidates in the event
as the lepton from the W boson decay. The WZ transverse mass shown in Figure 7 (left) is
used to discriminate between the W ′ signal and the backgrounds in the limit setting procedure.
Since we did not observe any excess in a data over SM background we set upper limit on the
σ×BR(W ′ → WZ) in Sequential Standard Model (see Figure 7). We also studied the sensitivity
to other models that predict heavy charged boson. We interpreted the results in terms of the
W ′WZ trilinear coupling normalized to the SSM value as function of the W ′ mass (see Figure 7).
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Figure 7: Transverse mass of WZ system (left), an upper limit on cross section for W ′ in SSM (middle), and
expected and excluded area of the W ′WZ coupling strength normalized to the SSM value as a function of the

W ′ mass (right).
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The electroweak fit and constraints on new physics

Johannes Hallera
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Universität Hamburg, Germany

The global electroweak fit of the Standard Model (SM) with Gfitter can be used to constrain
yet unknown SM parameters, such as the Higgs mass, but also physics beyond the SM (BSM)
via the formalism of oblique parameters. This paper presents updated results of the Gfitter SM
fit using the latest available electroweak precision measurements and the recent combination
of direct Higgs searches at the Tevatron. In addition newly obtained constraints on BSM
models, such as models with extra dimensions, little Higgs and a fourth fermion generation,
are presented. While a light Higgs mass is preferred by the fit in the SM, significantly larger
Higgs masses are allowed in these new physics models.

1 Introduction

By exploiting contributions from quantum loops precise measurements can be used to obtain in-
sights into physics at much higher energy scales than the masses of the particles directly involved
in the experimental reactions. In combination with accurate theoretical prediction the experi-
mental data allow us to constrain the free parameters of the physics model in question. Using
this principle, in particular the yet unknown mass of the Higgs boson MH , can be constrained
in the Standard Model (SM) using the electroweak precision measurements and state-of-the-art
SM predictions since MH enters logarithmically the prediction of radiative corrections in the
SM. Furthermore, in models describing physics beyond the SM (BSM) new effects, e.g. from
additional heavy particles entering the loops, can influence the prediction of the raditive correc-
tions of the electroweak observables. The formalism of oblique parameters, which parametrize
the new physics contribution to the radiative corrections, can then be used to probe the new
physics models and constrain their free parameters.

In this paper we present updated results of the global electroweak fit with the Gfitter frame-
work 1 taking into account the latest experimental precision measurements and the results of
direct Higgs searches from LEP and Tevatron. In addition, we present newly obtained con-
straints on BSM models with extra dimensions, little Higgs and a fourth fermion generation
using the oblique parameters.

2 The global electroweak fit of the SM with Gfitter

A detailed discussion of the statistical methods, the experimental data, the theoretical calcu-
lations and the results of the global electroweak fit with Gfitter can be found in our reference
paper 1. Since its publication the fit has been continuously maintained and kept in line with

afor the Gfitter group (www.cern.ch/gfitter)
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Figure 1: (left) ∆χ2 profile as a function of MH for the global fit of the electroweak SM with Gfitter including
the results of the direct Higgs searches at LEP and Tevatron. The regions currently excluded with 95 % CL by
LEP and Tevatron are indicated by the shaded areas. (right) Fit result of the oblique parameters: Shown are the
68 %, 95 % and 99 % CL allowed regions in the (S, T )-plane with U = 0 for a reference SM with MH = 120 GeV
and mt = 173.2 GeV. The gray/dark area illustrates the prediction in the SM for various values of MH and mt.

experimental and theoretical progress. In the following the most important aspects of the fit are
quickly repeated and the results of recent changes – mainly updates of the experimental data
used in the fit, e.g. MW , mt and the direct Higgs searches at the Tevatron – are reported.

The SM predictions for the electroweak precision observables measured by the LEP, SLC,
and Tevatron experiments are fully implemented in Gfitter. State-of-the-art calculations have
been used, in particular the full two-loop and the leading beyond-two-loop corrections for the
prediction of the W mass and the effective weak mixing angle 2, which exhibit the strongest
constraints on the Higgs mass. In the Gfitter SM library the fourth-order (3NLO) perturbative
calculation of the massless QCD Adler function 3 is included which allows to fit the strong
coupling constant with unique theoretical uncertainty.

The experimental data used in the fit include the electroweak precision data measured at
the Z pole 4, the latest world average 5 of the W mass, MW = (80.399 ± 0.023) GeV, and width,
ΓW = (2.098 ± 0.048) GeV, which include the recent run-2 mass measurement reported by D0,
and the newest average 6 of the Tevatron top mass measurements, mt = (173.1 ± 1.3) GeV. For

the electromagnetic coupling strength at MZ we use the ∆α
(5)

had value reported in 7 which does
not include the recent measurements of the cross-section e+e− → π+π− from Babar and Kloe
using the ISR method since an updated ∆α

(5)

had value including both measurements is not yet
available. Also included in the fit is the information from the direct Higgs searches at LEP 8

and Tevatron 9, where we use the latest combination. b

The free fit parameters are MZ , MH , mt, mb, mc, ∆α
(5)

had and αS(M2
Z) where only the latter

parameter is fully unconstrained since no direct experimental measurement of αS(M2
Z) is used.

The minimum χ2 value of the fit with (without) using the information from the direct Higgs
searches amounts to 17.8 (16.4) which corresponds to a p-value for wrongly rejecting the SM of
0.22 (0.23). None of the pull values exceeds 3σ. The 3NLO result of αS(M2

Z) obtained from
the fit is given by αS(M2

Z) = 0.1193 ± 0.0028 ± 0.0001, where the first error is the experimental
fit error and the second is due to missing QCD orders. Among the most important outcomes
of the fit is the estimation of the mass of the Higgs boson. Without using the information
from the direct Higgs searches we obtain a χ2 minimum at MH = 82.8+30.2

−23.3 GeV with a 2σ

bFor the purpose of combination with the electroweak fit we transform the one-sided confidence level CLs+b

reported by the experiments into a two-sided confidence level CL2−sided

s+b
and calculate the contribution to the χ2

estimator via δχ2 = 2 · [Erf−1(1 − CL2−sided

s+b
)]2. A more detailed discussion of the combination method can be

found in 1. The alternative direct use of the test statistics −2 lnQ in the fit leads to similar results.



interval of [41, 158] GeV. The combination of the indirect fit with the direct Higgs searches can
be used to significantly reduce the allowed regions for MH in the SM. The resulting ∆χ2 profile
as a function of MH is shown in Fig. 1 (left). The expected strong increase at the LEP 95%
CL exclusion limit and the contribution of the Tevatron searches at higher masses are clearly
visible. We obtain a χ2 minimum at MH = 119.4+13.4

−4.0 GeV with a 2σ interval of [114, 157] GeV.

3 Constraints on new physics models

A common approach to constrain physics beyond the SM using the global electroweak fit is
the formalism of oblique parameters. Assuming that the contribution of new physics models
only appears through vacuum polarization most of the BSM effects on the electroweak pre-
cision observables can be parametrized by three gauge boson self-energy parameters (S, T ,
U) introduced by Peskin and Takeuchi 10. In this approach the prediction of a certain elec-
troweak observable O is given by the sum of the prediction of a reference SM (SMref , defined
by fixing the values for MH and mt) and the new physics effects parametrized by STU , i.e.

O = OSM,ref(MH ,mt) + cSS + cT T + cUU . The parameters STU hence measure deviations of
the data from the chosen SMref and are zero if the data are equal to the SMref prediction. S
(S + U) is sensitive to BSM contributions to neutral (charged) current processes at different
energy scales, while T is sensitive to isospin violation effects. The parameter U is small in most
BSM models. Further generalizations like additional corrections to the Zbb coupling 11 are also
taken into account in Gfitter.

Following this approach we have determined the oblique parameters from the electroweak
fit. For a SMref with MH = 120 GeV and mt = 173.2 GeV we obtain

S = 0.02 ± 0.11, T = 0.05 ± 0.12; U = 0.07 ± 0.12 . (1)

The correlation between S and T is strong and positive (+0.879) while the correlation between
S and U and between T and U is negative (−0.469 and −0.716, respectively). Figure 1 (right)
shows the 68%, 95% and 99% CL allowed contours in the (S, T )-plane for U = 0, together with
the SM prediction featuring a logarithmic dependence on MH . Apart from the trivial fact that
the prediction for our SMref (MH = 120 GeV, mt = 173.2 GeV) is indeed S = T = U = 0, it can
be seen that the data are compatible with the SM prediction for small values of MH . Hence, no
actual need for new physics can be derived from this study.

However, certain BSM models feature a similar agreement with the data. The prediction of
these models can cover large regions in the ST -plane due to the allowed variation of the additional
free model parameters which in turn can be constrained by comparing the experimental data
and the model prediction. As shown in the following, in some BSM models large values of MH

are allowed due to a possible compensation of BSM and Higgs effects.

3.1 Universal Extra Dimensions

As a first example we discuss a model with additional space dimensions accessible for all SM
particles 12 (UED). In these models the conservation of a Kaluza-Klein (KK) parity leads to a
phenomenology similar to supersymmetry with a stable lightest KK state, which is a candidate
particle for the cold dark matter in the universe. The free parameters of the model are the
number of extra dimensions dED and the compactification scale R−1. The contribution to
the electroweak precision observables via vacuum polarisation effects in these models, i.e. the
prediction of the STU parameters, have been calculated in 12. The main contribution results
from additional KK-top/bottom and KK-Higgs loops. For dED = 1, as assumed in the following,
the prediction of the oblique parameters mainly depends on R−1 and MH .
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Figure 2: Example results for a model with one Universal Extra Dimension: (left) Comparison of the STU -fit
result with the prediction in the UED model for various values of the compactification scale R−1 and the Higgs
mass MH . (right) The 68 %, 95 % and 99 % CL allowed regions in the (MH , R−1)-plane as derived from the fit.

In Fig. 2 (left) the experimental fit result in the (S, T )-plane is compared to the UED pre-
diction for various values of R−1 and MH . It can be seen that for high values of R−1 the UED
prediction approaches the SM expectation while for smaller R−1 values a significant deviation
from the SM prediction is expected. The same behavior can be observed in Fig. 2 (right) where
the resulting 68%, 95% and 99% CL allowed regions in the (MH , R−1)-plane are shown. For high
R−1 values the constraint on MH approaches the SM result, i.e. small MH are preferred, while
for small R−1 values, significantly larger MH values are still allowed since the UED contribution
is compensated by a heavier Higgs boson. The latter parameter region is well within the direct
discovery reach of the LHC since R−1 indicates the expected mass region of the additional KK
states. The region R−1 < 300 GeV and MH > 800 GeV can be excluded. These findings are in
agreement with previous publications 12.

3.2 Littlest Higgs model with T-parity conservation

Little Higgs theories tackle the SM hierarchy problem by introducing a new global symmetry
broken at a scale f ∼ 1 TeV where new SM-like fermions and bosons exist canceling the one-
loop quadratic divergengies of MH in the SM. The Littlest Higgs (LH) Model 13 is based on
a non-linear 1σ model describing an SU(5)/SO(5) symmetry breaking. Similar to R-parity
conservation in supersymmetry, T -parity conservation provides a possible candidate for the
cold dark matter in the universe and, important for the current discussion, it forbids tree-level
contribution from heavy gauge bosons to the electroweak observables. In this case the dominant
oblique corrections14 rather result from loops involving the two new heavy top states (T -even and
T -odd). The corrections depend on the scale f , the ratio of the top state masses sλ = mT−/mT+ ,
MH and a coefficient δc whose exact value depends on details of the UV physics. c

In Fig. 3 (left) the experimental fit result in the (S, T )-plane is compared to the LH prediction
for example values of f , sλ and MH . It can be seen that for certain parameter settings the LH
model with T -conservation is indeed in agreement with the data. In Fig. 3 (right) the fit results
for sλ = 0.45 are illustrated as 68%, 95% and 99% CL allowed regions in the (MH , f)-plane. As
expected, for high values of f the MH -constraint in the LH model approaches the MH -constraint
of the SM, while for smaller f values significantly larger values of MH are allowed than in the
SM. Although the allowed regions in the (MH , f)-plane are strongly dependent on sλ and no
absolute exclusion limit on one of the parameters alone can be derived, the above statements
are true for all values of sλ.

cThe latter parameter is treated as theory uncertainty in the Gfitter fit with δc = [−5, 5].
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Figure 3: Example results for the Littlest Higgs model with T -parity conservation: (left) Comparison of the
STU -fit result with the prediction in the LH model. The symbols illustrate the LH predictions for three example
settings of the parameters f , sλ and MH . The light green area illustrates the predicted region when varying the
free parameters in the ranges indicated in the figure. (right) The allowed region in the (MH , f)-plane as derived

from the fit for sλ = 0.45.

3.3 Models with a fourth fermion generation

While the fermion sector of the Standard Model is composed of three generations of leptons
and quarks without explanation of this number, several SM extensions suggest extra matter
families. In a simple, generic model with only one extra family two new fermions (Ψ1,Ψ2) are
added to both the quark and lepton sector, i.e. a left-handed isospin doublet ΨL = (Ψ1,Ψ2)L
and two right-handed isospin singlet states Ψ1,R and Ψ2,R with charges equal to the three SM
generations. The free model parameters are the masses of the new quarks and leptons mu4

,
md4

, me4
and mν4

respectively. Assuming no mixing of the extra families among themselves and
with the SM fermions the additional one-loop fermionic contributions to the oblique corrections
have been calculated in 15. In particular, the importance of an appropriate mass splitting of the
up-type and down-type fermions has been highlighted.

In Fig. 4 (left) our experimental fit result in the (S, T )-plane is compared to the prediction
of the fourth generation model for example values of the masses of the additional fermions and
MH . It can be seen that for some parameter settings the fourth generation model is indeed in
agreement with the data and high values of MH could in principle be allowed. Since the oblique
parameters are mainly sensitive to the mass differences of the up-type and down-type fermions
and rather insensitive to the absolute mass values of the additional fermions, we have calculated
the 68%, 95% and 99% CL allowed regions in the (mu4

−md4
,ml4 −mν4

)-plane for various values
of MH . The example results for MH = 600 GeV, shown in Fig. 4 (right), demonstrate that a
high Higgs mass is indeed in agreement with the data for a range of new fermion masses. In
general, the data prefer a heavier charged lepton.

4 Conclusion and outlook

Using the Gfitter package, the reimplementation of the global fit to the electroweak precision
data and its combination with the recent results of the direct Higgs searches allows an exclusion
of the SM Higgs mass above 158 GeV at 95% CL. However, contributions from new physics may
change this result significantly. The effects on the gauge boson self-energy graphs, called oblique
corrections, are known for most of the BSM models and must be continuously confronted with the
latest experimental data. Newly obtained results of a few example BSM models implemented in
Gfitter have been reported in this paper, demonstrating that larger MH values are in agreement
with the electroweak precision data in these models. Apart from an continuous maintenance of
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Figure 4: Example results for the model with a fourth fermion generation: (left) Comparison of the STU -
fit result with the prediction in the fourth generation model. The symbols illustrate the predictions for three
example settings of the parameters mU4

, md4
, mν4

, ml4
and MH . The light gray area illustrates the predicted

region when varying the free parameters in the ranges indicated in the figure. (right) The allowed regions in the
(mu4

− md4
, ml4

− mν4
)-plane as derived from the fit for MH = 600 GeV.

the results reported here, an important future objective of Gfitter will be a further diversification
of the latter analysis towards more BSM models.
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KLOE RESULTS ON HADRONIC PHYSICS
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The KLOE experiment collected 2.5 fb−1 of e+e− collisions at the φ peak and about
240 pb−1 below the φ resonance (

√
s = 1 GeV). Preliminary results on light meson

spectroscopy and the new measurement of the pion form factor are presented.

1 Study of η decays

In the η → π+π−γ decay a significant contribution from the chiral anomaly is expected 1. The
chiral anomaly predicts the values of the amplitudes for the non-resonant coupling at the chiral
limit, however, the momentum dependence is not predicted and is modeled by many theoretical
approaches. The distribution of the two pions invariant mass was pointed out as an important
observable in the effort to disentangle possible resonant contributions, e.g. from the ρ-meson.
Several theoretical approaches have been developed to treat the contributions of the anomalies
to the decay 2 3 4. This decay has been measured in the 1970s with data samples of the order
of 104 events 5 6. However the theoretical papers which tried to combine the two data sets
reported discrepancy in data treatment and, as a consequence, difficulty in obtaining consistent
results. Therefore, to clarify the situation, results from experiments with large statistics are
really needed 7. Recently the CLEO collaboration published their results on the ratio of charged
decays branching ratios Γη → π+π−γ /Γη → π+π−π0 = 0.175±0.007±0.006 which differ more

than 3 σ’s from old results. From the analysis of 1.2 fb−1, the preliminary KLOE measurement of
ratio of branching ratios is: Γη → π+π−γ /Γη → π+π−π0 = 0.2014±0.0004stat . The systematic

error, under evaluation, is expected to be less than 1%. Our number is in agreement with the old
results from Thaler and Gormley and differs significantly from recent CLEO results as shown in
Tab. 1.

Table 1: Comparison of the existing results for the ratio Γ
η → π+π−γ

/Γ
η → π+π−π0 .

PDG08 Average 0.203 ± 0.008
LOPEZ (CLEO) 2007 859 events 0.175 ± 0.007 ± 0.006
THALER 1973 18k events 0.209 ± 0.004
GORMLEY 1970 7250 events 0.201 ± 0.006

KLOE Preliminary 611k events 0.2014 ± 0.0004

Recently KLOE has started studying the η → e+e−e+e− decay. This decay, together with
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Figure 1: Left: η → e+e−e+e− analysis, fit of the four electron invariant mass. Right: spectrum of the four-
photon invariant mass for data taken at 1 GeV (crosses) compared with the sum of the expected backgrounds

(black solid line). The main background contributions are shown in colors.

the η → µ+µ−e+e− channel, is interesting for the η meson form factor measurement because
there are only leptons in the final state. Events with four electrons are selected using time
of flight information provided by the calorimeter. Backgrounds from η → γγ/e+e−γ with
photon conversion are rejected by reconstructing the conversion point on the beam pipe or drift
chamber walls. Most of the residual background comes from continuum events and a small
contribution is due to φ decays. The latter is subtracted from data using the MC spectrum.
The number of signal events is obtained by fitting the data distribution of the four electron
invariant mass, Meeee, with signal and background shapes (Fig. 1-left). From the fit we extract
Nη→e+e−e+e− = 413 ± 31. This constitutes the first observation of this decay.

2 γγ physics

The study of the reaction e+e− → e+e−γ∗γ∗ → e+e−X, where X is some arbitrary final state
resulting from fusion of two photons, gives access to states with JPC = 0±+, 2±+. In the low-
energy region covered by the KLOE detector, mπ0 < Wγγ < 700 MeV, existing measurements 9

are affected by large statistical and systematic uncertanties. At KLOE, where there is no tagging
of the outgoing e+e−, γγ interactions have been studied using off-peak data (240 pb−1 collected
at

√
s = 1 GeV), as the main source of background comes from φ decays.

The study of the e+e− → e+e−π0π0 process is interesting because of a possible contribution
from the controversial σ scalar meson. In Fig. 1-right, the preliminary spectrum of the four-
photon invariant mass, M4γ , is compared with accountable background yields. An excess of
about 4000 events is evident at low M4γ values, where the σ contribution is expected. Detailed
studies of the background contamination and the extraction of the σ → π0π0 contribution are
in progress.

The η radiative width, Γηγγ , is usually extracted from the measurement of the e+e− → e+e−η
cross section. The KLOE analysis is performed using the η → π+π−π0 decay channel. After
background rejection, distributions of longitudinal momentum (pL) and recoil missing mass
(M2

miss) are independently fitted with the superposition of MC shapes for signal and background
(Fig. 2). More than 600 e+e− → e+e−η → e+e−π+π−π0 events are obtained. Determination of
σ(e+e− → e+e−η) and Γηγγ are under way.

These results are encouraging in view of the forthcoming data taking campaign of the KLOE-
2 project 10, when both low and high energy e± tagging devices will be available.



Figure 2: Fit to the pL (left) and M2
miss (right) distributions for γγ → η events. Signal (cyan), φ → ηγ (red) and

radiative Bhabha events (green) contributions are also shown.

3 The measurement of the hadronic cross section

The published KLOE measurements 8,11 of the hadronic cross section for the process e+e− →

π+π− used initial state radiation (ISR) events with photon emitted at small angle to the beam
line, resulting in a kinematical suppression of events with M2

ππ < 0.35 GeV2. To access the two
pion threshold, a new analysis has been performed requiring events with photon at large polar
angles (50◦ < θγ < 130◦), in the same angular region of the pions. The drawback using such
acceptance cuts is a reduction in statistics of about a factor 5, as well as an increase of events
with final state radiation and from φ radiative decays. The uncertainty on the model dependence
of the φ radiative decays to the scalars f0(980) and f0(600) together with φ → ρπ → (πγ)π
has a pontentially strong impact on the measurement 13. For this reason, the present analysis
uses the data taken by the KLOE experiment in 2006 at a value of

√
s = 1 GeV, about 5 Γφ

outside the narrow peak of the φ resonance. This reduces the effect due to contributions from
f0γ and %π decays of the φ-meson to ∼ 1%. Contaminations from the processes φ → π+π−π0

and e+e− → µ+µ−γ are rejected using kinematical variables. A particle ID estimator based
on calorimeter information and time-of-flight is used to efficiently suppress the high rate of
radiative Bhabhas. The radiative differential cross section is then obtained subtracting the resi-
dual background events and dividing by the selection efficiencies and the integrated luminosity.
The total cross section σππ is obtained using the formula 12:

s
dσππγ

dM2
ππ

= σππ(M2
ππ) H(M2

ππ) , (1)

where H is the radiator function, describing the photon emission at the initial state. This
formula omits Final State Radiation (FSR) terms, which are however properly taken into account
in the analysis. From σππ the squared modulus of the pion form factor |Fπ|

2 can be derived.
Fig. 3 shows |Fπ|

2 as a function of (M0
ππ)2 for the new KLOE09 measurement compared with

the previous KLOE publication (KLOE08) and with results from CMD-2 14,15 and SND 16

experiments. On the ρ-peak and above, the new analysis confirms KLOE08 data being smaller
than the Novosibirsk results, below the ρ-peak the three experiments show good agreement.

The cross section corrected for the running of αem and inclusive of FSR is used to determine
the dipion contribution to the muon anomalous magnetic moment, ∆aππ

µ :

∆aππ
µ (0.1 − 0.85 GeV2) = (478.5 ± 2.0stat ± 4.8exp ± 2.9theo) · 10

−10. (2)
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Figure 3: Pion form factor |F 2
π | obtained in the present analysis (KLOE09) compared with the previous KLOE

result (left) and results from the CMD and SND experiments (right). KLOE09 data points have statistical
error attached, the grey band gives the statistical and systematic uncertainty (added in quadrature). Errors on

KLOE08, CMD2 and SND points contain the combined statistical and systematic uncertainty.

Table 2: aµ evaluation from different KLOE analyses.

KLOE Analysis ∆aππ
µ (0.35 − 0.85 GeV2) × 10−10

KLOE09 376.6 ± 0.9stat ± 2.4exp ± 2.1theo

KLOE08 379.6 ± 0.4stat ± 2.4exp ± 2.2theo

The evaluation of ∆aππ
µ in the range between 0.35 and 0.85 GeV2 allows to compare the result

obtained in this new analysis with the previously published result by KLOE 11, as shown in
Tab. 2. The two values are in good agreement, therefore the new measurement confirms the
∼ 3σ’s discrepancy between the Standard Model prediction and the BNL measurement on aµ.
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The COMPASS experiment at CERN is dedicated to light hadron spectroscopy with emphasis
on the detection of new states, in particular the search for spin exotic states and glueballs. Af-
ter a short pilot run in 2004 (190 GeV/c π− beam, Pb target) showing significant production
strength of an exotic JPC = 1−+ state at 1.66GeV/c2, we have collected data with 190 GeV/c
hadron beams on a liquid hydrogen target in 2008/09. The spectrometer features good cover-
age by calorimetry and our data provide excellent opportunity for simultaneous observation
of new states in different decay modes. The diffractively produced (3π)− system for example
can be studied in both modes π−p → π−π+π−p and π− p → π−π0π0 p. Reconstruction of
charged and neutral mode rely on completely different parts of the apparatus. Observation of
new states in both modes provides important checks. The results on diffractive dissociation
into 3π final states from the 2004 data recently published are discussed as well as the first
comparison of neutral vs. charged mode based on a first partial wave analysis of 2008 data.

1 Introduction

The COMPASS fixed-target experiment 1 at CERN SPS is dedicated to the study of structure
and dynamics of hadrons, both aspects of non-perturbative QCD. In a first phase (2002-2007)
COMPASS studied the nucleon spin structure by deep inelastic scattering of 160GeV/c polarised
muons off polarised 6LiD and NH3 targets. During a second phase in 2008/09, measurements
with 190 GeV/c hadron beams on a liquid hydrogen and nuclear targets were performed, mainly
dedicated to hadron spectroscopy. Of particular interest is the search for non-qq̄ mesons, like
hybrids, glueballs or tetra-quarks, which do not fit into the Constituent Quark Model (CQM),
but are allowed within QCD. Such objects, however, would mix with ordinary qq̄ states of
same JPC quantum numbers, making it difficult to disentangle the different contributions. The
observation of spin-exotic states with quantum numbers forbidden in the CQM, like JPC =
0−−, 0+−, 1−+, ... , would provide clear evidence for physics beyond the CQM and thus a
fundamental confirmation of QCD. The lowest mass hybrid candidate, means a meson consisting
of a colour octet qq̄ pair neutralised in colour by an excited gluon, is predicted 2 to have exotic
JPC = 1−+, and a mass between 1.3 and 2.2GeV/c2. Two experimental candidates for a
1−+ hybrid in the light quark sector have been reported in the past, the π1(1400) and the
π1(1600). The latter was observed in diffractive production by different experiments, decaying
– among others, like η′π, f1(1285)π and ωππ – into ρπ 3,4. Especially the resonance nature of
both candidates, is still heavily disputed 5,6. To improve our understanding, new experiments
have to be performed at high statistics, extending the spectrum to masses beyond 2.2 GeV/c2.
COMPASS has just started to shed new light on the puzzle 7, as discussed in this paper.

2 The COMPASS experiment

A detailed description of the COMPASS two-stage spectrometer, Fig. 1 (left), dedicated to
a variety of fixed-target physics programmes can be found in 1. For the measurements with
hadron beams started in 2008, a 40 cm long liquid hydrogen target, and simple disks of solid
material (part of 2009 run) have been used. The spectrometer features electromagnetic and
hadronic calorimetry in both stages (E/HCAL in Fig. 1). Photon detection in a wide angular
range with high resolution is crucial for decay channels involving π0, η or η′. Nearly 4π coverage
is achieved for charged and neutral particles in the final states with forward kinematics. A Recoil
Proton Detector (RPD) consisting of two concentric barrels of scintillator slats was introduced
to trigger on interactions inside the target It detects the recoil particle to ensure exclusivity by
a time-of-flight measurement at high accuracy of ∼350 ps.
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Figure 1: Left: Sketch of the two-stage COMPASS spectrometer. Right: (top) Diffractive meson production via
t-channel Reggeon exchange: The beam particle a is excited to a resonance c subsequently decaying into n mesons,
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3 Analysis of 3π final states from diffractive dissociation

Consider the reaction a+b → c+d, with c → 1+2+...+n, where a is the incoming beam particle,
b the target, c the diffractively produced object decaying into n particles, and d the target
recoil particle staying intact, see Fig. 1 (right/top). The reaction is described by two kinematic
variables, the square of the total centre of mass energy s = (pa + pb)2 and t′ = |t| − |t|min ≥ 0,
with t = (pa − pc)2 the squared momentum transfer from the target to the beam particle, and
|t|min is the minimum absolute value of t allowed by kinematics for a given mass mc. The basic
selection of diffractive 3π events common to all analyses discussed in this paper requires exactly
one primary vertex within the target volumes. One incoming beam particle plus three outgoing
charged tracks (charged mode) and one outgoing negatively charged track plus exactly 4 clusters
detected in the ECALs (neutral mode) are requested, respectively, both with total charge −1.
An exclusivity cut, taking into account the momentum transfer t′ to the target, ensures that the
total energy of the three outgoing pions add up to the beam energy. The partial wave analysis
(PWA) is performed in the range of 0.1 < t′ < 1.0 GeV2/c2 in order to stay above hardware
thresholds and to ensure diffractive processes. In case of 2008 data, a cut on the collinearity of
the recoil proton and the outgoing pion system further suppresses non-exclusive background.

3.1 Observation of a JPC = 1−+ exotic resonance – 2004 pilot run data
The PWA is based on the isobar model, see Fig.1 (right/bottom). A partial waves is defined
by a set of quantum numbers JPCM ε[isobar]L, with spin J , parity P and C-parity of the
resonance X−. M and ε (reflectivity) define the spin projection. The resonance decays via
an intermediate di-pion resonance (the isobar) accompanied by a so-called bachelor pion, with
relative orbital angular momentum L. We perform our PWA in two steps, a mass-independent
fit and a subsequent mass-dependent fit. The former is performed on the data binned into
40 MeV/c2 wide mass intervals, so that no assumption on the resonance structure of the 3π
system is made. A total set of 42 waves including a flat background wave is fitted to the data
using an extended maximum likelihood method, which comprises acceptance corrections. The
mass-dependent fit is applied to the six main waves, which result from the first step, and uses a
χ2 minimisation. The mass dependence is parameterised by relativistic Breit-Wigners (BW) and
coherent background if present. The employed parameterisation of the spin density matrix has
a rank of two, accounting for spin-flip and spin-non-flip amplitudes at the baryon vertex. Fig. 2
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Figure 2: Top: (Left) Invariant mass of π−π+π− showing the most prominent resonances (2004 data). (Right)
Example PWA fit for a1(1260): Intensity of 1++0+[ρ−π]S wave. Bottom: (Left) Fitted intensity of the exotic
1−+1+[ρπ]P wave. (Right) Phase differences of the exotic 1−+1+ and the 1++0+ wave – for details see text.

shows the intensity of the 1++ wave with the well-established a1(1260) and that of the spin-
exotic 1−+ wave as well as the phase difference ∆Φ between the two, for the fits of all six waves,
see 7. The black data points represent the mass-independent fit, whereas the mass-independent
one is overlayed as red solid line, the separation into background (purple) and BW (blue) is
plotted where applicable. In previous observations, especially the resonant nature of the exotic
1−+1+[ρπ]P wave is questioned, whereas our data shows a clear and rapid phase motion. Our
result of a mass of 1660±10+0

−64 MeV/c2 and a width of 269±21+42
−64 MeV/c2 is consistent with the

famous π1(1600) 7 already reported by previous experiments but still controversially discussed.

3.2 First comparison of neutral versus charged mode – 2008 data
The event selections have been discussed more detailed 8,9. The resultant invariant mass spectra
for charged and neutral mode are shown in Fig. 3 (top), exhibiting the same prominent resonances
as in Fig. 2. In this first analysis, we apply the same PWA model as for the 2004 data. The mass-
independent fit results are compared in Fig. 3 (bottom), normalised using the a2(1320) to account
for different statistics. Even though acceptance corrections have not yet been applied (estimated
effect up to 20%), the comparison is already quite promising. From simple isospin symmetry
consideration, we expect for all isobars decaying into ρπ the same intensities for both modes,
whereas for those going to f2π, a suppression factor of two is expected for the neutral mode,
simply due to Clebsch-Gordon coefficients. Indeed Bose-Symmetrisation with the bachelor pion
might modify the picture. We checked, however, that the effect is the same for ρπ decays and
thus cancels out, whereas for f0,2π channels, the effects can be large in general, but no effect was
found for the one chosen here. Indeed similar intensities are found for the 1++0+[ρ(770)π]S wave
in both modes, and about half intensity in the 2−+0+[f2(1270)π]S wave for the neutral mode
– as expected. Such kind of isospin-symmetry checks will validate independent confirmation in
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Figure 3: Comparison of 3π analyses neutral vs. charged mode (2008 data). Top: Invariant mass of π−π+π− and
π−π0π0 showing the most prominent resonances. Bottom: Exemplary intensities of main waves, for comparison,
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a1(1260): 1++0+[ρπ]S wave, (Right) π2(1670): 2−+0+[f2(1270)π]S wave.

case of new states, like e.g. the π1(1600), simultaneously observed in different decay modes.

Summary
First results on the COMPASS hadron data show the high potential for meson spectroscopy.
Our 2004 pilot run data show a significant spin exotic signal consistent with the controversially
discussed π1(1600). The data collected in 2008/09 exceeds the world statistics by up to two
orders of magnitude. One advantage of COMPASS as compared to previous fixed-target experi-
ments is the ability for detecting final states involving charged and neutral particles. COMPASS
has not only access to many decay channels but also to higher masses exceeding 3.5 GeV/c2.
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RECENT RESULTS ON LIGHT HADRON SPECTROSCOPY AT BES

H.X. YANG (for BES COLLABORATION)
Institute of High Energy Physics,CAS,19B YuquanLu,

Shijingshan District Beijing, PR China

BESII has reported a pp̄ near-threshold enhancement in J/ψ → γpp̄ and a new particle as
X(1835) in J/ψ → γπ+π−η′. The κ particle were also found in J/ψ → K+K−π+π−(neutral
one) and J/ψ → K±K0

sπ
∓π0(charged one). BESIII has collected more than 100M ψ′ events

and 220M J/ψ events. With these data samples, pp̄ near-threshold enhancement and X(1835)
are analyzed carefully and the BESII result are confirmed.

1 Introduction of BES at BEPC

The BES detector is a large solid-angle magnetic spectrometer at the Beijing Electron Positron
Collider(BEPC). 58M J/ψ events were collected at BESII 1. BESIII 2 is upgraded from BESII, it
begins physics run since March 2009. There are more than 100M ψ ′ and 220M J/ψ events have
been collected. The pp̄ mass threshold structure and X(1835) were first observed and measured
at BESII, the evidence for the existence of κ was also reported. Here we report the observation
of κ at BESII and the confirmation of pp̄ mass threshold structure and X(1835) at BESIII.

2 Analysis of charged κ at BESII

σ and κ are first found in the analysis of ππ and πK scattering data, which can not be filled
into any nonets of ordinary qq̄ mesons. Evidences for the κ have been reported recently by
the E791 experiment 3 and the FOCUS experiment 4. In 2006, BESII reported the existence
of κ particle in the analysis of J/ψ → K̄∗(892)0K+π− → K+K−π+π− 5. Because of the
isospin symmetry, there should be charged κ particle. Here, we try to find the charged κ in
J/ψ → K̄∗(892)±κ± → K±K0

sπ
∓π0 with 58M J/ψ data collected with BESII 6. A partial

wave analysis, which is based on the covariant helicity amplitude analysis, is performed for the
charged κ analysis. The final fit of Kπ spectrum is shown in Fig. 1(a), where points with error
bars are data, and the light shaded histogram is the final fit. In the figure, the dark shaded
histogram shows the contribution of the charged κ. Fig. 1(b) shows the final fit for the K ∗(892)π
spectrum. Three different parameterizations are used to fit the κ. They are

BWκ =
1

m2
κ − s− imκΓκ

,Γκ = cons., (1)

BWκ =
1

m2
κ − s− i

√
sΓκ(s)

,Γκ(s) =
g2
κ.kκ

8πs
, (2)

BWκ =
1

m2
κ − s− i

√
sΓκ(s)

,Γκ(s) = α.kκ, (3)



Figure 1: (a) Final fit results for the Kπ spectrum. Points with error bars are data, the light shaded histogram
is the final global fit, and the dark shaded histogram is the contribution of the kappa. (b) Final fit of K∗(892)π
spectrum. Points with error bars are data, the light shaded histogram is the final global fit. The two peaks in

the lower mass region are fitted by K1(1270)(lower one) and K1(1400)(higher one) seperately.

Table 1: Masses, widths and pole positions of the charged κ. In the table, the first errors are statistical, and the
second are systematic. BW (1) means equation (1) in the fit, BW (2) and BW (3) have similar meanings.

BW(1) BW(2) BW (3)

Mass (MeV/c2) 810 ± 68+15
−24 884 ± 40+11

−22 1165 ± 58+120
−41

Width (MeV/c2) 536 ± 87+106
−47 478 ± 77+71

−41 1349 ± 500+472
−176

pole (MeV/c2) (849 ± 77+18
−14) (849 ± 51+14

−28) (839 ± 145+24
−7 )

−i(256 ± 40+46
−22) −i(288 ± 101+64

−30) −i(297 ± 51+50
−18)

where kκ is the magnitude of the momentum of the K in the Kπ, or the κ center of mass system,
and α is a constant which will be determined by fit. Parameters in the Breit-Wigner function
are determined by mass and width scans. The final results are listed in the Table 1, where
the first errors are statistical, and the second are systematic. The mass and width parameters
obtained by different parameterizations are quite different, but their poles are almost the same.
This situation is quite similar to what we found in the study of the neutral κ. The corresponding
results for the neutral κ 5 are shown in Table 2. The results for the charged κ are consistent
with those of the neutral κ.

3 Conformation of pp̄ mass threshold structure at BESIII

An anomalously strong pp̄ mass threshold enhancement was observed by the BESII experiment
in the radiative decay process J/ψ → γpp̄ 7. An interesting feature of this enhancement is that
corresponding structures are not observed in near-threshold pp̄ cross section measurements, in

Table 2: Masses, widths and pole positions of the neutral κ. BW (1) means equation (1) in the fit, BW (2) and
BW (3) have similar meaning

BW(1) BW(2) BW (3)

Mass (MeV/c2) 745 ± 26+14
−91 874 ± 25+12

−55 1140 ± 39+47
−80

Width (MeV/c2) 622 ± 77+61
−78 518 ± 65+27

−87 1370 ± 156+406
−148

pole (MeV/c2) (799 ± 37+16
−90) (836 ± 38+18

−87) (811 ± 74+17
−83)

−i(290 ± 33+25
−38) −i(329 ± 66+28

−46) −i(285 ± 20+18
−42)
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Figure 2: Analysis of ψ′
→ π+π−J/ψ,J/ψ → γpp̄ at BESIII (a)Dalitz plot. (b)Fitting of pp̄ near-threshold

structure, the solid curve is the fit result; the dashed curve shows the fitted background function.

B-meson decays 8,9, in radiative ψ′ or Υ → γpp̄ decays 10,11. This experimental observation
stimulated a number of theoretical speculations. One of these is the intriguing suggestion that
it is an example of a pp̄ bound state, sometimes called baryonium, which has a long history and
has been the subject of many experimental searches.
With 100M ψ′ data collected at BESIII, ψ′ → π+π−J/ψ(J/ψ → γpp̄) is used to study the pp̄
mass threshold structure. Fig. 2(a) shows the Dalitz plot. There is obvious structure near the
threshold of the pp̄ mass spectrum. The enhancement is fitted with an acceptance weighted

Breit-Wigner function of the form BW (M) ∝ q2L+1k3

(M2−M2
0
)2+M2

0
Γ2 (Fig. 2(b)), where Γ is a con-

stant(determined from fit), q is the proton momentum in the pp̄ rest-frame, L is the pp̄ orbital
angular momentum, and k is the photon momentum. The fitting gives the mass and width as
m = 1861+6

−13(stat)
+7
−26(syst)MeV/c2 and Γ < 38MeV/c2(90%C.L.) . The result is consistent

with BESII. ψ′ → γpp̄ is also studied and no such an enhancement observed, which indicated
pure FSI interpretation of the narrow and strong pp̄ threshold enhancement in J/ψ radiative
decay is disfavored.

4 Confirmation of X(1835) at BESIII

X(1835) was observed in the π+π−η′ invariant-mass spectrum with a statistical significance of
7.7σ at BESII 12. A fit with a Breit-Wigner function yields a mass M = 1833.7 ± 6.1(stat) ±
2.7(syst)MeV/c2, a width Γ = 67.7±20.3(stat)±7.7(syst)MeV/c2 , and a production branching
fraction B(J/ψ → γX)×B(X → π+π−η′) = [2.2± 0.4(stat)± 0.4(syst)]× 10−4. The mass and
width of X(1835) are not compatible with any known meson resonance.
With 220M J/ψ events collected at BESIII, J/ψ → γπ+π−η′(η′ → γρ, ηπ+π−) is studied to
verify the BESII observation. Fig. 3(a) shows the invariant mass spectrum of π+π−η′ for J/ψ →
γπ+π−η′(η′ → γρ). A significant peak at M ∼ 1835 MeV/c2 is observed. If it is fitted with
one resonance plus a polynomial background shape, the statistical significance of the resonance
is about 18σ. Fig. 3(b) is the invariant mass spectrum of π+π−η′ for J/ψ → γπ+π−η′(η′ →
ηπ+π−). There is also a significant peak at M ∼ 1835 MeV/c2. The fitting shows the statistical
significance is about 9σ. Extensive studies of potential background processes using both data
and MC is made, none can produce a peak around 1835 MeV/c2 in the π+π−η′ mass spectrum.
Fig.3(c) shows the π+π−η′ invariant-mass spectrum for the combined J/ψ → γπ+π−η′(η′ → γρ)
and J/ψ → γπ+π−η′(η′ → π+π−η). This spectrum is fitted with a Breit-Wigner function
convolved with a Gaussian mass resolution function. The mass and width obtained from the
fit are M = 1842.4 ± 2.8(stat) MeV/c2 and Γ = 99.2 ± 9.2 (stat) MeV/c2 with a statistical
significance of 21σ. These values are consistent with the published BESII results 12. More
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Figure 3: Fitting the invariant mass spectrum of π+π−η′ in J/ψ → γπ+π−η′ at BESIII. (a)η′ → γρ; (b)η′ →
π+π−η;(c)The combined invariant mass spectrum of η′ → γρ and η′ → π+π−η. The mass spectrum is fitted with

a resonance plus polynomial background shape.

studies will be performed on the high π+π−η′ mass region of 2.1 ∼ 2.5 GeV/c2.

5 Summary

Charged κ is observed at BESII with J/ψ → K±K0
sπ

∓π0. Partial Wave Analysis has been
performed on the charge κ, and the mass and width are measured. An anomalous strong, near-
threshold enhancement in the pp̄ invariant mass distribution is observed in the decay process of
ψ′ → π+π−J/ψ(J/ψ → γpp̄). If it is fitted with an S-wave Breit-Wigner resonance function, the
peak mass is M = 1865±5 (stat) MeV/c2 and the width is Γ < 33 MeV/c2 at the 90% confidence
level. The resonance, X(1835) is confirmed in two decay modes of η ′ for J/ψ → π+π−η′. The
BESIII results are consistent with those published by BESII.
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Study light scalar meson property from heavy meson decays
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In the SU(3) symmetry limit, the ratio R ≡ B(D+→f0l+ν)+B(D+→σl+ν)

B(D+→a0
0l+ν)

is equal to 1 if the

scalar mesons are q̄q states, while it is 3 if these mesons are tentraquark states. This ratio
provides a model-independent way to distinguish the descriptions for light scalar mesons . It
also applies to the B− → Sl−ν̄ and B̄0 → J/ψ(ηc)S decays. The SU(3) symmetry breaking
effect is found to be under control, which will not spoil our method. The branching fractions
of the D+ → Sl+ν, B− → Sl−ν̄ and B̄0 → J/ψ(ηc)S decays roughly have the order 10−4,
10−5 and 10−6, respectively. The B factory experiments and ongoing BEPC-II experiments
are able to measure these channels and accordingly to provide the detailed information of the
scalar meson inner structure.

In spite of the striking success of QCD theory for strong interaction, the underlying structure
of the light scalar mesons is still under controversy.1,2,3 To understand the internal structure
of scalar mesons is one of the most interesting topics in hadron physics for several decades.
Irrespective of the dispute on the existence of σ and κ mesons, scalar mesons have been identified
as ordinary q̄q states, four-quark states or meson-meson bound states or even those supplemented
with a scalar glueball. Due to the unknown nonperturbative properties of QCD, there is almost
no model-independent way to effectively solve these old puzzles.

Most of the studies up to now, concentrated on the decay property of scalar mesons. It
is interesting to study the production property of the scalar mesons, especially the production
from heavy meson decays. At present, there are many experimental studies on the production
of scalar mesons in nonleptonic D decays. For example, branching ratios of D+ → σπ+ and
D+ → f0π

+ have the order of 10−3 and 10−4, respectively.4 On the theoretical side compared
with nonleptonic D decays, semileptonic D+(B+) → Sl+ν decays only contain one scalar meson
in the final state, where the heavy quark effective theory can be used. This could be the better
candidate to probe different structure scenarios of scalar mesons.

In this work, we will only focus on the two-quark and the four-quark scenarios for scalar
mesons. We propose a model-independent way to distinguish these two descriptions through
the semileptonic B− → Slν̄ and/or D+ → Sl+ν decays, where S denotes a scalar meson
among a0(980), f0(980) and σ.5 These two kinds of decays are clean as they do not receive much
pollution from the strong interactions. In B decays, the lepton pair can also be replaced by a
charmonium state since they share the same properties in the flavor SU(3) space. For example,
the B̄0 → J/ψ(ηc)S decays are probably much easier for the experiments to observe.

A number of scalar mesons have been discovered experimentally. Among them, there are
9 mesons below or near 1 GeV, which form a nonet consisting of σ, κ, f0(980) and a0(980).
Hereafter we will use f0 and a0 to abbreviate f0(980) and a0(980) for simplicity. In the q̄q
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Figure 1: Feynman diagrams for D+ decays into a scalar meson and B → J/ψ(ηc)S decays. The diagrams (a,c)
are for two-quark picture, while the diagrams (b,d) are for the four-quark mesons.

picture, scalar mesons are viewed as P-wave states,6 whose flavor wave functions are given by

|σ〉 = 1√
2
(|ūu〉+ |d̄d〉) ≡ |n̄n〉, |f0〉 = |s̄s〉, |a0

0〉 = 1√
2
(|ūu〉 − |d̄d〉), |a−0 〉 = |ūd〉, |a+

0 〉 = |d̄u〉.
|κ−〉 = |ūs〉, |κ̄0〉 = |d̄s〉, |κ0〉 = |s̄d〉, |κ+〉 = |s̄u〉. (1)

In this picture, f0 is mainly made up of s̄s, which is supported by the large production rates in
J/ψ → φf0 and φ → f0γ decays.4 Meanwhile, the experimental data also indicate the nonstrange
component of f0: the branching fraction of J/ψ → ωf0 is comparable with that of J/ψ → φf0.
To accommodate with the experimental data, f0 is supposed to be the mixture of n̄n and s̄s as

|f0〉 = |s̄s〉 cos θ + |n̄n〉 sin θ, |σ〉 = −|s̄s〉 sin θ + |n̄n〉 cos θ.

With various available experimental data, the mixing angle θ is constrained as 25◦ < θ <
40◦, 140◦ < θ < 165◦.7

The classical q̄q picture meets with several difficulties. In particular it is difficult to explain
the fact that the strange meson κ is lighter than the isotriplet mesons a0, and the isosinglet
meson f0 has a degenerate mass with a0, since s quark is expected to be heavier than u/d
quark. Inspired by these difficulties, other candidate scenarios are proposed. In Ref. 8, scalar
mesons are identified as diquark-diquark states. In the SU(3) flavor space, the two quarks can
form two multiplets as 3⊗ 3 = 3̄⊕ 6, while the other two antiquarks reside in 3 or 6̄ multiplets.
The diquark in a scalar meson is taken to be totally antisymmetric for all quantum numbers,
color antitriplet, flavor antitriplet, spin 0. The lightest q2(q̄)2 states make a flavor nonet, whose
internal structure is given as:

|σ〉 = ūud̄d, |f0〉 = |n̄ns̄s〉, |a0
0〉 = 1√

2
(ūu− d̄d)s̄s, |a+

0 〉 = |d̄us̄s〉, |a−0 〉 = |ūds̄s〉.
|κ+〉 = |s̄ud̄d〉, |κ0〉 = |s̄dūu〉, |κ̄0〉 = |d̄sūu〉, |κ−〉 = |ūsd̄d〉. (2)

Taking the mixing into account, the isosinglet mesons are expressed as

|f0〉 = |n̄ns̄s〉 cos φ + |ūud̄d〉 sinφ, |σ〉 = −|n̄ns̄s〉 sinφ + |ūud̄d〉 cos φ,

where the φ between f0 and σ meson is constrained asφ = (174.6+3.4
−3.2)

◦.9

The Feynman diagrams for D+ → Sl+ν decays and B → J/ψ(ηc)S decays in two different
pictures are given in Fig. 1. The diagrams (a,c) are for the two-quark scenario, while the
diagrams are for the four-quark scenario. If a scalar meson is made of q̄q, the light quark is
generated from the electroweak vertex and the antiquark d̄ serves as a spectator. Thus only
the component d̄d contributes to semileptonic D decays. In the SU(3) symmetry limit, decay
amplitudes of D → f0(σ)lν channels under the qq̄ picture have the following relation

A(D+ → f0l
+ν) = − sin θÂ, A(D+ → σl+ν) = − cos θÂ, (3)



where the transition amplitude Â is defined as Â ≡ A(D+ → a0
0l

+ν). This leads to

B(D+ → a0
0l

+ν) = B(D+ → f0l
+ν) + B(D+ → σl+ν). (4)

One may worry about the accuracy of our results because of the possible large QCD scattering
effect. However if we use the hadron picture, we can still get the same result. The dd̄ pair
produced from the weak interaction in Fig.1(a) can form isospin 0 and isospin 1 states with
the ratio of 1:1. Although the scattering can mix between states, the non-perturbative QCD
interactions conserve the isospin. Therefore the sum of production rates of isospin 0 states on
the right hand side of eq.(4) is always equal to production rates of the isospin 1 states on the
left hand side of eq.(4). The isospin breaking effect in strong interaction is negligible.

If a scalar meson is composed of four quarks, besides the light quark from the electroweak
vertex and the spectator, another q̄q pair is generated from the QCD vacuum. The decay
amplitudes are given as

A(D+ → f0l
+ν) = −(cos φ +

√
2 sin φ)Â, A(D+ → σl+ν) = (sin φ−√2 cos φ)Â, (5)

which gives

B(D+ → a0
0l

+ν) =
1
3
[B(D+ → f0l

+ν) + B(D+ → σl+ν)].

It is meaningful to define the ratio of partial decay widths

R ≡ B(D+ → f0l
+ν) + B(D+ → σl+ν)

B(D+ → a0
0l

+ν)
. (6)

Clearly, the ratio is 1 for the two-quark description, while it is 3 for the four-quark description of
scalar mesons. Similarly for semileptonic B → Slν̄ decays, the charm quark in Fig.1 is replaced
by a bottom quark and the d̄ quark is replaced by a ū quark, while leptons are replaced by their
charge conjugates. We have the same sum rules

R =
B(B− → f0l

−ν̄) + B(B− → σl−ν̄)
B(B− → a0

0l
−ν̄)

=

{
1 two quark
3 tetra-quark

. (7)

The semileptonic D/B decays are clean, which do not receive much pollution from the strong
interaction. But since the neutrino is identified as missing energy, the efficiency to detect these
channels may be limited. The lepton pair can also be replaced by some other SU(3) singlet
systems such as a J/ψ or ηc meson. Replacing the lepton pair by the J/ψ and replacing B−

by a B̄0 state (a different spectator antiquark will not change the relation) in Eq. (7), one can
easily obtain the similar sum rules for the branching fractions

R =
B(B̄0 → f0J/ψ(ηc)) + B(B̄0 → σJ/ψ(ηc))

B(B̄0 → a0
0J/ψ(ηc))

=

{
1 two quark
3 tetra-quark

. (8)

Since we used SU(3) symmetry to obtain these relations, it is necessary to estimate the
size of SU(3) symmetry breaking effects. For example, the isospin singlet scalar mesons have
different masses, which can change the phase space in the semileptonic D/B decays. Fortunately,
this SU(3) breaking effect can be well studied, which almost does not depend on the internal
structure of scalar mesons or the strong interactions. The mass of f0 is well measured but the
mass of σ meson has large uncertainties mσ = (0.4− 1.2) GeV. This big range of masses indeed
induces large differences to D decays, since the D meson mass is only 1.87GeV. The branching
ratio of the semileptonic decay is affected by a factor of (0.31 − 5.4) depending on the mass
of the σ meson. Therefore the sum rule in eq.(6) is not good unless the σ meson mass is well



measured. But in B meson decays, the sum rule in eq.(6) will not be affected sizably, since the
σ meson mass is negligible compared with the large B meson mass. Numerically, this correction
factor in B decays is (0.9− 1.1).

Another SU(3) breaking effect comes from the decay form factors of various scalar mesons.
In the two-quark scenario, only the d̄d component contributes to the form factors shown in the
diagram (a) of Fig.1. The SU(3) symmetry breaking effect to the form factors is thus negligible.
In the four-quark scenario, there are ūud̄d component in f0 and σ meson state, which is different
from the internal structure of a0 (with a pair of s̄s). From the diagram (b) of Fig.1, one can see
that it would be easier to produce the ūu quark pair from the vacuum than the s̄s quark pair
since the ūu quark pair is lighter. The SU(3) symmetry breaking effects may make the form
factor of D/B → σ and D/B → f0 larger than that of D/B → a0. It will make the ratio R
larger than 3 in the four-quark scenario. Thus this SU(3) symmetry breaking effects in the form
factors will not spoil our method but it will instead improve its applicability.

In heavy meson D/B decays, there is an advantage to apply heavy quark effective theory.
Unlike non-leptonic decays, the SU(3) breaking effects in semi-leptonic heavy meson decays is
quite small, which is guaranteed by the heavy quark symmetry. The size of the SU(3) breaking
effect could be roughly estimated by the mass difference between u/d and s quarks, whose
magnitude is

ms −mu/d√
mD/BΛ

∼
{

0.3 for D
0.1 for B

, (9)

where
√

mD/HΛ denotes the typical scale in the form factors, and Λ is hadronic scale. Clearly,
the B decays suffer less pollution from the SU(3) symmetry breaking effect. Even if in the D
meson case, the SU(3) breaking effect of 30% can not pollute the clear difference between 1 and
3 of ratio R in eq.(7).

If the mixing angle is close to θ = 0◦ or θ = 90◦ in the two-quark picture (φ = 54.7◦ or
φ = 144.7◦ in four-quark scenario), either σ or f0 meson has small production rates but the
other one should have large production rates. Neglecting the highly suppressed channel, the
ratio defined in eq.(6,7) can still distinguish the two different scenarios for scalar mesons. If the
mixing angle is modest, i.e. it is not close to the values discussed in the above paragraph, all
three D+ → Sl+ν channels would have similar branching ratios in magnitude. The branching
ratio of the semileptonic Ds → f0 decay is measured as10 B(Ds → f0lν̄) × B(f0 → π+π−) =
(2.0 ± 0.3 ± 0.1) × 10−3.Thus as an estimation, branching ratios for the cascade D+ → Sl+ν

decays are expected to have the order V 2
cd

V 2
cs
× 2 × 10−3 ∼ 1 × 10−4. The luminosity of BES-III

experiment at BEPC II in Beijing is designed as 3 × 1032cm−2s−1. This experiment, starting
running since summer 2008, will accumulate 30 million DD̄ pair per running year.11 Even we
assume the detect efficiency is only 20%, there will be 600 events per running year. It is very
likely to observe these decay channels.

As for the B decays, the branching ratio of B → Slν̄ can be estimated utilizing the B → ρlν̄
and D+

s → φl+ν decays. If the mixing angle is moderate, the branching ratio can be estimated
using heavy quark symmetry as

B(B → f0lν̄) ∼ B(B → ρlν̄)
B(Ds → f0lν̄)
B(Ds → φlν̄)

∼ 10−4 × 10−3

10−2
= 10−5. (10)

Such a large branching fraction offers a great opportunity for distinguishing the descriptions.
Even if the present B factory does not observe these channels, it is easy for the forthcoming
Super B factory to measure these channels. Although B̄ → J/ψS are hadronic decays, the
hadronic uncertainties are mostly canceled in the sum rule of ratios. The branching fraction is



expected to have the order

B(B → f0J/ψ) ∼ B(B̄0 → ρ0J/ψ)
B(Ds → f0lν̄)
B(Ds → φlν̄)

∼ 10−5 × 10−3

10−2
= 10−6. (11)

On experimental side, the J/ψ is easily detected through a lepton pair l+l− and thus this mode
may be more useful.

In conclusion, we have investigated the possibility to distinguish the two-quark and four-
quark picture for light scalar mesons. The semileptonic D/B → Slν̄ decays and the nonleptonic
B → J/ψ(ηc)S decays are discussed in detail. These decay channels have a large potential to
be measured on the ongoing BES-III and the forthcoming Super B experiments. With the same
quantum number as the vacuum, the lightest scalar mesons are very complicated in nature. It
is likely that these scalar mesons are neither pure 2-quark nor 4-quark states. However, our
method is at least helpful to rule out one of the possibility. If the ratio R were 1, the pure 4-
quark picture is likely to be ruled out but if the ratio R were 3 the pure 2-quark picture is likely
to be excluded. Our proposed method provides a unique role to uncover the internal structures
of scalar mesons and help to solve the old puzzles.
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NOVEL MEASUREMENTS OF PROTON STRUCTURE AT HERA

K.R. OLIVER (on behalf of the H1 and ZEUS collaborations)
Department of Physics, Denys Wilkinson Building, Keble Road,

Oxford OX1 3RH, England

ZEUS and H1 are multi-purpose detectors located on the HERA ep collider at DESY, Ham-
burg. Recent measurements of proton structure from both collaborations are presented, in-
cluding the combination of early HERA data and associated PDF fit, measurement of high
Q2 cross-sections and direct measurement of the structure function FL.

1 HERA Combined Inclusive Cross Sections & QCD Fit

1.1 HERA Combined Cross Sections

Inclusive neutral current (NC) and charged current (CC) deep inelastic scattering (DIS) reduced
cross sections were measured for unpolarised e±p scattering by both collaborations during 1994-
2000 1. The kinematic range of the NC data in negative four-momentum-transfer squared, Q2 ,
and in Bjorken x was 6 ·10−7 ≤ x ≤ 0.65 and 0.045 ≤ Q2 ≤ 30000 GeV2 for values of inelasticity,
y, between 0.005 and 0.95. The kinematic range of the CC data was 1.3 · 10−2 ≤ x ≤ 0.40 and
300 ≤ Q2 ≤ 30000 GeV2 for y between 0.037 and 0.76. Each experiment took about 115pb−1 of
integrated luminosity.

In order to combine the measurements from each collaboration, the measured reduced cross-
sections were moved to a common Q2-x grid. Those points which were measured at p-beam
energy of 820 GeV were moved to 920 GeV. Average values and uncertainties were then calcu-
lated. The combination method used was a χ2 minimisation procedure which took into account
the correlations of systematic uncertainties, resulting in an improved accuracy above that ex-
pected by doubling the statistics of the measurement. As two different detectors and different
reconstruction methods were used, cross-calibration was possible. Similar systematic sources
influenced the measured cross section differently as a function of x and Q2. Therefore, requir-
ing the cross sections to agree at all x and Q2 constrained the systematics efficiently. In total
1402 data points were combined to 741 cross-section measurements. The combination gave
χ2/NDF = 637/656, showing that the data are consistent. Figure 1 shows the improvement in
the uncertainties on the combined points relative to the uncertainties on the separate ZEUS and
H1 measurements.

1.2 HERA QCD Fit

The combined data were the sole input in a NLO QCD analysis which determined a new set of
parton distributions: HERAPDF1.01. The low Q2 NC e+p data determined the low-x sea quark
and gluon distributions. The high-Q2 CC data, together with the difference between NC e+p

and e−p cross sections at high Q2, constrained the valence quark distributions. The use of the
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CC data allowed the down quark distribution in the proton to be determined without assuming
isospin symmetry. In addition, the use of HERA data alone for the determination of parton
distribution functions (PDFs) eliminated the need for heavy target corrections, which must be
applied to DIS data from nuclear targets. The PDFs have small experimental uncertainties; an
estimate of the model and parameterisation uncertainties of the fit result was also evaluated. A
summary plot of the PDFs is shown in Figure 2. From Figure 3 it is clear that the HERA-I
data used in deriving the fits had good sensitivity at low Q2 but limited statistical precision at
high Q2. Since HERA-II data is not yet included, further improvement is possible.

2 High-Q2 Cross Sections

H1 recently made preliminary high-Q2 CC 2 and NC 3 analyses using the complete HERA-II
data set (collisions of unpolarised protons with polarised electron and positron beams in left
and right helicity states).

The CC analysis includes measurement of the following polarised cross-sections: total cross-
section; single differential cross-section in Q2; and the reduced cross-section. All were measured
at two values of polarisation for each of the e+p and e−p data sets. The polarisation dependence
of the charged current cross section has thus been established, extending previous tests of the
chiral structure of the charged current interaction to high Q2. The measurements are consistent
with the absence of right handed charged currents.

The NC analysis includes measurement of the inclusive single differential cross section
dσ/dQ2 and the reduced double differential cross section for the process e±p → e±X for inter-
actions with longitudinally polarised lepton beams. The data are consistent with the expected
Q2 dependence of polarised cross sections. A measurement of the polarisation asymmetry as a
function of Q2 was also made and agreed with the expectation. The cross sections were combined
with previously published data from H1 to obtain the most precise unpolarised measurements.
These were used to extract the structure function xF

γZ
3 .

Figure 4 shows the measurement of CC and NC single differential cross-sections in Q2 for
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3 HERA Combined Measurement of FL

At low Q2 , the NC DIS reduced cross-section includes contributions from the structure functions

F2 and FL such that σr

(

x,Q2
)

= F2

(

x,Q2
)

−y2/
(

1 + (1 − y)2
)

FL. FL is only visible at high y.

Direct measurement of FL requires measurement of the reduced cross-sections at the same x and
Q2 but different y, therefore cross-sections must be measured at different beam energies. H16 and
ZEUS 7 measured the NC reduced cross-sections at low-x and low-Q2 at proton beam energies
of 920 GeV (21.6 pb−1), 575 GeV (6.2pb−1) and 460 GeV (12.4 pb−1). The two collaborations
have recently combined their separate measurements 8 9 to give the best-yet measurement of FL

from HERA. The combination procedure was based on that described in Section 1.1.

Figure 5 shows measurement of the cross-sections at the fixed x and Q2 at different beam

energies. In Figure 6 these points are plotted as a function of y2/
(

1 + (1 − y)2
)

. When plotted

this way for given x and Q2, F2 is the intercept at the y-axis and FL is the negative slope. The
extraction of FL in the region 2.5 < Q2 < 800 GeV2 is shown in Figure 7. The measurement
is a new and important input to QCD fits because at NLO, FL ∝ αSxg

(

x,Q2
)

and so the FL

measurement provides information about the gluon density of the proton.
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We present predictions for relevant LHC observables obtained with the NNPDF2.0 set. We
compute the combined PDF+αs uncertainties on these observables, and show that combining
errors in quadrature yields an excellent approximation to exact error propagation. We then
compare the NNPDF2.0 results to the other global PDF fits using a common value of αs. At
LHC 7 TeV, reasonable agreement, both in central values and in uncertainties, is found for
NNPDF2.0, CTEQ6.6 and MSTW08.

1 Combined PDF+αs uncertainties for LHC observables

The determination of the theoretical accuracy in the predictions for LHC observables is one
of the most important tasks now that the LHC is producing collisions at

√
s =7 TeV. QCD

uncertainties coming from Parton Distribution Functions (PDFs) and from the strong coupling
constant αs (MZ) are among the dominant sources of theoretical uncertainties for most relevant
LHC cross sections.

In this contribution we present predictions for important LHC observables based on the
NNPDF2.0 global PDF analysis 1. First we will discuss the results for the combined PDF+αs

uncertainty on several LHC observables, and then we compare the NNPDF2.0 predictions with
those of the other two global analyses, MSTW2008 and CTEQ6.6. For the latter comparison we
use the sets with varying αs recently presented by these two groups2,3 in order to use consistently
a common value of αs. The observables have been computed with the MCFM program 4. We
point out that predictions from previous NNPDF sets 5,6,7,8 are consistent with the NNPDF2.0
results, albeit with larger PDF uncertainties due to the reduced dataset used there.

First of all we present results for several LHC observables at 7 TeV computed with the
NNPDF2.0 PDF set: W+ and Z0 production, tt̄ production and Higgs production in gluon–
fusion for mH = 120 GeV. We compute predictions for various values of αs in order to determine
the combined PDF+αs uncertainties for these observables. Our choice for the reference value of
αs and its uncertainty is αs (MZ) = 0.119± 0.002, where the uncertainty is to be interpreted as
a 68% C.L. The combined PDF+αs uncertainty is computed both adding in quadrature the two
uncertainties and using exact error propagation, following the methods presented in Refs. 9,10.

Results are shown in Fig. 1. It is clear that the two methods, quadrature and exact propa-
gation, yield essentially identical results. Indeed, they ought to give exactly the same result 3 if



the combined uncertainty can be obtained as a one–sigma ellipse from a quadratic χ2. We also
note from Fig. 1 that PDF uncertainties are independent of αs for any reasonable range of αs.

For processes which depend on αs at leading order like Higgs or tt̄ production, the com-
bined PDF+αs uncertainty is as expected sizably larger than the PDF uncertainty alone: for
such processes, comparing predictions from different PDF sets using a common value of αs is
mandatory to obtain a meaningful comparison.
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Figure 1: Predictions for some important LHC observables computed at 7 TeV. From top to bottom and
from left to right: W+ and Z production, tt̄ production, and Higgs production in gluon-gluon fusion for
m

H
= 120 GeV. Results are shown for different values of α

s
(M

Z
) as well as for the combined PDF+α

s

uncertainties.

2 Comparison between global PDF sets

Now we compare predictions for important LHC observables from the three global PDF fits:
NNPDF2.0, MSTW08 11 and CTEQ6.6 12 for the LHC 7 TeV run. The comparison is shown
in Fig. 2 and in Table 1. For CTEQ and MSTW we show results both at the default value
of αs and for a common value αs (MZ) = 0.119. For the CTEQ6.6 and MSTW08 predictions
with αs = 0.119 the specific sets from Refs. 2,3 have been used. We also assume that the PDF
uncertainty for these two PDF sets does not depend in a statistically significant way on the
value of αs when switching from the default to the common value of αs (which in both cases
differ by δαs = 0.001). Note that NNPDF2.0 uses as default the value αs (MZ) = 0.119.

It is clear from Fig. 2 that using a common value of the strong coupling improves the agree-
ment between global PDF sets. If predictions with αs = 0.119 are compared, we observe that the
three global PDF sets are in reasonable agreement. From Table 1 is clear that PDF uncertainties
extracted from the NNPDF2.0, CTEQ6.6 and MSTW08 global fits are quite similar. We note
that a conservative PDF+αs uncertainty which accounts for the remaining small discrepancies
between PDF sets could be obtained using the envelope method discussed in Ref. 10.
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Figure 2: Comparison of predictions for LHC observables for NNPDF2.0, MSTW08 and CTEQ6.6 sets
for the LHC at center of mass energy of 7 TeV.

3 Summary

We have presented predictions for important LHC observables obtained with the NNPDF2.0
set. We have computed the combined PDF+αs uncertainties on these observables, and shown
that combining errors in quadrature yields an excellent approximation to exact error propaga-
tion. The comparison of the NNPDF2.0 results at the LHC for

√
s =7 TeV with the other

global PDF analyses, CTEQ6.6 and MSTW08, performed using a common value of αs shows a
reasonable agreement both in central values and in uncertainties. To understand the remaining
moderate differences between PDF sets a detailed benchmarking on the lines of the HERA-LHC
benchmarks 13 would be required.

The NNPDF2.0 PDFs, including sets determined using all values of 0.114 ≤ αs(MZ) ≤ 0.124
in steps of ∆αs(MZ) = 0.001, are available from the NNPDF web site,

http://sophia.ecm.ub.es/nnpdf .

They are also available through the LHAPDF interface 14.



σ(W +)Br
(

W +
→ l+νl

)

[nb] σ(W−)Br
(

W−
→ l+νl

)

[nb] σ(Z0)Br
(

Z0
→ l+l−

)

[nb]

NNPDF2.0 5.84 ± 0.14 3.97 ± 0.09 0.91 ± 0.02

CTEQ6.6 - αs = 0.118 6.05 ± 0.12 4.10 ± 0.09 0.94 ± 0.02
CTEQ6.6 - αs = 0.119 6.06 ± 0.12 4.11 ± 0.09 0.95 ± 0.02

MSTW08 - αs = 0.119 5.91 ± 0.11 4.16 ± 0.08 0.94 ± 0.02
MSTW08 - αs = 0.120 5.95 ± 0.11 4.19 ± 0.08 0.95 ± 0.02

σ(tt̄) [pb] σ(H,mH = 120 GeV) [pb]

NNPDF2.0 168.1 ± 7.5 11.59 ± 0.22

CTEQ6.6 - αs = 0.118 156.0 ± 6.7 10.92 ± 0.20
CTEQ6.6 - αs = 0.119 160.1 ± 6.7 11.07 ± 0.20

MSTW08 - αs = 0.119 164.4 ± 4.9 11.48 ± 0.18
MSTW08 - αs = 0.120 168.1 ± 4.9 11.69 ± 0.18

Table 1: Cross sections for W, Z, tt̄ and Higgs production at the LHC at
√

s = 7 TeV and the associ-
ated PDF uncertainties. All quantities have been computed at NLO using MCFM for the NNPDF2.0,
CTEQ6.6 and MSTW08 PDF sets. All uncertainties shown are one–sigma level. See Fig. 2 for the

graphical representation of the results of this table.
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KT, ANTI−KT AND SISCONE JETS
AND THE STRONG COUPLING αS AT HERA

Günter Grindhammer (for the H1 and ZEUS collaborations)
Max-Planck-Institute for Physics, Föhringer Ring 6, 80805 Munich, Germany

Recent measurements by the H1 and ZEUS experiments at HERA of inclusive jet and multijet
production in deep-inelastic scattering are presented, covering a wide range in the energy
scales relevant for the strong interactions. For the first time measurements obtained using the
anti−kT and SISCone jet finders are shown in addition to those using the more traditional
kT jet finder. The measurements are compared to NLO QCD calculations, and the extracted
values of the strong coupling αs as a function of the renormalization scale and at the scale
MZ are shown.

1 Introduction

The HERA ep-collider operated with electrons or positrons of 27.6 GeV and protons of 820 or
920 GeV. Each of the two collider experiments H1 and ZEUS collected about 120 pb−1 from
1995 to 2000 (HERA-1) and after a luminosity and detector upgrade about 370 pb−1 from 2003
to 2007 (HERA-2). Since the results presented here do not depend on whether the incident
lepton was an electron or a positron, the term “electron” is used to mean either of them. The
kinematic region of deep-inelastic scattering (DIS) is defined by measuring the scattered electron
with photon virtualities in the range 5 ≤ Q2 < 20000 GeV2. To ensure a well measured hadronic
final state, the requirement on the inelasticity 0.2 < y < 0.7 or on the angle of the scattered
quark in the quark-parton model (QPM), | cos γh| < 0.65, measured via the scattered electron
and/or the hadronic final state, completes the definition of the DIS phase space.

The n-jet cross sections in DIS can be schematically written as

dσn−jet =
∑

i=q,q̄,g

∫

dx fi(x, µf )dσ̂i(x, αn−1
s (µr), µr, µf ) (1 + δhad) , (1)

where fi refers to the parton density function (PDF) of parton i in the proton, σ̂i to the matrix
element with parton i, which is calculable in perturbative Quantumchromodynamics (QCD),
and µF and µR to the factorization and renormalization scale respectively. The hadronization
correction (1 + δhad) needs to applied to the QCD calculation when comparing to data. In
jet production in DIS there are two relevant hard scales, i.e. Q (2 − 140 GeV) and PT,jet

(5−80 GeV), while in photoproduction or hadron-hadron collisions there is only PT,jet. In order
to have a smooth transition from DIS to photoproduction the scale

√

(Q2 + P 2
T,jet)/2 is often

used. Furthermore in DIS at HERA we have a more complicated interplay of the two scales.
Depending on the kinematic regions in Q and PT,jet, either one of them can be larger than the
other or they both can have rather similar magnitude.



In the lowest order (QPM) process only one jet is produced, and only the production of
two and more jets involves QCD processes. In the Breit 1 frame (or in longitudinally boosted
equivalent frames) QCD processes generate jets with transverse momenta in contrast to the QPM
process. In order to suppress QPM events this frame or the hadronic center-of-mass frame are
used to find jets. Therefore, in this frame jet production depends on αs already in leading order
(LO), in contrast to the totally inclusive measurement, for example F2, which depends on αs

only at next-to-leading order (NLO). When comparing jet measurements to QCD calculations, a
collinear and infrared safe jet algorithm has to be applied in the jet finding. The kT-algorithm 2,
which has been used by the HERA experiments for many years already, and the more recent
anti−kT

3 and SISCone4 algorithms, for which results will be shown for the first time, fulfill this
requirement.

The slides of the talk, which include more figures than possible in this written version, can
be found in ref. 5.

2 Measurements of kT multijets at low Q2 by H1

A measurement of multijet cross sections at low Q2 by H1, corresponding to an integrated
luminosity of 44 pb−1 of HERA-1 data, has just been published 6. The DIS phase space of
this measurement is defined by 5 < Q2 < 100 GeV2 and 0.2 < y < 0.7. The jet phase phase
space is specified by requiring that inclusive jets, 2-jets and 3-jets have PT,jet > 5 GeV and
−1.0 < ηjet < 2.5 in the Breit and laboratory frame respectively. In addition, for both 2-jet
and 3-jet events, the invariant mass of the two leading jets must fulfill M1,2 > 18 GeV. Single
and double differential jet cross sections as well as the 3-jet to 2-jet ratio are measured as a
function of Q2, PT,jet or <PT,jet> of the two leading jets and ξ, the fractional momentum at
LO of the incident parton in the hard interaction. They are compared to NLO calculations
using NLOJET++ 7 for 5 massless quark flavors, using for the proton PDFs the CTEQ6.5M 8

parameterization and µF = µR =
√

(Q2 + P 2
T,jet)/2. In Fig.1 left, the single differential inclusive

jet, 2-jet and 3-jet cross sections as a function of Q2 and PT,jet or <PT,jet> and their description
by NLO QCD predictions are shown. The main experimental uncertainties are due to the jet
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Figure 1: Inclusive jet, 2-jet and 3-jet cross sections (left) and the 3-jet to 2-jet ratio (right) as a function of Q2

and PT,jet or <PT,jet > of the two leading jets compared to NLO calculations corrected for hadronization effects.



energy scale (±2%) and the acceptance, leading to an error on the cross section between 4−10%
and 2 − 15% respectively. In Fig.1 left primarily the theoretical uncertainties are visible. They
are dominated by the renormalization scale uncertainty of ≈ 30% (≈ 10%) at lowest Q2 and
PT,jet (highest Q2 and PT,jet). The uncertainty due to the PDFs varies from 2 − 6%. With the
scale choice for µR the data are well described by NLO, however, calculations beyond NLO are
needed to match the precision of the measurements. Choosing µR = PT,jet decreases the NLO
prediction by 10 − 20% at lowest Q2 and PT,jet and is disfavored by the data.

In Fig.1 right, the double differential 3-jet to 2-jet ratio is shown as a function of the average
PT,jet of the two leading jets in four bins of Q2. In the ratio the normalization error cancels and
other systematic experimental uncertainties are reduced by ≈ 50%. Also the sensitivity to the
variation of the renormalization scale in the theory is reduced. The ratio is well described by the
NLO calculation. For the ratio we find that the experimental errors (dominated by statistical
errors) of this HERA-1 data sample are larger than the theoretical ones. With HERA-2 data
the statistics will be improved by about a factor of 9.

The extraction of the strong coupling αs from these measurements on inclusive jet, 2-jet and
3-jet cross section will be discussed in sect.4.

3 Measurements of inclusive kT, anti−kT and SISCone jets at high Q2 by ZEUS
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Figure 2: Inclusive jet cross section and NLO prediction
(top) and hadronization corrections (bottom) using the

kT, anti−kT and SISCone jet finding algorithms.

A first comparison 9 of inclusive jet cross
sections measured using the kT, see 10, and
anti−kT and SISCone jet algorithms, see9, has
been performed by ZEUS. The HERA-1 data
analyzed corresponds to an integrated lumi-
nosity of 82 pb−1. The DIS phase space is
defined by Q2 > 125 GeV2 and | cos γh| <
0.65. The jets are reconstructed using the
kT, anti−kT or SISCone jet algorithms, and
at least one jet with ET,jet > 8 GeV and
−2 < ηjet < 1.5 in the Breit frame is re-
quired. Single and double differential inclusive
jet cross sections are measured as a function
of Q2 and ET,jet. The main experimental un-
certainties are due to the hadronic jet energy
and the acceptance. The former (±1% for
Elab

T,jet > 10 GeV and increasing up to ±3% for
lower Elab

T,jet) yields an uncertainty on the cross
section of ≈ ±5%, the latter, determined us-
ing different models, leads to an uncertainty of
≈ ±4%. The NLO predictions for 5 massless
quark flavors are calculated using the program
DISENT 11 with µF = Q and µR = ET,jet and
the ZEUS-S parameterization12 for the proton
PDFs.

In Fig.2 the inclusive jet cross sections as
a function of Q2 are shown for the three different jet algorithms. The measurements are found
to be well described by their respective NLO predictions a. This also holds for the distributions
as a function of ET,jet. As can be also seen in Fig.2 (bottom), the hadronization corrections to

aSince the different jet cross sections are very similar, two have been offset by factors of 10 and 100 in Fig.2.



the NLO calculations are smallest for the kT and anti−kT and somewhat larger for the SISCone
algorithm. For all three jet algorithms the parameter R0 was set to 1.

In a study9 of the theoretical uncertainties it is found that all three jet algorithms have similar
sensitivity to variations of PDFs, αs(MZ) and to different models, while SISCone shows slightly
larger sensitivity to terms beyond NLO, i.e. to the conventional variations of renormalization
and factorization scales. As a function of Q2 for example, the theoretical uncertainty varies from
about 3 − 7% (3 − 10%) for the anti−kT (SISCone) algorithm.

Calculations of inclusive jet cross sections are currently available up to O(α2
s). However,

the ratios of inclusive jet cross sections 9 for different jet algorithms, which can be written in
terms of differences of jet cross sections, can be calculated up to O(α3

s) using NLOJET++. In
the ratio the theoretical uncertainty is dominated by the hadronization uncertainty. The data
and the QCD predictions are shown in Fig.3 as a function of ET,jet and Q2. For the data they
differ from unity by less than 3.6%, except at the highest ET,jet where it is about 10%. The
data ratios are well described by calculations including terms up to O(α3

s).
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Figure 3: Inclusive jet cross section ratios (anti−kT to kT, SISCone to kT and anti−kT to SISCone) for data and
QCD calculations including terms up to O(α3

s). The hatched band displays the theory uncertainty on the ratio.

4 Extraction of running αs and αs(MZ)

The jet cross sections discussed in sections 2 and 3 are used to extract αs at different values
of the renormalization scale µR and at the Z-boson mass. In the fit procedure the statistical,
systematic and correlated uncertainties are taken into account. The dominant theory uncertainty
is estimated by a variation of the renormalization and factorization scales by the arbitrary but
conventional factor of 1/2 and 2 of the nominal scale. This uncertainty, in the case of H1, is
obtained by fitting the changed theory predictions to data. In case of ZEUS it is calculated using
a method 13 which does not involve a refit of the data. It leads to smaller theory uncertainties
than the H1 method.

The extraction of αs(MZ) using the double differential inclusive jet, 2-jet and 3-jet cross
sections from H1, using the kT jet finder as discussed in sect.2, yields:

kT : αs(MZ) = 0.1160 ± 0.0014 (exp.) +0.0093
−0.0077 (th.) ± 0.0016 (pdfs) 5 < Q2 < 100 GeV2 .

This value can be compared with a value from a recent extraction14 of αs from H1 using HERA-1
and HERA-2 data on double differential normalized inclusive jet, 2-jet and 3-jet cross sections
in the high Q2 region, corresponding to an integrated luminosity of 395 pb−1:

kT : αs(MZ) = 0.1168 ± 0.0007 (exp.) +0.0046
−0.0030 (th.) ± 0.0016 (pdfs) 150 < Q2 < 15000 GeV2 .



The two results are in very good agreement. The higher precision of the latter result is due
to full or partial cancelation of a number of systematic uncertainties in normalized jet cross
sections (normalized to inclusive events in the Q2 bins) and reduced theory uncertainty at the
higher Q2. Using the anti−kT jet finder, H1 finds that the central value of αs(MZ) remains
within 0.6% 14 of the nominal kT value.
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Figure 4: αs(µR =
√

(Q2 + P 2
T,jet)/2) obtained from inclusive

jet, 2-jet and 3-jet cross sections measured at low and high Q2,
compared to the prediction from the renormalization group
equation using αs(MZ) from the fit of the high Q2 jet data.

The running of αs as a function of the
renormalization scale is shown in Fig.4 as
extracted from the low and high Q2 data.
The αs(MZ) value and uncertainties from
the highQ2 extraction are used to extrap-
olate to lower scales using the two-loop
renormalization group equation. The val-
ues and experimental uncertainties of αs

in the low Q2 region (square points) are
found to be in very good agreement with
the QCD expectation.

The inclusive kT, anti−kT and SIS-
Cone jet cross sections, discussed in
sect.3, are used by ZEUS to also extract
values for αs(MZ). For this purpose the
single differential cross sections in Q2 are
used. Only data for Q2 > 500 GeV2 are
taken in order to reduce the theory uncer-
tainty while minimizing the total uncer-
tainty in αs(MZ). The following results
are obtained:

kT : αs(MZ) = 0.1207 ± 0.0014 (stat.) +0.0035
−0.0033 (exp.) +0.0022

−0.0023 (th.) Q2 > 500 GeV2

anti−kT : αs(MZ) = 0.1188 ± 0.0014 (stat.) +0.0033
−0.0032 (exp.) +0.0022

−0.0022 (th.) Q2 > 500 GeV2

SISCone : αs(MZ) = 0.1186 ± 0.0013 (stat.) +0.0034
−0.0032 (exp.) +0.0025

−0.0025 (th.) Q2 > 500 GeV2 .

These values for αs(MZ) are very similar as they should be; the differences observed are com-
parable to terms beyond NLO.

5 Summary

Recent measurements on multijet cross sections at low Q2 are found to be in good agreement
with NLO calculations and yield a value for αs(MZ) consistent with extractions from similar
measurements at high Q2. These and previous jet measurements at HERA have primarily used
the kT jet finder. First measurements of inclusive jet cross sections using the anti−kT and
SISCone have been performed. The cross sections have very similar shapes and normalization
and are in good agreement with NLO predictions. The theoretical precisions are similar, with
the SISCone algorithm leading to slightly less precise results. The kT, anti−kT and the SISCone
jet finder lead to similar values for αs(MZ) with similar precision.

The values for αs(MZ) at NLO presented here are summarized in Fig.5. Additional val-
ues are shown from preliminary jet analyses using deep-inelastic 15 and photoproduction 16

data from ZEUS. The values shown here have become available after the conference. Also
displayed are the currently most precise determinations of αs(MZ) from the three-jet rate at
NNLO 17 in e+e− annihilation at LEP and from inclusive jet cross sections 18, at NLO includ-
ing higher order threshold corrections, obtained by D0 in pp̄ collisions at the TEVATRON.
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Figure 5: Recent values of αs(MZ) from jets and the world
average.

Finally, the 2009 world average 19 is indi-
cated as band in Fig.5. All values shown
are consistent with each other and with
the world average. One may notice that
at HERA the theoretical uncertainties do
not yet match the experimental precision,
however, calculations of higher orders are
expected to improve this situation.

Further experimental progress at
HERA, in terms of precision and statis-
tics, is possible by using the final recon-
structed data and by performing com-
bined extractions of αs using H1 and
ZEUS jet cross sections.
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91898, Orsay, France

Experimental studies of soft Quantum Chromodynamics (QCD) at Tevatron are reported
in this note. Results on inclusive inelastic interactions, underlying events, double parton
interaction and exclusive diffractive production and their implications to the Large Hadron
Collider (LHC) physics are discussed.

1 Introduction

In hadron collisions, hard interactions are theoretically defined as collisions of two incoming
partons along softer interactions from the remaining partons. The soft effects become especially
important in very high luminosity enviromments (such as the Large Hadron Collider) and they
need to be accounted for in most of experimental measurements. In a particular case, the
incoming hadrons stay intact after the collision producing a clean signature, which can be used
to search for new physics.

In this note, we review several experimental results related to soft QCD and their implications
to LHC physics: inclusive inelastic interactions (section 2), underlying event (section 3), double
parton interactions (section 4) and exclusive diffractive production (section 5).

2 Inclusive inelastic interaction

The so-called “minimum-bias” (MB) interactions are defined as data collected with a trigger
set up so as events are selected with uniform acceptance from all possible inelastic interactions.
Description of inelastic nondiffractive events can only be accomplished by a nonperturbative
phenomenological model such as that made available by the PYTHIA Monte Carlo (MC) gen-
erator.



Figure 1: Left upper figure: Inclusive invariant pT distribution for Λ, Σ and Ω within |η| <1. The solid curves
are from fit to the functional form (A)(p0)n/(pT + p0)n with p0 =1.3. Right upper figure: The ratio of Σ/Λ and
Ω/Λ as a function of pT . Two lower figures: The inclusive pT distributions for two different multiplicity regions,

number of charged particles < 10 and > 24. Left plot is for lambdas and right plot is for cascades.

Different observables of the final state of antiproton-proton interactions measured with the
CDF detector were compared to PYTHIA Tune A 1. Both the charged and neutral particle
activites were studied. In general, poorly agreement is observed between existing MC and data,
and the measurements can be used to improve QCD MC.

Measurements of inclusive invariant pT differential cross section of centrally produced hy-
perons (|η| < 1) were performed in minimum biased events 2. Cascades (Σ), omegas (Ω) and
lambdas (Λ) particles are selected and their pT spectrum measured (Fig. 1). It is observed that
the production ratio of the three particles is fairly constant as a function of pT .

3 Underlying Event

The underlying event (UE) consists of the beam-beam remnants minus the hard-scattering
products and is becoming increasingly important to the discovery and precision potential at
hadron colliders. CDF has conducted UE studies that exploit jet and Drell-Yan event activity
topologies to maximize the sensitivity of UE observables 3. Several distributions of UE-sensitive
observables, corrected to the particle level, suggest the UE may be universal (independent of
the hard process) and inform MC tuning and development.

A good agreement between data and PYTHIA Tune AW Monte Carlo predictions was ob-
served, except by a slight excess at transverse region compared to toward region, which is caused
by transverse regions receiving contributions from away side jet 3.



4 Double parton interaction

D0 has studied γ+3-jet events to measure double parton scattering (DPS), whereby two pairs
of partons undergo hard interactions in a single pp̄ collision. DPS is not only a background
to many rare processes, especially at higher luminosities, but also provides insight into the
spatial distribution of partons in the colliding hadrons. The DPS cross section is expressed as
σ

DPS
γ+3jet = σjjσγj/σeff , where σeff is the effective interaction region that decreases for less

uniform spatial parton distributions. D0 measures a mean of σeff = 16.4 ± 2.3 mb 4, which is
consistent with an earlier CDF result 5, and finds σeff to be independent of jet pT in the second
interaction. More precise studies can reveal a σeff sensitivity to jet pT , this could indicate a
dynamical departure from the näıve assumption that DPS depends on an uncorrelated product
of σjj and σγj .

5 Exclusive Diffractive Production

Exclusive diffrative processes are those where the colliding hadrons emerge intact, but part of
their momentum is lost producing central objetcs, with surrounding rapidity regions devoid of
particles. CDF recently reported observations of pp̄ → p+dijet+p̄, with pjet

T
> 10 GeV; and

pp̄ → p+[µ−µ+, J/Ψ, Ψ(2S), χ0
C
]+p̄ with two oppositely charged central muons and either no

other particles or one additional photon detected 6.

D0 recently reported an evidence for diffractive exclusive dijet production with an invariant
mass greater than 100 GeV. A discriminant variable (∆ based on calorimeter information was
used to demonstrate a significant excess of events with very little energy outside the dijet system
(Fig. 2). The probability for the observed excess to be explained by other dijet production
processes is 2 × 105 , corresponding to a 4.1 standard deviation significance 7.

Tevatron results support the viability of exclusive Standard Model Higgs production through
p+H+p processes at the LHC, which are expected to play an important role in future studies of
new physics 8.

6 Conclusion

The Tevatron experiments provide soft QCD physics studies at
√

s = 1.96 TeV. These results
are based on less than one third of the anticipated complete Run II sample, therefore more
measurements are expected in the coming years to illuminate the Large Hadron Collider physics
results.
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Figure 2: Top Left Figure: ∆ distribution for data and background (nondiffractive (NDF), single-diffractive
(SD) and inclusive double pomeron (IDP)). A good agreement is observed between data and background except
at high values of ∆ where exclusive diffracitve production (EDP) dominates. The hatched band indicates the
total uncertainty on the background. Top Right Figure: MC background (BKG) subtracted data divided by
background. The solid lines are ± 1 standard deviation systematic uncertainty on the background. Bottom
Left Figure: Dijet invariant mass distribution for MC and data after applying the cut on ∆ ≥ 0.85. The total
background prediction is of 5.4 +4.2

−2.9 events and 26 signal candidate events are observed in data. Bottom Right
Figure: Exclusive diffractive candidate event. No energy deposition is present in the forward regions, only two

central jets are observed in the detector
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INCLUSIVE DIFFRACTION AT HERAV. SOLAUniversit�a di Torino and INFN, Torino, ItalyThe H1 and ZEUS Collaborations have measured the in
lusive di�ra
tive DIS 
ross se
tionep! eXp with very high pre
ision a
ross a wide kinemati
 range. Di�ra
tive parton densityfun
tions (DPDFs) have been extra
ted from the data using the DGLAP approa
h at next-to-leading-order (NLO) of perturbative QCD. Results from di�ra
tive dijets in DIS have alsobeen in
luded in the �t. The �rst dire
t measurement of the longitudinal di�ra
tive stru
turefun
tion FDL has been 
ompared to the DPDF predi
tions. Finally, the DPDF predi
tions havebeen 
ompared to data on di�ra
tive dijets in photoprodu
tion, where the issue of absorptionand gap survival probability in a hadron-hadron environment 
an be studied.1 Introdu
tionDi�ra
tive pro
esses have been studied extensively in deep-inelasti
 ele
tron-proton s
attering(DIS) at the HERA 
ollider. Su
h intera
tions are 
hara
terised by the presen
e of a leadingproton in the �nal state 
arrying most of the initial energy and by the presen
e of a large gapin rapidity between the proton and the rest of the hadroni
 system. The kinemati
 variablesused to des
ribe in
lusive DIS, ep ! eX, are the virtuality of the ex
hanged boson, Q2, theBjorken s
aling variable, x, and the inelasti
ity, y. In addition, the kinemati
 variables xIP and� are spe
i�
 for di�ra
tive DIS, ep ! eXp, with xIP the longitudinal fra
tional momentumof the proton 
arried by the di�ra
tive ex
hange and � the longitudinal momentum fra
tion ofthe stru
k parton with respe
t to the di�ra
tive ex
hange. They are related by x = xIP�. Thein
lusive di�ra
tive DIS 
ross se
tion is usually presented in the form of a di�ra
tive redu
ed
ross se
tion, �D(3)r , integrated over the Mandelstam t variable, here representing the squaredfour-momentum transferred at the proton vertex, and is related to the experimentally measureddi�erential 
ross se
tion by d3�ep!eXpdxIPd�dQ2 = 2��2�Q2 Y+�D(3)r (xIP ; �;Q2) ; (1)where Y+ = 1 + (1� y)2. The redu
ed 
ross se
tion depends at moderate Q2 on two di�ra
tivestru
ture fun
tions, FD(3)2 and FD(3)L , a

ording to�D(3)r = FD(3)2 � y2Y+FD(3)L : (2)For y not too 
lose to unity, �D(3)r = FD(3)2 holds to very good approximation.
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2Figure 1: Comparison between the H1 and ZEUS measurements of the di�ra
tive redu
ed 
ross se
tion as afun
tion of Q2, obtained using PS (left) or LRG (right) samples.2 Di�ra
tive Cross Se
tion MeasurementsExperimentally, di�ra
tive DIS events 
an be sele
ted by requiring the presen
e of a large ra-pidity gap (LRG). A 
omplementary way is the dire
t measurement of the outgoing proton byusing Proton Spe
trometers (PS). Whilst the LRG-based te
hniques yield better statisti
s thanthe PS method, they su�er from systemati
 un
ertainties asso
iated with ba
kground eventsdue to proton disso
iation.The H1 Collaboration re
ently released a preliminary proton-tagged measurement usingits full available sample from Forward Proton Spe
trometer (FPS) data at HERA-II 1. Themeasurement agrees in shape and normalization with the previous H1 FPS results from HERA-I 2and 
onsiderably improves the statisti
al un
ertainty and the kinemati
al 
overage, being basedon a fa
tor 20 more integrated luminosity than the HERA-I measurement. As shown in Figure 1(left), the new data agree in shape with the re
ently published �nal ZEUS results based onLeading Proton Spe
trometer (LPS) data from HERA-I 3, but they tend to lie slightly below,still within the 
ombined normalization un
ertainty of about 13%.The re
ently published ZEUS measurements3, obtained using the LRGmethod, substantiallyimproved the statisti
al pre
ision 
ompared with the older H1 results 4. Good agreement isobserved between the shapes of the H1 and ZEUS 
ross se
tions throughout most of the phasespa
e studied, as shown in Figure 1 (right). An average 13% normalization di�eren
e betweenthe two experiments has been estimated, 
ompatible with the one seen from PS measurements,i.e. the 
ross se
tions agree up to a normalization di�eren
e between the two Collaborations,independent of experimental method.3 Di�ra
tive Parton Density Fun
tionsIt has been shown by Collins 5 that the NC di�ra
tive DIS pro
ess ep ! eXp fa
torises intodi�ra
tive parton density fun
tions (DPDFs) times a term related to the hard-s
attering par-toni
 
ross se
tion; a useful additional assumption (proton vertex fa
torisation) is often made
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Figure 2: ZEUS singlet (left) and gluon (right) densities as a fun
tion of the momentum fra
tion, z, for fourdi�erent values of Q2. The shaded error bands represent the experimental un
ertainty.whereby the proton vertex dynami
s fa
torise from the vertex of the hard s
atter. The � andQ2 dependen
es of �D(3)r may then be subje
ted to a perturbative QCD analysis based on theDGLAP equations, in order to obtain di�ra
tive PDFs. Whilst FD2 dire
tly measures the quarkdensity, the gluon density is only indire
tly 
onstrained via the s
aling violation, �FD2 =�lnQ2.The high statisti
s ZEUS LRG and LPS data3 have re
ently been �tted to extra
t DPDFs6.The method and DPDF parametrisations are similar to the earlier H1 analysis4, the main di�er-en
e being in the heavy 
avour treatment, whi
h now follows the general mass 
avour numberings
heme. In the resulting DPDFs the quark densities are relatively well known throughout thephase spa
e, whilst the theoreti
al un
ertainties on the gluon density are large, in parti
ular athigh fra
tional momentum, z. Indeed, in this region the dominant parton splitting is q ! qg andthe sensitivity of �FD2 =�lnQ2 to the gluon density be
omes poor. Improved large z 
onstrainthas been obtained by in
luding in the �t di�ra
tive dijet produ
tion data 7, whi
h are dire
tlysensitive to gluons via the boson-gluon fusion pro
ess. The resulting quark and gluon densitiesare presented in Figure 2, showing a 
omparable pre
ision a
ross the whole z range.4 The Longitudinal Di�ra
tive Stru
ture Fun
tion
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At low x and Q2, the longitudinal di�ra
tive stru
-ture fun
tion, FDL , is 
losely related to the di�ra
-tive gluon density and 
an thus provide a test ofdi�ra
tive fa
torization and of the role of gluons
omplementarily to jet and 
harm data. Measure-ments of FDL be
ame possible thanks to the redu
edproton beam energy runs at the end of HERA op-eration.The H1 Collaboration re
ently released prelim-inary FDL data 8, shown in Figure 3. When inte-grated over �, FDL is non-zero at 3� level. It isalso 
learly in
ompatible with its maximum pos-sible value, that of FD2 . The measured FDL is inagreement with predi
tions based on H1 DPDFs 4.



5 Di�ra
tive Dijets in Photoprodu
tionDPDFs extra
ted from in
lusive data des
ribe su

essfully data on dijet in DIS 7;9 and 
harm 10;11produ
tion. However, predi
tions obtained with HERA DPDFs grossly overshoot the di�ra
tivedijet 
ross se
tion at the Tevatron. At HERA, photoprodu
tion events, where Q2 � 0, providesan environment similar to a hadron-hadron 
ollider, sin
e the photon 
an develop an e�e
tivepartoni
 stru
ture via 
 ! q�q 
u
tuations and further subsequent splitting. In a simple lead-ing order pi
ture, there are thus two 
lasses of hard photoprodu
tion: `resolved' intera
tions,where the photon intera
ts via its partoni
 stru
ture, and `dire
t' intera
tions, where the photonbehaves as a point-like parti
le. The variable x
 is the fra
tion of the four-momentum of thephoton transferred to the hard intera
tion; the lower the value of x
 the more hadron-like thephoton.Both H1 12 and ZEUS 13 have measured di�ra
tive dijets in photoprodu
tion. The ratios ofdata to theory obtained by both experiments show no dependen
e on x
 , whi
h is in 
onstrastwith theoreti
al expe
tations14;15. The data are also suggestive of a weak suppression dependingon the transverse energy, ET , of the jet. More di�erential studies are required to fully unfoldthe dynami
s.6 Con
lusionsThe H1 and ZEUS Collaborations are �nalising measurements of the in
lusive di�ra
tive DIS
ross se
tion, ep ! eXp, with the full statisti
s available from HERA. The DPDFs extra
tedfrom NLO QCD �ts to in
lusive and dijets data result in quark and gluon densities 
onstrainedwith good pre
ision a
ross the whole kinemati
 range. The �rst FDL measurement, in agreementwith DPDF predi
tions, provides a unique test of fa
torization. Comparing the DPDF predi
-tions with di�ra
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PHENOMENOLOGY OF JET PRODUCTION

IN FORWARD DIRECTION AT HIGH ENERGY HADRON COLLIDERS
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B-2020, Belgium

We calculate observables relevant for forward jets at LHC. The simulations are performed
using Monte Carlo event generators. In particular we compare results from CASCADE based
on high energy factorization and PYTHIA which is based on collinear factorization.

1 Introduction

Experiments at the Large Hadron Collider (LHC) will allow to test the Standard Model at
very high energies. Here we are interested in Quantum Chromodynamics (QCD) processes like
forward jet production 1,2. This process is of particular interest since it will allow for better
understanding of partonic structure of the proton at extreme energies. The large center of
mass energy at the LHC will require application of QCD resummation approaches capable to
account for multiple scales in the problem 3,4. Namely, one has to account for logarithms of
type αn

s lnm p⊥/ΛQCD where p⊥ is a transversal momentum of produced jet and another type
of logarithms: αn

s lnm 1/x 5,6 due to the fact that one of the incoming proton will be probed
at very small longitudinal momentum fraction. The theoretical framework to resumme consis-
tently both kinds of logarithmic corrections in pQCD is based on high-energy factorization at
fixed transverse momentum 7,8,9. This formulation depends on unintegrated parton distribu-
tions, obeying appropriate evolution equations, and short-distance, process-dependent matrix
elements. The unintegrated-level evolution is given by evolution equations in rapidity, or angle,
parameters. Different forms of the evolution, valid in different kinematic regions, are available,
see 10,11,12,13, and references therein. In this article we apply recently obtained 14 results for
hard matrix elements relevant for forward jet physics together with parton shower Monte Carlo
generator CASCADE 15 for calculating observables related to forward jet phenomenon. The
paper is organized as follows. In Sec. 2 we recall elements of high energy factorization framework
relevant for our study. In Sec. 3 we present phenomenological results for jet production focusing
on transversal momentum spectra and rapidity spectra.

2 Factorization kinematics and matrix elements relevant for forward jets

Forward jet associated with central jet is a process where after collision of two protons one
collimated group of high p⊥ hadrons continues along the direction of one of colliding protons -
forward detector region, while another group heads toward central region. The high p⊥ produc-
tion at microscopic level can be understood as originating from collision of two partons where
one of them which is almost on-shell carries large longitudinal momentum fraction ξ1p1 of mother



proton (p1) while the other one carries small longitudinal momentum fraction ξ2p2 of the other
proton (p2) and is off-shell, where k1, k2, are the four momenta of initial state partons and p3

and p4 are four-momenta of final state partons.
The framework to describe forward jets is provided by high-energy factorization which was de-
rived after observation of gluon exchange dominance at high energies . Similarly to collinear
factorization it decomposes cross-section into parton density functions characterizing incoming
hadrons φ(ξ, k⊥) at fixed transverse momentum, and perturbatively calculable matrix elements
σ̂. However, it resumes apart from large logarithms of hard scale also large logarithms coming
from energy ordering. The formula for high energy factorization while applied to considered
here process assumes form:

σ =
∑

a

∫
dξ1 dξ2 d2kT φa/A(ξ1, µ

2) σ̂(ξ1ξ2S,QT , kT , ϕ) φg∗/B(ξ2, kT , µ2) (1)

where as example we took total cross section and where sum runs over quark flavors. In high-
energy factorization framework the parton densities are solutions to integro-differential evolution
equations summing up perturbative terms with strong ordering condition in rapidity or angle
of subsequently emitted partons. Such equations should be supplemented with some nonpertur-
bative input distribution at initial value of ordering parameter which then is evolved with the
evolution equation towards larger value of ordering parameter. The matrix elements relevant
for high energy factorization describe hard subprocess where at least one of incoming partons
is off mass shell. They are calculated by applying to scattering amplitudes M the high-energy
eikonal projectors. In reference 14 matrix elements relevant for forward jets phenomenology have
been calculated, in fully exclusive form.

3 Forward jet phenomenology at the LHC

We calculate forward jet cross sections for a typical experimental scenario at LHC. We require
at least two jets with E⊥>10 GeV, where one jet has to be detected in the central region defined
by |ηc|< 2 and the other jet is reconstructed in the forward region defined by 3< |η|< 5. The
jets are reconstructed using the invariant anti − kt-algorithm. We compare predictions from
running the CASCADE Monte Carlo event generator with the PYTHIA 16 Monte Carlo event
generator running in two modes: with and without multi-parton interactions. Both Monte Carlo
generators simulate higher order QCD corrections with parton showers: CASCADE uses parton
showers according to the CCFM evolution equation whereas PYTHIA uses DGLAP based parton
showers.

3.1 Transverse momentum spectra

In Fig. 1 the prediction of differential cross section dσ
dp⊥

is shown as obtained from CASCADE
and PYTHIA. The cross sections predicted from both simulations at low momentum are of the
similar order, however, at larger transverse momentum the CASCADE predicts a larger cross
section what is clearly visible for central jets (Fig. 1 right). This behavior is expected since
CASCADE uses matrix elements which are calculated within high energy factorization scheme
allowing for harder transversal momentum dependence as compared to collinear factorization.
Moreover CASCADE applies CCFM parton shower utilizing angle dependent evolution kernel
which at small x does not lead to ordering in transverse momentum, and thus allow for more hard
radiations during evolution as compared to based on leading order DGLAP splitting functions
Monte Carlo generator PYTHIA. The parton shower has major influence on the side where the
small x gluon enters the hard interaction, thus the jets in the central region are mainly affected
by the parton shower.
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jets (right).

3.2 Rapidity dependence

In fig. 2 we show prediction for pseudorapidity dependence of the cross section in two regions
0 < |η|< 2 and 3 < |η|< 5. We see that results from CASCADE interpolate between PYTHIA
with multiple interactions in the central region and PYTHIA without multiple interactions in the
forward region. The result is due to the fact that CASCADE (because of angular ordering), and
PYTHIA with multiple interactions (because of multi chain exchanges), predict more hadronic
activity in the central rapidity region as compared to the collinear shower. In the remaining
rapidity region cascade uses collinear parton shower of a similar type as in PYTHIA without



multiple interactions.
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DGLAP versus BFKL in hard exclusive diffraction processes with large

momentum transfer at HERA and LHC.
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We study the energy dependence of the cross-section of the hard exclusive diffraction processes
in QCD with large momentum transfer −t in DGLAP approximation. We show that the results
fully explain recent experimental data at HERA. Moreover, such processes at LHC energies
and at −t ≥ M2

V can be used as a ”golden plate” ones to uncover the existence of perturbative
pomeron, not masked by double logs.

1 Introduction.

In this talk a (see ref. 1,2 for detailed discussion) we consider the hard inelastic diffractive
(HID) processes with large momentum transfer −t and large rapidity gap, like γ + p → J/ψ +
rapidity gap +X (Fig.1), that were studied at HERA recently 3,4,5. We show that the specific
model independent properties of the DGLAP approximation which are absent in the pQCD
calculations of Pomeron exchange at large −t ( cf. refs. 6,7) allow to describe the HERA
data. In the DGLAP approximation the amplitudes are rapidly increasing with the incident
energy since the log(x0/x) terms that define the energy dependence of the amplitudes, are
multiplied by large logarithms that arise from the integration over parton transverse momenta,
leading to double log (DLA) asymptotics of the cross-section. Consider now the diffraction
processes with large momentum transfer defined above. It was understood recently 2 that the
cross section for diffractive charmonium photoproduction off a parton does not increase with
energy for −t ≥ M2

J/ψ
in striking contrast with a rapid increase of the exclusive charmonium

photoproduction at t = 0 since logs arising from the integration over parton transverse momenta
are log(M2

V /(Q
2
0 − t)), and thus disappear at −t ∼ M2

V . This result is valid in all orders of
DGLAP approximation and thus the cross section of diffractive charmonium production off a
parton is energy independent at large −t.

The dominance of the double logarithmic terms in a wide kinematic region in the two scale
processes, shows that the multiRegge dynamics could be revealed only in the very special one
scale processes where the Q2 evolution is suppressed. The large −t ultraperipheral processes at
LHC represent an example of such phenomena. In the kinematical range −t ≥M2

J/ψ
the double

logarithmic (DL) terms are absent. So the HID phenomena represent a golden plated process for
uncovering the onset of the pQCD Pomeron. Switching from HERA to ultraperipheral processes
at LHC significantly increases the kinematical window allowed for the multiRegge kinematics.
In this case there are up to 9 ÷10 units in rapidity available for the multiRegge gluons. An

aThe talk is based on recent work with L. Frankfurt and M. Strikman 1,2



unambiguous signature of these gluons will be a rapid increase of the diffractive cross section
with energy in the region where DGLAP predicts the energy independent cross section.

2 DGLAP description of HID processes: theory versus experiment.

The quantative pQCD description of HID processes was recently developed in ref. 2. The
differential cross section in the kinematic range −t ≤ Q2 +M2

V is given by:

dσ

dtdxJ
= Φ(t,Q2,M2

V )2
(4N2

c I1(u))
2

πu2
G(xJ , t). (1)

u =
√

16Nc log(x/xJ )χ′, χ
′

=
1

b
log(

log((Q2 +M2
V )/Λ2)

log(−t+Q2
0)/Λ

2
), (2)

xJ = −t/(M2
X −m2

p − t), x ∼ 3(Q2 +M2
V )/(2s), b = 11 − 2/3Nf , Nc = 3, s = W 2

γp

The factor Φ(t,Q2,M2
V ) in eq.1 is the energy independent function. The second factor corre-

sponds to the distribution of gluons in a parton, calculated in the DL approximation, The last
factor in eq. 1 is the gluon structure function of the nucleon that can be calculated using e.g.
CTEQ6 data (we neglect small contribution of the quark sea). In this equation M2

X is the in-
variant mass of the hadronic system produced due to the diffractive dissociation of a proton (see
Fig. 1), Λ = 300 MeV, and −t is the transverse momentum transfer. For the photoproduction
processes Q2 = 0. Let us stress that a characteristic feature of eq. 1 is the absence of the energy
dependence at −t ≥M2

V (for Q2 = 0).
Let us compare now the theoretical prediction with the recent experimental data. This

comparison, as it was first noted in ref. 8, is not straightforward, since the HERA experiments,
see e.g. 5, report the integral over invariant masses:

dσ(s, t)

dt
=

∫ A(s)

B(s)

dM2
X

(M2
X − t)2

d2σ

dtdxJ
(xJ , s, t)

A(s) = 0.05s − t, B(s) = 1 GeV2,

(3)

In order to compare the theoretical prediction with the experimental data we calculated the
integral 3 numerically for all −t. We present the main results of our calculations in Fig. 2. We
calculate the logarithmic derivative

I(s, t) =
1

2

d log(dσ/dt)

d log(s)
, (4)

for s = 2 ·104 GeV2 (we denote this quantity as αeff
IP (t)), and compare it with the data for I(s, t)

presented in Fig. 9 in ref. 5. It is referred to in ref. 5 as the ”Pomeron” trajectory αIP (t) − 1.
In the calculation we use CTEQ6M and CTEQ6L gluon parton distribution functions (pdf)
G(xJ , t). For small −t (−t ∼ 2 GeV2) the curves for such ”effective Pomeron” are given by
the dashed lines, since for these −t the integration region includes the range of x/xJ ∼ 0.1 − 1,
where nondiagonal (GPD) effects not included in our treatment may be important. In addition,
the gluon pdf’s for moderate Q2 are subject to significant uncertainties. The results are clearly
within the experimental errors. For comparison we also depict in Fig. 2 the logarithmic derivative
of the double differential cross section, given by eq. 1, which corresponds to the ”true” Pomeron
in the triple Pomeron limit.



Existing calculations of cross sections of large t diffractive processes within perturbative
Pomeron hypothesis, cf 7 predict qualitatively different interplay of t and W dependence com-
pared to DGLAP. They predict that dependence on energy of the gluon pdf of the proton
should be independent of Q2 and perturbative Pomeron trajectory only weakly depends on
−t,decreasing like αs(M

2
V − t), in variance with the HERA data 5.

Let us stress the crucial role of the increase of the rate of energy dependence of G(xJ , t)
with the increase of −t, that is crucial for the explanation for the HERA data, in particular the
increase of αIP with −t. This property is esily explained by DGLAP, but is absent in BFKL.

Observation that the pQCD Pomeron regime does not set in for the HERA kinematics can
be understood as the consequence of the constraints due to the energy-momentum conservation
(see refs. 1,2 for references and more detailed discussion). There must be at least 2÷2.5 units in
rapidity for each gluon radiation in the multiRegge kinematics. This means that for the radiation
of even one such gluon a rapidity window of at least 4÷5 units in rapidity is required. One should
add to this interval the 4-5 units of rapidity due to impact-factor and proton fragmentation.
Thus it seems that there is no room in the HERA kinematics for the gluon radiation in the
multiRegge kinematics.

3 MultiRegge gluons in HID processes with large momentum transfer −t at LHC.

Consider now the ultraperipheral processes at the LHC (for a review see 9). In this case one
may have up to 14 units in rapidity, i.e. up to 9 units in rapidity may be available for a ladder
describing gluon-parton scattering. A simple estimate suggests that for small −t most of the
kinematic range (even at the LHC) will be dominated by double However, as it is clear from
the previous subsection, for −t ≥ M2

V the double logarithmic terms are absent, and the entire
increase of the double differential cross section d2σ/(dtdxJ ) will be due to multi Regge gluons. In
Fig. 3 we show(for illustrative purposes only ), the behavior of the d2σ/(dtdxJ ) as a function of

energy using currently popular pQCD Pomeron models with intercept α
BFKL/resummed

IP (t) − 1 ∼

0.2.

4 Conclusion

We have shown that DGLAP predictions are in a good agreement with the behavior of HID
processes observed at HERA. We found that the ultraperipheral collisions at LHC are a unique
place where the onset of gluon radiation in the multiRegge kinematics may be observed in the
near future.
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Using the approximate conformal invariance of QCD at high energies we consider a simple AdS
black disk model to describe saturation in DIS. Deep inside saturation the structure functions
have the same power law scaling, FT ∼ FL ∼ x−ω, where ω is related to the expansion rate
of the black disk with energy. Furthermore, the ratio FL/FT is given by the universal value
1+ω

3+ω
, independently of the target.

1 Introduction

Recently, there has been a growing interest in applications of the AdS/CFT duality to Deep
Inelastic Scattering (DIS). Here, we shall summarize the main results obtained in 1.

We shall focus on the kinematical limit of fixed Q and x ≪ 1, which corresponds to the
Regge limit of large center of mass energy, s ≈ Q2/x, with other kinematical invariants fixed.
In this kinematical window one observes a power like growth in 1/x of the hadron structure
functions 2. The hadron becomes a dense gluon medium so that the picture of the hadron made
of weakly interacting partons is no longer valid. Although the coupling αs may still be small, say
for hard probes with Q ∼> 1GeV, to understand low x structure functions one needs to include
diagrams such as those of order (αs ln(1/x))n due to the kinematical enhancement. Thus, for
hard probes, low x DIS is the ideal ground to explore the approximate conformal symmetry of
QCD in a situation where the gluon density inside the hadron is so high that non-linear effects
are nevertheless important.

2 AdS Black Disk

To define the scattering amplitude of an off-shell photon by a scalar target in a conformal field
theory, we consider the momentum space correlation function,

(2π)4 δ
(

∑

kj

)

i T ab(kj) =
〈

ja(k1)O(k2)j
b(k3)O(k4)

〉

,

involving a conserved current ja and a scalar primary operator O of dimension ∆. We shall be
interested in the limit of large s = −(k1 + k2)

2 with fixed momentum transfer t = −(k1 + k3)
2 =

−q2
⊥

and virtualities k2
i
. As shown in 3,4,5, this limit is conveniently described by the impact

parameter representation

T ab(kj) ≈ 2is

∫

dl
⊥
eiq⊥·l

⊥

∫

dr

r3
dr̄

r̄3
Ψab τ

µ (r) Φ(r̄)
[

1 − eiχ(S,L)
]µ

τ

, (1)



where the phase shift χµ
τ is a tensor that encodes all the dynamical information and depends

on

S = rr̄s , coshL =
r2 + r̄2 + l2

⊥

2rr̄
.

The scalar function Φ is associated with the operator O and the tensor function Ψab τ
µ with

the current operator ja. Their explicit form was given in 5. It is important to note that this
representation is valid for any value of the coupling, since it relies only on conformal invariance.

The above conformal representation is quite natural from the view point of the dual AdS
scattering process, with transverse space given by the three-dimensional hyperbolic space H3,
whose boundary is the physical transverse space R

2. Using Poincaré coordinates,

ds2(H3) =
dr2 + ds2(R2)

r2
,

we identify L with the geodesic distance between two points that are separated by l
⊥

along R
2

and have radial coordinates r and r̄. The variable S measures the local energy squared of the
scattering process in AdS. The Greek indices µ and τ in (1) label tangent directions to H3,
which are the physical polarizations of the AdS gauge field dual to the conserved current ja.
The functions

Ψabµτ (r) = ψaµ

in
(r)ψbτ

out(r) , Φ(r̄) = φin(r̄)φout(r̄) ,

are given by the product of the radial part of the incoming and outgoing dual AdS fields. These
functions are non-normalizable because they are produced by a plane wave source created by
the dual operator at the boundary.

We shall consider a black disk model defined by a phase shift in the impact parameter
representation (1) given by

[

1 − eiχ(S,L)
]µ

τ

= Θ
(

Ls(S) − L
)

δµ

τ ,

where the radius Ls of the disk increases with energy as

Ls(S) ≈ ω log S . (2)

Note that the size of the disk is independent of the dual AdS gauge field polarization, so that
this simple model is characterized by the single parameter ω > 0.

This model appears naturally in the approximation of single Reggeon exchange in a conformal
field theory. In this case, the phase shift is given by 5

χµ

τ ≈ 1

N2

∫

dν Sj(ν)−1

[

β(ν) δµ

τ + β̃(ν)

(

∇µ∇τ − 1

3
δµ

τ

)]

Ωiν (L) , (3)

where ∇µ is the Levi-Civita connection on H3 and Ωiν(L) = ν sin νL/(4π2 sinhL) is a basis of
harmonic functions on H3. The Regge spin j = j(ν) and the residues β(ν) and β̃(ν) depend on
the ’t Hooft coupling ᾱs = αsN/π and are even functions of ν. This is exact in a conformal
gauge theory like N = 4 SYM and approximate in QCD at weak coupling.

The explicit form of the Regge residues β(ν) and β̃(ν) was computed to leading order in
perturbation theory in 5. These residues are purely imaginary and satisfy Imχµ

τ > 0. For fixed
S, the phase shift χ(S,L) vanishes at large impact parameter L→ ∞. As the impact parameter
decreases the phase will grow and reach order unity at Ls(S). For impact parameters L < Ls the
amplitude will then be that of an absorptive black disk and the details in the form of the phase
shift for L < Ls are not important to the computation of the hadronic tensor in (4). To estimate
the size Ls of the AdS black disk one can do a saddle point approximation to the ν integral in
(3), exactly as in 4. At weak coupling the Reggeon is the perturbative BFKL hard pomeron 6

and one obtains ω ≈ 2.44ᾱs. This value of ω is actually to large to match experiments, and next
to leading order correction to the BFKL spin are important.



3 Deep Inelastic Scattering

The total DIS cross section, and corresponding hadron structure functions, are related to the
hadronic tensor

W ab(kj) = i

∫

d4y eik1·y〈k2|T
{

ja(y)jb(0)
}

|k2〉 ,

where ja is the electromagnetic current and |k2〉 is the target hadron state of momentum k2.
We define the virtuality Q2 = k2

1, target mass M2 = −k2
2 and Bjorken

x = − Q2

2k1 · k2

≈ Q2

s
.

Lorentz invariance and conservation restricts W ab to

W ab =

(

ηab − ka
1k

b
1

k2
1

)

Π1 +
2x

Q2

(

ka

2 +
ka

1

2x

) (

kb

2 +
kb

1

2x

)

Π2 .

The structure functions Fi satisfy 2πFi = Im Πi.
At zero momentum transfer we can use the representation (1) to write the hadronic tensor

as

W ab ≈ 4πis

∫

dr

r2
dr̄

r̄2
Ψab τ

µ (r) Φ(r̄)

∫ +∞

|ln r̄/r|

dL sinhL
[

eiχ(S,L) − 1
]µ

τ

, (4)

where we did the angular integral in the impact parameter l
⊥

and traded |l
⊥
| in the radial

integration for the AdS impact parameter L. Note that Φ(r̄) = |φ(r̄)|2, where now φ(r̄) is the
radial part of the normalizable AdS wave function dual to the state |k2〉. This wave function is
localized in the IR around r̄ ∼ 1/M . Its explicit form in the IR region, where space is no longer
AdS, will not be important in what follows, because we shall consider a hard probe localized
near the AdS boundary.

The black disk model of the previous section gives

W ab ≈ −2πis

∫

dr

r2
dr̄

r̄2
Ψab µ

µ (r) Φ(r̄)
[

(srr̄)ω + (srr̄)−ω − r

r̄
− r̄

r

]

. (5)

At very low x the first term dominates and we have

W ab ≈ −2πis1+ω

∫

dr

r2−ω
Ψab µ

µ (r)

∫

dr̄

r̄2−ω
Φ(r̄) . (6)

To give the explicit form of Ψ it is convenient to write

k1 =

(√
s,−Q

2

√
s
, 0

)

, k2 =

(

M2

√
s
,
√
s, 0

)

, (7)

in light-cone coordinates (+,−,⊥). Then, following 5,

Ψab µ

µ (r) = −π
2

6
C r2

∫

∞

0

dudv e−u−v−
Q

2
r
2

4u
−

Q
2

r
2

4v ×







sr2

4uv

v−1
u

0
u−1

v

4(u−1)(v−1)

sr2 0
0 0 I






, (8)

where the matrix elements are also ordered by the light-cone coordinates. In particular, we have

Ψij µ

µ (r) = −δij
π2

6
CQ2r4K2

1 (Qr) , Ψ++ µ

µ (r) = −π
2

6
Csr4K2

0 (Qr) ,



where i, j run over the transverse space R
2 directions and K is the Bessel function of the 2nd

kind. The constant C is determined by the conformal two point function

〈ja(y)jb(0)〉 = C
y2ηab − 2yayb

(y2 + iǫ)4
.

By dimensional analysis the integral over r̄ in (6) is
∫

dr̄

r̄2−ω
Φ(r̄) =

h(ω)

M1+ω
,

where h(ω) is a dimensionless function that depends on the details of the IR physics associated to
the target hadron wave function but does not affect the small x scaling behavior of the structure
functions in the AdS black disk model. Indeed, taking the imaginary part of

W ij = δijΠ1 , W++ ≈ 1

2x2
(Π2 − 2xΠ1) ,

equation (6) gives

F2 − 2xF1 ≈ x−ω (Q/M)1+ω
π

5
2 Γ3

(

3+ω

2

)

C h(ω)

12Γ
(

4+ω

2

) ,

F1 ≈
(

Q

xM

)1+ω π
5
2 Γ

(

5+ω

2

)

Γ
(

3+ω

2

)

Γ
(

1+ω

2

)

C h(ω)

24Γ
(

4+ω

2

) .

Moreover, our ignorance about the target hadron wave function drops out from the ratio

FL

FT

=
1 + ω

3 + ω
. (9)

We conclude that, in the AdS black disk model and at small x, FL/FT attains a universal value
uniquely fixed by the exponent ω that controls the growth of the structure functions at small
x. We emphasize that this universal value is independent of the nature of the target hadron.
Moreover, since the current wave function Ψ localizes in the UV region r ∼< 1/Q, our result
should be robust against deviations from conformal symmetry in the IR.
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SEARCH FOR NEW PHYSICS AT HERA

USING COMBINED H1 AND ZEUS DATA

S.V. LEVONIAN
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Deutsches Elektronen-Synchrotron DESY, Notkestraße 85,

22607 Hamburg, Germany

Two event classes having high sensitivity to New Physics are studied using combined e±p
data sample collected by H1 and ZEUS experiments at HERA collider in the period 1994 −

2007. The data correspond to an integrated luminosity of about 1 fb−1. Although interesting
events are observed at high PT tails of distributions both for events with at least two high
transverse momentum leptons and events containing an isolated lepton and missing transverse
momentum, no significant deviations from Standard Model are found. The total single W
boson production cross section at

√

(s) = 317 GeV is measured as 1.06 ± 0.16 (stat.) ±

0.07 (sys.) pb, in agreement with the SM expectation of 1.26 ± 0.19 pb.

1 Introduction

HERA, so far the only ep collider in the world, provides a unique opportunity to search for new
physics beyond the Standard Model. Promising experimental topologies for this purpose are
events with one or more high PT isolated leptons in the final state, as well as in combination
with missing transverse momentum. Such events have clean signature, low Standard Model
expectation and hence high sensitivity to novel phenomena. After 15 years of successful data
taking two collider experiments, H1 and ZEUS, have collected 0.5 fb−1 of data each. In order
to fully exploit HERA potential and to benefit from increasing statistical significance combined
analyzes of such rare final states were performed in a common phase space, resulting in a total
integrated luminosity of about 1 fb−1. Cross sections measured by H1 and ZEUS are combined
bin by bin using weighted average.



2 Multi-Lepton Events with High Transverse Momentum

Within the Standard Model (SM) the production of high PT multi-lepton final states in ep col-
lisions proceeds predominantly via γγ interactions. The clean experimental signature together
with small and precisely calculable SM cross section provides high sensitivity to possible contri-
butions of physics beyond the SM. Measurements of multi-lepton production at HERA have been
performed by the H1 1 and ZEUS 2 collaborations. A combined analysis of H1 and ZEUS data
is performed in a common phase space in which both detectors have high and well understood
acceptance, and using full statistics available to both experiments 3.

Electrons are identified in the polar-angle range 5o < θe < 175o, with Ee > 10 GeV for
θe < 150o and Ee > 5 GeV for θe > 150o. Muons are identified in the range 20o < θµ < 160o

with Pµ

T
> 2 GeV. All lepton candidates are required to be isolated with respect to each other

by at least 0.5 units in η − φ plane (where pseudorapidity η is defined as η = − ln tan(θ/2)). At
least two leptons are required in the central region (20o < θe < 150o): one with P l

T
> 10 GeV

and the other having P l

T
> 5 GeV. Additional leptons identified according to the criteria given

above may be present in the event. Selected events are then classified into mutually exclusive
samples with different number and flavour of lepton candidates: ee, µµ, eµ, eee, eµµ.
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Figure 1: Multi-Lepton events at HERA. Top: the distribution of the scalar sum
∑

PT for combined multi-lepton
event topologies in e+p and e−p data. Bottom: The cross section for lepton pair photoproduction in a restricted
phase space as a function of the leading lepton transverse momentum P l1

T
and the invariant mass of the lepton

pair Mll. The total error bars represent the statistical and systematic uncertainties added in quadrature. The
bands represent the uncertainty in the SM prediction, dominated by the γγ process.



Table 1: Observed and predicted multi-lepton event yields for
∑

PT > 100 GeV. Di-lepton and tri-lepton events
are combined. The uncertainties on the predictions include model uncertainties and experimental systematic

uncertainties added in quadrature.

Data sample Data SM Pair Production (GRAPE) NC DIS + QEDC

e+p (0.56 fb−1) 7 1.94 ± 0.17 1.52 ± 0.14 0.42 ± 0.07
e−p (0.38 fb−1) 0 1.19 ± 0.12 0.90 ± 0.10 0.29 ± 0.05
All (0.94 fb−1) 7 3.13 ± 0.26 2.42 ± 0.21 0.71 ± 0.10

A good overall agreement is observed with the SM in all event topologies3. Some excess over
SM expectation with significance of ∼ 2.6σ is observed for events with high

∑

P l

T
> 100 GeV,

but only in e+p data, as can be seen in Table 1 and Figure 1 (top). The lepton pair production
cross section of 0.66 ± 0.03(stat.) ± 0.03(sys.) pb is measured in the phase space dominated by
γγ interactions, in agreement with the SM prediction of 0.69 ± 0.02 pb. The differential cross
sections are also measured as a function of leading lepton P l1

T
and the invariant mass of the

lepton pair Mll, as shown in Figure 1 (bottom).

3 Events with Isolated Lepton and Missing Transverse Momentum

Events containing isolated high PT lepton and large missing transverse momentum, Pmiss
T

, is a
typical signature in many BSM extensions. In the SM main source of such events in ep collisions
is a single W boson production with subsequent decay via leptonic channels. Events of such
topology have been observed at HERA by both H14 and ZEUS5. In order to increase sensitivity
to new physics a combined analysis of the full available data set has been performed in the
common phase space 6.

The event selection requires an isolated lepton (e or µ) with P l

T
> 10 GeV to be in the central

region of the detector 15o < θe < 120o together with the presence of the hadronic jet recon-
structed using kT algorithm. In addition the event must exhibit significant missing transverse
momentum, Pmiss

T
> 12 GeV. Further cuts are then applied to minimize SM background 6.

The result of the analysis is summarized in the Table 2. In general, a good agreement is
observed between the data and the SM prediction, in which the signal component is dominated
by single W production. The lepton-neutrino transverse mass distribution as shown in Fig-
ure 2 (left) exhibits a characteristic Jacobean peak around W mass value. A small excess of the
data in the region of high transverse momentum of the hadronic final state, PX

T
> 25 GeV, which

was observed in the H1 analysis 4 almost completely vanishes in the combined HERA data sam-
ple. The single W production cross section is measured as 1.06± 0.16 (stat.)± 0.07 (sys.) pb, in

Table 2: Summary of the combined H1 and ZEUS search for events with an isolated electron or muon and missing
transverse momentum for the full HERA data set as compared to the SM expectation. The quoted uncertainties

contain statistical and systematic errors added in quadrature.

H1+ZEUS Data SM SM Other SM
1994–2007 e±p 0.98 fb−1 Expectation Signal Processes

Electron Total 61 69.2 ± 8.2 48.3 ± 7.4 20.9 ± 3.2
PX

T
> 25 GeV 16 13.0 ± 1.7 10.0 ± 1.6 3.1 ± 0.7

Muon Total 20 18.6 ± 2.7 16.4 ± 2.6 2.2 ± 0.5
PX

T
> 25 GeV 13 11.0 ± 1.6 9.8 ± 1.6 1.2 ± 0.3

Combined Total 81 87.8 ± 11.0 64.7 ± 9.9 23.1 ± 3.3
PX

T
> 25 GeV 29 24.0 ± 3.2 19.7 ± 3.1 4.3 ± 0.8
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Figure 2: Left: The lepton-neutrino transverse mass M lν

T of events with an isolated electron or muon and missing
transverse momentum. The data (points) are compared to the SM expectation (open histogram). The signal
component of the SM expectation, dominated by single W production, is shown as the hatched histogram. The
total uncertainty on the SM expectation is shown as the shaded band. Right: The single W production cross
section as a function of the hadronic transverse momentum, P X

T , measured using the combined H1 and ZEUS data
at a centre–of–mass energy of

√

s = 317 GeV. The inner error bar represents the statistical error and the outer
error bar indicates the statistical and systematic uncertainties added in quadrature. The shaded band represents

the uncertainty on the SM prediction.

agreement with SM prediction of 1.26±0.19 pb. The cross section is also measured as a function
of PX

T
, as shown in Fig. 2 (right).

4 Summary

Production of multi-lepton events with high transverse momenta and events containing isolated
lepton with Pmiss

T
in ep collisions has been studied. Combined H1 and ZEUS analyzes were

performed in a common phase space, to take advantage of complete available HERA high energy
data. Good overall agreement is observed with the SM predictions. The cross sections for multi-
lepton and single W production in ep collisions at average

√
s = 317 GeV are measured with a

greater precision as compared to previously published individual H1 and ZEUS results. A few
interesting events are observed by both H1 and ZEUS in e+p data at high PT and high mass
region where the SM expectation is low.

We thus conclude, that the Standard Model survived full combined HERA data and is now
waiting for next challenges expected at the LHC.
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Long range phenomena in heavy ion collisions observed by the PHOBOS
experiment

Krzysztof Woźniakfor the PHOBOS Collaboration a

Institute of Nuclear Physics PAN, Kraków, Poland

The PHOBOS experiment at RHIC has measured large samples of Au+Au and Cu+Cu col-
lisions using a detector with uniquely large angular acceptance. These data enable studies
of particle production over a very wide pseudorapidity interval which reveal unexpected fea-
tures. In the analysis of correlations with a high-pT trigger particle (pT > 2.5 GeV/c) a ridge
extending at least 4 units of pseudorapidity was found. The results on forward-backward
and two-particle correlations suggest that particles are produced in very large clusters which
are wider in pseudorapidity than is expected for isotropic decays. Explanation of these ex-
perimental results requires models in which both short-range and long-range correlations are
present.

Since the year 2000 at the Relativistic Heavy Ion Collider (RHIC), collisions of heavy ions at
the highest energies have been measured and analysed. Several phenomena found in these studies
manifest creation of a new type of matter, strongly interacting Quark-Gluon Plasma (sQGP).
Most noticeable are the absorption of partons observed as suppression of high-pT particles or jets
and the collective effects visible as a strong elliptic flow ?. Better understanding of properties
of the matter created in heavy ion collisions and a search for signs of potential phase transition
require detailed analysis of many observables and studies of correlations between them.

The PHOBOS experiment measured all types of collisions available at RHIC using a detector
optimized for registering charged particles2 in almost full solid angle - with the multiplicity
detector covering uniquely wide range |η| < 5.4. In the spectrometer, momenta of about 1% of
charged particles were determined. Using this detector it was possible to measure the yields of
particles with extremally small transverse momenta (starting from 30 MeV/c for pions). The
comparison of yields of charged particles at high-pT in d + Au and Au + Au collisions clearly
shows that partons created in hard scattering of quarks or gluons interact in the dense matter
created in the central Au + Au collisions. Usually at least one of back-to-back emitted partons
is stopped and only a jet or a high-pT particle originating from the second parton is registered.

The analysis ? of the correlations between a trigger particle with pT > 2.5 GeV/c and other
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F.L.H.Wolfs8, B.Wosiek3, K.Woźniak3, S.Wyngaardt2, B.WysÃlouch4

1 Argonne National Laboratory, Argonne, IL 60439-4843, USA
2 Brookhaven National Laboratory, Upton, NY 11973-5000, USA
3 Institute of Nuclear Physics PAN, Kraków, Poland
4 Massachusetts Institute of Technology, Cambridge, MA 02139-4307, USA
5 National Central University, Chung-Li, Taiwan
6 University of Illinois at Chicago, Chicago, IL 60607-7059, USA
7 University of Maryland, College Park, MD 20742, USA
8 University of Rochester, Rochester, NY 14627, USA



0σ/σ1-
0 0.5 1

∞
|<η| ef
f

K

0

2

4

6

PHOBOS
Cu+Cu 200 GeV
Au+Au 200 GeV
Au+Au 200 GeV
(preliminary)

AMPT Cu+Cu 200 GeV
AMPT Au+Au 200 GeV

PHOBOS p+p 200 GeV
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collisions and the results of the same reconstruction procedure
performed on the events from AMPT generator are shown for

comparison.

charged particles as a function of the difference of pseudorapidity and azimuthal angle, ∆η and
∆φ, allows to study the interaction of the stopped parton with the medium. In the central
Au + Au collisions the yield of particles correlated with the high-pT trigger particle is larger
than in the p + p interactions. In the near side, |∆φ| ≈ 0 ± 1, a ridge extending up to the end
of acceptance range (−4 < ∆η < 2) is present. It can be described as an additional yield which
adds uniformly in η to the yield observed in p + p interactions. In the away side, ∆φ ≈ π ± 2,
such additional yield is even larger. Analysis of these yields as a function of centrality shows that
they are the largest in central collisions and decrease for peripheral collisions. At Npart ≈ 80
the difference between Au + Au and p + p for the near side drops to zero.

The correlations between all charged particles registered in the PHOBOS multiplicity detec-
tor were studied in a very wide range, |η| < 3, for elementary p+p interactions (at 200 GeV and
410 GeV ?) and nuclei collisions, Cu + Cu and Au + Au at 200 GeV ?,?. They are represented
by a correlation function:

R(∆η, ∆φ) =
〈

(n− 1)
(

ρII
n (∆η,∆φ)

ρmixed(∆η,∆φ)
− 1

)〉

where ρ(η1, η2, φ1, φ2) is the charged pair density distribution for measured events (in the numer-
ator) or for uncorrelated pairs taken from different events (in the denominator). In the further
analysis the function integrated over one of the variables, R(∆η) or R(∆φ), is used. The first of
them has a maximum at η ≈ 0 which is expected for short range correlations. It is thus natural
to describe particle production as a two-step process: production of some intermediate objects,
clusters, which then decay into finally observed particles?. Using the correlation function R(∆η)
it is possible to extract the parameters of the clusters: Keff , the effective cluster size, and δ,
width of the two-particle correlation. It is worth to note that even for very large acceptance, six
pseudorapidity units, available in PHOBOS, acceptance corrections are large. Already in the
elementary interactions? the cluster size is large, Keff ≈ 3. Even larger values, up to Keff ≈ 6,
are found in nuclei collisions ?,?, as shown in Fig.??. The width of the clusters (shown later
in Fig.??) is also large, exceeding that expected for isotropic decay at rest. We observe the
same cluster parameters for Cu + Cu and Au + Au collisions with similar geometries even if the
number of nucleons participating in the collisions and total multiplicities are much different ?,?.

Also, the correlation function R(∆φ) can be explained by the cluster model. However, a
simple assumption that clusters’ momenta can be randomly generated from a universal function
reproducing only global dN/dη and dN/dpT distributions leads to a shape totally different from
that measured experimentally. An agreement can be achieved only after enforcing transverse
momentum conservation (by slightly modifying momenta to ensure ΣpT = 0) as can be seen in
Fig.??.

The large acceptance of the PHOBOS detector allows to measure forward-backward corre-
lations at large distances. In this study, an asymmetry variable C = (NB − NF )

√
NF + NB is

used, where NB and NF denote the number of charged particles measured in two pseudorapidity
bins, symmetric with respect to η = 0, at negative and positive η, respectively ?. This variable is
insensitive to the dependence of total multiplicity on centrality of the collision (that is enforcing
〈NB〉 = 〈NF 〉), but the variance σ2

C measures the strength of multiplicity fluctuations. For
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circles) are compared.

purely statistical fluctuations we obtain σ2
C = 1. The PHOBOS Collaboration has measured

σ2
C as a function of the width of pseudorapidity bin, ∆η, and the position of bin center, η.

σ2
C is larger than 1 and increases when η and especially ∆η increase ?. This agrees qualitatively

with the expectation from the cluster model, in which the observed dependencies are explained
by acceptance effects. However, in this case it is not possible to extract both parameters of the
clusters at the same time, as for large and wide clusters these dependencies may look similar
as for small but narrow clusters ?. Unexpectedly, but consistently with the trends observed for
2-particle correlations, the values of σ2

C found for central Au+Au collisions are smaller than for
peripheral collisions (see Fig.??), indicating different effective cluster sizes (and possibly also δ
width).

The centrality dependence of σ2
C values, shown in Fig.??, is not well reproduced by the

models of particle production: UrQMD ? has wrong centrality dependence, HIJING? gives in
both cases the same values and AMPT? predicts correct trend, but underestimates σ2

C . The best
agreement? is observed for the Wounded Nucleon Model? which assumes that the nucleons taking
part in the collision are the source of the particles which are produced according to a universal
fragmentation function, asymmetric in η and about 10 pseudorapidity units wide, extracted
from the data on d + Au collisions. The fluctuations observed as large values of σ2

C are a sum
of these present already in p + p interactions (possibly from production of clusters) and those
generated by the fluctuations of the number of wounded nucleons, in forward and backward
moving nuclei?.

The Wounded Nucleon Model may be used to describe not only forward-backward fluctu-
ations, but also 2-particle correlations. In this case, predictions are less precise, as it is more
difficult to include short range correlations (from p + p). Obviously,2 wounded nucleons should
fragment into clusters which then decay into final particles. As an approximation identical clus-
ters with Keff = 3 and δ = 0.88, effective parameters found in p + p interactions ?, can be used.
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Figure 4: The effective cluster size (left) and the width parameter δ (right) for Au + Au collisions compared with
the predictions from the Wounded Nucleon Model in which we assume fragmentation of the wounded nucleons

into clusters similar to those observed in p + p interactions.

The fragmentation function into clusters should have similar shape (but Keff times smaller in-
tegral) as for fragmentation into particles. These assumptions allow to obtain Wounded Nucleon
Model predictions shown in Fig.??. Again the main trends are reproduced: the reconstructed
cluster size becomes larger for peripheral than for central collisions and the width parameter δ
increases. Discrepancies may be due to the fact, that in reality we have a mixture of clusters
with various sizes and widths and convolution with wounded nucleons fluctuations gives in this
case different reconstruction results than for identical clusters.

In the studies of correlations measured over a wide range of pseudorapidity, strong long-
range effects were found. There is a long ridge in the correlation with a high-pT trigger particle,
clusters found in the 2-particle correlations are large and unexpectedly wide. The correlation in
the azimuthal angle seems to be determined by the global momentum conservation. Forward-
backward and 2-particle correlations can be at least qualitatively described by the Wounded
Nucleon Model, in which particles are additionally correlated at large distances because they
are emitted according to a fragmentation function, which extends over 10 pseudorapidity units.
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Measurement of the dielectron continuum in p + p and Au + Au collisions at RHIC

T. DAHMS, for the PHENIX Collaboration
CERN,

1211 Geneva 23, Switzerland

PHENIX has measured the e+e− pair continuum in
√

sNN = 200 GeV Au + Au and p + p
collisions over a wide range of mass and transverse momenta. While the p+p data in the mass
range below the φ meson are well described by known contributions from light meson decays,
the Au + Au minimum bias inclusive mass spectrum shows an enhancement by a factor of
4.7 ± 0.4(stat) ± 1.5(syst) ± 0.9(model) in the mass range 0.15 < mee < 0.75 GeV/c2. At
low mass (mee < 0.3 GeV/c2) and high pT (1 < pT < 5 GeV/c) an enhanced e+e− pair
yield is observed that is in qualitative agreement with hydrodynamical models of thermal
photon emission with initial temperatures ranging from Tinit ' 300–600 MeV at times of
0.6–0.15 fm/c after the collision.

1 Introduction

Experimental results from the Relativistic Heavy Ion Collider (RHIC) have established the
formation of dense partonic matter in Au + Au collisions at

√
sNN = 200 GeV 1. One of the

key questions has been what is the initial temperature of the created matter. Like any medium
in thermal equilibrium, the quark-gluon plasma emits black-body radiation characteristic for its
temperature in form of real and virtual photons, the latter ones appearing as lepton pairs (e+e−

or µ+µ−). As photons and lepton pairs do not carry color charge, they do not undergo strong
final state interaction while traversing the medium. Thus, they carry all their information from
the time they have been created to the detector. But, because they are emitted during all stages
of the collision, any measurement will be a time integrated average and the initial temperature
can only be derived by comparing to models. One of the main challenges of measuring thermal
photons is the huge background due to hadron decay photons. The dominant background
contribution due to π0 decays can be avoided by measuring virtual photons rather than real
photons. Any process that creates a real photon can also create a virtual photon which decays
into a lepton pair. The invariant mass spectrum of virtual photons created by the quark-gluon
Compton scattering (q+g → q+γ∗) is described by the Kroll-Wada equation2. For direct virtual
photons with pT � mee this spectrum is proportional to 1/mee. Also e+e− pairs from π0 Dalitz
decays have the same 1/mee shape at mee � mπ0, but are suppressed due to the limited phase
space when approaching mπ0 = 135 MeV/c2. Thus, one can measure direct virtual photons
above the π0 mass where the main background source is eliminated.

2 Results

PHENIX has measured e+e− pairs from p + p and Au + Au collisions at
√

sNN = 200 GeV
as a function of mass and pT . The resulting invariant mass spectra integrated over all pT are
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Figure 1: Invariant mass distribution of e+e− pairs in the PHENIX acceptance in p + p (a) and
Au + Au (b) collisions. The data are compared to the expectations from the decays of light
hadrons and correlated decays of open charm, bottom, and Drell-Yan.

shown in Fig. 1. Contributions from combinatorial and correlated background sources have been
subtracted statistically utilizing mixed events and the like-sign pairs. The details of the analysis
have been described in Ref.3,4. The p+p data are compared to a cocktail of the expected hadronic
sources whose cross sections have been measured independently by PHENIX4. The contribution
from semi-leptonic charm and bottom decays as well as Drell-Yan have been simulated with
Pythia

5. The agreement between data and simulation over the full mass range is excellent.
By comparing the integrated yield of data and Pythia in the intermediate mass region of
1.1 < mee < 2.5 GeV/c2, which is dominated by open charm, a total charm cross section of σcc =
544± 39(stat)± 142(syst)± 200(model) µb has been measured in p + p collisions. Alternatively,
by fitting the normalization of the simulated shapes to the data, the charm and bottom cross
sections of σcc = 518±47(stat)±135(syst)±190(model) µb and σbb = 3.9(stat)±2.4+3

−2(syst) µb,
respectively, have been measured 3. The charm cross section is in agreement with the result of
the non-photon single electron measurement 6: σcc = 567 ± 57(stat) ± 193(syst) µb.

The measurement of e+e− pairs in Au + Au collisions is compared to the corresponding
cocktail calculation in Fig. 1b. The charm contribution is the same Pythia calculation scaled
to the number of binary collisions, Ncoll, times the measured charm cross section of σcc =
567±57(stat)±193(syst) µb. In contrast to the p+p result, the measured yield of low mass region
(0.15 < mee < 0.75 GeV/c2) in minimum bias Au+Au is enhanced compared to the expectation
by a factor 4.7±0.4(stat)±1.5(syst)±0.9(model). The intermediate mass region is surprisingly
well described by Pythia which is shown as dashed line in Fig. 1b. This is interesting to
note, as single electron distributions from semi-leptonic charm decays show substantial medium
modifications 7. Thus, it is hard to understand how the dynamical correlation of the cc pair at
production remains unaffected by the medium. An alternative scenario in which this correlation
is washed out by the medium, i. e. the direction of the c and the c quark are uncorrelated,
is indicated by a dotted line in the same figure. This leads to a much softer spectrum and
would leave significant room for other contributions, e. g. thermal radiation emmited by quark-
antiquark annihilation processes.

The pT dependence of the low mass region (mee < 1.2 GeV/c2) is shown in Fig. 2. The e+e−

pairs measured in p + p are consistent with the cocktail for the lower pT bins. At higher pT

however, the data are above the expectation. In Au + Au the enhancement is concentrated at



low pT but extends to the high pT region where it is still significantly higher than in p + p. The
shape of the low mass enhancement in Au + Au differs for pT < 1 GeV/c and pT > 1 GeV/c.
At high pT the excess can be interpreted as due to internal conversions of direct virtual photons
which, for pT � mee, has a well defined 1/mee mass dependence 2. The data have been fit to the
cocktail plus a direct photon contribution in the form of f(mee) = (1 − r)fc(mee) + rfdir(mee)
with the fraction of the direct virtual photon contribution r as the free parameter. From this
fraction of the direct virtual photon contribution it is possible to derive the pT spectrum of direct
real photons8 which is shown for p+p and three Au+Au centrality bins (min. bias, 0–20%, and
20–40%) in Fig. 3a. The data are extended at high pT with the previous measurements of direct
photons in the electromagnetic calorimeter of PHENIX 9,10 which are in good agreement in the
overlapping pT range. The p + p data are are in good agreement with a NLO pQCD calculation
of direct photons 11 which is shown for three different theory scales: µ = 0.5 pT , pT , and 2 pT .

In order to compare the p + p data quantitatively with the Au + Au measurement, the p + p
direct photon spectrum is fit to a modified power-law function App(1+ p2

T /b)−n. This fit, scaled
by the nuclear overlap function TAA is overlaid with the Au + Au data. For all three centrality
bins the data are show a clear enhancement at low pT . This excess is characterized by fitting
the TAA scaled p + p fit plus an exponential Ae−pT /T + TAA × App(1 + p2

T/b)−n. For the 20%
most central collisions, the inverse exponential slope is T = 221 ± 19(stat) ± 19(syst). The
result for this centrality bin is compared in Fig. 3b to several hydrodynamical models of thermal
photon emission 12,13,14,15,16,17. The models, which assume the formation of a hot system with
initial temperatures ranging from Tinit = 300 MeV at a thermalization time of τ0 = 0.6 fm/c to
Tinit = 600 MeV at τ0 = 0.15 fm/c, are all in qualitative agreement with the data. Lattice QCD
predicts a phase transition from the hadronic phase to the quark-gluon plasma at T ' 170 MeV.

While for pT > 1 GeV/c the excess yield can be successfully described by internal conversions
of direct virtual photons, the excess yield at lower pT , which is responsible for most of the pT

integrated enhancement, shows a different mass dependence. The transverse mass dependence
of the enhancement has been analysed in Ref. 4. While not shown in this proceedings, it appears
that, in addition to the thermal radiation at high mT , there is a second much softer component
at low mT with an inverse slope of T ∼ 90 MeV. This low mass, low pT enhancement is currently
not described by any theoretical model calculation.
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Figure 2: Invariant mass distribution of e+e− pairs in the PHENIX acceptance for different pT

ranges in p+p (a) and Au+Au (b) collisions. The data are compared to the cocktail of hadronic
sources which includes the contribution from charm as described in the text.
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Figure 3: The invariant cross section (p+p) and invariant yield (Au+Au) of direct photons as a
function of pT is shown in (a). Solid points are from the internal conversion analysis, open points
from 9,10. The p + p data are compared to NLO pQCD calculations 11 for three theory scales
µ = 0.5 pT , pT , and 2 pT . The p+p data are fit to a modified power-law (dashed curve) which is
scaled by TAA and compared to the Au+Au data. The Au+Au data are fitted by the TAA scaled
p + p fit plus an exponential (solid lines). In (b) hydrodynamical model calculations of thermal
photon emission are compared with the direct photon data in the 20% most central Au + Au
collisions. In contrast to the others, the curve of F. M. Liu et al. 16 includes contributions from
pQCD. The black solid curve show the TAA scaled pQCD calculation 11.



SUPPRESSION OF FORWARD PION CORRELATIONS IN d+Au

INTERACTIONS AT STAR
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3584 CC Utrecht, The Netherlands

During the 2008 run RHIC provided high luminosity in both p+p and d+Au collisions at
√

sNN = 200GeV . Electromagnetic calorimeter acceptance in STAR was enhanced by the
new Forward Meson Spectrometer (FMS), and is now almost contiguous from −1 < η < 4
over the full azimuth. This large acceptance provides sensitivity to the gluon density in the
nucleus down to x ≈ 10−3. Measurements of the azimuthal correlation between a forward
π0 and an associated particle at large rapidity are sensitive to the low-x gluon density. Data
exhibit the qualitative features expected from gluon saturation. A comparison to calculations
using the Color Glass Condensate (CGC) model is presented.

1 Introduction

Forward acceptance at STAR has been drastically improved in the last few years with the
development and commissioning of the Forward Meson Spectrometer (FMS). The FMS is a high
granularity electromagnetic calorimeter whose purpose is to measure photons from decays of
forward neutral mesons. It extends the fully azimuthal, electromagnetic capability of STAR
into the pseudorapidity region 2.5 < η < 4.0, making the overall coverage almost hermetic in
the wide −1.0 < η < 4.0 interval. This allows measurements of correlations of different species
of forward- and mid-rapidity particles, over a broad ∆η × ∆ϕ range.

One of the main purposes of the FMS 1 is to characterize the pT dependence of the di-pion
azimuthal correlations as a means to search for the onset of saturation effects 2 in the nuclear
gluon distribution. It is believed that, as the energy grows, non-linear effects must be included
in the nuclear wave-function in order to tame the otherwise divergent rise of the gluon density.
At very low values of the longitudinal momentum fraction x of the probed gluon, as accessed
in high-energy collisions, the occupation numbers become large, allowing gluon recombination
that eventually leads to saturation. Saturation is expected to be revealed at RHIC in d+Au
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Figure 1: On the left: schematic view of the STAR hall. Gold beam is coming from the West (right in figure)
side. On the right: uncorrected coincidence probability versus azimuthal angle difference between two forward
neutral pions. Different pT cuts are indicated inside the figure. The left (right) column shows p+p (d+Au) data

with statistical errors. Data are fit with a constant plus two gaussian functions (in red).

collisions, where large densities of nuclear gluons are probed with a much simpler final state than
heavy ion collisions. The FMS, facing the deuteron beam direction, provides measurements of
forward hadron production in the rapidity region that selects small-x gluons in the nucleus. It
probes x down to x ≈ 10−3 for inclusive particle production at 〈η〉 ≈ 3 at

√
sNN = 200 GeV 3,

well into the range where saturation effects are expected to set in.

2 Azimuthal correlation analysis

Models try to describe forward hadron production from dense nuclear targets by including non-
linear effects. One approach 4 extends perturbative QCD factorization by adding contributions
of quarks scattering coherently off multiple nucleons, leading to an effective shift in the gluon
x. In the Color Glass Condensate (CGC) model 2,5 the low-x gluon density is saturated and
non-linearities are treated classically. In both cases the 2 → 2 picture of elastic parton scattering
process is replaced by a 2 → many picture, where the probe scatters coherently off the dense
gluon field of the target, which recoils collectively. In the CGC model, the transverse momentum
of a jet produced by the large momentum parton (most likely a valence quark) in the deuteron
is balanced by many gluons in the nucleus. To quantify this effect, it is instructive to compare
the azimuthal angular correlation (∆ϕ) between the forward π0 and coincident hadrons. In p+p
collisions, one expects to see a peak centered at ∆ϕ = π, representing the elastic back-to-back
scattering contribution. In forward d+Au collisions, on the other hand, non-linear contributions
are expected to cause a loss of correlation between the two particles, leading to a broadening of
the back-to-back peak, and eventually to its disappearance (monojet).

A systematic plan of azimuthal correlation measurements has been pursued at STAR using
forward prototype calorimeters (Forward Pion Detector, FPD/FPD++) and, more recently, the
FMS. The objective has been to probe if the boundaries of the saturation region are accessible at
RHIC energies 6 and establish the effect on particle production. Azimuthal correlations between
a forward π0 and a mid-rapidity particle were first measured with the FPD 7 and recently
confirmed, and extended, with the FMS 8. Comparison of ∆ϕ between p+p and d+Au shows a
significant broadening in the back-to-back peak in d+Au. Such effect appears to be stronger as



Figure 2: Left: HIJING impact parameter versus charge sum as recorded by the STAR BBC for simulated
minimum bias events. Comparison of charge distribution with data is in the inset. Following: uncorrected
coincidence probability versus azimuthal angle difference between two forward neutral pions in peripheral (center)
and central d+Au collisions (right). Data are shown with statistical errors and fit with a constant plus two gaussian
functions (in red). CGC expectations 10 have been superimposed (in blue) to data for central d+Au collisions.

the transverse momentum of the particles decreases, as expected by saturation models. One can
approach the saturation region by lowering the x value of the probed gluon by requiring both
leading and associated particles to be detected in the forward region, now possible due to the
FMS wide acceptance. Results from this analysis, where the lowest x is probed, are shown.

3 Results and Systematics

Centrality averaged azimuthal correlations between two forward π0 candidates have been mea-
sured for different pT selections. Results are shown on the right-hand side of figure 1. Neutral
pions are reconstructed from pairs of photon clusters, found within the FMS fiducial volume
(2.5 < η < 4.0), that present an invariant mass in the interval 0.05 < Mγγ < 0.25 GeV/c2.
The pair with the largest pT is selected as the leading (trigger) π0 and its azimuthal coordinate
is compared inclusively with those of all the other (associated) π0 candidates. The (efficiency
uncorrected) probability to find an associated π0 per triggered event presents two contributions.
The peak centered in ∆ϕ = 0 (near-side peak) represents the contribution from pairs of neutral
pions from the same jet. It is not expected to be affected by gluon saturation, hence providing us
with a useful tool to check the effective amount of the broadening in the away-side contribution.
This second peak, centered at ∆ϕ = π, represents the back-to-back contribution to the coinci-
dence probability and it is expected to disappear in going from p+p to d+Au if saturation sets
in. Data are fit with a constant plus two gaussians centered at ∆ϕ = 0 and ∆ϕ = π respectively.
Figure 1 shows how the width of the near-side peak is not changing from p+p to d+Au, while
the away-side peak presents significative broadening, with an effect larger than that found in
forward + mid-rapidity particle correlations 8. The pT dependence of the broadening effect is
studied by applying two different selections to the data. A lower pT cut for both trigger (2.0

GeV/c< p
(trg)

T
) and associated pions (1.0 GeV/c< p

(assc)

T
< p

(trg)

T
) shows a stronger broadening

of the signal width (σdAu − σpp = 0.52 ± 0.05) than a more restrictive cut (2.5 GeV/c< p
(trg)

T
,

1.5 GeV/c< p
(assc)

T
< p

(trg)

T
, σdAu − σpp = 0.11 ± 0.06), as expected from saturation models.

Broadening effects are expected to be more significant when the more central part of the
nucleus is probed. In order to disentangle peripheral from central collisions, the sum of charges
(
∑

QBBC) has been recorded using the east side of the STAR Beam-Beam Counter (BBC)
that faces the Au beam. This provides a measure of the multiplicity of the event, which is
correlated with the impact parameter in the collision, as shown on the left-hand panel of figure
2 for minimum bias events, as simulated by HIJING 1.383 9. The multiplicity selections for



peripheral (0 <
∑

QBBC < 500) and central d+Au collisions (2000 <
∑

QBBC < 4000) result
in 〈b〉 = 6.8 fm and 〈b〉 = 2.7 fm respectively. Figure 2 also shows azimuthal correlations for the
lower pT selection, using the charge sum to discriminate between peripheral (central panel) and
central (right-hand panel) d+Au collision. Peaks on the near-side appear nearly unchanged from
p+p to d+Au, and particularly from peripheral to central d+Au collisions. On the contrary, the
away-side peak shows strong differences from peripheral to central d+Au collisions. Peripheral
d+Au collisions show back-to-back peak like in p+p, even though it appears to be smaller relative
to the near-side peak than in p+p. Central d+Au collisions show instead large broadening of
the away-side peak, effectively causing its disappearance.

Theoretical expectations for azimuthal correlations in interactions between a dilute system
(deuteron) and a dense target (Gold) have been explored. Inclusive particle production has
been calculated within the CGC framework, using a fixed saturation scale QS

6, and then
used to compute the di-hadron correlations 10. Calculations consider valence quarks in the
deuteron scattering off low-x gluons in the nucleus with impact parameter b = 0. A preliminary
comparison with data in central d+Au collisions is shown on the right-hand plot of figure 2.
Calculations (in blue) have been superimposed to the data after adding a constant offset to
emulate the background from underlying event. CGC calculations show qualitative consistency
with data in their expectations of a strong suppression of the away-side peak in central d+Au
collisions. Comparison between same data and CGC calculations using a different approach can
be found in this reference 11.

Further systematic studies are being performed for this analysis. Systematic Pythia in-
vestigation found p+p data to be consistent with gluon distribution function that include a
rapid rise of the gluon density at low x. Azimuthal correlations were also studied in embedded
Pythia+GSTAR events into minimum bias d+Au data in order to rule out the possibility that
additional multiplicity in d+Au events compared to p+p could cause loss of correlation.

4 Conclusions

Thanks to a rich d+Au RHIC run in 2008, the Forward Meson Spectrometer is pursuing its
primary objective of mapping the boundaries for saturation signatures for back-to-back jet
correlations as a function of η and pT . A new, interesting piece is provided by correlations
between two forward neutral pions, which show a strong suppression in the away-side peak in
central d+Au collision compared to p+p, qualitatively consistent with CGC expectations.
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NA61/SHINE: HADRON PRODUCTION IN p+p/A AND A+A

INTERACTIONS AT THE CERN SPS
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The physics motivations, status and plans of NA61/SHINE experiment are presented. Also
the first, preliminary results on π− production, from the pilot run in 2007, are shown. These
data are needed by the T2K experiment for precise neutrino beam simulation. It is explained
why the precise hadron production measurements are crucial for various fields of physics.
Moreover, it is argued that the 2D scan in system size and collision energy is essential for the
study of the onset of deconfinement and search for the critical point of strongly interacting
matter.

1 Introduction

The NA61/SHINE (SHINE stands for SPS Heavy Ion and Neutrino Experiment) is a successor
of the well known NA49 experiment in the field of heavy ion collisions. It is a fixed target
experiment on primary (ion) and secondary (hadron and ion) beams from the CERN SPS. The
proposal 1 was submitted at the-end of 2006, the pilot run was conducted in October 2007
and the first physics run took place in 2009. The collaboration consists of 131 physicists from
25 institutes from 14 countries.

The physics programme regards three different subjects, the neutrino physics (section 3),
cosmic ray physics (section 4) and strongly interacting matter physics (section 5). The first goal
are precision measurements of hadron production in p/π+C interactions needed by the T2K
(neutrino) and Pierre Auger Observatory and KASCADE (cosmic ray) experiments. The second
goal are also precision measurements, to study the properties of the onset of deconfinement in
nucleus-nucleus collisions, as well as to measure hadron production at high transverse momenta
in p+p and p+Pb collisions as a reference for NA49’s Pb+Pb results. Finally there is search for
the critical point of strongly interacting matter, which is NA61/SHINE’s discovery potential.

2 The NA61/SHINE detector

The main part of NA61/SHINE detector, which is sketched in Fig. 1, was inherited from NA49.2

This includes four large-volume Time Projection Chambers — VTPC-1 and VTPC-2 inside su-
perconducting dipole magnets for momentum determination, MTPC-L and MTPC-R for energy
loss (so-called dE/dx) measurement and two time-of-flight detectors — ToF-L and ToF-R.

However, in order to satisfy the experimental programme, some upgrades 1 were needed.
First, a new time-of-flight wall, the so-called Forward-ToF (F-ToF), was added in 2007, which
gives 2 times larger ToF acceptance than NA49 had. Second, new Beam Position Detectors



Figure 1: The layout of the NA61/SHINE detector (top-view, not to scale). Blue colour indicates components
that were added to original NA49 set-up or upgraded, red indicates elements that will be added.

(BPDs; small Multiwire Proportional Chambers) were built in 2008, which are 2 times bigger

than NA49’s. The third finished modification of the original system is a new TPC read-out,
commissioned in 2008, which gives 10 times faster data acquisition than NA49 could have. More-
over two additional upgrades are in progress, the helium filled beam pipe and a new calorimeter,
the Projectile Spectator Detector (PSD). The beam pipe will reduce by a factor of 10 the delta
electron background in VTPCs in comparison to NA49. The PSD will in turn have 10 times

better energy resolution than the old NA49’s Veto Calorimeter.
Fine performance of the NA61/SHINE detector may be summarized as follows:

• momentum resolution σ(p)/p2 ≈ 10−4 (GeV/c)−1,

• time-of-flight resolution σ(tof) ≈ 60 ps for ToF-L and ToF-R and σ(tof) ≈ 120 ps for
F-ToF,

• energy loss resolution σ(dE/dx)/ < dE/dx >≈ 4%,

• large acceptance ≈ 50% at pT . 2.5 GeV/c.

Thanks to above parameters, depending on momentum, particle identification (PID) might be
done with three methods. For very low momenta of particles (below 1 GeV/c) and high momenta
(above 6 GeV/c) the dE/dx is used. For low momenta the time-of-flight measurement might
be used. Finally, for medium momenta, where dE/dx Bethe-Bloch curves for various particles’
species partially overlap as well as the corresponding tof mass-squared spectra, the combined
tof and dE/dx method is used.

3 Neutrino physics - first results

The T2K experiment in Japan aims to study neutrino oscillations. 3 The neutrino beam is
mainly produced from decays of products (mainly pions and kaons) of the 31 GeV/c proton
beam interactions with a carbon target. The proton beam is created in the J-PARC accelerator
in Tokai. Neutrinos first pass through the near detector at a distance of 280 m from the target and
then through the far detector, Super-Kamiokande, 295 km away. Both detectors are positioned
along a line 2.5◦ off the beam axis.

The study of oscillations is done by the comparison of the energy spectrum of neutrinos of
a given flavour (νe or νµ) measured at the far detector with that extrapolated from measurements
at the near detector with and without oscillation hypothesis. Because of the way the neutrinos
are produced, the extrapolation is a non-trivial task. It is done using a Monte-Carlo prediction
of the neutrino beam. In order to achieve the T2K physics goals, the extrapolation has to be



Figure 2: Preliminary cross sections for π− production in p+C thin target collisions at beam momentum
of 31 GeV/c from the pilot run in 2007. Three different methods of analysis (see text) are compared for 4 bins

of the production angle. Only statistical errors are plotted.

done with a precision of 2–3%. This implies, that T2K beam MC cannot rely only on hadron
production models — it requires precise knowledge of hadron production under T2K conditions.a

This can be provided by the NA61/SHINE measurements.
As there are two strategies to implement the NA61/SHINE data into the T2K beam MC,

the measurements are done with two carbon targets — the so-called thin target (4% of nuclear
interaction length, λI) and the so-called long target (a replica of the T2K target, 1.9λI). With
the thin target 660k events were taken in 2007 and 6M events in 2009, while with the long target
230k events were registered in 2007 and 4M in 2009.

Preliminary results 4 for p+C thin target collisions at beam momentum of 31 GeV/c from
the pilot run in 2007 are shown in the Fig. 2. These are differential cross sections for π−

production, for 4 bins of the production angle (the angle between beam and particle track). In
the plot, 3 analysis methods are compared. The first uses combined tof and dE/dx information
for momenta above 1 GeV/c, the second assumes that all negatively charged hadrons are π−

and then an MC correction is applied, finally the third one uses solely dE/dx measurement
for momenta below 1 GeV/c. Only statistical errors are plotted and systematic ones are less
than 20%. Still there is some work in progress to lower them. As one can see, results of these
3 methods are consistent, proving that the detector and analysis is well understood and that
NA61/SHINE is ready to analyse a large amount of data collected in 2009.

4 Cosmic rays physics

Modern detectors, like KASCADE and Pierre Auger Observatory, measure composition of cos-
mic rays, which is of key importance for understanding sources of these particles and exciting
structures (knee, ankle) in their energy spectrum. The problem is, that the measurement is
done indirectly. Really observed are fragments of extensive air showers — cascades of billions of

aThe same reasoning applies also to prediction of the energy spectrum of neutrinos at the near detector for
neutrino cross section measurements.



particles produced in collisions of the primary cosmic ray with a nucleus in the atmosphere and
subsequent collisions caused by products of the initial collision. So, a simulation of the shower
is needed to say what particle started the shower. This causes a strong model dependence, due
mainly to simulation of muon production. This in turn can be related to hadronic interactions at
fixed-target energies, where muons are created in decays of products of these interactions. This
again means that a precise knowledge of hadron production under certain conditions is needed.

For cosmic rays part of the programme, 5M collisions of 158 GeV/c pion beam with a thin
carbon target were collected in 2009, along with 6M events with 350 GeV/c pion beam.

5 Physics of strongly interacting matter

Similarly to commonly known substances as water, strongly interacting matter may be found
in various phases; there might be phase transitions between them, which may end in critical
points. However, the difference is, that the experimental study for the case of strongly interacting
matter is indirect. What we actually have access to, are freeze-out points of hadrons created
in collisions, in the space of the temperature T and baryochemical potential µB. It has been
shown, 5 that T and µB may be brought into one-to-one correspondence respectively with the
system size A and energy E of nuclear collisions.

Lattice QCD calculations predict a first order phase transition between confined and de-
confined matter. The idea for the study of the onset of deconfinement is that when the early
stage of the collision hits the transition line, one expects to see certain signals in collision energy
dependence of hadron production, e.g. the so-called kink, horn and step. These signals were
predicted by Gaździcki and Gorenstein 6 and then actually observed by NA49 experiment 7 in
central Pb+Pb interactions. Now NA61/SHINE aims to study how these signals develop when
the system size is scanned.

There is also a prediction that the mentioned 1st order phase transition ends in a critical
point somewhere in the energy range covered by the CERN SPS. The idea for the search for the
critical point, given by Stephanov et al.8, is that if freeze-out is close to critical point and system
is large enough, when one does a scan in A and E (T and µB), then one expects a hill in event-
by-event fluctuations of multiplicity and transverse momentum. Important for the search is that
one has to take into account fluctuations not related to the critical point. Huge contribution
comes from fluctuations in number of participants, so one has to consider only central collisions.
This is why the first 2D (A and E) scan in the history of nucleus-nucleus relativistic collisions

started by NA61/SHINE, 9 is crucial for this search.

For this part of programme, about 19M p+p collisions were registered in 2009 with beam
momenta of 20, 31, 40, 80 and 158 GeV/c.
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ON CONFINEMENT AND CHIRAL SYMMETRY CRITICAL POINTS
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We study the QCD phase diagram, in particular we study the critical points of the two main
QCD phase transitions, confinement and chiral symmetry breaking. Confinement drives chiral
symmetry breaking, and, due to the finite quark mass, at small density both transitions are
a crossover, while they are a first or second order phase transition in large density. We study
the QCD phase diagram with a quark potential model including both confinement and chiral
symmetry. This formalism, in the Coulomb gauge hamiltonian formalism of QCD, is presently
the only one able to microscopically include both a quark-antiquark confining potential and
a vacuum condensate of quark-antiquark pairs. This model is able to address all the excited
hadrons, and chiral symmetry breaking, at the same token. Our order parameters are the
Polyakov loop and the quark mass gap. The confining potential is extracted from the Lattice
QCD data of the Bielefeld group. We address how the quark masses affect the critical point
location in the phase diagram.

1 Introduction

Our main motivation is to contribute to understand the QCD phase diagram for finite T and
µ, to be studied at LHC, RHIC and FAIR 1. Moreover, our formalism, in the Coulomb gauge
hamiltonian formalism of QCD, is presently the only one able to microscopically include both
a quark-antiquark confining potential and a vacuum condensate of quark-antiquark pairs. Thus
the present work, not only addresses the QCD phase diagram, but it also constitutes the first
step to allow us in the future to compute the spectrum of any hadron to finite T .

Here we address the finite temperature string tension, the quark mass gap for a finite current
quark mass and temperature, and the deconfinement and chiral restoration crossovers. We
conclude on the separation of the critical point for for chiral symmetry restoration from the
critical point for deconfinement.
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Figure 1: (left) The Bielefeld free F1 energy at T < Tc. (right) Comparing the magnetization critical curve with
the string tension σ/σ0, fitted from the long distance part of F1, they are quite close.

2 Fits for the finite T string tension from the Lattice QCD energy F1

At vanishing temperature T = 0, the confinement, modelled by a string, is dominant at moderate
distances,

V (r) ≃ π

12r
+ V0 + σr . (1)

At short distances we have the Luscher or Nambu-Gotto Coulomb due to the string vibration
+ the OGE coulomb, however the Coulomb is not important for chiral symmetry breaking. At
finite temperature the string tension σ(T ) should also dominate chiral symmetry breaking, and
thus one of our crucial steps here is the fit of the string tension σ(T ) from the Lattice QCD data
of the Bielefeld Lattice QCD group, 2,3,4,5,6.

The Polyakov loop is a gluonic path, closed in the imaginary time t4 (proportional to the
inverse temperature T−1) direction in QCD discretized in a periodic boundary euclidian Lattice.
It measures the free energy F of one or more static quarks,

P (0) = Ne−Fq/T , P a(0)P̄ ā(r) = Ne−Fqq̄(r)/T . (2)

If we consider a single solitary quark in the universe, in the confining phase, his string will travel
as far as needed to connect the quark to an antiquark, resulting in an infinite energy F. Thus
the 1 quark Polyakov loop P is a frequently used order parameter for deconfinement. With the
string tension σ(T ) extracted from the qq̄ pair of Polyakov loops we can also estimate the 1
quark Polyakov loop P (0). At finite T , we use as thermodynamic potentials the free energy F1

and the internal energy U1, computed in Lattice QCD with the Polyakov loop 2,3,4,5,6. They are
related to the static potential V (r) = −fdr with F1(r) = −fdr − SdT adequate for isothermic
transformations. In Fig. 1 we extract the string tensions σ(T ) from the free energy F1(T )
computed by the Bielefeld group, and we also include string tensions previously computed by
the Bielefeld group 7.

We also find an ansatz for the string tension curve, among the order parameter curves of
other physical systems related to confinement, i. e. in ferromagnetic materials, in the Ising
model, in superconductors either in the BCS model or in the Ginzburg-Landau model, or in
string models, to suggest ansatze for the string tension curve. We find that the order parameter
curve that best fits our string tension curve is the spontaneous magnetization of a ferromagnet
8, solution of the algebraic equation,

M

Msat

= tanh

(

Tc

T

M

Msat

)

. (3)
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Figure 2: (left) The mass gap m(0) solution of as a function of the quark current mass m0, in units of σ = 1.
(right) Sketch of the effect of m0 on the crossover versus phase transition of choral restoration at finite T .

In Fig. 1 we show the solution of Eq. 3 obtained with the fixed point expansion, and compare
it with the string tensions computed from lattice QCD data.

3 The mass gap equation with finite T and finite current quark mass m0.

Now, the critical point occurs when the phase transition changes to a crossover, and the crossover
in QCD is produced by the finite current quark mass m0, since it affects the order parameters
P or σ, and the mass gap m(0) or the quark condensate 〈q̄q〉. The mass gap equation at the
ladder/rainbow truncation of Coulomb Gauge QCD in equal time reads,

m(p) = m0 +
σ

p3

∫

∞

0

dk

2π

IA(p, k, µ)m(k)p − IB(p, k, µ)m(p)k
√

k2 + m(k)2
, (4)

IA(p, k, µ) =

[

pk

(p − k)2 + µ2
− pk

(p + k)2 + µ2

]

,

IB(p, k, µ) =

[

pk

(p − k)2 + µ2
+

pk

(p + k)2 + µ2
+

1

2
log

(p − k)2 + µ2

(p + k)2 + µ2

]

.

The mass gap equation (4) for the running mass m(p) is a non-linear integral equation with a
nasty cancellation of Infrared divergences9,10,11. We devise a new method with a rational ansatz,
and with relaxation, to get a maximum precision in the IR where the equation is nearly almost
unstable. The solution m(p) is shown in Fig. 2 for a vanishing momentum p = 0.

At finite T , one only has to change the string tension to the finite T string tension σ(T ) 12,
and also to replace an integral in ω by a sum in Matsubara Frequencies. Both are equivalent to
a reduction in the string tension, σ → σ∗ and thus all we have to do is to solve the mass gap
equation in units of σ∗ . The results are depicted in Fig. 2. Thus at vanishing m0 we have a
chiral symmetry phase transition, and at finite m0 we have a crossover, that gets weaker and
weaker when m0 increases. This is also sketched in Fig. 2.

4 Chiral symmetry and confinement crossovers with a finite current quark mass

In what concerns confinement, the linear confining quark-antiquark potential saturates when the
string breaks at the threshold for the creation of a quark-antiquark pair. Thus the free energy
F (0) of a single static quark is not infinite, but is the energy of the string saturation, of the
order of the mass of a meson i. e. of 2m0. For the Polyakov loop we get,

P (0) ≃ Ne−2m0/T . (5)
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eter P polyakov loop (righ).

Thus at infinite m0 we have a confining phase transition, while at finite m0 we have a crossover,
that gets weaker and weaker when m0 decreases. This is sketched in Fig. 3.

Since the finite current quark mass affects in opposite ways the crossover for confinement
and the one for chiral symmetry, we conjecture that at finite T and µ there are not only one but
two critical points (a point where a crossover separates from a phase transition). Since for the
light u and d quarks the current mass m0 is small, we expect the crossover for chiral symmetry
restoration critical to be closer to the µ = 0 vertical axis, and the crossover for deconfinement
to go deeper into the finite µ region of the typical critical curve in the QCD phase diagram
presently assumed 1.
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Eccentricity Fluctuations in p-p and Elliptic Flow
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We discuss under which conditions elliptic flow becomes measurable in high-multiplicity
(dNch/dy ≥ 50) p-p collisions, which will soon be collected at the LHC. We observe that
fluctuations in the p-p interaction region can result in a sizable spacial eccentricity even for
the most central p-p collisions. Under relatively mild assumptions on the nature of such
fluctuations and on the eccentricity scaling of elliptic flow, we find that the resulting elliptic
flow signal in high-multiplicity p-p collisions at the LHC becomes measurable with standard
techniques.

1 Introduction

In a high energy nuclear collision at non-zero impact parameter the interaction region is anisotropic
in the transverse plane. Collective phenomena, such as final state interactions of the collision
products, lead to a transfer of the spacial anisotropy of the collision geometry into a azimuthal
momentum anisotropy of the final particles in the collision. This phenomenon is called elliptic
flow and it is one of the most important observables in ultrarelativistic heavy ion collisions. The
large values of the elliptic flow parameter v2 = 〈cos 2φ〉 at RHIC signal very strong collective
phenomena of the QCD matter created in these collisions.

The large collectivity observed in nucleus-nucleus collisions leads to the question of wether
these effects are also present in other hadronic collisions such as in p-p. There is, however a
conceptual difference, since the spacial distribution in the nuclear case is due to the distribution
of nucleons inside the nuclei, while in the proton there is only one nucleon. However, protons, as
nuclei, are extended objects; the spacial distribution of the individual partonic collisions which
lead to particle production are the responsible for the spacial anisotropy.

The transverse plane asymmetry in the collision region is not sufficient for elliptic flow, since
final state interactions are needed to transfer this anisotropy into momentum distributions. A
typical p-p collision produces too few particles for this transfer to occur . However, high energy
p-p collisions at the LHC will produce rare very high multiplicity events, in which the final state
multiparticle interactions are important and, thus, certain degree of collective behavior for these
class of events is expected.

Finally, we would like to remark that even if an azimuthal asymmetry is imprinted into
the momentum distribution in p-p, the experimental determination of v2 is complicated by the
finite number of particles involved in these collisions. The main difficulty is to separate true
collective effects on the anisotropy to other sources of multiparticle correlations unrelated to
flow. One of the most systematic analysis to perform this task is the cumulant analysis, which
uses np-particle correlations to determine v2. The effect of non-flow correlations is reduced as
the event multiplicity grows; different np-correlations lead to a constraint on the minimum value



Table 1: Constraints on the minimum v2 value so that it is dominated by flow effects as a function of the
multiplicity per unit rapidity and for different np-cumulants

np = 2 np = 4

v2 (nmult = 30) > 0.18 > 0.09

v2 (nmult = 50) > 0.14 > 0.05

v2 (nmult = 80) > 0.11 > 0.04

of v2 such that it is dominated by flow. A table summarizing this constraints is shown in Table
1 1.

2 Eccentricity fluctuations in p-p collisions

Unlike the nucleus-nucleus case, where the matter distribution in the colliding region is deter-
mined by the distribution of nucleons involved in the collision, the spacial distribution of matter
in a high energy p-p collision is not known. Since flow is sensitive to this distribution, this type
of measurements could be potentially used to constraint models of the proton structure at high
energy.

The study of flow in heavy ion collisions shows that v2 is proportional to the (matter density
weighted) eccentricity of the colliding region

ǫ =

〈

y2
〉

−
〈

x2
〉

〈y2〉 + 〈x2〉 . (1)

where (x, y) are coordinates in the transverse plane with x along the impact parameter. At a
fixed impact parameter, different matter distribution for the proton lead to different values of
the eccentricity.

Early attempts to asses flow effects in proton-proton considered the proton as a homogenous
and smooth distribution of partons 3,4,5. In these models, the multiplicity distribution is corre-
lated to the centrality of the collision. Thus, sizable eccentricities occur only at finite impact
parameter, where the multiplicity of the event is not maximal. This approach leads to small
values for v2 ≤ 0.03 which are at odds with the constraints in Table 1.

Even if the proton is homogeneous, it is important to take into account the granularity of
the matter distribution: even if assuming that all partons are homogeneously distributed within
the proton, only a finite number of partonic collisions occur. Thus, on an event-by-event basis,
the distribution of these partons changes; as a consequence, even in the most central collisions,
where the eccentricity is naively zero, the eccentricity also changes in an event by event basis.
Similar fluctuations in the nucleon distribution within the nuclei are important for the correct
description of heavy ion v2 data 7. In Fig. 1 a the eccentricity distribution for the most central
collision for the model of 5 is shown, which, as argued, extends to large eccentricity values.

A different approach is to assume that the scattering centers are not homogeneously dis-
tributed within the proton but that they are concentrated in a finite number Ns of ”hot spots”
with a typical size r0. As in the previous case, on an event by event basis the hot spots are
distributed within the proton and the different configurations lead to different eccentricity values
even in the most central collision, which in this case corresponds to those collisions in which all
Ns spots interact. The eccentricity distribution for Ns = 3 and different values of r0 is shown in
Fig. 1 b 1. This somewhat extreme model leads to distributions peaked at very large values of
the eccentricity. As the number of spots grows, the eccentricity of these central collisions tends
to zero as expected.
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Figure 1: Eccentricity distribution of high multiplicity p-p collisions (central). The left panel shows the distribu-
tion for the homogenous model, with Ns = 14 scattering. The right panel is for a model in which all the hadronic

activity is concentrated in Ns = 3 spots of different size r0.

3 From eccentricity to flow

The eccentricity distributions shown in Fig. 1 are not directly measurable but they are transfered
into the momentum distribution via final state interactions. Determining the precise form in
which this transfer occurs demands a dynamical calculation along the lines of 4. However, the
flow systematics observed in heavy ion collisions can be used to estimate the final v2 value. In
fact the study of different colliding systems at different energies leads to the conclusion that v2

is a universal function of the eccentricity of the colliding region and the transverse density of
particles7 . A simple parameterization based on hydrodynamics and which incorporates viscous
effects was given in 2

v2 = ǫ

(

v2

ǫ

)hydro 1

1 + λ̄

K0

〈S〉

dN

dy

, (2)

where < S > is the transverse area of the collision, (v2/ǫ)
hydro is the hydro limit and λ̄/K0 is a

fitted parameter.

The relation Eq. (2) is valid in an event by event basis. However, the extraction of v2

demands average over many events, i. e., the distributions in Fig. 1. In particular, the fourth
cumulant v2, v2 {4} is proportional to 6

ǫ{4} ≡
(

2
〈

ǫ2
〉2

−
〈

ǫ4
〉

)1/4

. (3)

In Fig. 2 we show the predicted (event averaged) v2 {4} for the two different models sketched
in the previous section for central (high multiplicity) proton-proton collisions as a function of
multiplicity. In both plots, the continuous line is the hydrodynamic limit λ̄/K0 = 0, the dashed
line correspond to the fitted value λ̄/K0 = 0.58fm−2, and the dotted line is twice this value.
On Fig. 2 a we show the results for the homogenous model, with Ns = 14 scattering centers:
the expected values of v2 is large and it is comparable to the constraints in Table 1; the value
extracted is, in particular, twice as large as the model studies in which the smooth approximation
is used. In Fig. 2 b we show the expected v2 values for the more extreme model in which all
the hadronic activity is concentrated in Ns = 3 hot spots with radius r0 = 0.1, 0.2, 0.3 fm; in
all these cases the values of v2 are very large and they should be easily distinguishable from
non-flow correlations.

In both the cases studied, the density fluctuations in the proton lead to a distinct signal on
the azimuthal asymmetry of the produced particles, v2 which is measurable and distinguishable
from non-flow correlations.
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4 Conclusions

In this work we have argued that density fluctuations in the proton wave function play an
essential role in determining collective effects in p-p collisions. The effect of these fluctuations is
two-fold: on the one hand the eccentricity distribution of the colliding system peaks at sizable
values; on the other hand, it allows to have a non vanishing v2 for those p-p events with
highest multiplicity. As shown in Table 1, high multiplicity is an essential requirement for
distinguishing flow from non-flow effects on azimuthally asymmetric particle distribution. In
both the models studied, the eccentricity fluctuations of the colliding region leads to v2 values
which are measurable for the largest multiplicities achieved in p-p collisions at the LHC.

Determining elliptic flow in p-p is important since it will demonstrate the system indepen-
dence of the phenomena. Given the small size of the proton, the analysis of collective motion in
this smaller system will allow a better constraint of the dissipative and thermalization proper-
ties of deconfined QCD matter. Finally, since the elliptic flow signal depends essentially on the
density distribution of the proton, this measurement will lead to stringent constraints on models
of soft interactions within the proton, as can be concluded from the different values of v2 {4} in
the models we have analyzed.
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I present a brief review of the recent phenomenological analyses of RHIC data based on the the
Color Glass Condensate and including the use of non-linear evolution equations with running
coupling. In particular, I focus in the study of the total multiplicities in Au+Au collisions, and
in the single inclusive and double inclusive forward spectra in d+Au collisions. Predictions
for the LHC are also discussed

At high energies, QCD scattering enters a novel regime governed by large gluon densities
and coherent, non-linear phenomena, including saturation of the hadronic wave functions, known
as the Color Glass Condensate (CGC) (see e.g., the review 1 and references therein). Nuclear
collisions performed at RHIC provide a good opportunity to explore the CGC regime, since the
gluon densities in a nucleus are already large even at moderate energies. The recent calculation of
running coupling corrections 2,3,4,5 to the BK-JIMWLK evolution equations of the CGC allows
for a good quantitative description of several experimental measurements, thus reducing the
degree of modelization required in phenomenological studies. Here I present a brief review of
the phenomenological analyses of RHIC data based on the use of Balitsky-Kovchegov equation
6,7 including running coupling correction (rcBK) for the description of the small-x degrees of
freedom of the wavefunction of the colliding nuclei. We also discuss predictions for the LHC.

The rcBK equation for the small-x evolution of the dipole scattering amplitude reads

∂N (x, r)
∂ ln(x0/x)

=
∫

d2r1 K
run(r, r1, r2) [N (x, r1) + N (x, r2) −N (x, r) −N (x, r1)N (x, r2)] , (1)

where ri refers to the dipoles tranverse sizes and x0 is the starting point for the evolution. The
running coupling kernel Krun is evaluated according to Balitsly’s prescription 2. In the analyses
presented below, the rcBK equation is supplemented with MV initial conditions at the starting
evolution point, x0, NF (A)(r, x0) = 1 − exp

[

− r2Q2
s0

4
ln

(

1
Λ r + e

)

]

, with Qs0 the initial quark
(gluon) saturation scale and Λ=0.241 GeV.

1 Multiplicity densities in nucleus-nucleus collisions a RHIC and the LHC.

The total number of particles produced per unit rapidity in RHIC Au+Au collisions turned out
to be significantly lower than predicted assuming incoherent superposition of nucleon-nucleon
scattering, signaling the importance of coherence effects. Such reduced multiplicities are inter-
preted in the CGC as a consequence of a reduced flux of scattering centers, i.e. gluons, entering
the collision due to saturation effects in the wave function of the colliding nuclei. Thus, the
final number of produced particles rises proportional to the number of gluons in the incoming
wavefunction, whose growth can be described by the rcBK equation. Even if its applicability to
nucleus-nucleus collisions is not completely justified, such idea is realized in the kT -factorization
framework, as proposed in 8, where the multiplicity distributions can be written as :

dNch

dy d2b
= C

4πNc

N2
c − 1

∫

d2pt
p2
t

∫ pt

d2kt αs(Q)ϕ
(

x1,
|kt + pt|

2

)

ϕ

(

x2,
|kt − pt|

2

)

, (2)

where pt and y are the transverse momentum and rapidity of the produced particle, x1,2 =
(pt/

√
s) e±y. ϕ(x, kt) =

∫

d2r
2π r2

ei kt·rN (x, r) is the nuclear unintegrated gluon distribution. The
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Figure 1: Multiplicity densities as a functiion of pseudorapidity in RHIC Au+Au collisions at
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lack of impact parameter integration in this calculation and the gluon to charged hadron ratio are
accounted for by the constant C, which sets the normalization. As shown in Fig. 1, the use of Eq.
(2) together with rcBK equation for the small-x dynamics of the nuclear ugd provides 9 a good
description of the energy and pseudorapidity dependence of data ? for the multiplicity densities
in Au+Au collisions at the highest collision energies at RHIC. With all the parameters in the
calculation constrained by RHIC data, the extrapolation to Pb+Pb collisions at the LHC is now

completely driven by the small-x dynamics, yielding dNPb−Pb
ch
dη (

√
s=5.5TeV, η = 0) ∼ 1290÷1480.

2 Forward single inclusive spectra in p+p, d+Au and p+Pb collisions.

The experimentally observed suppression of forward hadron yields in d+Au collisions compared
to those measured in p+p collisions was predicted in CGC base calculations, albeit at a qual-
itative level10,11. Thanks to the new theoretical tools available, now it is also possible to get a
good quantitative description of such suppression 12. At forward rapidities, where the projectile
is probed at large-x and the target nucleus at small-x, single inclusive hadron production can
be calculated as 13:

dNh

dyh d2pt
=

K

(2π)2
∑

q

∫ 1

xF

dz

z2

[

x1fq / p(x1, p
2
t ) ÑF

(

x2,
pt
z

)

Dh/ q(z, p
2
t )

+ x1fg / p(x1, p
2
t ) ÑA

(

x2,
pt
z

)

Dh / g(z, p
2
t )

]

, (3)

where pt and yh are the transverse momentum and rapidity of the produced hadron, and fi/p and
Dh/i refer to the parton distribution function of the incoming proton and to the fragmentation
function respectively. The gluon distributions representing the target are given by the Fourier
transforms of the dipole amplitude: ÑF (A)(x, k) =

∫

d2r e−ik·r
[

1 −NF (A)(r, x)
]

, where F(A)
stands for fundamental (adjoint) representation.

With Q2
s0 = 0.4 ÷ 0.5 GeV2 (for quarks) and 0.005< x0 <0.025, we 12 obtain a very good

description of the forward negative charged hadrons at y=2.2 and 3.2 (data by the BRAHMS
Collaboration 17) and neutral pion production at y = 4 (data by the STAR collaboration 18)
in minimum bias d+Au collisions, as shown in Fig. 2 (left). An equally good description is
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obtained for proton-proton data at the same collision energy with Q2
s0 = 0.2 GeV2. Remarkably,

the description of negative charged hadrons does not require anyK-factors, i.e. K = 1. However,
for neutral pion production we get K = 0.3 (0.4) in d+Au (p+p) collisions. In agreement with
other CGC calculations, we predict a sizable (∼ 0.5) suppression for the nuclear modification
factor RpPb = (dNpPb

h± /dyd2pt)/(dN
pp
h±/dyd

2pt)/Ncoll where, following the experimental analyses
at RHIC, we have taken Ncoll=3.6.

3 Di-hadron azimuthal correlations at forward rapidities in d+Au collisions.

Recent measurements of azimuthal forward di-hadron correlations in d+Au collisions by the
STAR Collaboration 15 exhibit the feature of monojet production, i.e., the suppression of the
away-side peak characteristic of approximate back-to-back correlations. Following 16, we calcu-
lated the forward double inclusive pion production in d+Au collisions in the CGC framework
14. More specifically, we are interested in the coincidence probability, which is the experimental
measured quantity. It is given by CP (∆φ) = Npair(∆φ)/Ntrig with

Npair(∆φ) =
∫

yi,|pi⊥|

dNdAu→h1h2X

d3p1d3p2

, Ntrig =
∫

y, p⊥

dNdAu→hX

d3p
, (4)

and it has the meaning of the probability of, given a trigger hadron h1 in a certain momentum
range, produce an associated hadron h2 in another momentum range and with a difference
between the azimuthal angles of the two particles equal to ∆φ. Following the experimental
analysis by the STAR collaboration 15, we set |p1⊥| > 2 GeV, 1 GeV < |p2⊥| < |p1⊥| and
2.4 < y1,2 < 4 for the transverse momenta and rapidity of the produced pions. Our results,
shifted by an arbitrary offset, are shown in Fig 3, together with the corresponding preliminary
data by the STAR collaboration. The disappearance of the away-side peak around ∆φ ∼ π
in d+Au collisions exhibited by data is quantitatively well described by our CGC calculation.
In our approach, the angular decorrelation is due to the the momentum broadening induced
by the propagation of the projectile (or its Fock states) through the nucleus. The momentum
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broadening, in turn, is related to the saturation scale of the target nucleus, which is large in the
forward region. Fig 3 (right) shows the centrality dependence of our calculation. We predict
that the away peak should reappear for more peripheral collisions or, at a fixed rapidity, for
larger momenta of the detected particles.
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Jet-medium interaction and heavy quark energy loss
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In relativistic heavy ion collisions, the interaction between the jet and the quark-gluon medium
has an analogy of high energy hadronic scattering. Pionization provides the key for under-
standing the experimental results of the energy loss of heavy quark, and several other ‘puzzles’.
The space-time picture of this interaction is discussed. Experimental tests are suggested.

By relativistic heavy ion (A-A) collisions, it is expected to produce de-confined quark-gluon
matter (QGM, here refers to any possible state reached after the collision, not necessarily the de-
confined or thermalized one), which is a new and special arena for Quantum Chromodynamics
(QCD). These matter states present the most dense medium which human being has been able
to produce. Investigation on results of their coupling with gravity hence geometry can provide
copious information for cosmology study 1.

One of the genius ways to probe these states (e.g., their density) of the medium after the
violent A-A collision is ‘jet tomography’, which relies on the mechanisms of the interactions be-
tween the hard parton (with large transverse momentum pT ) created in the initial collisions and
the QGM. A lot of phenomena predicted by such an idea have been observed at the relativistic
heavy ion collider (RHIC). The list of references on early pioneering works setting up this idea,
as well as to-date formulations and experiments can be found in Ref. 2.

Until now, it is adopted that the medium-induced coherent bremsstrahlung from the hard
parton is the dominant mechanism of its energy loss, which, physically, is a straightforward
extrapolation of the ‘parton shower’ from vacuum to medium. In consequence, the dead cone
effect for the massive quark (charm or bottom, referred as c or b in the following) case is a
typical property 3. However, experiments 4 on pT spectra of non-photonic leptons from heavy
quark (without distinguishing c or b) decays indicate that the energy loss of the heavy quarks
is almost the same as that of the light ones. Recent results of jet in A-A collisions 5 showes that
the jet is significantly ‘quenched’, but contrary to expectations, no apparent modification of the
associate fragmentation function (FF) relative to hadron-hadron (h-h) collision is observed.

In this paper we revisit ‘pionization’ 6,7 common to all high energy hadronic collisions, and
apply this property to the ‘effective collision’ between the hard jet and QGM. The stochastic
(rather than collinear) nature of the emission angle of the pionization products is helpful to
understand why the dead cone affects little and why the FF associate with jet in A-A collision is
similar as that in h-h collisions. And there are more puzzles can be understood based on this pic-
ture (see following). The corresponding process for pionization in the Quantum Electrodynamics
(QED) case is (fermion) pair production 6,7. Electromagnetic energy loss of electron or muon
in medium from electron-positron pair production exceeds that from photon bremsstrahlung at
enough high energies (see, e.g., 8,9).



Pionization products correspond to the particles which constitute the ‘rapidity plateau’ in
high energy hadronic scattering 6,7. They may be important component of the QGM in A-A
collision but are irrelevant to the high pT partons created in the rare hard interactions, which
is employed as the hard probe. Here we discuss the pionization in the effective high energy jet-
QGM scattering, which mimics the interactions between the hard probe parton and the QGM.
The physical picture hence should be first clarified and established now.

With the näıve parton picture, it is easy to find that in any scatterings, if no QGM produced
and residual around the overlap region of the two colliding objects, a hard parton created within
the space-time scale 1/Q in the time of overlap, will never ‘meet’ anything more than the vacuum
in the following time (t > 1/Q, if choosing t=0 for the time when the overlap begins). So its
following radiation is the hard interaction induced bremsstrahlung. The dominant phase space
is collinear and soft, resulting to the ‘Sodukov double log’ (LogELogpT , with E ∼ pT ∼ Q)10.
The most simple example is the e+e− → qq̄. Each moves apart back to back, radiations induced
by the hard process (say, quark pair hit by the virtual photon or Z0) develop dominantly soft
and collinear. In the Breit frame to observe deeply inelastic scattering, one find the very similar
picture. That is, the parton (x is not very large) hit by the virtual photon turns back in the
space-time scale 1/Q, after this interval, the remnant of the hadron (or nuclear) has passed this
region (taking into account the Lorentz contraction). So these two issues move apart back to
back, contrary to some belief that the hard parton goes through the remnant as passing via ‘cold
quark gluon matter’. The radiation induced by this hit develops just as the case of e+e−. Extra
‘initial state radiation’ has the similar property. A very simplified example (but containing all
the main elements) treated in quantum electrodynamics can be found in Peskin and Schroeder’s
quantum field theory text book. This analysis can be applied to hadronic interactions. All
these suppose that, during the overlap of the two highly Lorentz contracted colliding issues,
hard interaction happens, all the other ‘underlying reactions’ will not change the property of
the vacuum, so the hard parton in the following evolution travels in vacuum, leaving apart from
all the others from the hadron(s). However, the hard probe issue is just contrary, in which some
QGM produced by underlying interactions during the overlap, develops and expands around
the overlap region. In this case, the hard parton will collide with gradient(s) of the QGM in
subsequential traveling. So, if the behaviour of energy loss in A-A is just the similar as in other
processes, e.g., obvious dead cone effects observed, this could mean no QGM produced. Very
the contrary case that dead cone effects not observed, make it possible to deduce the belief that
the vacuum is changed (whether thermalized or not is irrelevant).

Jet is a bundle of collimated, on shell particles, with the invariant mass M of them (as whole)
much smaller than the energy/virtuality Q at which the jet (rigorously to say, the hard parton
initializing the jet) is created. We use E, pT to denote its energy and transverse momentum,
respectively, with E ∼ pT ∼ Q in our discussions. This energetic hard parton evolutes from the
space-time scale ∼ 1/pT to ∼ 1/M (M << pT ) by gluon radiation, and the jet is preliminarily
shaped, defined by various infrared safe jet algorithms at partonic level (referred as ‘preliminary
jet’ in the following). Because 1/M << 1fm, just the asymptotically free region of QCD, any
extra interaction or radiation via momentum transfer ∼> M will lead to extra suppression by
(small) αs and (large) denominator of the propagator (all ∼> M). So the evolution during 1/pT
to 1/M (hence the preliminary jet) is hardly different whether it is created in h-h, A-A, e+-e−,
or other collisions. However, the subsequent evolutions to larger space-time scale will recognize
the ‘environment’. The uniqueness of ‘central’ A-A collision is the existence of the QGM rather
than the vacuum in other more ‘simple’ scatterings. Because M << pT ∼ E, the jet as a whole
can be taken as an energetic composite particle with energy E and mass M hitting and passing
through the QGM as target (Such is the jet tomography), with the space-time picture discussed
in last paragraph. Each member (parton) of the jet, as the rôle of constituent, will interact with
the QGM. So the jet interacting with the QGM is quite in common as the high energy hadronic



or nuclear scatterings such as a proton or nucleus hitting a target. Based on such a physical
picture, without referring to any of the microscopic details of the QGM and the energy and
pT distribution of the preliminary jet, but employing the properties common to any hadronic
collisions drawn from experimental facts (e.g., pionization and limiting fragmentation), one can
qualitatively explain the above mentioned experimental ‘paradoxes’ at RHIC11. This is desirable
since QGM is ‘uncharted’, while the distribution of the preliminary jet is not well predictable if
factorization is broken, at the case that the multiplicity is triggered hence the unitarity of the
summation of soft interactions is violated.

Further discussions to be found in 11. The experimental condition for jet tomography helps
to understand why pionization dominant. The hard trigger in A-A only make sure a hard
jet produced (hardly soft parton becomes hard by absorbing energy from medium, this even
contradicting to the 2nd law of thermodynamics). But the subsequential interactions with the
medium are not controllable. So the total inelastic cross section rather than the rare hard part
of the effective jet-medium scattering is relevant.

The pionization products are characteristic of the phase space dominated by k+ ∼ k−, i.e.,
modest rapidity, in center of mass frame. The collinear approximation for the phase space,
k0 >> kT (k+ >> k− or k− >> k+), only valid for the fragmentation (bremsstrahlung),
misses almost all the pionization products. For incorporating pionization, one must take into
account the “full” phase space (all the rapidity region). In which for fixed energy, the angular
distribution is random. Systematic calculations and arguments to all orders, with the gluon
propagators reggeized, result in the extended eikonal formula (see 6 and refs. therein, which
also give brief accounts for the relation with the “pomeron”), which gives the S-matrix of the
scattering process in impact parameter space via the eikonal operator. The extended eikonal
formula implies a physical picture of multi-production of high energy scattering. It is a stochastic
process in which quanta are created and annihilated in a random way 6. Though the transverse
degrees of freedom distribute according to the specific dynamics and the structure of colliding
issues, the longitudinal distribution is just the rapidity plateau, with width proportional to ln s,
and s the center of mass energy squared of the scattering. This is the microscopic basis of
our extrapolating the property of pionization to the effective jet-QGM collision and indicates
the increase of the relative rate of the pionization energy loss with the jet energy due to the
logarithmically increasing rapidity plateau width. The pionization energy loss of the preliminary
jet can be estimated to be

< ∆E >=

∫ ymax

ymin

dyd2kT
( dσ

dyd2kT

)

k0(y, kT )
/

σincl ∼ C

∫ ymax

ymin

dy(ey + e−y). (1)

Here C comes from integration on the transverse distribution, including the information of
the concrete dynamics and structure of the QGM, but similar for different kinds of energetic
quark jets, once the QGM fixed. For the case that pionization is dominant, this calculation
can also include the contribution from the limiting fragmentation part, by a slightly modified
value of ymin, ymax, based on the mean value theorem of integration. For central A-A collision
in the laboratory frame, neglecting the asymmetry of its thermal movements and assuming the
(left-right) symmetry of its longitudinal expansion, in average the QGM can be taken as at rest.
So the rapidity y of the created quanta can take values from ymin ∼ 0 to ymax ∼ A ln(E/M).
Here E,M , are respectively energy and mass of the preliminary jet and A(> 0) is a constant.
A can depend on the dynamics, structure and size of the QGM. We then conclude, without
concrete values of the constant C and A:

1) < ∆E > /E ≃ CEA−1/MA. This power behaviour of the dependence on preliminary
jet energy relies on the concrete width of the rapidity plateau, and can rise (A > 1) or fall
(0 < A < 1), comparing to the LPM behaviour ∼ 1/E.

2) The ratio between energy losses of two kinds of jets with same energy E but respective
average mass M1, M2 is r12(E) =< ∆E >1 / < ∆E2 >≃ (M2/M1)A. The details of the QGM



(density, temperature, size, etc.) cancels.
3) M1, M2 are average masses of the preliminary jets (“dressed parton”) rather than those

of the partons initializing the jets. The initial quark mass can introduce modifications to the
average jet mass, but the difference is dramatically reduced by dressing quark mass to be jet
mass a. This is exactly what RHIC data 4 indicate. Furthermore, the mass of light quark jet can
always be an infrared-safe hard scale for perturbative QCD, while the light quark mass can not.

A feasible and decisive test of the above physical picture is to observe the open c, b hadrons
(or more practical, non-photonic leptons for the present experimental condition). To measure
their nuclear modification factor RAA in the modest rapidity interval (e.g., as for J/Ψ measured
by PHENIX, |y| = 1.2 ∼ 2.2) for central heavy ion collision at RHIC or LHC. Then comparing
with the data around y = 0. From the above discussion, especially point 1), combining with
the bremsstrahlung energy loss, at a linear approximation of the dependence of ∆E on E, we
get the similar expression for energy loss as in QED: ∆E = α + βE. This means the larger of
the jet energy, the more energy lost. So one can predict more suppressed transverse momentum
spectrum hence smaller RAA at modest rapidity, because for a definite pT , one has larger total
energy at modest rapidity. This is in fact implied by the J/Ψ spectrum (though now mostly
taken as indication of regeneration)11. An even clear indication is observed in the central Cu-Cu
collision, which also seems a puzzle at first sight. The transverse spectrum of heavy flavour muon
at rapidity region 1.4 ∼ 1.9 (PHENIX) is more suppressed than those of the light quark at y ∼ 0
(STAR) 12. As is known (and from our physical picture in this paper), the heavy flavour lepton
is almost the same suppressed as the light quark but hardly more. So apart from systematics
between these two collaborations (and those between electron and muon), and ignoring the rare
possibly exceptional strange behaviour that heavy flavour lepton is more suppressed than light
hadrons in central Cu-Cu collisions, this implies that even light hadrons may demonstrate such
a property. For observing and comparing the open heavy hadrons (or their offspring leptons) in
various rapidity region, an even significant signal can be found.
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The experimental contributions to the 45th Rencontres de Moriond in La Thuile are sum-
marised. Results from the energy frontier, including the first results from LHC, from the
precision frontier and from the complexity frontier compose a dynamic picture of the experi-
mental high energy physics. The vast amount of material presented for the first time at this
conference displays significant progress in all areas.

1 Introduction

The Standard Model of particle physics is a wonderful dream and a nightmare in the same
time. A dream because its predictability is successful over many orders of magnitude in energy
and covers an impressive amount of experimental data, most of which exhibit below percent
precision. A nightmare because its obvious problems and ad-hoc assumptions happily survived
a complex experimental activity, including large installations at the energy, intensity and com-
plexity frontiers. High hopes for further experimental and theoretical paradigms beyond the
present status quo rely on the LHC, which just started operations. The constant improvements
in the understanding of the strong force in soft and hard phenomena is also a huge task and all
experimental programs continue to contribute to this effort.

A summary of recent experimental results is presented, grouped into three main experimental
frontiers in high energy physics experiments: energy, intensity and complexity. A special place
is given to the starting LHC experiments, which sooner or later will cross all of these frontiers.

2 The Dawn of the LHC Era

2.1 Machine operations

The first operation with beams at LHC took place in September 2008, but was unfortunately
stopped due to a cooling incident after only a few days. After a successful repair and a (still on-
going) consolidation program, the beams were circulated again in November 2009. With machine
safety as the underlying guidance, important milestones were achieved 1: beam instrumentation
checks, first collisions, first energy ramp and finally running with stable beams in collisions. Key
ingredients of the machine design were established, such as aperture measurements, multi-bunch
beams in collision (up to 16x16) and machine protection checks (injection, beam dump, collima-
tors). The machine operated in luminosity production mode and experiments could take data in
true experimental conditions. Collisions took place first at a centre-of-mass energy of 900 GeV



then at 2.36 TeV, thereby establishing a new record. This program, achieved in about three
weeks only, open the way to next stage at higher energy and significant luminosity foreseen for
2010 and 2011. Indeed, according to the present plans, LHC will operate in the next two years
at a centre-of-mass energy of 3.5 TeV (limited by safety requirements related to the maximal
current in inter-magnet connections, for which some instabilities could not be excluded during
2009 shutdown). This energy was first achieved in March 2010. The next challenge is the in-
crease in intensity together with a stability required for luminosity production. The collected
data sample should reach 100 pb−1 in 2010 and approach 1 fb−1 by the end of the 2011 run.

2.2 Data taking and detector performance

All detectors collected data from the delivered collisions, corresponding typically to an integrated
luminosity of about 30 µb−1 in each experiment. The performance demonstrated using this
reduced amount of data is impressive and confirms the careful preparatives based on long cosmic
runs during the LHC shutdown.

The detectors were thus able to run with full capabilities during the first collisions at LHC.
For instance, the experimental techniques based on the calorimeter timing were used to reject the
background from non-colliding bunch interactions 3 and the first physics events were measured
and scrutinised with event displays.

The calorimeters show an impressive basic performance, already very close to the design4,5,6.
In spite of the fact that data was collected relatively recently, refined algorithms are already
installed and their performance is very good. The identification of electrons and photons has
made the first steps with real data. The first events with jets have been measured and the
performance of the hadronic final state reconstruction is now tested with real data. Energy
flow algorithms are installed in CMS. The performance of hadronic reconstruction in data is
matched by the simulation, thereby preparing on solid ground the future analyses relying on the
measurement of missing transverse momentum.

In the tracking area, the same positive tests with real data are observed. The detectors
are able to measure charged tracks with the design performance, as demonstrated by the first
physics results, briefly described below. The charged tracks are reconstructed in CMS 7,8 using
the energy loss measured using an analogue readout by the silicon detector. The material
budget in ATLAS was measured with converted photons and agrees within the present statistics
with the simulation. The particle identification has been commissioned for the first data sets
using the energy loss measurements. The reconstruction of secondary vertices from K0

s and Λ
are instrumental to test the tracking performance and a good agreement with the simulation
is observed, demonstrating the good understanding of the resolutions and efficiencies 9,10. The
higher mass baryons decays (Ξ− → Λπ− ) and di-photon resonances (π0, η) provide an additional
check of the detector capabilities. After years of tests with cosmic muons, the detectors have been
able to measure muons originating from collisions and therefore to test the muon reconstruction
with real pp̄ data.

Specific sub-detectors have been also used with data and their performance tested with
the first data. At LHCb, the RICH detector is able to drastically reduce the combinatorial
background, which leads already to a clear peak of φ→ K+K− 11.

An original and inspiring analysis of the beam spot in LHCb provides a method to measure
the luminosity 12. The reconstruction of the effective collisions area is performed by using the
excellent precision of the silicon tracker (VELO) of LHCb. Together with intensity information
from the machine monitoring, the beam spot measurement allows a luminosity measurement
with a precision of 15% and also contributes to the machine tuning during the commissioning.

It is interesting to note that computing also seems to be in good shape, since the data and
simulations were processed timely and in line with the rapidly changing experimental conditions.



2.3 First analyses at the LHC

Despite the currently small amount of data LHC, the first physics analyses were presented. The
measurement of particle multiplicities was performed by all experiments, with ALICE, ATLAS
and CMS obtaining inclusive measurements of charged particles, and with measurements of
strange particle production from LHCb. In all cases, even the first data samples are used, the
analysis is anything but simple, requiring a very good understanding of the tracking, of the
trigger and an overall control of the efficiencies.

The LHCb analysis used a data sample corresponding to an integrated luminosity of 6.8 µb
to measure K0

s production 13. Cross sections as a function of K0
s transverse momentum were

presented in three bins of rapidity. The measurements are in good agreement with Monte Carlo
predictions using various options (tunings) of the hadronic final state production.

The charged particle multiplicity was measured by ATLAS 14 using the data collected at√
s = 900 GeV. The measurement is performed for particles with transverse momenta above

500 MeV in the central rapidity range |η| < 2.5. The particle multiplicity compares well with
various models, but tends to exceed the predictions in the very central region and for transverse
momenta around 1 GeV. Similar measurements were previously published by ALICE for

√
s =

900 GeV, and new measurements at
√
s = 2.36 TeV were presented for the first time 15,16. The

full power of ALICE tracking is employed to remove secondaries and conversions. The particle
densities are measured in the central region for various rapidity ranges as a function of the
transverse momentum. The results show a reasonable agreement with various predictions based
on different tunings and already a very good precision, where it is possible to distinguish between
different models in this novel energy range. Similar measurements were performed by CMS 17 in
a rapidity range |η| < 2.4. The measured particle spectra compare very well with ALICE result,
when restricted to the same rapidity range (|η| < 0.8).

These measurements, performed in a record time after the data collection, demonstrate not
only that the LHC detectors are already able to execute complex physics analyses, but also that
a new energy domain is now reached: the LHC era has truly begun.

The prospects are therefore very encouraging, and the start of the LHC physics will be
sound if the projected luminosity or a good fraction of it is indeed collected 2. The analyses will
re-discover the main Standard Model signals (W , top) and will significantly extend the frontiers
for new physics searches. The prospects of a few hundreds of pb−1 by end 2011 together with an
expected increase in energy will enable most of the physics areas. Large data sets to come soon
will pose a new challenge to all experiments but the first results show an excellent perspective.

3 The Energy Frontier

3.1 Higgs searches

One of the most hunted particles is the scalar particle (Higgs boson) responsible for the symmetry
breaking mechanism within the Standard Model. The best chance is at present at Fermilab,
where the scale of the electroweak symmetry breaking is approached in pp̄ collisions at a centre-
of-mass energy of 1.96 GeV.

Combined Higgs searches at the Tevatron proceed with full speed18,19,20. Many channels are
combined to add to the sensitivity, including signatures for which the signal over background
ratio is as low as 1/100. The first combined paper reports and exclusion domain from 162 to
169 GeV for the Higgs boson mass. The excluded domain is smaller compared to the previous
preliminary result from March 2009, although the expected limit has improved significantly,
mainly due to the refinements of the analysis. In the high mass domain, the data display a
slight excess over the theory, with a limit on the ratio of the observed cross section limit to
the Standard Model of 2.7, compared to 1.8 expected at 95% CL. The prospects for Higgs



sensitivity show that a probability better than 30% for a 3σ observation can be reached for
all masses below ∼ 180 GeV. The improvements in the analysis may in fact exceed the simple
luminosity scaling, as has been demonstrated in the past. This accelerated sensitivity originates
from improvements in the systematics. The large data samples collected in the last 18 months
at the Tevatron and the continued large rate of data collection in the next months may lead to
significant improvements in analysis techniques and accelerate further the sensitivity pattern.
The present situation therefore leaves room for exciting times ahead.

The Higgs mass may also be constrained from the precision measurement21. When the direct
limits are taken into account, the preference for a low Higgs boson mass persists, as expected.
The expected mass range at 2 σ is 114 to 157 GeV. The influence of new physics via loops
for precision observables is also studied. The high precision still leaves room for extension of
the Standard Model, like for instance the fourth generation leptons and quarks, for which the
mass differences allowed regions are determined. Exploring new models within a fit to precision
electroweak measurements also provides a useful tool to cross check possible discoveries at LHC
and has the potential to include constraints from new physics.

The scalar sector can be further investigated when the hypotheses related to the Standard
Model minimal framework are relaxed and theories beyond the Standard Model provide a more
complex symmetry breaking mechanism 22,23. The searches for non-standard Higgs encompasses
a large panel of signatures at the Tevatron. For instance, the associated production of a scalar
Higgs within a SUSY non-minimal model is investigated. Possible decays to bb or ττ are searched
for, using the well established algorithms for b-tagging or τ identification. The CDF and DØ
data is combined to exclude Higgs masses up to 200 GeV for tan β below 30 to 50.

The LEP data seem to still have a potential to probe unexplored phase space for Higgs
searches: a recent analysis using ALEPH data excludes Higgs masses in the non-MSSM in the
region below 107 GeV in decays channels leading to events with four τ leptons and two other
leptons or missing energy. This configuration had not been considered in the original searches
during LEP experimental lifetime and it is useful to note that large experimental facilities need
long term access to their data in order to ensure a coherent coverage of the all possibilities,
beyond the current knowledge or fashion.

The meaurement of single top production described below is also used to search for decays
to a charged Higgs t → H+b with subsequent decays H+ → W+A and A → τ+τ− (assuming
mA < 2mb), where τ leptons are tagged by isolated charged tracks 24. The searches exclude
charged Higgs boson with masses in the range from 90 to 160 GeV for branching ratios between
10 − 40% for MA from 9 to 4 GeV.

3.2 The weak bosons

Weak bosons are copiously produced in pp̄ collisions at the Tevatron and measurements of the
W boson properties (such as mass, width) are a key ingredient in the Standard Model tests.
Furthermore, the electroweak sector and the nearby electroweak scale are probed via boson
pair-production 25. This signature reveals rare phenomena with Standard Model cross sections
as low as a few pb and constitutes an ideal domain for new physics searches. The multi-
boson production may proceed via triple boson couplings and provide thereby a direct probe of
the gauge structure of the Standard Model. It is also a necessary analysis to benchmark the
experimental capabilities for further searches like Higgs poursuite.

The measurement of top pair production at the Tevatron is a sensitive test of the Standard
Model 26,27. The inclusive top pair production cross section has been measured to be 7.70 ±
0.52 pb. The obtained precision of 6.5% challenges the theoretical prediction. Differential
measurements have been performed, for instance as a function of the transverse momentum and
compared with theoretical predictions at NNLO. The associated production tt̄+jets have been



measured for the first time.

Using the selected top candidates in various channels, the top mass is measured most recently
to be 173.1 ± 1.3 GeV including new measurements in the lepton-jets and di-lepton channels 28

and combining measurements from CDF and DØ. The mass difference between t and t̄ is found
to agree with zero, confirming the CPT theorem also for top quarks.

From a top quark discovery place, the Tevatron has become a top quark metrology labora-
tory. Many properties of the top quark are now measured with a precision approaching 10%
opening new opportunities for further developments. The top width is limited to below 7.6 GeV
at 95% CL 29. The t and t̄ spin correlations are found in agreement with the prediction and
the charge measurements, based on jet charge reconstruction, exclude exotic hypothesis. The
analysis of W s produced in top decays also provides a handle on the properties of the top quark.
The W helicity and the search for anomalous couplings in the angular analysis indicate a good
agreement with the Standard Model prediction.

The measurement of the single top production offer an unique configuration to test the
Standard Model 30,24. The measurements of the single top cross sections by CDF and DØ were
combined to obtain a new measurement: 2.76 + 0.58 − 0.47 pb. The precision reaches 20% and
invites further investigation using this topology. An amazing research program is in place: tests
of the s- and t-channels, polarisation analysis of the single top decays, measurements of the top
width as well as searches for decays to charged Higgs, as described above.

A clean signal for new physics at the Tevatron is provided by signatures involving several
leptons. The inclusive production of two leptons is studied and provides limits on models for
new physics with masses approaching 1 TeV 31. SUSY searches encompass a large number of
signature and profit from the large increase in luminosity at the Tevatron 32. A unique but
indirect access to new physics effects is obtained by searching for rare decays. Measurement
of rare decays channels B(s) → hµ+µ− have been presented and amount to about 10−6. The
angular analysis has the potential to detect non-standard contributions. The search for channels
strongly suppressed within the Standard Model Bd,s → `+`− now yield a very good sensitivity33.
Upper limits are obtained at 4.3 10−8 for B0

s → µ+µ− and 7.6 10−9 for B0
d → µ+µ−, factors

of 10 and 5 respectively above the Standard Model predictions. These measurements have a
strong potential to constrain models beyond the Standard Model and are complementary to
direct searches and to other similar constraints from b-factories.

The production of single W boson in ep collisions has been measured at HERA 34. Although
the sample is relatively small (only about 100 events are analysed), theW production mechanism
in ep collisions is tested for the first time. Furthermore, a previous fluctuation observed by H1
for events with large hadronic transverse momentum is not confirmed in the combined H1 and
ZEUS data set. The production of two or three charged leptons in ep collisions at HERA is
explained within the Standard Model from photon photon collisions. This matter-out-of-light
mechanism is investigated for events with large transverse momenta, again using the combined
data set of H1 and ZEUS. A good agreement is found in general with the theoretical prediction
and the cross section is measured for photon-photon collisions. In the e+p data set, a small
excess of events is found at large transverse momenta

∑

P `
T > 100GeV by both experiments: 7

events are measured for an Standard Model expectation of 1.9 ± 0.2.

4 The Precision Frontier

4.1 Proton structure and diffraction

The proton structure is an essential ingredient for the physics at LHC but also a fundamental
scientific issue. The proton is mainly probed in deep-inelastic scattering at HERA electron-
or positron-proton collider and its structure is indirectly investigated using precisely known



processes in hadronic collisions. The huge kinematic coverage at HERA offers a stand-alone
picture of the protons, providing the best constrains at low Bjorken x, where the charged partons
are predominantly issued from gluon fluctuations. The measurements perfomed by the H1 and
ZEUS experiments have been recently combined using a coherent treatment of the systematic
errors 35. The combination yields an improved precision and constrain the parton distribution
functions in a region that is crucial for electroweak measurements at LHC. The HERAPDF
parameterisation of the structure functions is based only on a coherent data set from HERA
and constitutes a useful and necessary exercise, within a clear theoretical framework and taking
into account possible parameterisation errors.

The global approach in turn exploits different processes and leads to further constraints, in
particular in the separation of quark flavours, also taking on board further tensions between the
data sets and unknown theoretical uncertainties from various processes, only available at a fixed
order in perturbative QCD calculations.

Measurements of jet production in pp̄ collisions at the Tevatron probe the large x region and
the precision obtained in recent measurements has the potential to lead to further constraints
on PDFs 36.

Further recent developments in the global fits have improved the understanding of the PDFs,
in particular in what concerns the uncertainties associated with the proton structure. The
NNPDF approach proposes a flexible parameterisation based on neural networks and an estima-
tion of the experimental errors by a Monte Carlo method 37. This method attempts a realistic
estimation of the experimental errors, reducing the influence of the parameterisation choice.

The way forward is two-fold: firstly more precise data will be available, in particular from
HERA at high Q2 and high x, leading to better constraints. Secondly, further improvements in
theory (NNLO, low x re-summation, etc.) will necessarily lead to a better theoretical framework.
These improvements may lead to further understanding of the mechanisms at work in the proton
structure, beyond the otherwise extremely useful determination of PDFs. In longer term, precise
measurements of weak bosons production at the LHC can also provide an useful input.

A remarkable role in the understanding of the proton structure is played by diffractive phe-
nomena, in particular the ones involving hard scales, where perturbative QCD may be applicable.
Hard diffractive interactions lead to events with activity in the central detector together with
intact protons escaping along the beam pipe. At HERA, the diffractive DIS is measured using
various techniques, tagging either the rapidity gap associate with the color-less exchange, or
measuring the escaping protons in dedicated detectors (roman pots) installed very close to the
beam line far from the central detector. The cross sections can be used to extract diffractive
parton distributions (DPDFs) , assuming that the diffractive colourless exchange factorises from
the photon and proton vertices. Recent measurements were presented, using precise data from
the HERA II run 38. Under this hypothesis, the DPDFs can be used to predict diffractive cross
sections at the Tevatron or LHC, nevertheless the factorisation hypothesis remains an issue and
diffractive phenomena using more exclusive processes (production of jets, vector mesons etc.)
provide further information and also open new connections between QCD and low energy phe-
nomenology. A remarkable recent result is the measurement of exclusive di-jet production at the
Tevatron 39, which may constitute a testing ground for possible measurement of scalar (Higgs)
particle production in diffraction at LHC.

4.2 QCD-related measurements with jets and weak bosons

The strong force manifests itself in a very clear way in particle collisions in the production
of hadronic jets from high energy particle collisions. This process incorporate all aspects of
the coloured partons interactions, from parton-parton interactions at short distances to long
distance effects (hadronisation). The factorisation theorem predicts a decoupling of the partonic



collisions, calculable in the perturbative approximation, from the hadronisation effects. The
production of jets is copious in hadronic collisions and is now measured with precision at the
Tevatron and HERA, providing stringent tests of QCD.

Measurements of inclusive jet production at the Tevatron allow a test of QCD at very large
scales and to constrain the PDFs in a unique region, not accessible at the LHC. In addition,
the measurement of events with two or three jets allow to tune the Monte Carlo models in
simulation and to scrutinise the highest end of the mass spectra, where signals from new physics
may appear 36.

The production of jets is also a tool to access the strong coupling. The measurements at
HERA 41 display a very competitive experimental precision of below 1% but are affected by
large theoretical uncertainties induced by the limited precision of the cross section calculations,
which are only available at NLO. The reduction of these uncertainties will be obtained by further
calculations in superior perturbation orders, as well as from further measurements envisaged at
HERA using the HERA II data set.

Jet production at the Tevatron is also sensitive to the strong coupling and can be used, in
the regions of phase space where the PDFs are well known, to extract the strong coupling at
energy scales exceeding 100 GeV, a region never accessed before within the scope of studies of
the strong coupling 40. The measurements are the most precise for hadron-hadron collisions and
are in agreement with the DIS results and the world average.

QCD can also be tested in events where a weak boson is measured 42. The weak boson
plays in this case the role of an independent and clean ”outgoing” probe, while the bulk of
strong-force-related activity recoils against it. The transverse momentum spectra of W bosons
is measured with high precision using Tevatron run II data and is compared with theoretical
predictions based on perturbative QCD at NLO, MC simulations or leading order multi-leg
calculations. The acoplanarity in the events gives access to higher order effects. For instance,
the measurement presented by the DØ experiment using a data set with a luminosity of 1 fb−1

displays at large acoplanarity a precision that challenges the theoretical calculations and calls
for their improvement.

Due to parity violation in weak decays, the production of W bosons in polarised proton-
proton collisions at RHIC can offer a handle on the contributions of the quarks spins to the
proton. Indeed, the spin asymmetry of the cross sections for W+ and W− are sensitive to
combinations of spin-dependent parton distributions. The measurements that have only just
begun at RHIC with

√
s = 500 GeV, show a good potential to detect W bosons 43 and will be

improved by accumulating more statistics. In addition, the run of RHIC at a lower centre-of-
mass energy will allow the measurement of W bosons produced from partons in the intermediate
range for Bjorken x and lead to unique constraints on the polarised sea quarks.

4.3 Probing strong interactions at low energy

The measurement of the hadronic cross section in e+ e− collisions at low energies is a powerful
means to test the strong interaction. The measurement of the cross sections for e+e− → π+π−

as a function of energy is achieved using the radiative processes, for which a photon, mainly
produced by radiation off the incoming leptons is present and measured in the detector. The
recent measurements by BaBar 44 present a significant reduction of the statistical errors. A
further improvement in precision is obtained by measuring the ratio of hadrons to muons, for
which a few significant systematics cancel. The measurement is an essential ingredient for the
prediction of the anomalous magnetic moment of the muon (g−2)µ. The discrepancy between the
theoretical prediction and the measurement of the (g − 2)µ remains at 3 σ level, and associated
discussion of this discrepancy remains exciting.

The hadronic cross section is also measured by KLOE experiment 45, collecting data in e+e−



collisions at the Φ peak but also at lower energies, down to 1 GeV. The technique of radiative
events tag e+e− → π+π−γ is also employed. In a new analysis, the photons at large angles
are measured, giving access to lower di-pion masses, close to the threshold. The analysed data
sample correspond to collision energies below the φ peak and is therefore less affected by the
less known decays to f0 resonances. The measurement can be converted into a pion form factor
measurement Fππ. The result is in agreement with the previous measurements by KLOE and,
when translated into the di-pion contribution to the hadronic component of the muon anomalous
moment (g − 2)had, consolidate the above-mentioned discrepancy between measurement and
theory for (g − 2)µ .

Strong interactions at low energies are also probed with high precision in photon-photon
collisions, obtained at e+e− colliders via radiative processes. The tagged or untagged tech-
niques are used the exclusive production of mesons 44,45. The production of pairs of mesons (
γγ → π0π0, π+π−, π0η) is driven by non-perturbative form factors and can be used to study the
di-meson states via a partial-wave analysis. The exclusive production of mesons (γγ → π0, η, ηc)
is measured with high precision at b-factories. The measurements compare well with phenomeno-
logical models based on parameterisations of the form factors.

4.4 Precision measurements in the heavy quarks sector

Hadrons containing heavy quarks have been long recognised as precious laboratories for the
understanding of the strong force. The large scale offered by the heavy quark mass is a level
arm for the theoretical calculations, but also provides a valuable experimental handle on de-
tailed measurements of the heavy hadrons production and decays. Massive production of heavy
hadrons in charm and beauty factories provide a rich panel of measurements.

The basic properties of the ground states containing heavy quarks are known with high
precision. New measurements of the lifetimes have been obtained recently at the Tevatron 46

using a data sample of 4.3 fb−1. The study of heavy hadron decays are informative of their
internal dynamics. For instance, the measurement at the Tevatron by CDF of the decay Λ0

b →
Λ+

c π
−π+`−ν reveals a resonant structure of the final state hadronic structure. This observation

is investigated using the decays Λ0
b → Λ+

c π
−π+π−, for which the `ν pair is replaced by a ud

pair (a π) and similar features are observed. As another example of the refinement achieved in
this area, a measurement of the polarisation structure in non-charm decays B → φφ has been
presented.

The measurements of decay branching fractions of hadrons containing charm quarks are
constantly refined 47. The branching ratios of D0, D+ and Ds mesons are measured in the
channel with pseudoscalars D → PP in the Cabibbo-favored, single suppressed and double
suppressed configurations. The full data sample of 818 pb−1 collected by CLEO-c experiment is
used. The measurements are compared with the predictions based on SU(3) symmetry connected
with a subset of discrete symmetries. A very good agreement is found, consolidating the basic
knowledge of the fundamental role of the symmetries for systems containing a charm quark.

Pure leptonic decays are an unique opportunity to study the built-in mechanism for heavy
mesons dynamics, but also to probe the CKM matrix elements. New measurements 48,49 of the
decays to tau lepton D+

s → τ+ντ allow the measurement of the decay constant fDs to a 10%
precision, similar to previous measurements of the similar constant fD+ measured inD+

s → µ+νµ

decays. The measurements are compared with lattice-based calculations which are now available
with similar precision, and allow a test of their basic assumptions.

The large statistics accumulated by Belle and BaBar allow the investigation of new decays
channels, and subsequently new domains of the phase space. The measurement of the decay
Bs → D(∗) + D(∗)− has been reported 50. The semi-inclusive decays B → Xsη, sensitive to
hadronic penguins, have been measured by Belle 51 with a significance of around 17 σ for mass



of the strange system Xs exceeding 1 GeV. A contribution at Xs masses above 1 GeV remains
so far unexplained.

A crucial measurement in the flavour physics remain refers to the measurement of the CKM
matrix elements. The exclusive semi-leptonic decays of B-mesons provide a clean determination
of the CKM matrix elements, assuming the non-perturbative form factors can also be determined
for zero momentum transfer. Precise BaBar data on B → π`ν and B → ρ`ν corroborated with a
similar measurement at the Tevatron are used in a fit where the shape of the form-factor is also
constrained, besides its value at q = 0 and Vub. The use of theoretical prejudices for the form
factor shape improves the precision on the Vub determination to below 10%, a remarkable result,
taking into account the small size of the branching ratios (below 2 × 10−4) and the difficulty of
the kinematic reconstruction.

The spectroscopy of heavy baryons continues to offer a stringent test of QCD. Precise pre-
dictions of mass splitting and magnetic moments are obtained using QCD inspired models for
systems containing more than one heavy quark. Recent measurements of beauty-strange baryons
Ξb and Ωb by the CDF and DØ collaborations were presented. For Ξb the experimental results
are in agreement with each other and match also the theoretical prediction 52, based on phe-
nomenological approaches, still to be substantiated within QCD. The situation is less clear for
Ωb baryons (ssb) where CDF and DØ obtain significantly different mass measurements, where
the CDF result mΩb

= 6054.4±6.9 MeV is in agreement with the prediction of 6052.1±5.6 MeV
and significantly lower than the DØ measurement.

The excellent start up of the BES III experiment allows new studies of the charmonium
states χcJ and ηc. Such states cannot be produced directly in e+e− collisions, but can be
studied 53 due to the large statistics sample accumulated at BES III (for instance 110 million
ψ(2s) were recorded). The states are produced in the decays ψ′ → π0hc followed by hc → γηc.
The mass of the hc is determined to be in agreement with previous measurements at CLEO and
the width has been determined for the first time. Using an inclusive method based on the π0

recoil mass together with the method using the identification of radiative photon, the branching
fractions of the two decays mentioned above are determined for the first time. The radiative
decays of charmonium to pairs of π0s or ηs are an interesting channel for glueball searches.
The χcJ states produced in radiative ψ′ decays provide a testing ground to test the color-octet
mechanism in P -wave charmonium decays. New measurements improve the precision of the
previous measurements by CLEO. The decay channels into ω and φ mesons are also studied, as
well as the doubly suppressed OZI decays. The decays of the χc1 are observed for the first time
in the φφ and ωφ modes. The BES III data taking started recently and will certainly provide a
rich and interesting physics program in the years to come.

The b-systems produced at factories but also in hadronic decays provide a basis for the
study of new states containing cc̄ pairs. Indeed, while charmonium excited states have been
discovered, several other resonances labelled X, Y , Z discovered in channel with a J/Ψ are
assumed to contain also a cc̄ pair, but their properties do not fit in the general scheme for
charmonium excitations. The experimental data on these charmonium-like states is rich and
often corroborated among different experiments, but the phenomenology is nevertheless unclear
so far. The measurements using the γγ production mechanism provide another handle to pin
down the quantum numbers. However, no model is able to describe completely the properties
of these states 54.

The phases of the CKM matrix are an ideal place to check for direct signals from the non-
standard physics. Of particular importance are the measurement related to the Bs mesons, since
some of the associated phases are predicted to be small leading to an unique sensitivity for new
physics. The measurements of the Bs → J/ψ φ decays give access to the phase βs, predicted to
be close to zero within the Standard Model. The recent updates of the measurements by CDF
and DØ were combined and a deviation at 2σ level was reported. While this is not yet truly



exciting news, the accuracy of the analysis and the perspectives to include a factor of 4 more
data make the subject one of the most interesting to be followed in the end of the data taking
at the Tevatron.

5 The Complexity Frontier

The hadronic collisions at high energy, for instance those at the Tevatron, contain besides
high energy processes a plethora of associated phenomena related with soft interactions. These
phenomena may also be associated with a complexity step beyond the hard scattering ansatz
and are an important study case for QCD. In addition, they may become important for the
understanding of the final state topologies at LHC. Minimum bias measurements are performed
using events selected with uniform acceptance for all possible interactions. Recent measurements
include production of Λ, Ω and Σ baryons and reveal the behaviour of particle production in the
non-perturbative domain 39. The underlying event originates from secondary interactions and
can be determined by measuring the level of the energy flow between the main jets produced in
the hard interactions. Since the theory behind these phenomena is poorly understood, precise
measurements are crucial for reliable tuning of the Monte Carlo simulations.

The specific behaviour of the strong force related to the asymptotic freedom and confine-
ment can be studied in collective phenomena, expected to occur in heavy ion collisions. The
experimental program developed at the RHIC collider has already produced fundamental re-
sults related to a possible phase transition and to its characterisation in various conditions and
using different experimental techniques and observables. The ability to run with various nuclei
(including protons), the variation of energy and the polarised program (already mentioned in
the above) make RHIC a unique facility, in full speed to obtain fundamental results preceding
and inspiring the heavy ions program at the LHC.

The hadronic matter at high densities can be probed with pair of leptons 56. The advantage
is the lack of re-interaction of the produced leptons, thereby accessing the original production
mechanism. The di-lepton mass spectrum reflects indeed a rich phenomenology. The production
of heavy quarks can be identified in the domain of large di-lepton masses. The low mass re-
gion is in turn dominated by the production of virtual photons, followed by internal conversions
γ∗ → ``. A template fit of the mass spectra allows the measurement of these contributions and
the comparison with the theoretical prediction. In particular, the virtual photon production at
low masses can be used to study the ratio of direct to inclusive photon production. The ratio
measured in pp is found to agree with the adjusted ”cocktail” of predictions, but exceeds it
significantly for Au-Au collisions. The di-lepton mass spectra exhibits an excess in the inter-
mediate mass region by around a factor of five, concentrated at low transverse momentum. An
enhancement of this type is predicted by some phenomenological models.

The complexity of the final state is also explored by the correlations among the final state
particles 57. The measurement of particle particle correlations allowed to sign the dumping
of particles energy in the hot and dense hadronic matter produced in ion-ion collisions. For
instance, a large suppression factor (5-10) is observed for the production of π0’s when heavy-ion
collisions are compared to pp collisions. A different approach is the use of hadronic jets. Indeed,
the journey through dense hadronic matter is expected to have a visible impact on the usual
hadronisation process of rapid partons, modifying the jet rate and their shape. The measurement
of jets in pp collisions by STAR experiment show a good agreement with previous measurements,
validating the jet technology at RHIC. However, the reliability of jet reconstruction in presence
of dense hadronic matter has to be carefully studied before strong conclusions are drawn 58.
Significant progress in experimental studies, including the trigger definition, jet calibrations, final
state topologies and so on may lead soon to new measurements using the jet-based techniques.

The collisions of deuterons and heavy ions can be used to study the nuclear structure, since



a ”simple” object (the deuteron) could probe the ”complex” heavy ion. When the collision
probes partons with low momentum fraction x, the main contribution comes from gluons, which
is known to increase with decreasing x. This increase, explained by gluon proliferation, is
expected to be taken dumped at lower x due to recombinations, leading to what is usually
called ”saturation”. The measurement of particles in the ”forward” direction defined by the
deuteron beam direction, access the low x domain of the colliding nucleus. The measurement
of these particles was enabled recently at the STAR experiment in a new rapidity domain using
the Forward Meson Spectrometer. The azimuthal correlations among two π0’s measured with
this device show the expected phenomenology of two peaks (’near-side’ and ’back-to-back’) for
pp collisions. In Au-Au collisions the ”near-side” peak is present with comparable size, but
the ”back-to-back” peak is drastically suppressed. This behaviour is predicted by models of
saturations based on Color Glass Condensate, where the perturbative QCD is complemented by
coherent scattering of a partons against multiple partons, leading to a suppression of particles
above a given threshold in the hemisphere opposite to the leading parton. This suppression is
strongest at low transverse momentum, also as expected in the CGC model.

6 Outlook

High energy physics enters every year new domains enlarging the knowledge beyond the energy
frontier, the precision frontier and the complexity frontier. From the experimental point of
view, a rich panel of installations offer a solid complementarity. A plethora of results allows in
many cases combinations, which offer a coherent input for further research areas. This year, the
start of the operations at the LHC offers new hope for large excursions into the unknown, with
discoveries that may clarify the main issues and weaknesses of the Standard Model, in particular
for the long standing issue of the origin of symmetry breaking. The LHC, together with the
other experimental programs, at their maturity or in preparation, will make the history of the
next decade, and from the top of the La Thuile mountains, this Moriond QCD has been an
wonderful opportunity to contemplate the promising landscape of high energy physics into the
next decade.
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