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A Search For The Z → bb Process at The D-Zero

Experiment

Amber Jenkins

Imperial College London

November 2006

ABSTRACT

In 2001, the DØ experiment entered a new era. Run II of the Tevatron at the

Fermi National Accelerator Laboratory began, and the collider became the highest

energy particle accelerator in the world. Accordingly, the DØ detector had already

undergone a series of upgrades in order to fully exploit the physics now within

reach. These included improvements to the tracking, calorimetry, muon detection

and triggering capabilities.

In the Standard Model, the Higgs boson is the last piece of the puzzle that

remains to be discovered. The Higgs mechanism and consequently the Higgs boson

is thought to be the fundamental ingredient by which particles acquire mass, and its

existence (or lack of existence) is one of the most pressing issues in particle physics

today. As such, one of the main goals of the Run II physics programme at DØ is

to search for it. Armed with new accelerator capabilites, DØ will be able to impose

tighter constraints on the mass of the Higgs, and perhaps even detect this elusive

particle.

If the Higgs does exist, it will be extremely difficult to find. One of the main

challenges at a hadron-hadron collider is to reduce the large QCD background that

masks the relatively tiny Higgs signal. Experimental evidence indicates that the

Higgs mass is relatively low, in which case it will decay predominantly to a bb

quark-antiquark pair. The daughter products that must be used to reconstruct the

parent Higgs are therefore likely to be heavy flavour b-quark jets whose energies

must be known as accurately as possible.



In the first part of this thesis consideration is given to these jets, in particular

to the jet energy resolution and dijet mass resolution that they could offer. One

way of investigating the necessary tools for such a Higgs search is to study a very

similar decay to that of a low-mass Higgs particle: a Z boson decaying to a b quark

and an anti-b-quark. This signal, not previously observed at the Tevatron, offers an

ideal testbed in which to explore suitable triggering and analysis techniques. It also

offers us the opportunity to further our understanding of b-quark jets in a hadronic

environment, an element crucial to much of the physics at DØ.

To this end, the first search has been performed at DØ for the Z → bb decay,

using the initial 300 pb−1 of data from Run II. Triggers have been specifically de-

signed and implemented for this purpose. Here we present evidence for Z → bb

decays. An excess of 1260 ± 130 (stat.) ± 260 (syst.) events is observed, which is

in good agreement with Monte Carlo predictions and amounts to a Z → bb signal

of 4.3 standard deviations.
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Preface

“Nature has a great simplicity and therefore a great beauty.”

Richard Feynman

This thesis describes work performed as a member of the DØ collaboration from

December 2001 to September 2005. The main focus of the work lies in the search for

the Z → bb decay. Z → bb is an important signature at a hadron-hadron collider:

not only does it serve as a benchmark for the decay of a light Higgs boson (into a

bb quark-antiquark pair), but it is also crucial for calibrating the b-jet energy scale,

which has a significant impact on much of the physics done at DØ.

Initially, I carried out studies to investigate the b-jet energy and dijet mass

resolutions attainable in both the Z → bb and ZH → e+e−bb channels, as part

of the Jet Energy Scale group. This constituted the first in-depth study of factors

affecting the b-jet resolution in Run II at DØ. During this period I was responsible

for conducting closure tests of DØ’s jet energy scale, which is an algorithm that

corrects the jet energies measured in the calorimeter for various detector effects that

lead to energy losses. Closure tests are important for certifying the energy scale

prior to its release to the collaboration. In essence, they act as cross-checks to see

that all jet energy corrections do indeed lead to closure - in other words, recover the

energy that was mismeasured in the first place.

In preparation for the search for Z → bb, I then embarked upon trigger studies

within the Higgs Trigger group. As part of this, I designed a tailor-made set of
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triggers that specifically select Z → bb events using, for the first time, impact

parameter b-tagging at Level 3, thus effectively commissioning these triggers. This

proposal was presented to the DØ trigger board experts, who approved the triggers

for online operation shortly afterwards. These triggers have been running online

successfully since July 2004 and are benefitting from the luminosity improvements

delivered by the Tevatron.

Using data collected with these new triggers and also with pre-existing ones, I

performed a search for Z → bb events using the first 300 pb−1. This thesis presents

the first signs of this process at DØ. This result represents a significant contribution

to the Higgs physics programme at DØ and paves the way for future collaborators

to study and harness the potential of Z → bb at DØ.

The thesis is structured as follows:

• Chapter 1 contains a brief review of the Standard Model, with particular

emphasis on those areas relevant to Higgs physics;

• Chapter 2 provides a description of the Fermilab accelerator and the DØ de-

tector;

• Chapter 3 focuses on the study of b-jet energy resolution and dijet mass reso-

lution in the channel central to this thesis, Z → bb, as well as the benchmark

Higgs decay ZH → e+e−bb;

• Chapter 4 follows the development of a number of triggers designed to select

candidate Z → bb events. The need for such triggers and the philosophy behind

them is outlined. A detailed account of the studies performed – including

optimisation of the signal efficiency and background rejection – is provided;

• Chapter 5 presents a search for Z → bb using Run II data at DØ. This includes

the selection of the candidate events and the approaches adopted in order to

obtain an accurate measurement of the background. Evidence for the Z → bb



Preface 22

decay at DØ is revealed for the first time, and future avenues for the analysis

are discussed;

• Chapter 6 provides a summary and outlook.
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Chapter 1

In Theory

“Physics is like sex: sure, it may give some practical results, but that’s not why we

do it.”

Richard Feynman

1.1 Overview

In this chapter a brief introduction to the Standard Model of particle physics is

presented, with particular emphasis on the electroweak sector of the model which is

most relevant to this thesis. The Higgs mechanism is discussed, as are the current

limits on the mass of the Higgs boson. Finally, we discuss the motivation behind a

search for Z → bb decays at a pp collider.

1.2 The Standard Model

The Standard Model (SM) is currently our best description of the fundamental

particles and their interactions. A highly successful relativistic quantum field theory,

the SM has been shown to agree very accurately with experimental observations1 (an

excellent review can be found in [2]). In our current picture, fundamental particles

1One exception is the recent discovery of neutrino oscillations [3] [4]; however, this can be
incorporated into minimal extensions to the SM.
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are made up of three ingredients: leptons, quarks and force carriers, as illustrated in

Figure 1.1. Electromagnetism, described by Quantum Electrodynamics (QED), is

combined with the weak force to form the electroweak sector of the SM. The strong

nuclear force is incorporated into the SM by a field theory known as Quantum

Chromodynamics (QCD).

Figure 1.1: The Standard Model, which is a highly successful description of the subatomic world.

Despite being one of the most precisely tested theories to date, the SM does not

offer a complete description of the world around us. Fundamental questions remain

unanswered. One of the least experimentally verified aspects of the framework is the

Higgs sector, which is thought to be necessary for unifying electromagnetism with

the weak force. As we shall see, the resulting Higgs field also plays a crucial role in

enabling other particles to acquire mass.
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1.2.1 Symmetry in Nature

Our understanding of the subatomic physical world rests upon the basic - yet pow-

erful - idea of symmetry. We believe that interactions are dictated by symmetry

principles and, thanks to Noether’s theorem, that symmetry is intrinsically linked

to conservation laws. Moreover, we believe that the conserved physical quantities

(such as electric charge, colour, etc.) are conserved in local regions of space, and

not just globally.

In classical mechanics, for example, translational symmetry leads to conserva-

tion of linear momentum while rotational symmetry results in angular momentum

conservation. Similarly, in field theory, the requirement that the SM Lagrangian

– i.e., the description of the field in terms of the spacetime coordinates and their

derivatives – conserves its properties under certain symmetry operations also im-

poses tight constraints on the physics it describes. From this central tenet we arrive

at a systematic and comprehensive theory of elementary particle dynamics.

1.2.2 Gauge Invariance

Global Changes

The intimate connection beteween symmetries and conservation laws is best de-

scribed within the framework of Lagrangian field theory [4] [5], in which the La-

grangian term2, L, describes how a field Ψ, say, varies as a function of the spacetime

coordinates and their derivatives. It is convenient to start from the Lagrangian for

a free Dirac field (that is, free of sources or interactions), Ψ = Ψ(x):

LDirac = Ψ(iγµ∂µ − m)Ψ. (1.1)

Here Ψ is the conjugate field defined as Ψ†γ0, and γµ represent the 4 × 4 gamma-

matrices.

2Technically L is a Lagrangian density with the Lagrangian given by L =
∫

Ld3x.
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Now, equation 1.1 is invariant under the following transformations:

Ψ → Ψ′ = eiθΨ

Ψ → Ψ
′
= e−iθΨ (1.2)

where θ is any real number. Effectively these transformations multiply Ψ by a

unitary 1 × 1 matrix U = eiθ such that

Ψ → UΨ, (1.3)

where U †U = 1. Because the transformation is the same at all spacetime points, it

is said to be a ‘global’ gauge transformation (or global phase transformation). The

group of all such matrices is known as U(1) and is Abelian, that is, its members

commute. The invariance of the Lagrangian under such transformations corresponds

to a conserved current - in this case electric charge.

Local Changes

Next, let us consider what happens if the phase factor θ varies between different

spacetime points, i.e. θ = θ(x):

Ψ → Ψ′ = eiθ(x)Ψ. (1.4)

Under such a ‘local’ gauge transformation the Lagrangian is no longer invariant,

because an extra term is acquired from the action of the partial derivative on θ(x):

LDirac → L
′
Dirac = LDirac − Ψγµ∂µθ(x)Ψ. (1.5)

By now demanding that the whole Lagrangian is invariant under local gauge trans-

formations, we find that the derivative needs to be modified so as to cancel the

additional term. ∂µ is replaced by the so-called covariant derviative Dµ, which

obeys the following transformation:
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DµΨ → D′
µΨ′ = eiθ(x)DµΨ. (1.6)

This necessitates the introduction of a new real gauge field Aµ = Aµ(x) such that

Dµ ≡ ∂µ + ieAµ. (1.7)

Under local gauge transformations Aµ transforms according to the rule

Aµ → A′
µ = Aµ − 1

e
∂µθ(x). (1.8)

By replacing ∂µ with the new covariant derivative Dµ, the resulting Lagrangian,

L
GI
Dirac = Ψ(iγµ∂µ − m)Ψ − eΨγµΨAµ, (1.9)

becomes invariant under local gauge transformations. (Here the superscript GI

indicates gauge invariance.)

The new gauge field Aµ represents a physical photon field that couples to Dirac

particles. However, in the desire for a complete Lagrangian one must include both

a kinetic energy term and a mass term for the photon field and, as usual, both of

these ingredients must be locally gauge invariant. The antisymmetric field tensor

Fµν , where

Fµν = ∂µAν − ∂νAµ, (1.10)

can be used to construct the following gauge invariant kinetic term:

L
KE
γ = −1

4
FµνF

µν (1.11)

which reproduces Maxwell’s equations (the superscript KE stands for kinetic en-

ergy). The photon field’s mass term, which is of the following form:

−1

2
m2

γAµAµ (1.12)
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can only be locally gauge invariant if the photon is devoid of mass (that is, if mγ = 0).

Fortunately, this prediction is in agreement with all physical observations.

Thus by introducing the massless vector field Aµ to restore local gauge invariance,

the complete QED Lagrangian becomes:

LQED = L
GI
Dirac + L

KE
γ

= Ψ(iγµDµ − m)Ψ − 1

4
FµνF

µν

= Ψ(iγµ∂µ − m)Ψ + eΨγµΨAµ − 1

4
FµνF

µν. (1.13)

This provides a quantum mechanical description of how Dirac fields (electrons and

positrons) interact with Maxwell fields (photons).

The concept of local gauge invariance can also be applied to other symmetry

groups. By extension to the SU(2) and SU(3) groups (2 × 2 and 3 × 3 matrices

respectively), theorists have been able to elucidate the mechanisms underlying the

weak and strong nuclear forces, respectively. We now know that three distinct gauge

fields (W +, W−, Z0) mediate the weak force, while eight gauge fields (gluons) are

involved in colour (QCD) interactions. As opposed to QED, where photon-photon

interactions do not occur, the weak and strong force mediators can undergo self-

interactions; this is as a result of the non-commutative nature of their symmetry

groups.

Ultimately, what arises is a fully gauge invariant theory based on the group

SU(3) ⊗ SU(2) ⊗ U(1): this is commonly known as the Standard Model. However,

no mention has yet been made of mass, and before that one needs to become more

familiar with the concept of electroweak unification.

1.3 Electroweak Unification

The electroweak sector of the SM describes the interaction of the photon and the

W and Z bosons with the quarks and leptons. In 1961, long before the discovery



1.3 Electroweak Unification 29

of the W and Z mediators, Sheldon Glashow made the first step towards unifying

electromagnetism and the weak force [6]. He considered a local gauge transformation

group SU(2) ⊗ U(1) under which the lepton Lagrangian was invariant.

As seen in Section 1.2.2, the U(1) group generates one massless gauge boson.

Imposing SU(2) symmetry gives rise to three massless gauge fields. But the under-

lying SU(2) ⊗ U(1) group structure does not directly provide the physical photon

or vector boson fields found in nature, and some clever tricks have to be performed

to reach this goal.

First, the U(1) field must be thought of in terms of hypercharge3, Y , rather

than electric charge. The resulting U(1)Y field generates a gauge boson field Bµ

(equivalent to Aµ in Section 1.2.2). Second, let us consider the physical consequences

of applying SU(2) symmetry. The SU(2) group acts on the isospin of particles and

has led to the classification of quarks and leptons (fermions) into doublet and singlet

fields of weak isospin, as shown in Table 1.1.

(

νe

e−

)

L

,

(

νµ

µ−

)

L

,

(

ντ

τ−

)

L

; eR, µR, τR;

(

u
d

)

L

,

(

c
s

)

L

,

(

t
b

)

L

; uR, dR, cR, sR, tR, bR.

Table 1.1: The leptons (top line) and quarks (bottom line), grouped into multiplets of weak
isospin.

This fermionic structure is determined by the observation of parity violation in

the weak interactions; the singlets have zero weak isospin and are right-handed while

the doublets possess non-zero isospin and are left-handed. Since only the doublet

left-handed fields vary under SU(2) transformations, the group is referred to as

SU(2)L. It is worth noting that the structure described in Table 1.1 contains no

3(Weak) hypercharge is related to electric charge via the ‘weak isospin’ of a particle. Weak
isospin is the property with which fermions can be grouped into multiplets that behave the same
way under the weak interaction.
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right-handed neutrinos. However, extensions to the Standard Model that incorpo-

rate neutrino oscillations and a non-zero neutrino mass are capable of generating

right-handed helicity neutrinos.

With these ingredients in hand, the electroweak model gathers both U(1)Y and

SU(2)L into the same Lagrangian. Following the procedure outlined in Section 1.2.2

for QED – that is, imposing local gauge invariance and constructing a covariant

derivative – QED and the weak interaction emerge as manifestations of the same

underlying force. The theory generates four vector bosons corresponding to four

respective gauge fields: the photon γ that carries electromagnetic charge, the W +

and W− bosons that mediate charged-current weak interactions (i.e. transform

a member of a fermionic doublet into its partner) and the Z0 particle, which is

responsible for neutral-current weak processes.

As with U(1), the SU(2)L ⊗ U(1)Y gauge bosons also need to be massless in

order for the Lagrangian to remain invariant. But while the photon is massless, it

is experimentally known that the W and Z bosons certainly are not. How can their

masses be generated? The solution lies in finding a way to break the symmetry of

the theory whilst preserving local gauge invariance.

1.4 The Higgs Mechanism

In 1967, Steven Weinberg and Abdus Salam proposed a hypothesis known as ‘spon-

taneous symmetry breaking’ [7] that was capable of solving this conundrum. The

process successfully imparts mass to the W± and Z0 bosons while leaving the pho-

ton massless, but there is a price to pay: the introduction of at least one scalar

field – the Higgs field. The quantum of this field is known as the ‘Higgs boson’, or

H0 [8] [9] [10]. In 1971, Gerald t’Hooft proved that this theory was renormalisable

[11]. Twelve years later, the W± and Z0 particles were discovered at CERN and the

model was finally placed on a firm footing.
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The Higgs mechanism postulates the existence of a scalar field that possesses

a non-zero vacuum expectation value. Within the SM, this scalar field can be

described by a doublet of complex fields φ+ and φ0 of electrical charge Q = (+1, 0)

and hypercharge Y = +1:

Φ(x) =

(

Φ+

Φ◦

)

≡ 1√
2

(

φ1 + iφ2

φ3 + iφ4

)

, (1.14)

where φi are scalar fields. Symmetry breaking occurs when a self-interaction (or

potential) term for the Φ field, V (Φ), is added to the Lagrangian describing the

electroweak interactions:

V (Φ) = µ2Φ†Φ + λ(Φ†Φ)2. (1.15)

where Φ† is the Hermitian conjugate of Φ, given by (Φ+∗Φ◦∗). If µ2 is positive, the

minimum of V (Φ) is at Φ(x) = 0, or more accurately, the vacuum expectation of the

field Φ(x) is 0. In this case, the first term on the right-hand side of equation 1.15

simply describes a massive scalar field. The more intriguing scenario arises when

µ2 is negative. As illustrated in Figure 1.2, the potential acquires a local (unstable)

maximum at Φ(x) = 0 along with a set of global minima which we choose to represent

using the following vacuum expectation value, φvac, of Φ(x):

φvac ≡
√

1

2

(

0
v

)

. (1.16)

Here v is the vacuum expectation value defined by v =
√

−µ2/λ. We are free to

choose the value of the physical vacuum, and by choosing it to have a value other

than zero the gauge symmetry is said to be “spontaneously broken”. While the

Lagrangian remains invariant, the ground state does not; this is the essence of the

Higgs mechanism.
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Figure 1.2: Graphical representation of the Higgs potential V (φ) for the case in which µ2 is
negative.

Near the ground state the symmetry is broken and the scalar field can be written

as

φvac =

(

0
v + h(x)

)

, (1.17)

where h(x) is the physical Higgs field. Three of the four lost degrees of freedom are

used to generate masses for the W± and Z0 bosons:

MW =
1

2
vg; MZ =

1

2
v

√

g2 + g′2 =
MW

cos θW

(1.18)

where θW is the Weinberg angle, and g and g′ are related by the expression

g sin θW = g′ cos θW = e, where e is the magnitude of the electron charge (in

Coulomb). The fourth degree of freedom gives rise to a massive neutral Higgs

boson, whose mass is given by:

MH =
√

2v2λ. (1.19)

In a similar way, mass terms for the fermions can be generated in a gauge invariant

way by starting from the same scalar doublet.
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To summarise, then, a method of giving mass to the gauge fields has been estab-

lished in principle. Despite the attractiveness of this approach, however, the chapter

is far from closed. First, an extra scalar particle has been acquired - the Higgs bo-

son - which has not yet been discovered. Second, the Higgs mechanism generates

fermion masses but does not predict their values; instead these parameters have to

be fed into the model by hand, which is rather unsatisfactory. Third, the mass of

the Higgs itself is not predicted, although current evidence favours a relatively light

Higgs that could be within discovery reach [12].

1.5 Pinning Down The Higgs

The mass of the Higgs boson is the only free parameter in the Higgs sector of the SM;

once it is known, all other variables such as branching fractions, width, production

cross-sections and couplings can be derived. Constraints can be placed upon the

Higgs mass from theory, indirect experimental evidence and direct searches.

1.5.1 Constraints From Theory

Theoretical consideration of longitudinally polarised WW scattering imposes an

upper limit of about 1 TeV/c2 on the Higgs mass. The constraints can be made

tighter by studying the value of λ, the quartic coupling of the Higgs potential that

appears in equation 1.15 [13]. λ must be greater than zero, otherwise the Higgs

potential loses its minimum and the vacuum is no longer stable. An upper limit

on the Higgs mass is derived by considering the running value of the coupling λ,

and the way in which Higgs boson loops modify this coupling. λ(Λ) must be less

than infinity, where Λ is the energy scale at which new physics could enter. Such

arguments lead to allowed and forbidden regions of Higgs mass space, as shown in

Figure 1.3.
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Figure 1.3: Theoretical bounds on the mass of the Higgs boson as a function of Λ, the energy
scale at which new physics (beyond the Standard Model) could arise [13].

1.5.2 Indirect Experimental Limits

One way to place a limit on the Higgs mass is to measure various electroweak

parameters which are affected by higher order loop corrections involving the Higgs.

Figure 1.9, for example, illustrates how Higgs processes enter into the Z → bb

decay. The W mass also undergoes corrections due to both the Higgs mass and the

top quark mass; in fact, MH depends logarithmically on MW and Mtop. Thus by

accurately measuring the masses of the W boson and top quark one can constrain

the Higgs mass, as illustrated in Figure 1.4.

Other electroweak observables exhibit similar dependencies on the Higgs mass

and can be combined to form a global fit that constrains the allowed mass range.

Figure 1.5 shows the ∆χ2 curve derived from high-Q2 precision electroweak mea-

surements [14], performed at LEP, the SLC and the Tevatron, as a function of Higgs

mass (assuming the SM to be correct). The preferred value for the Higgs mass, cor-

responding to the minimum of the parabola, is at 89 GeV/c2, with an experimental

uncertainty of +42 and -30 GeV/c2. Such indirect measurements imply that MH is

less than 260 GeV/c2 at the 95% confidence level. This provides a valuable guide to
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Figure 1.4: Contour plot showing the experimental constraints on the Higgs mass from elec-
troweak measurements [14].

the mass range in which experimentalists should look for the Higgs. The Tevatron

has a better chance of finding the Higgs than the LEP or SLC as a result of its

higher centre of mass energy, attainable because a hadron-hadron collider does not

suffer from the synchrotron radiation losses that occur at an e+e− collider.

1.5.3 Direct Searches For The Higgs

Direct searches for the Higgs must exploit the Higgs production mechanisms and

decay channels that are most suitable to the collider under study. Searches have been

performed at both LEP and the Tevatron. At the LEP experiments the primary

production process for the Higgs is e+e− → HZ, with the H decaying to bb and

all possible decays of the Z boson. Using data taken at centre of mass energies

between 189 and 209 GeV, LEP was able to rule out the existence of a Higgs boson

lighter than 114.4 GeV/c2 at the 95% confidence level [12]. This excluded region is
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Figure 1.5: Constraints imposed on the Higgs mass from global likelihood fits of electroweak
observables [14].

represented by the shaded (yellow) portion in Figure 1.5.

At the Tevatron’s pp collider, the situation is made more complicated by the

hadronic environment. Figures 1.6 and 1.7 show the various mechanisms by which

the Standard Model Higgs is produced and decays, respectively [15]. The production

process with the largest cross-section is gluon-gluon fusion as seen from Figure 1.6).

However, in the low mass region (mH < 135 GeV/c2), where the Higgs decays

primarily to a bb pair (Figure 1.7), this channel is overwhelmed with background

from generic QCD processes. The more promising modes at the Tevatron are the

production of the Higgs boson in association with either a W or Z boson - processes

that are a factor of three lower in cross-section. Here, the leptonic decay products of

the W/Z provide handles against the more copious SM background. For a heavier

SM Higgs (MH >135 GeV/c2) the dominant decay mode is H → WW ∗; in this case

one can take advantage of the higher gluon-gluon fusion production cross-section.
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Figure 1.6: Higgs production cross-section at the Tevatron.

Figure 1.7: Standard Model Higgs decay modes as a function of Higgs mass.
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The CDF and DØ experiments at the Tevatron have both performed searches

for the Higgs at a centre of mass energy of 1.96 TeV. As yet no indication of the

Higgs has been found, but by combining the power of different search methods, a

single upper limit on Higgs boson production can be set. Tantalising hints at LEP

of a Higgs at a mass of about 115 GeV/c2 [12] have encouraged Tevatron researchers

that the Higgs may be within reach using the luminosity that will be delivered by

the end of Run II.

Detailed studies have been undertaken to evaluate the Higgs sensitivity that can

be expected from the current run of the Tevatron [16]. These results, summarised

in Figure 1.8, indicate that our searches will become very interesting at 2 fb−1.

At the present time, DØ has performed Higgs searches in all channels using data

corresponding to an integrated luminosity of 0.35 fb−1. We can project up from this

luminosity, applying anticipated improvements to the analyses, to conclude that DØ

will need about 2 fb−1 of data to explore beyond the Higgs mass limit set by LEP,

in agreement with the predicted Higgs sensitivity reach. Given the current Tevatron

performance, this luminosity could be expected within the next year or so.

1.6 Why Search For Z → bb?

The decay of a Z boson into a b quark and a b quark does not represent a radically

new piece of physics. Millions of Z → bb events have already been observed at

LEP and at the SLC, where the Z resonance was studied in great depth [17], and

the underlying physics process is well understood. Figure 1.9 shows the Feynman

diagrams for the leading order Z → bb process as well as contributions from higher

order effects. It remains, however, an essential physics tool at a hadron-hadron

collider and the study, observation and measurement of Z → bb is an important

part of the Run II physics programme at DØ.

The major impetus behind the search is that Z → bb serves as an important

benchmark for Higgs physics: it is the closest observable process to the decay of a
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Figure 1.8: Predicted Higgs sensitivity reach of the Tevatron collider in Run II. Integrated
luminosity per experiment (DØ and CDF) is plotted as a function of Higgs mass, for 95% confidence
level exclusion (purple, bottom contour), 3σ evidence (green, middle contour) and 5σ discovery
(blue, top contour), for a mass range of 90–200 GeV/c2. The narrow curves come from the updated
sensitivity analysis (2003) [16]; the thicker curves show the results of the previous sensitivity study

(2000) [15].

light Higgs to bb. If the Higgs is to be discovered in this way, it is crucial to measure

the b-jet energy resolution and bb mass resolution with high precision. The knowledge

of jet energy resolution, dijet mass resolution, b-tagging and useful kinematic handles

gleaned from studying Z → bb can be used to refine Higgs searches at a hadron-

hadron collider, and will be highly relevant for the LHC era. Our main challenge is to

sufficiently reduce backgrounds such that bb events from the Z can be observed. To

this end, careful analysis techniques are critical and only the most effective triggers

must be employed.

Z → bb is also a particularly important tool in the calibration of the b-jet energy

scale, which affects many analyses of the high-pT physics at the Tevatron. The

current uncertainty on the jet energy scale - of the order of 3% - dominates the

uncertainty on the mass of the top quark. An improved measurement of the b-jet
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Figure 1.9: Feynman diagrams representing the Z → bb decay. (a) Leading order Z → bb process;
(b) top quark loop correction to Z → bb; (c), (d) Higgs loop corrections to Z → bb.

energy scale can further constrain its mass, and thus help to pinpoint the mass of

the Higgs if it exists. In addition, Z → bb can be used to improve the understanding

of jet energy resolution more generally.

This thesis describes the first search for Z → bb at DØ in Run II of the Tevatron

collider.
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Chapter 2

The DØ Detector

“The machine does not isolate man from the great problems of nature but plunges

him more deeply into them.”

Antoine de Saint-Exupéry

2.1 Overview

In this chapter there follows a brief overview of the apparatus used, including a dis-

cussion of the proton-antiproton acceleration and collision processes at the Tevatron

collider. Details of DØ’s main detector subsystems are given, including the tracking

system, calorimeter, muon detectors and trigger framework, with emphasis on the

components that are most relevant to this thesis.

2.2 A Brief History

The DØ detector is a multi-purpose particle physics detector designed to study

proton-antiproton collisions at the Tevatron collider, situated at Fermi National

Accelerator Laboratory (Fermilab) in Illinois, U.S.A. Initially the intention was to

build only one experiment – the Collider Detector at Fermilab (CDF) – to study the

wealth of physics that would be accessible at the Tevatron. However, it was soon
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realised that a second experiment was necessary to provide verification and cross-

checking of the physics results. Hence the DØ experiment was born. Conceived in

1983, DØ’s original detector was based around an excellent uranium/liquid-argon

sampling calorimeter and a muon detector with extensive geometrical coverage [18].

During Run I of the Tevatron, which lasted from 1992–1996, the detector probed

collisions at a centre-of-mass energy of 1.8 TeV. This highly successful period of

data-taking contributed to major strides in our understanding of particle physics

today. Most noteworthy was the discovery of the top quark in 1995 [19] in collabo-

ration with CDF, but many other significant advances were made, for example, in

our understanding of jet production, precision measurements of the W boson and

greatly-improved limits on the production of new phenomena. With such successes

under its belt, Run I drew to a close and the Tevatron shut down in order to undergo

significant accelerator upgrades [20]. The goal was to extend the physics reach of

the machine by a) boosting the centre-of-mass energy to 1.96 TeV and b) enlarging

the data sample collected (by increasing the instantaneous and hence the integrated

luminosities that could be delivered). By 2001, the new and improved accelerator

was ready and Run II of the Tevatron began.

In preparation for Run II, the DØ Collaboration embarked upon an ambitious

programme of detector upgrades [21] [22] in order to cope with the new accelerator

and to extend DØ’s overall physics capability. Most notably, a new and improved

tracking system was added to complement the already excellent calorimetry and

muon detection inherited from Run I. Furthermore, the electronics and trigger sys-

tems were completely revamped in order to handle the shorter bunch spacing. The

various subcomponents of the Run II detector are visited in Sections 2.4.2 to 2.4.5,

after a brief tour of the Tevatron machine.
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2.3 The Tevatron

Fermilab is home to the Tevatron [20], the highest-energy particle accelerator that is

currently operating in the world. An aerial view of the accelerator complex is shown

in Figure 2.1, and a schematic of the accelerator complex is shown in Figure 2.2.

Figure 2.1: Aerial photograph of the Fermi National Accelerator Laboratory (Fermilab) in
Batavia, Illinois, U.S.A. The Tevatron accelerator is located deep underground, inside the larger

of the two rings shown. Courtesy of [23].

2.3.1 Proton And Antiproton Production

The first stage involves proton production. Protons are obtained by stripping elec-

trons from negatively-charged hydrogen ions. Firstly, bunches of hydrogen ions are

accelerated to an energy of 750 keV by the Cockroft-Walton accelerator indicated

in Figure 2.2. A linear accelerator boosts the ions’ energy to 400 MeV and the ions

are then focused onto a thin graphite sheet, a process which strips them of their

electrons to leave just bare protons. The Booster, a small synchrotron accelerator,

then accelerates these protons to 8 GeV, at which point they are ready to be inserted

into the Main Injector.
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Figure 2.2: Schematic of the Tevatron accelerator complex at Fermilab. After acceleration,
the proton and antiproton beams are collided at two points around the ring: the DØ and CDF

experiments.

The Main Injector is a three-kilometre-circumference synchrotron located in a

separate beam tunnel adjacent to the Tevatron (as illustrated in Figure 2.2), which

accelerates protons and antiprotons up to 150 GeV prior to injection into the Teva-

tron ring. Bunches of protons from the Main Injector are also extracted to produce

antiproton bunches: a 120 GeV proton beam is fired at a nickel target to yield an-

tiprotons, and those with an energy close to 8 GeV are then collected with the aid

of a lithium lens.

The antiproton yield is low – typically 105 collisions are required to collect one

antiproton – and they emerge with a relatively broad distribution of energies and a

wide range of angles. The main challenge lies in producing sufficiently dense bunches

of antiprotons; the solution is to ‘cool’ the antiproton beam in one of two ways.

‘Stochastic cooling’ works by measuring the position of each antiproton bunch as it

passes through a region of the Accumulator Ring (the magnetic storage ring located

next to the antiproton source that feeds the Tevatron). Using this information, the

antiprotons are given an appropriate ‘kick’ to correct their spread in momentum.
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The second approach that has recently been implemented is known as ‘electron

cooling’ [24]. Each bunch of antiprotons is mixed with a bunch of electrons travelling

at the same average speed. The electrons collide with the antiprotons, causing slower

antiprotons to speed up and faster ones to slow down; in the process the electrons

heat up while the antiprotons are cooled. These cool antiprotons are then passed

into the Recycler Ring for storage. Following storage, the Recycler, which is located

in the same tunnel as the Main Injector, feeds antiprotons to the Main Injector

where they are subsequently accelerated to an energy of 150 GeV.

2.3.2 Proton-antiproton Collisions

The next link in the chain is the Tevatron itself. Six kilometres in circumference,

the Tevatron is housed in a tunnel nearly ten metres below ground. It accelerates

bunches of protons and antiprotons to 980 GeV, in two counter-propagating beams

circulating within the same beam pipe. The protons and antiprotons are brought to

a focus for collision at two points around the ring: the DØ and CDF experiments.

The Tevatron operating parameters are presented in Table 2.1, for both the

Run I and Run II eras. Peak values of the instantaneous luminosity are around

0.5 × 1032 cm−2s−1 for the data explored in this thesis. Run IIb, the second half

of Run II lasting from 2006 to 2009, will offer significantly higher instantaneous

luminosities. As such, the number of interactions per bunch crossing will increase.

2.3.3 Current Status of The Accelerator

Despite a slow start to Run II with lower than expected luminosity, the perfor-

mance of the Tevatron now exceeds the design prediction for both peak luminosity

and weekly integrated luminosity. Figures 2.3 and 2.4 show how these luminosities

have increased since the beginning of Run II. To date the Tevatron has delivered a

total integrated luminosity of 1.55 fb−1 and Figure 2.5 plots the luminosity that is

expected by the end of Run II.
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Run I Run II

Running period (expected) 1993–1995 2001–2009
Energy pp̄ (GeV) 900 980
Proton bunches 6 36

Antiproton bunches 6 36
Protons/bunch 2.3 x 1011 2.7 x 1011

Antiprotons/bunch 5.5 x 1010 4.2 x 1010

Bunch spacing (ns) 3500 396
Peak luminosity (cm−2s−1) 0.16 x 1032 1.0 x 1032

Integrated luminosity (pb−1/week) 3.2 20.0

Table 2.1: Tevatron operating parameters for Run I and Run II. For the current status of the
Tevatron see [25].

Figure 2.3: Peak luminosity delivered by the Tevatron during Run II [26].
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Figure 2.4: Integrated luminosity delivered by the Tevatron during Run II [27].

Figure 2.5: The integrated luminosity that is expected by the end of Run II of the Tevatron [28].
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The key factor limiting the integrated luminosity that can be delivered is the

antiproton production rate. A series of projects [29] are underway to improve this

by:

• increasing the number of protons on the antiproton production target;

• increasing the antiproton collection efficiency;

• streamlining and improving antiproton transfers from the Accumulator to the

Tevatron.

Provided these improvements continue to progress well, we expect to accumulate a

total luminosity of 8 fb−1 by the end of Run II in 2009.

2.4 The DØ Detector

The DØ detector [21] [22] has a similar layout to many other modern large scale

collider physics detectors. Since the Tevatron beams possess the same energy, the de-

tector was designed to be as symmetric as possible with respect to its centre. It con-

sists of a variety of different subdetectors positioned around the proton-antiproton

collision point. As shown in Figure 2.6, they are, from the interaction point out-

wards:

• a vertex detector: the Silicon Microstrip Tracker (SMT);

• a central tracker: the Central Fibre Tracker (CFT);

• a solenoidal magnet to provide the central magnetic field used for tracking and

identification of charged particles;

• a calorimeter consisting of three cryostats;

• a three-layer muon detector with a toroidal magnet.
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Figure 2.6: Side view of the DØ Run II detector. From the interaction point outward one can see
the Silicon Microstrip Tracker (SMT) and Central Fibre Tracker (CFT) tracking components with
their solenoid magnet, surrounded by the calorimeter in its three cryostats and the muon system

with its toroidal magnet.

2.4.1 Coordinate System

The coordinate system used at DØ (and therefore the system adopted throughout

this thesis unless otherwise specified) has its origin at the centre of the detector, i.e.

the nominal proton-antiproton interaction point. The z-axis points along the proton

beam, the x-axis points horizontally outward from the centre of the Tevatron ring,

while the y-axis points upward. The common spherical coordinate system (r, θ, φ) -

where r is the perpendicular distance from the z-axis, θ is the azimuthal angle and φ

is the polar angle (by definition, θ = 0 is along the proton beam direction and φ = 0

is at the positive x-axis) - is replaced by (r, φ, η), where η is the pseudorapidity,
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defined as:

η = -ln(tan
θ

2
). (2.1)

The pseudorapidity approximates the true rapidity of a particle. The term “forward”

is used to describe regions at large |η|.

Since some particles escape down the beam pipe and the initial momenta of

the interacting partons are not known, momentum, energy and missing energy are

often measured in the direction perpendicular to the beam axis - i.e. transverse

momentum (pT ), transverse energy (ET ) and missing transverse energy (E/T ).

In addition, it is often convenient to parametrise the distance between objects

in η − φ space in terms of a ‘cone’ distance, dR, defined as:

dR =
√

(∆φ)2 + (∆η)2. (2.2)

2.4.2 Tracking

DØ’s tracking system consists of two major components: an inner silicon tracker

and an outer scintillating fibre tracker, both located within a 2 Tesla field supplied

by a superconducting solenoid, as shown in Figures 2.7 and 2.8. On the outer face of

the solenoid is a central preshower scintillator, while forward preshowers are located

on the inner face of the forward calorimeters. Taken as a whole, this upgraded

tracking system is designed to provide tracking out to large pseudorapidities (|η| <

3), as well as to identify vertices with high resolution, particularly displaced vertices

originating from b-quarks - a crucial element to many aspects of physics at DØ.

In addition, the tracking system is capable of measuring the momenta of charged

particles, identifying electrons and offering e/π separation.
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Figure 2.7: Two-dimensional map of DØ’s tracking system in η-φ space. From the nominal
interaction point outwards one finds the Silicon Microstrip Tracker surrounded by the Central Fibre
Tracker, a 2 Tesla solenoid magnet and finally the preshower detectors. The tracking components

offer a large pseudorapidity coverage out to η < |3|.

Figure 2.8: Side view of a quadrant of the tracking system in relation to the preshower detectors
and calorimeter.

The Silicon Microstrip Tracker

Figure 2.9 shows the DØ Silicon Microstrip Tracker (SMT) [30] [31]. The design of

the silicon tracker is dictated mainly by the accelerator environment. The length of
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the interaction region (∼25 cm) sets the length scale of the device, and the silicon

must be radiation tolerant. The SMT is comprised of three parts: central barrels,

F-disks and H-disks. The barrels - six cylindrical components in the central region -

are located three on either side of the interaction point. Each barrel has four silicon

readout layers. The silicon modules installed in the barrels are known as “ladders”.

Layers 1 and 2 have twelve ladders each, while layers 3 and 4 have 24 ladders each,

giving 432 ladders in total.

In addition to the barrels, the SMT contains disk-shaped detectors of two types:

twelve F-disks that are positioned between and outside the barrel components and,

at larger z, four H-disks that provide tracking at high |η|. Overall the SMT has an

outer radius of 16 cm (26 cm incorporating the H-disks).

The F-disks are each made from twelve double-sided wedge-shaped detectors. Six

of the F-disks are located between the barrels, while the other six form two triplets

of disks near the ends of the outermost barrels, as shown in Figure 2.9. Mounted

on each H-disk are 24 full wedges, each consisting of two back-to-back single-sided

“half” wedges. The H-disks are placed just over one metre away from the interaction

point.

Each ladder or wedge contains readout modules known as strips, most with a

pitch of 50 µm. In total there are 912 strips read out by almost 800,000 channels.

Signal/noise performance in the SMT varies with detector type from 12:1 to 18:1.

The Central Fibre Tracker

The tracking volume between the silicon and preshower detectors is filled by a scin-

tillating fibre tracker. The Central Fibre Tracker (CFT) is designed to provide track

reconstruction and momentum measurement for charged particles out to |η| < 2.0.

It also sends tracking information to the trigger, within the range |η| < 1.6.

The CFT [32] consists of 76,800 scintillating fibres mounted on eight concentric

cylinders. Each cylinder contains two layers, one for axial readout and the other at



2.4 The DØ Detector 53

Figure 2.9: Three-dimensional view of the SMT. The six central barrels surround the proton-
antiproton interaction region (a 1 metre region of z space). Beyond this, the twelve F-Disks and

four H-Disks can be seen.

a 3◦ stereo angle, in order to allow for additional reconstruction of the z-coordinate.

The stereo layers alternate between having negative and positive stereo angles. Fi-

bres are positioned with an accuracy of 25 µm in r-φ, and a hit in the CFT detector

is measured with an accuracy of 100 µm in r-φ and an efficiency of around 98%.

Light production in the fibres consists of a multistep process. Every scintillat-

ing fibre has at its centre a polystyrene core of radius 835 µm. The polystyrene

is doped with an organic fluorescent dye, paraterphenyl. Excitations within the

polystyrene are rapidly tranferred to the paraterphenyl which fluoresces, emitting

light at 340 nm. In order to extract the light from the detector, a second dopant,

3-hydroxyflavone, is added to absorb the 340 nm radiation and re-emit it at a wave-

length of 530 nm which is transmitted through the polystyrene well. The polystyrene

core is embedded within a thin inner acrylic layer and outer fluoroacrylate layer, so

as to provide superior mechanical strength in comparison to a single-clad fibre.

The photons are detected by visible light photon counters (VLPCs) that are

connected to the scintillating fibres via 7-11 m long waveguides and housed in a

cryostat underneath the detector. These connecting waveguides are chemically and

structurally similar to the scintillating fibres but contain no dopants. The VLPCs
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[21] are essentially low-temperature solid-state photomultiplier tubes. They can

detect single photons rapidly, offer a large gain (approximately 50,000 electrons per

converted photon) and possess a high quantum efficiency (>75%).

Solenoid Magnet

The measurement of charged particle momenta is determined from the curvature of

the particle’s track in a magnetic field. At DØ, the field for this purpose is provided

by a superconducting solenoid of length 2.73 m and diameter 1.42 m. Factors that

constrain the magnet’s design included the space available inside the calorimeter,

the tracking volume, momentum resolution, ability to operate at both polarities and

field uniformity. The result of such considerations was a two-layer superconducting

coil that produces a field of magnitude 2 Tesla in the proton or antiproton direction,

corresponding to a stored energy of 5.6 MJ. In order to provide a uniform field, the

ends of the solenoid coil have higher current density. Within the tracking volume

the field is designed to be uniform to an accuracy of 0.5%.

Tracking Performance

Working together, the SMT and CFT detectors locate the primary interaction vertex

with a resolution (in the impact parameter, or distance of closest approach) of about

35 µm along the beamline. They are capable of tagging b-quark jets with an impact

parameter resolution less than 15 µm in r − φ for particles with pT > 10 GeV/c at

|η| = 0. The combined design resolution in pT is 0.0015pT , where pT is in GeV/c [21],

and the high resolution of the vertex position allows good measurement of lepton

pT , jet ET and E/T .

Preshower Detectors

The preshower (PS) detectors, positioned between the solenoid and calorimeter, act

as a thin scintillator calorimeter layer. They contribute to electron identification and

offer additional background rejection, both during the online triggering of events and
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offline. Furthermore, the preshowers help to match tracks to calorimeter showers and

compensate for energy losses in the central region due to the presence of the tracking

system. Energy deposited in the PS is included in the measurement of the energy

of electromagnetic (EM) objects1 that have already initiated an electromagnetic

cascade inside the solenoid magnet.

There are two sets of preshower components: the central preshower detector

(CPS) and the forward preshower detector (FPS). The CPS is located in the 5 cm

gap between the solenoid and the central calorimeter, and covers the region |η| < 1.2.

The two FPS detectors (north and south) are mounted on the inner surfaces of the

end calorimeters and cover the pseudorapidity range 1.4 < |η| < 2.5.

Both the CPS and FPS are made from scintillator strips that are triangular in

cross-section. Embedded at the centre of each such strip is a wavelength-shifting

fibre that collects and carries the light to the end of the detector. At the readout

end, fibres are grouped into bundles of sixteen and connected to clear light-guide

fibres. The scintillator technology exploited in these strips is almost identical to

that used in the CFT, therefore they are also read out with VLPCs.

The CPS consists of three concentric cylindrical layers of scintillator strips: the

inner layer is axial, while the outer two layers are stereo and separated by an angle

of ±23◦. Between the solenoid and CPS is a lead plate approximately 1X0 thick.

The solenoid itself is 0.9X0 thick and has uniform radiation length in z.

Each FPS detector consists of two double layers of scintillator strips arranged

at an angle of ±23◦. A 2X0-thick lead-stainless-steel absorber separates the two

layers. The purpose of the inner layer is to detect minimum ionising particles - all

charged particles register a minimum ionising hit there. The outer region of the FPS,

1.5 < |η| < 1.65, lies in the shadow of the solenoidal magnet coil which provides

up to 3X0 of material in front of the FPS. This amount of material readily induces

showers that can be detected in the outer scintillator layer.

1EM objects refer collectively to electrons, positrons or photons, unless otherwise stated.
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2.4.3 Calorimetry

One of the major strengths of DØ’s Run I detector was its uranium/liquid argon

sampling calorimeter. For Run II, therefore, the basic design has been left unmodi-

fied. However, the readout electronics have been replaced in order to cope with the

higher bunch crossing rates.

A complete view of the calorimeter is shown in Figure 2.10. It is a hermetic

sampling calorimeter divided into three cryostats: one central barrel and two end

caps covering the region |η| < 4. Figure 2.11 reveals a cross-section of the calorimeter

in the y − z plane.

Figure 2.10: Three-dimensional view of the DØ calorimeter.

A basic calorimeter cell consists of metal absorber plates and resistive pads,

between which is an intermediate gap filled with liquid argon. The gap remains

constant from cell to cell, however, the absorber material employed to induce elec-

tromagnetic and hadronic showering varies depending on the cell location within

the calorimeter. Several such ‘unit’ cells are then grouped together to form a read-
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Figure 2.11: Side view of a quadrant of the calorimeter, in the y-z plane. The central barrel and
end cap of the calorimeter can be seen in separate cryostats. The labels designate projected values

of η.

out module; the number of unit cells per module depends upon the position in the

calorimeter (and therefore the precision required). The choice of absorber material

is especially important in the inner region of the calorimeter, where photons, elec-

trons and hadrons interact. Depleted uranium is used primarily in the central part

of the detector, while stainless steel and copper are installed in the forward regions.

Once showering has occurred, the secondary particles within the shower ionise liquid

argon atoms located in the gaps between the absorbers. By applying a potential,

the ions drift toward the resistive pads and induce a charge which can be detected.

Since the liquid argon must be maintained at a temperature of about 80 K, the two

end calorimeters and central calorimeter are each enclosed in their own cryostat.

The central calorimeter covers the region |η| ≈ 1 and is divided into three sections

corresponding to concentric shells around the beampipe. These are (from innermost

to outermost): the electromagnetic (EM), fine hadronic (FH) and coarse hadronic

(CH) regions. Each section is further subdivided into layers, which are subsequently

broken down into calorimeter cells approximately 0.1×0.1 in ∆η × ∆φ. The EM
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region consists of four layers and covers approximately twenty radiation lengths,

sufficient to contain most electromagnetic showers. The use of uranium here means

that the central calorimeter is almost compensating, i.e. responds equally to elec-

tromagnetic and hadronic showers; the ratio of the electromagnetic and hadronic

response ranges from 1.11 at 10 GeV to 1.04 at 150 GeV [18]. The third layer of

the EM section is more finely divided into 0.05×0.05 cells as this is where the EM

showers deposit most of their energy.

Surrounding the electromagnetic calorimeter are the hadronic components, which

are split into regions with fine and coarse cell depths. Fine segmentation is not

as crucial here since hadronic showers are larger than electromagnetic ones. The

fine hadronic calorimeter possesses three layers and measures most of the energy

deposited by jets of particles created by hadronising partons. The coarse calorimeter

has one layer and was designed to measure any energy that has not been absorbed by

previous layers. After about 150 electromagnetic radiation lengths, or 8–10 hadronic

interaction lengths, the DØ calorimeter is not expected to suffer from significant

punch-through.

Intercryostat Detector

The intercryostat detector (ICD) is located in the small gap (0.7 < |η| < 1.4)

between the central and forward calorimeters, as shown in Figure 2.11. In this

region there is a significant amount of uninstrumented material such as the cryostat

walls, support structures and cabling. The purpose of the ICD is to compensate

for the energy lost in this region and provide as accurate an energy measurement

as possible, particularly with regard to missing transverse energy. It consists of an

array of 384 scintillating tiles of dimensions 0.1×0.1 in ∆η×∆φ space mounted onto

the face of the end cryostats. Scintillation light is collected by wavelength-shifting

fibres and carried to phototubes outside the solenoid.
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Energy Resolution

The energy resolution provided by the calorimeter has been measured using test

beam data [18] and found to be:

σE/E = 15.7%/
√

E + 0.3% (EM)

σE/E = 41.0%/
√

E + 3.2% (π±) (2.3)

where the energy E is in GeV.

2.4.4 Detecting Muons

The Run II muon system [33] also builds on the strength of its Run I foundations.

The upgraded system offers more extensive geometrical coverage in addition to supe-

rior muon triggering, efficient out to |η| < 2.0. It consists of both a central detector,

the Wide Angle Muon System (WAMUS), extending out to |η| < 1.0 and a forward

detector, known as the Forward Muon System (FAMUS), covering 1.0 < |η| < 2.0.

A toroidal magnet provides a field of 1.9 Tesla that bends the muon trajectory in

the r-z plane and drift tubes are then used to identify the muons. In addition, scin-

tillator counters are also used by the trigger in order to reject sources of background

such as cosmic rays.

Wide Angle Muon System

The WAMUS consists of three layers of proportional drift tubes (PDTs), one of

which is positioned inside the toroidal magnet (the A layer) and the other two (B

and C layers) outside (see Figure 2.6). Each PDT consists of a chamber made

from extruded aluminium of rectangular cross-section, split into 24 cells. Each cell

is ≈ 10.1 cm across with a gold-plated tungsten anode wire running through the

centre. The gas filling each chamber is a mixture of argon (84%), methane (8%)

and CF4 (8%), and provides a drift velocity of 10 cm/µs with a maximum drift time
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of 500 ns. The spatial uncertainty on each hit due to diffusion is approximately

0.4 mm.

Since the PDT’s drift time is longer than the Tevatron’s Run II bunch spacing,

two extra layers of scintillation counters are used for triggering: one located between

the calorimeter and the PDT-A layer and the other found outside the PDT-C layer.

There is, however, no coverage in the bottom A-layer as this area is occupied by

the calorimeter support structure instead. The scintillation counters offer a time

resolution of 1.6 ns.

Forward Muon System

The FAMUS is made up of three layers of drift tubes with A, B and C layers arranged

with respect to the toroid as in the WAMUS. Instead of PDTs, the FAMUS employs

mini drift tubes (MDTs) which are more radiation hard and therefore better suited

to the more highly-irradiated forward region. Each MDT is composed of eight square

cells, ≈ 1 cm across, made from extruded aluminium combs. The cells have anode

wires running through their centre and stainless steel foil on the internal walls as

their cathode. In the FAMUS the MDTs contain a 90%-10% CF4-CH4 gas mixture

which is radiation hard and offers a quick response, with a maximum drift time of

60 ns. Three layers of scintillation counters complete the FAMUS. Although the drift

time in the MDTs is considerably shorter than the bunch spacing, the scintillators

prove useful for background rejection.

Performance of The Muon Detector

Muon momenta are measured by the muon system to an accuracy of approximately

∆p/p = 20(40)% for muons of momentum 10(50) GeV/c. The spatial resolution for

a hit registered in either the PDTs or MDTs is about 1 mm.
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2.4.5 Triggering

With the increased luminosity and higher interaction rate delivered by the upgraded

Tevatron, DØ needed to significantly enhance its ability to select interesting physics

events to be recorded. The new trigger system [21] [34] consists of three tiers, with

each successive level examining fewer events but in greater detail:

• Level 1 (L1) comprises a collection of hardware elements that reduce the

event rate from about 1.7 MHz to 2 kHz. This L1 decision must be made

4.2 µs after the beam-beam crossing.

• Level 2 (L2) is a combination of hardware and microprocessors associated

with different subdetectors. Information from Level 2 is used to form simple

“physics objects” and to reduce the rate to about 1 kHz. There is a time

window of 100 µs in which to do this.

• Level 3 (L3) is purely software-based. Level 3 uses full detector readout

and performs partial event reconstruction on a farm of microprocessors within

∼100 ms. The output rate is reduced to about 50 Hz and events are recorded

for offline reconstruction.

The link between Levels 1, 2 and 3 is illustrated in Figure 2.12. In addition, there is

a Level 0 trigger that consists of luminosity monitors mounted symmetrically around

the beam pipe, on the inside of the end calorimeters. Its purpose is to trigger on

inelastic pp collisions.
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Figure 2.12: Overview of the DØ trigger and data acquisition (DAQ) systems [21]. Overall
coordination and control of DØ triggering is controlled by a package known as ‘COOR’ that runs

on the online host machine.

Accept Rate Latency

Collisions 7.6 MHz
Level 1 2 kHz 4.2 µs
Level 2 1 kHz ∼100 µs
Level 3 50 Hz ∼100 ms

Table 2.2: Trigger rates for Run II.

Table 2.2 summarises the design specifications for the trigger in Run II at design

luminosity. The times for Level 2 and Level 3 trigger decisions vary depending on

the event. When all three trigger levels are combined together, the resulting trigger

menu contains a wide variety of triggers. While the emphasis lies in triggering on

generic lepton and jet final states, trigger “terms” (that is, sets of trigger conditions)

also exist for specific physics signatures.

Level 1 And Level 2

The first two levels of the trigger system reduce the event rate such that a full

readout of the detector can be performed at L3. In order to achieve this, L1 and
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L2 are tightly coupled together through a “trigger framework” that coordinates the

trigger decisions and distributes trigger information to the various subdetectors.

The trigger framework handles information from the L1 subsystems as well as the

L2 trigger system. It forms global L1 and L2 decisions that are sent out to all

detector components to coordinate event transfer to L3.

Figure 2.13: Block diagram of the DØ L1 and L2 trigger systems. Horizontal arrows represent
the net flow of physics information through the detector. Vertical arrows symbolise the flow of
data to the trigger framework, which then makes global L1 and L2 trigger decisions ready to pass

to L3.

Figure 2.13 illustrates the L1 and L2 trigger configuration. At L1 individual sub-

detectors are largely independent, except for the ability to match muons to tracks.

At L2, quantities related to each specific part of the detector are reconstructed in

distinct preprocessors2. The L2 global processor (L2Global) then reads these ob-

jects from the preprocessors and combines them to form physics objects such as

electrons, jets and muons. In addition, it computes event-wide variables such as

2One such preprocessor is the recently commissioned Level 2 silicon track trigger (L2STT),
which can trigger on tracks displaced from the primary vertex and is therefore useful for identifying
b-tagged events.
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the total transverse energy ET and event correlations such as φ separation between

objects.

The L1 and L2 trigger systems allow for up to 128 individual triggers to be

programmed. Every event that satisfies successive L1 and L2 conditions is fully

digitised and sent to the L3 processing farm. Each individual trigger may itself

contain several different conditions; all conditions must be fulfilled for the event

to pass the trigger. Such a flexible configuration enables trigger menus to be tai-

lored according to the physics needs of the collaboration and to suit the evolving

instantaneous luminosities provided by the Tevatron.

L1 can also perform prescaling of triggers that are too copious to pass on without

rate reduction. As the luminosity increases, the L1 rate rises and the rejection

achieved at L2 and L3 must therefore increase. The precise L1/L2/L3 accept rates

vary depending upon the instantaneous luminosity and prescale set.

Level 3

The entire detector is read out for events that pass both L1 and L2. This includes a

readout of all individual detector elements as well as the L1 and L2 trigger systems.

Each event is reconstructed at L3 using algorithms that are similar to those used

in the offline event reconstruction. At L3 the flexibility of the trigger system is

expanded further; 256 individual trigger bits are available, each coupled to one of

the L1/L2 triggers. Every L3 bit can be programmed to filter on combinations of

simple physics objects as well as on global event variables and correlations. L3 also

offers the capability of selecting b-tagged jets based on tracking and silicon detector

information (see Section 4.2.2 for a more detailed discussion). Ultimately, the final

output rate of Level 3 is determined by the size of the L3 processing farm, the speed

of the DØ event reconstruction code and the cost of tape.
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2.5 Current Detector Performance

Figure 2.14 displays the integrated luminosity collected by DØ so far. Also shown

on this plot is the luminosity included in the data sample used within this thesis:

approximately 450 pb−1 recorded from June 2002 to August 2004. Since the start

of Run II, a total of 1.4 fb−1 have been delivered by the Tevatron, of which DØ has

recorded 1.2 fb−1. Figure 2.15 shows the efficiency with which DØ takes data. The

detector has been running at 87% efficiency (a weekly average) for much of Run II.

Figure 2.14: Integrated luminosity collected by the DØ experiment up to 22 February 2006, when
the latest accelerator shutdown began [35].
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Figure 2.15: DØ’s daily data-taking efficiency up to 22 February 2006, when the latest accelerator
shutdown began [36].
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Chapter 3

Resolving Power

“How can I know what I think till I see what I say?”

E. M. Forster

3.1 Overview

As discussed in Chapter 1, a low mass Higgs decays predominantly into a bb quark-

antiquark pair. Reconstructing the original Higgs boson with confidence requires

accurate knowledge of the daughter b-quark energies to be derived from the relatively

‘messy’ b-quark jets recorded in the detector that are hard to isolate. The Higgs

signal will be swamped by a large continuum of QCD background events and so to

extract a signal with as small a dataset as possible, the di-b-jet mass resolution must

be as precise as possible. In this chapter, two Higgs (or Higgs-like) decay channels

- ZH → e+e−bb and Z → bb - are used to study the b-jet energy resolution and

di-b-jet mass resolution that could be achieved at DØ, with the ultimate aim of

accurately identifying potential Higgs boson candidates.

3.2 Jet Formation

During proton-antiproton hard scattering, a parton (quark or gluon) from the pro-

ton interacts with a parton from the antiproton. At interaction, the two partons
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behave as free particles due to asymptotic freedom. As the partons move away

from the interaction point in opposite directions, confinement starts to occur and

the QCD force between them grows rapidly, opposing their increasing separation.

Consequently, the partons’ kinetic energy is converted into potential energy; the

potential energy increases until it is sufficient to create a new pair of partons, which

also try to move apart. This process, known as fragmentation, continues until all

energy exchanged at the original hard scattering is converted into new parton pairs.

Each initial outgoing parton is surrounded by a cloud of other partons, forming a

“parton jet”.

Next, hadronisation occurs: the partons produced during fragmentation recom-

bine to form colourless hadrons. This results in two streams of particles. Each

‘stream’ is composed of particles moving almost unidirectionally and with little rel-

ative transverse momentum with respect to the stream. This is a “particle jet”, and

may also consist of photons and leptons.

Finally, particle jets enter the calorimeter and undergo electromagnetic and

hadronic interactions with the detector. Such processes continue until all the ini-

tial energy (mass and kinetic) of the particle jets is deposited in the calorimeter.

These energies are the ones actually measured, and from these a “calorimeter jet”

is reconstructed using a jet algorithm. The aim of such algorithms is to combine

clusters of ‘particles’ (i.e. calorimeter cells or hadrons at the experimental level) into

jets, such that the kinematic properties of the jets (e.g. momenta) can be linked to

the properties of the partons involved in the hard scattering event. Effectively the

jet algorithm allows us to “see” the partons (or at least their fingerprints) in the

hadronic final state.

Table 3.1 summarises the various physical stages of jet formation.
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Hard scattering =⇒ Outgoing partons
Fragmentation =⇒ Parton jet
Hadronisation =⇒ Particle jet

Interaction with the detector =⇒ Calorimeter jet

Table 3.1: The successive stages of jet formation, from the hard scattering event to energy
deposition in the calorimeter.

3.2.1 Gluon Radiation

The quarks inside the parent proton or antiproton may radiate gluons before and

after the hard scattering event. When radiation occurs before the hard interaction

takes place, this is known as initial state radiation (ISR). In final state radiation

(FSR), the outgoing partons radiate gluons after the hard scattering. Here, only the

effect of FSR is studied.

Gluon radiation from b quarks can be represented by the following process:

b → b′ + g, (3.1)

where b is the parton before gluon radiation, b′ is the parton after radiation and g

is the gluon emitted. The radiated gluon can be hard or soft. If it is hard, then b′

and g are emitted in very different directions. They appear at the jet level as two

distinct jets. However, if the gluon is soft, b′ and g are almost unidirectional and in

the resulting b-jet the gluon and quark jets may overlap.

3.3 Data Samples

In these investigations two Monte Carlo (MC) samples were studied:

• Z → bb

10,000 Z → bb events were generated using PYTHIA [37] (version 6.202), with

both initial and final state radiation. Signal events were overlaid with an aver-

age of 0.5 minimum bias events. They were then passed through the DØ GEANT
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detector simulation [38], which models the calorimeter response and resolution.

A ‘plate detector’ geometry1 was employed within the GEANT simulation; this

provides the most faithful representation of electromagnetic showers in the

detector. The digitised data were then passed through version p10 of the DØ

Run II reconstruction package [39].

• ZH → e+e−bb

10,000 ZH → e+e−bb events were generated using PYTHIA as above, selecting

a Higgs mass of 115 GeV/c2. The Higgs decays to a bb pair while the Z decays

leptonically. As above, an average of 0.5 minimum bias events were overlaid,

a plate geometry and version p10 of the Run II reconstruction software were

used.

For both channels, the bb events were allowed to decay generically and were not

forced to undergo semileptonic decays.

3.4 Analysis Algorithm

An offline analysis tool (ROOT [40], version 3.03 09) was used to develop an algorithm

in order to determine the jet energy and mass resolutions in the two samples.

3.4.1 Event Selection

For each event, b and b quarks were identified. In events without hard FSR, this

simply involved the b and b quarks coming from the parent Higgs or Z. If hard

FSR occurred, we identified not only the b-quarks from the parent boson, but also

the daughter b′ quark and radiated gluon originating from the b that had under-

gone FSR. Jet formation algorithms were implemented at the parton, particle and

calorimeter levels, which allowed the effects of hadronisation, gluon radiation and

energy measurement in the calorimeter to be studied in detail. Two alternative jet

algorithms were explored:

1In such a geometry each scintillator plate is individually coupled to a photomultiplier tube.
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• Cone Algorithm: Historically, hadron-hadron experiments have adopted the

cone algorithm [41] for reconstructing jets detected inside their calorimeters.

The basic idea is to define a jet as a set of particles that can be contained

in a cone in η − φ space. The chosen cone size, R, typically ranges from 0.4

to 0.7; in this study cones of radii 0.5 and 0.7 are investigated. Firstly the

most energetic particles in the event - so-called “seeds” - are identified; at DØ,

all seeds are required to exceed an energy threshold of 1 GeV. Next, cones

centred about these seeds are formed and seeds are iteratively clustered into

the cone until there is a collection of ‘stable’ seeds that contain most of the

energy in their cones and whose axes coincide with the jet direction. These

stable cones define the jet content of an event.

This strategy does not prevent the final stable cones from overlapping; a single

particle may belong to more than one cone. In order to remedy this a ‘split-

merge’ procedure is incorporated into the algorithm, which specifies how to

split or merge overlapping cones.

• kT Algorithm: An alternative approach is offered by the kT algorithm [42]

[43]. This method successively merges pairs of ‘particles’ in order of increasing

relative transverse momentum to form kT jets. By analogy with the cone radius

R, there is a size parameter, D, that controls the termination of merging and

characterises the size of the resulting jets; here, jets with D values of 0.4

and 1.0 have been studied. Since the kT algorithm fundamentally merges

nearby particles, there is a close correspondence between jets reconstructed in

the calorimeter and those reconstructed from individual hadrons, photons and

leptons. Moreover, every particle in an event is assigned to a unique jet.

For both jet algorithms considered, calorimeter jets were isolated from electrons

in order to obtain true hadronic clusters. In addition, standard DØ quality cuts

were imposed upon the calorimeter jets to select ‘good’ quality jets and reject fake

ones:
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• 0.1 < EMF < 0.85. EMF is the fraction of energy in the jet coming from

the electromagnetic calorimeter.

• CHF < 0.4. CHF is the fraction of jet energy in the coarse hadronic part of

the calorimeter.

• HotF < 10. Hot cells are single cells in the calorimeter that contain a large

amount of unattributed energy. HotF is defined as the ratio of the transverse

energy in the hottest cell to that in the second hottest cell (within the jet).

• n90 > 1. n90 is the number of calorimeter cells containing 90% of the jet

energy; if n90 is 1 then the jet is likely to consist of a single hot cell.

• |ηjet| < 2.5. This cut on the pseudorapidity selects central jets whose energies

are well measured.

In most of the studies described here, no jet pT cut was applied and no constraints

were imposed upon the number of jets in each event. Even without an explicit jet

pT cut, however, there is an implicit DØ jet reconstruction threshold that rejects

all jets with ET < 8 GeV (before any jet energy corrections have been applied). In

Sections 3.7.3 and 3.7.4 respectively, the jet pT cut and jet multiplicity were varied

and their effect on mass resolution was measured. The event selection involved no

cuts at the particle-jet level and no cuts on the primary vertex.

3.4.2 Spatial Matching

b-jets were identified at the particle and calorimeter levels by spatially matching the

jets to b-partons in η−φ space. As mentioned in Section 2.4.1, the distance between

objects in η − φ space is given by the ‘cone’ distance dR =
√

(∆φ)2 + (∆η)2 and

spatial matching conditions can be imposed by placing cuts on dR. In this analysis,

three stages of matching were performed:
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(i) Calorimeter-Particle

- For every ‘good’ calorimeter jet (i.e. one that passes the quality cuts listed

in Section 3.4.1), the closest particle jet within a cone radius (dR) of 0.2 was

found.

(ii) Calorimeter-Parton

- For every b and b parton, the closest good calorimeter jet within a radius

of 0.2 was selected;

- For every b and b parton that underwent hard FSR (i.e. omitted a gluon

with a pT of at least 1.9 GeV/c, to form a b′ and b′ parton), the closest good

calorimeter jet within a radius of 0.2 was selected.

(iii) Particle-Parton

- For every b and b parton, the closest particle jet within a distance of 0.2 was

identified;

- In the case of hard FSR, for every b′ and b′ parton the closest particle jet

within a distance of 0.2 was identified.

In practice, one cannot distinguish between a jet whose parent b quark underwent

soft gluon radiation and one whose parent b underwent no radiation. This is because

a soft gluon has insufficient energy to significantly change the direction of the parent

parton. Hence matching to b or b can include no radiation or soft radiation, while

matching to b′ or b′ incorporates emission of hard gluons as well (hard gluons are

defined in the MC as those with a pT greater than 2 GeV). Hence the explicit use

of the term ‘hard FSR’.

At each level of matching, checks were made to prevent double counting of a

matched jet within an event.
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3.4.3 Computing The b-jet Energy Resolution

The fractional b-jet resolution was calculated at three different stages, both includ-

ing and excluding the effects of hard FSR: calorimeter-parton, calorimeter-particle

and particle-parton (defined below). For each measure of resolution tight spatial

matching was required, as described in Section 3.4.2.
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(i) Calorimeter-Particle Resolution - calculated w.r.t the particle jet (‘pjet’

indicates particle jet):

- Excluding hard FSR:

pcjet matched to b
T − ppjet matched to b

T

ppjet matched to b
T

; (3.2)

- Including hard FSR:

pcjet matched to b′

T − ppjet matched to b′

T

ppjet matched to b′

T

. (3.3)

(ii) Calorimeter-Parton Resolution - calculated w.r.t the b parton before hard

FSR (‘cjet’ designates a calorimeter jet):

- Excluding hard FSR:

pcjet matched to b
T − pb

T

pb
T

; (3.4)

- Including hard FSR:

pcjet matched to b′

T − pb
T

pb
T

. (3.5)

(pcjet matched to b′

T is used in the numerators of equations 3.3 and 3.5 because this

reflects the physical quantity measured in real data.)

(iii) Particle-Parton Resolution - calculated w.r.t the b parton before hard FSR:

- Excluding hard FSR:

ppjet matched to b
T − pb

T

pb
T

; (3.6)
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- Including hard FSR:

ppjet matched to b′

T − pb
T

pb
T

. (3.7)

The fractional b-jet resolution is given by the width of each pT resolution distri-

bution described by equations 3.2 to 3.7. In most cases this width was obtained by

performing a Gaussian fit and taking the fitted σ. Each pT resolution distribution

was plotted for five parton and five calorimeter jet pT bins, allowing the fractional

jet resolution to be measured as a function of either parton or jet pT . It is useful to

calculate the resolution relative to both the jet energy scale (that is recorded in the

detector) and the parton energy scale (the ideal limit of our measurements).

3.4.4 Evaluating The bb Mass Resolution

The Higgs and Z-boson invariant masses were reconstructed at three levels (parton,

particle and calorimeter) using b-partons and b-jets identified via spatial matching

as described in Section 3.4.2. In order to calculate each invariant mass, all three

levels of spatial matching with dR < 0.2 were required. Masses were reconstructed

without hard FSR (using matching to b, b) and with hard FSR (using matching to

b′, b′).

(i) Diparton Mass

- Reconstructed using the b and b partons from the parent Higgs or Z;

- When hard FSR occurred, b′ and b′ partons were used.

(ii) Particle Dijet Mass

- Reconstructed using the particle jets that originated from the b and b partons;

- When hard FSR occurred, b′-particle-level jets were used.
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(iii) Calorimeter Dijet Mass

- Reconstructed using the calorimeter jets that originated from the b and b

partons;

- When hard FSR occurred, b′-calorimeter-level jets were used.

Fractional mass resolutions were calculated using the RMS
Mean

from each distribution

(see Section 3.7.1 for further details).

3.4.5 The Jet Energy Scale

Following a beam-beam collision, the total energy of all the particles that enter the

detector is greater than the energy of the resulting jets measured in the calorimeter.

This mismeasurement is due to detector effects such as calorimeter noise and a non-

uniform response to the energy deposited. In addition, it is possible that some of

the shower falls outside the jet cone and hence energy is ‘lost’.

In order to correct the calorimeter jet energies back to the particle level, a jet

energy scale (JES) correction [44] is applied2. This correction is also used to correct

the missing energy measured within the calorimeter and the energy of simulated jets

in MC events.

For a generic jet, the particle level or ‘true’ jet energy (Eparticle
jet ) can be obtained

from the measured calorimeter jet energy (Emeasured
jet ) using the following relation:

Eparticle
jet =

Emeasured
jet − E0

Rjet · S
= CJES · Emeasured

jet . (3.8)

Here:

• E0 is the offset energy, which represents energy not associated with the hard

scattering. The offset arises from detector noise (electronic and uranium),

pile-up energy from previous bunch crossings and any extra energy that comes

2Currently no correction is available for kT jets.
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from additional pp interactions or the underlying physics event. The size of

the offset energy ranges from 2 to 6 GeV for the central part of the detector,

depending on the number of multiple interactions within the event. The error

on this correction is about 10

• Rjet describes the calorimeter response to the hadronic jet. It depends on

the energy, pseudorapidity and size of the jets. The response correction is, at

about 30 ± 2% (for a 0.7 cone jet of energy 50 GeV), the largest of the jet

energy scale corrections.

• S is a term that accounts for out-of-cone showering effects due to the detector;

it represents the fraction of particle jet energy that is deposited inside the jet

algorithm cone. Some particles produced inside (outside) the cone deposit a

fraction of their energy outside (inside) the cone as the shower develops in the

calorimeter. Moreover, particles originally emitted inside (outside) the cone

can be bent outside (inside) by the magnetic field. For an 0.5 cone jet of

(corrected) energy 50 GeV, the showering correction is approximately 1.01 ±

0.01.

• CJES is the overall multiplicative correction factor (greater than unity) that

incorporates the various jet energy corrections. It is applied to all calorimeter

level jets and is parametrised in terms of jet energy and |η|.

Most of the corrections are derived using the conservation of transverse momen-

tum in data, and separate corrections for data and MC are formulated. They are

incorporated into a DØ jet correction software package known as jetcorr [45].

For a central, 0.5 cone jet of energy 50 GeV, the average correction factor to its

energy is 1.3 ± 0.03. The main contribution to the total uncertainty comes from

our imprecise knowledge of the response, especially at low and high jet transverse

energies. In addition, showering-related uncertainties are larger at high energy, again
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due to limited statistics. Improvements in all of these areas are expected in the next

round of measurement of the jet energy scale.

b-jets have different characteristics from generic jets - they undergo harder frag-

mentation and semileptonic decays. As such, an additional contribution is needed

to correct the energy of the b-jets back to that of the parent b-quark. The jetcorr

package is therefore made up of two components:

• Basic Correction: corrects for response, offset and out-of-cone showering.

This is applied to all jets.

• Muon Correction: compensates for the semileptonic decay of b-jets (into

muons) by correcting for the muon momentum and adjusting for the unob-

served neutrino. The muon correction is only applied to b-jets when there is

an identified muon within the jet. The algorithm corrects the jet energy for

both the energy of the muon and the energy of the neutrino (which depends

on the muon energy and the muon’s transverse momentum relative to the jet

axis).

In this study jet energy corrections were applied to all calorimeter cone jets using

version 2.2 of jetcorr.
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3.5 b-partons And b-jets

Figure 3.1 displays energy, pT and pseudorapidity distributions for b-partons and b-

jets, from both the Higgs and Z decays. Hard FSR is excluded; all jets are 0.5 cone

calorimeter-level and energy-scale corrected. Table 3.2 summarises the mean energy

and pT values obtained.

Average Energy (GeV) Higgs Z

b-partons 83.5 69.6
b-jets 78.1 58.7

Average pT (GeV/c) Higgs Z

b-partons 58.4 35.1
b-jets 57.4 31.8

Table 3.2: Comparison of mean energy and pT of b-partons and b-jets from Higgs and Z decay.
All b-jet quantities shown are energy-scale corrected.

There is significantly more energy in the ZH → e+e−bb system than in Z → bb.

As can be seen from Table 3.2, the b-partons from the Higgs have on average 14 GeV

more energy than those coming from the Z, thanks to the higher Higgs mass as

compared to the Z mass.

The topologies of the two decays are also rather different. Jets and partons

are more centrally distributed in ZH → e+e−bb than in Z → bb, as can be seen

from the pseudorapidity distributions shown in Figure 3.1. The cut-off at an |η|

value of 2.5 corresponds to the cut imposed upon all calorimeter jets as described

in Section 3.4.1.

Since there is more energy in the ZH → e+e−bb system and the partons and jets

from the Higgs are more central, the b-quarks are produced with significantly higher

pT in ZH → e+e−bb than in Z → bb (as demonstrated in Table 3.2). b-quarks from

the Higgs boson have a transverse momentum that is on average 23 GeV/c higher

than those originating from the Z. Figure 3.1 also reveals a cut-off in the b-jet pT

spectrum at 8 GeV/c, which corresponds to the jet reconstruction threshold.
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Figure 3.1: Comparison of Higgs and Z b-parton and b-jet spectra. Left: b-parton distributions.
Right: b-jet distributions. The variables plotted are energy (top), transverse energy (middle) and

pseudorapidity (bottom). All jets are 0.5 cone, calorimeter-level and jet energy corrected.
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3.6 b-jet Energy Resolution

3.6.1 At The Three Levels

Figure 3.2 compares the b-jet resolution obtained at the calorimeter-parton, calorimeter-

particle and particle-parton levels, as a function of both jet pT and parton pT . These

results are for 0.5 cone jets in ZH → e+e−bb; no jet pT cuts or jet multiplicity con-

straints were imposed. Full jet energy scale corrections were applied at the calorime-

ter level and the effects of hard gluon radiation were excluded by requiring spatial

matching to b-partons before hard FSR. Each resolution was taken to be the width

of a Gaussian fitted to the fractional pT resolution distribution (as described in

Section 3.4.3). The errors bars shown in Figure 3.2 come from the Gaussian fits.
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Figure 3.2: b-jet resolution as a function of pT for ZH → e+e−bb, without hard FSR. The lines
shown are there to guide the eye, however they are fits to the data obtained using a fit form given by
equation 3.9. The fit is performed for all three lines on each graph even though equation 3.9 contains
noise terms that don’t apply to the particle-parton case. Resolution is binned in calorimeter jet
pT before hard FSR (left) and b parton pT before hard FSR (right). All calorimeter jets are fully

corrected.

Table 3.3 provides the jet energy resolution at each level of resolution at a pT of

50 GeV/c; the errors on these resolutions have been measured to be ±0.1%. The
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particle-parton resolution (bottom line of Table 3.3) is determined by the physi-

cal processes of fragmentation and hadronisation. Calorimeter-particle resolution

(middle line) is related to detector effects. Finally, the calorimeter-parton effect

(top line) is a combination of the previous two effects. Ideally the three resolutions

given in Table 3.3 should add in quadrature; in practice, however, they don’t. This

could be attributed to imperfect measurements in the jet energy scale, imperfect

MC modelling (of, for example, the jet formation processes) or correlations between

the three levels of resolution.

Level of Resolution b-jet Resolution (%)
Binned in Jet pT Binned in Parton pT

Calorimeter-Parton 16.8 19.0
Calorimeter-Particle 12.0 13.5
Particle-Parton 6.3 6.2

Table 3.3: Fractional b-jet resolution at 50 GeV/c obtained at the calorimeter-parton, calorimeter-
particle and particle-parton levels in ZH → e+e−bb (0.5 cone, energy scale corrected jets, no hard

FSR).

The jet energy resolution can be parametrised in the following way:

σE

E
=

N

E
⊕ S√

E
⊕ C. (3.9)

Here N is a noise term which represents the energy smearing caused by the noise of

the readout electronics and by uranium decay in the calorimeter. S is the smearing

due to fluctuations in energy sampling and C is a constant term representing the

calorimeter calibration error. From Figure 3.2 it can be seen that at any given level,

jet energy resolution improves with increasing energy, as one would expect. The

more energy there is, the smaller the fractional uncertainty in the energy measure-

ment. For low energy jets the resolution is dominated by the stochastic term while

at high energies it is dominated by the constant term.
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3.6.2 Effect of The Jet Algorithm on b-jet Resolution

The choice of jet algorithm has an impact on the b-jet energy resolution, as demon-

strated in Figure 3.3 for the ZH → e+e−bb channel. This effect was explored at the

calorimeter-parton level, both including and excluding the effects of hard FSR. No

jet corrections were applied as none currently exist for kT jets.
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Figure 3.3: The effect of the jet algorithm on the b-jet resolution in ZH → e+e−bb. Comparisons
were made at the calorimeter-parton level using uncorrected jets. Upper plots exclude hard FSR,
lower ones include hard FSR. Binned in calorimeter jet pT matched to partons (left) and in parton

pT before hard FSR (right).

When binned in jet pT (left-hand plots), the jet resolution was calculated using

Gaussian widths. The errors displayed are statistical. When binned in parton pT

(right-hand graphs) the resolution was measured using RMS values; in this case

errors were determined by rebinning the distributions and measuring the effect on

the RMS and found to be ±0.5%. The motivation for using RMS values comes from
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the fact that when binning in parton pT , a larger tail is observed at low pT - the

result of radiation and fragmentation/hadronisation processes. A Gaussian fit is

therefore less appropriate than using the RMS which takes into account the spread

of the distribution due to the tails.

The DØ Run II jet cone algorithm provides better resolution than the kT al-

gorithm, implying that the kT algorithm picks up more noise in a hadronic envi-

ronment. In addition, 0.5 cone jets are better than 0.7 cone jets. In the low pT

regime where noise is dominant small jets have better resolution than large jets be-

cause larger jets contain more noise. As the jet energy increases the noise becomes

less significant (as can be seen from Equation 3.9) and the difference in resolution

between large and small jets decreases.

Binning in parton pT (right-hand plots of Figure 3.3) illustrates the effects of

hard FSR more clearly. As parton pT increases, more (hard and soft) gluon radiation

occurs, thus the amount of energy in each b-jet decreases regardless of jet size. At

high pT noise no longer dominates, therefore large jets are able to cluster in more

of the available energy than small jets. In this case the larger jets (R = 0.7 cone,

D = 1.0 kT ) provide superior resolution.

3.6.3 Effect of Final State Radiation on b-jet Resolution

The effect of hard gluon radiation on the b-jet resolution is shown in Figures 3.4 to

3.6 for 0.5 cone, fully-corrected jets in ZH → e+e−bb. RMS values were used to

measure the jet resolution so as to fully include the effect of the FSR tail. Each

measure of resolution was binned in parton pT before hard FSR.

Table 3.4 presents the fractional effect at each level, at 50 GeV/c. The fractional

effect is approximately 10% at the calorimeter-parton and particle-parton levels;

FSR is a parton process and therefore it affects these parton-related jet energy

resolutions. At the calorimeter-particle (detector) level the effect of FSR is very

small since the calorimetric resolution, which is mainly a function of the energy

deposited in the detector, is an instrumental effect.
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Figure 3.4: Effect of hard FSR on the b-jet resolution in ZH → e+e−bb at the calorimeter-parton
level.
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Figure 3.5: Effect of hard FSR on the b-jet resolution in ZH → e+e−bb at the calorimeter-particle
level.

3.6.4 Comparison of Z And Higgs b-jet Resolutions

Direct comparisons were made between the jet energy resolution attainable in Z →

bb and ZH → e+e−bb, for 0.5 cone energy-scale corrected jets. The resolution was

binned in parton pT before hard FSR. As Figure 3.7 shows (using the calorimeter-

particle level as an example), for a given parton pT the b-jet resolution is the same

for the Z and Higgs resonances, within errors. The same effect is seen if hard FSR is

included in the measurement. These observations can be explained by the fact that

the jet energy resolution at the calorimeter-particle level depends upon the input
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Figure 3.6: Effect of hard FSR on b-jet resolution in ZH → e+e−bb at the particle-parton level.

Level of Resolution Fractional Hard FSR Effect (%)

Calorimeter-Parton 11
Calorimeter-Particle 2

Particle-Parton 11

Table 3.4: The fractional effect of hard FSR on b-jet resolution at 50 GeV/c for ZH → e+e−bb.

energy into the detector regardless of whether that energy originates from the Z or

the Higgs.
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Figure 3.7: Comparison of Z and Higgs b-jet resolutions at calorimeter-particle level, excluding
hard FSR. 0.5 cone corrected jets were used. Gaussian widths are plotted; error bars are statistical.
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3.7 bb Mass Resolution

3.7.1 At The Three Levels

The dijet mass of two jets with energies E1 and E2 and azimuthal angles θ1 and θ2

can be approximated by

Mjj ≈
√

(2E1E2(1 + cos(θ1 + θ2)). (3.10)

Ignoring the angular resolution, we can then express the fractional mass reolution

in terms of the individual jet energy resolutions:

(∆Mjj

Mjj

)2

=
1

2

(

(∆E1

E1

)2

+
(∆E2

E2

)2
)

. (3.11)

The Higgs and Z masses were reconstructed at the parton, particle- and calorimeter-

jet levels. Figure 3.8 shows the resulting distributions for the Higgs (see Appendix A

for the corresponding Z mass plots). The dashed profiles superimposed on the plots

represent Gaussian fits to the central symmetric portion of the peak of each distri-

bution. These fits were determined in the following way: For each mass distribution,

the peak position was measured (let us call this mpeak GeV/c2). Next, a suitable

central, symmetric part of the peak was chosen for further fitting. The lower bound-

ary of this central region was chosen by eye to be the mass below which the left-hand

tail of the distribution began; let us call this x GeV/c2 below mpeak. Finally, the

mass distribution was fitted with a Gaussian over the range mpeak ± x GeV/c2.

Calorimeter-level distributions are not jet energy scale corrected at this point.

Diparton Mass

Without hard gluon radiation (top left pane of Figure 3.8), the Higgs mass is recon-

structed perfectly at the parton level. Within the PYTHIA simulation the Higgs is

assigned a zero width, which accounts for the zero spread seen in this distribution.

As can be seen in the top right plot, inclusion of hard FSR introduces a broad low
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Figure 3.8: Reconstructed Higgs mass at parton (top), particle-jet (middle) and uncorrected
calorimeter-jet (bottom) levels. Without hard FSR (left); with hard FSR (right). All jets are
0.5 cone. Dashed profiles show Gaussian fits to the central symmetric portion of the peak of each

distribution (i.e. excluding any tails).
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energy tail as a result of increased energy loss from the b-partons. This degrades

the mass resolution.

Particle Dijet Mass

Particle dijet mass spectra are characterised by a low-side tail, as may be seen in

the middle panel. Without hard FSR, the particle-level distribution consists of the

following elements:

1. A central Gaussian due to fragmentation and hadronisation;

2. A low-end tail as a result of soft gluon radiation and jet splitting;

3. A high-end tail arising from the merging of jets.

When hard gluon radiation is included, the low energy tail becomes longer. As a

consequence, the mean of the mass distribution decreases while the RMS increases.

Calorimeter Dijet Mass

At the calorimeter level the distributions correspond to the measurements made by

the detector. The mass spectra are inherently Gaussian as a result of the various

detector resolution effects. Moreover, the mean mass at this level is significantly

smaller than at the parton and particle levels. This is mainly due to the energy

response of the calorimeter to low energy particles, particles lost in ‘cracks’ of the

detector and out-of-cone showering, and illustrates the need for jet energy scale

corrections. Including hard FSR at the calorimeter level does not affect the shape

of the mass spectrum as much as at the previous two levels. It does, however,

significantly increase the width, thereby degrading mass resolution. In addition, it

decreases the mean mass by a few GeV/c2.
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Calculating The Mass Resolution

There is no single way to evaluate the mass resolution, hence a number of different

measures of the fractional resolution, σM

M
, were explored:

1. Central Gaussian (CG): A Gaussian curve was fitted to the central (sym-

metric) part of each distribution (as described previously) and the mass reso-

lution was taken to be the σ
µ

of this fitted curve;

2. µ ± 3σ: The distribution was restricted to 3σ either side of the fitted mean

(f the central Gaussian). Fractional mass resolution was defined as the RMS
Mean

of this restricted distribution;

3. µ±5σ: The spectrum was restricted to 5σ either side of the fitted mean and,

as above, the resolution was taken to be RMS
Mean

of this restricted distribution;

4. Overall Distribution: The mass resolution was defined as the RMS
Mean

of the

overall distribution.

Distribution Measure of Mass Resolution (%)
CG µ ± 3σ µ ± 5σ Overall

Parton � � � �

Parton incl. FSR 2.5 3.4 5.0 20.4
Pjet 4.2 6.2 8.6 15.9

Pjet incl. FSR 4.1 5.7 9.1 21.8
Cjet 12.8 14.9 16.7 17.2

Cjet incl. FSR 14.2 18.1 22.4 23.0

Table 3.5: Fractional Higgs boson mass resolutions at parton, particle (‘pjet’) and uncorrected
calorimeter (‘cjet’) levels, excluding and including hard FSR. Four different measures of resolution

were calculated for each level. No jet energy scale corrections were applied at this stage.

Table 3.5 summarises the Higgs mass resolution at each level, calculated using

these four different definitions. The errors on the mass resolutions were measured

to be ±0.5%. As we extend the range of the distribution used to calculate mass
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resolution (going from left to right in Table 3.5), more FSR is gradually incorporated

and the effects of the tails are included. Thus the mass resolution degrades.

The RMS
Mean

of the overall distribution (final column of Table 3.5) was determined

to be the most appropriate measure of mass resolution with which to proceed. In

further studies, this is the resolution quoted. Thus at the uncorrrected calorimeter

level, one can expect to obtain a Higgs mass resolution of 17% (23%) excluding

(including) hard gluon radiation.

As in the Higgs case, the Z resolutions generally worsen as more of the mass

distribution is included in our measurement (see Table A.1 in Appendix A). At the

calorimeter level, when hard final state radiation is excluded the Z and Higgs mass

resolutions are equal at about 17%. This is as a result of two competing effects.

In the Higgs decay more energy is available; since the fractional detector resolution

improves with energy, this leads to more precise mass reconstruction. However, soft

gluon radiation, which degrades mass resolution, also increases with energy. Overall

these two effects cancel to yield equal Z and Higgs mass resolutions.

When hard gluon radiation is taken into account, the Higgs mass resolution is

found to be approximately 2% worse (in absolute value) than that of the Z. The

amount of gluon radiation increases with energy, so it occurs more frequently in the

ZH → e+e−bb decay and a worse Higgs mass resolution is obtained.

3.7.2 Effect of The Jet Correction on Mass Resolution

Figure 3.9 illustrates qualitatively the effect of jet energy corrections on the di-b-jet

mass resolution, using the Higgs mass as an example. Table 3.6 summarises the

effect quantitatively, for both ZH → e+e−bb and Z → bb. The mass distributions

studied are at calorimeter level. The measured resolutions have an error of the order

of ±0.5%, determined by systematically rebinning the distributions and measuring

the effect on the value of the RMS
Mean

.
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Figure 3.9: Reconstructed Higgs mass at calorimeter-jet level with no jet correction (top), basic
correction (middle) and full, i.e. basic + muon, correction (bottom). Without hard FSR (left);

with hard FSR (right). All jets are 0.5 cone.

As successive levels of the jet correction are applied, the fractional mass resolu-

tion improves. Jet energy corrections systematically shift the mean mass to higher

values, and the spread of the distributions also tends to increase as the basic cor-

rection is applied. That said, the improvement in mean outweighs the increase in

spread, thereby decreasing RMS
Mean

overall. The full jet energy scale correction provides
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Jet Correction Applied Mass Resolution at Calorimeter Level (%)
Higgs Z

No FSR With FSR No FSR With FSR

No correction 17.2 23.0 17.5 21.2
Basic correction 16.5 22.3 17.2 20.9

Basic + muon correction 15.3 21.5 16.4 20.4

Table 3.6: The effect of the jet correction on fractional Higgs and Z mass resolutions, including
and excluding hard FSR. The basic correction compensates for response, offset and showering while

the muon correction accounts for the semileptonic decay of b-jets (into muons).

the best mass resolution. As one would expect, the inclusion of hard FSR worsens

mass resolution even with jet corrections.

3.7.3 Effect of Jet Multiplicity on Mass Resolution

The mass resolution was also measured as a function of the number of jets in the

event. For this purpose, jet multiplicity was defined as the number of hadronic clus-

ters in an event (termed here as ‘nhad’). nhad represents the number of calorimeter

jets which are isolated from electrons but which aren’t necessarily good quality

jets. The use of nhad rather than, say, the number of good jets in an event more

accurately simulates the situation in real data.

The values of jet multiplicity tested were 2, 3, 4 and 5 or more, and Figure 3.10

presents the results for ZH → e+e−bb as an example. The effect is illustrated at the

calorimeter level, although constraining the jet multiplicity will also have an impact

at the parton and particle levels. Table 3.7 provides the mass resolutions at all three

levels; the resolutions were computed using the RMS and mean values of the overall

mass distribution in each case. The errors on the mass resolutions were measured

to be 0.5%.
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Figure 3.10: The effect of jet multiplicity on the Higgs mass resolution at calorimeter level. From
top to bottom: nhad = 2; nhad = 3; nhad = 4; nhad ≥ 5. Without hard FSR (left); with hard
FSR (right). All jets are 0.5 cone, no jet pT cuts were imposed and full jet energy scale corrections

were applied.
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Similar effects are seen for both the Higgs and Z cases. Without hard FSR,

increases in jet multiplicity have no effect on mass resolution at any given level,

within the errors. However, when hard FSR is included, increases in jet multiplicity

degrade the mass resolution. In particular, the resolution significantly degrades on

moving from nhad = 2 to nhad = 3, where the third jet is most likely a hard gluon

jet radiated from one of the b-jets. Note that statistics are lower for events with

nhad ≥ 5.

Distribution Fractional Mass Resolution (%)
nhad = 2 nhad = 3 nhad = 4 nhad ≥ 5

Parton � � � �

Parton incl. FSR 16.8 20.9 22.3 23.9
Pjet 16.2 15.8 15.9 14.9

Pjet incl. FSR 18.1 22.0 23.5 26.1
Cjet 15.5 15.3 15.4 14.4

Cjet incl. FSR 17.3 22.1 23.6 25.2

Table 3.7: Fractional Higgs boson mass resolutions as a function of jet multiplicity, at parton,
particle (‘pjet’) and corrected calorimeter (‘cjet’) levels, excluding and including hard FSR. All

jets are 0.5 cone, no jet pT cuts were imposed and full energy scale corrections were applied.

3.7.4 Effect of Jet pT Cut on Mass Resolution

Next, the effect of the jet pT cut upon the mass resolution was investigated. The

following pT cuts were applied to all calorimeter jets: no cut (corresponding to the

jet reconstruction threshold of pT > 8 GeV/c), pT > 10, 12, 15 and 20 GeV/c. As

usual, 0.5 cone jets were used, all calorimeter jet energies were fully corrected and

no constraints were imposed upon the jet multiplicity.

Figure 3.11 illustrates what happens to the Z mass as the jet pT cuts are pro-

gressively applied, while Table 3.8 presents the mass resolutions measured. Once

again, the RMS and mean of each overall distribution were used to compute these

numbers. As can be seen from Table 3.8, as the jet pT cut increases the Higgs and

Z mass resolutions improve.
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Figure 3.11: The effect of jet pT cut on the Z dijet mass at calorimeter level. pT cuts of 12
(top), 15 (middle), and 20 GeV/c (bottom) are shown, without hard FSR (left) and with hard

FSR (right). Jets were 0.5 cone and full jet energy scale corrections were applied.
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Jet pT Cut Applied Mass Resolution at Calorimeter Level (%)
(GeV/c) Higgs Z

No FSR With FSR No FSR With FSR

8 (no cut) 15.3 21.5 16.4 20.4
10 15.2 21.0 16.1 19.7
12 15.0 20.3 15.6 18.6
15 14.7 19.3 14.8 16.9
20 14.2 17.6 13.3 14.2

Table 3.8: Effect of calorimeter-jet pT cut on Higgs and Z mass resolutions. All jets were 0.5 cone
and full jet corrections were applied.

3.7.5 Effect of Recombination on Mass Resolution

Studies were carried out in order to determine whether or not the process of recom-

bination - that is, combining a radiated gluon jet with its sister b-jet - could offer

improvements in the mass resolution obtained. For every instance of hard FSR, the

gluon jet was recombined with its corresponding b′- or b′-jet at the calorimeter level.

MC information was used to identify the b′- (or b′-) jet and gluon jet; in a real-life

analysis this information is not available and it is harder to identify the products of

final state radiation.

The degree of recombination was varied by imposing different dR cuts on the

(b′-jet, gluon jet) pair. As the value of dR was successively increased from 1 to

2 to 3 to 4, the amount of recombination was increased. These dR values were

selected by studying the typical separation between gluon jets and their sister b-jets

(see for example the distribution shown in the top left pane of Figure 3.12). These

recombined jets were then used to reconstruct the Higgs and Z masses at calorimeter

level. All jets were 0.5 cone, jet energy scale-corrected, no jet pT cuts were applied

and jet multiplicity was unconstrained. The resolutions are summarised in Table 3.9;

they were again calculated using the RMS and mean amd errors on these values are

±0.5%.
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Figure 3.12: The effect of recombination on Higgs mass resolution. Top left: dR(b′-jet, gluon
jet) distribution; top right: calorimeter dijet mass without recombination; the other plots show

the effect of recombination for dR < 1, 2, 3, 4.

For the Higgs mass, recombination with a dR < 2 is the optimum choice. With no

recombination the mass distribution is asymmetric, having a larger low-end tail than

high-end tail as a result of hard FSR. Recombination (for dR < 2) effectively moves

entries from the low-energy tail to the high-energy tail without degrading the mass

resolution. This could potentially improve the signal to noise ratio when searching
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Amount of Mass Resolution at Calorimeter Level (%)
Recombination Applied Higgs Z

None 21.5 20.4
dR < 1 21.4 21.2
dR < 2 21.6 24.8
dR < 3 22.3 27.2
dR < 4 22.3 27.6

Table 3.9: The effect of recombination on fractional Higgs and Z mass resolutions. As dR

increases, the amount of recombination increases. All jets were 0.5 cone and calorimeter jets were
fully energy-scale corrected.

for a mass peak against a large QCD background, however detailed studies of the

effect of recombination on the background would be required. Further amounts of

recombination are unsuitable as they degrade the mass resolution.

For the Z boson, its calorimeter-level mass distribution is already very sym-

metric before any recombination is applied, because less hard FSR occurs in the Z

decay than in the Higgs decay (see bottom two panels of Figure A.1, Appendix A).

Increasing amounts of recombination gradually worsen the mass resolution while

degrading the symmetry of the distribution (plots not included here). Thus for

Z → bb, recombination offers no significant advantages.
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3.8 Summary

b-jet energy and mass resolutions were explored in detail in the ZH → e+e−bb and

Z → bb channels. The b-partons and particle- and calorimeter-level b-jets were

spatially matched after hard scattering and after hard final state radiation.

The b-jet energy resolution improves on moving from the calorimeter-parton to

calorimeter-particle to particle-parton levels, as expected. Cone jets provide better

resolution than kT jets and the 0.5 cone algorithm is best. The magnitude of the

effect of hard FSR on b-jet resolution (from the Higgs) is approximately 10% at

calorimeter-parton and particle-parton levels, and negligible at the detector level.

At a given pT , b-jet resolutions from the Higgs and Z are equal without hard FSR.

However, with hard FSR at the calorimeter-parton level the Higgs resolution is worse

than that of the Z by approximately 5%.

Mass resolution studies reveal that the Higgs mass resolution ( RMS
Mean

at calorimeter

level, energy scale corrected) increases from 15% to 21% upon inclusion of hard FSR

(the error on these measurements is of the order of 0.5%). For the Z, the increase is

from 16 to 20%. Jet corrections improve the dijet mass resolution in absolute terms

by 1 to 2%. Increases in jet multiplicity degrade the mass resolution after hard FSR

while having little effect on the mass resolution before hard FSR. An increase in the

jet pT cut from no cut (implicit 8 GeV/c threshold) to a 20 GeV/c cut improves the

Higgs (Z) mass resolution by 4% (6%), in real terms. Recombination is potentially

useful for reconstructing the Higgs mass; a dR cut < 2 significantly improves the

low-end tail of the distribution while leaving the resolution unchanged. For the Z

mass, recombination offers no significant advantage.

As the first study of jet energy and mass resolutions at DØ using a full Run II

simulation, this work served as a baseline for further progress. With regard to b-jet

energy resolution, at the time of these studies the resolutions measured in Run II

data were 1–2% worse than the Monte Carlo results predicted here (for b-jets with
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an average ET of 55 GeV, which is an appropriate energy for b-jets coming from the

Higgs). In an effort to improve the resolution attainable, work was undertaken to

fully calibrate the calorimeter (both the hadronic and electromagnetic components).

These calibrations are now complete and have removed the discrepancy.

Higgs sensitivity investigations [16] that came after this work showed that the

di-b-jet mass resolution could be improved by approximately 5% by imposing pT

cuts on the leading jets, restricting the mass range to a window around the Higgs

mass and applying more sophisticated jet algorithms. A promising energy clustering

algorithm involves combining track and jet information to form track-jets [46] and

is currently being adopted at DØ.



4 Triggering on Z → bb 103

Chapter 4

Triggering on Z → bb

“Results? Why, I have got a lot of results. I know 50,000 things that won’t work.”

Thomas Edison

4.1 Overview

This chapter describes the official triggers developed for the Z → bb search at DØ.

Five triggers were designed to operate up to luminosities of 0.80 × 1032 cm−2s−1 as

part of DØ’s trigger list at the time, known as ‘version 13’ (v13).

The DØ trigger list contains triggers geared towards the study of B-physics,

electroweak physics, new phenomena, QCD processes, Higgs physics and top-quark

physics. The B-physics group in particular relies upon generic muon-based triggers

that trigger on the presence of one or more muons in b-jet events. In the search

for Z → bb we also rely on muon triggers, however, the B-physics triggers are not

suitable for our channel at high luminosity. B-physics measurements typically rely

on being able to reconstruct the momentum and decay vertex of all particles with

extremely high precision. As the resolution of these measurements worsens with

increasing pT , the B-physics group therefore applies prescales at high luminosities

rather than applying tighter trigger conditions (i.e. higher pT cuts) in order to

comply with the experiment’s overall bandwidth requirements. As such, at high
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luminosities many of the B-physics triggers are turned off. Since signal acceptance

is the product of signal efficiency × integrated luminosity and the B-physics triggers

are turned off at high luminosity, their overall signal acceptance is low. We therefore

needed to design specific Z → bb triggers that would be able to run unprescaled at

the highest luminosities.

For these Z → bb triggers, events are selected at Levels 1 and 2 using different

muon or muon plus jet triggers. At Level 3 further rejection is achieved using b-

tagging, muon requirements and jet and vertexing tools. Each trigger has been

optimised to yield a combined background rate of between 3 and 4 Hz averaged over

all luminosities. The optimal trigger terms were then presented to the DØ Trigger

Board, who accepted the proposal. These triggers have been running online since

June 2004.

4.2 Triggering at DØ

Triggering is the crucial aspect of the physics at a hadron-hadron collider. Only

with efficient and intelligent triggers can rare and interesting physics events be dis-

criminated from the massive QCD background. Designing a physics filter that is

specific to the Z → bb channel improves the chance of observing the signal with

Run II data. Light quark rejection is needed at the trigger level, prior to any offline

event selection, in order to achieve an acceptable trigger rate.

Bandwidth constraints at Level 3 (L3)1 limit the combined rate to tape for all

DØ physics channels to a maximum of 50 Hz, as discussed in Section 2.4.5. For

our five Z → bb triggers this translates to an upper limit of 3 to 4 Hz out of L3,

taking into account the other physics needs of the collaboration. Naturally there

will be a degree of overlap between these triggers that will reduce the total amount

of bandwidth occupied by all five. The triggers must be sufficiently tight to meet

this bandwidth criterion, otherwise they have to be prescaled. When a trigger is

1The following notation is adopted: L1 for Level 1, L2 for Level 2 and L3 for Level 3.
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prescaled it is run only on a fraction of events; for example a trigger with prescale 5 is

only applied to 1 in every 5 events. In terms of event yield or integrated luminosity,

a trigger that is 20% efficient for signal is always preferable to a prescale of 5, since

a prescale is applied randomly.

As with any trigger there is a fine balance between the rejection of background

events and the efficiency for passing signal events. The process is one of optimisation.

Consideration must also be given to the evolution of the instantaneous luminosity

with time and the subsequent changes in prescaling. All of these aspects make

designing triggers extremely complex.

4.2.1 Tailoring Triggers Towards Z → bb

These Z → bb triggers are a combination of muon plus jet triggers. Each event must

contain at least one muon from a b-jet and must satisfy other jet criteria. Ideally

one would trigger on dijet events with displaced vertices at Level 2 using the Silicon

Track Trigger, but this capability was not available at the time of these studies.

Instead, the semileptonic decay of the b-jets is exploited, harnessing the excellent

muon coverage of the detector to trigger on events containing muons. Requiring

muons from one or both of the b-jets in each event limits the signal efficiency as a

result of the small b → µ and b → c → µ branching fractions, but this remains the

most feasible approach for now.

v13 Trigger Trigger Conditions
Level 1 Level 2 Level 3

ZBB TLM3 2JBID V Single muon + track ≥1 muon ≥1 muon, IP tag, vtx cut, 2 jets

ZBB TLM3 2LM0 2J Single muon + track ≥1 muon ≥2 medium muons, 2 jets

MUJ1 2JT12 LMB V Single muon + 2 jets ≥1 muon + ≥1 jet IP tag, vtx cut, muon, ≥2 jets

MUJ2 2JT12 LMB V Single muon + jet ≥1 muon + ≥1 jet IP tag, vtx cut, muon, ≥2 jets

DMU1 JT12 TLM3 Dimuon term ≥1 muon ≥1 trk-matched muon, jet

Table 4.1: Description of the five dedicated Z → bb triggers designed to run unprescaled up to
luminosities of about 0.80 × 1032 cm−2s−1 as part of the v13 trigger list. “trk-matched” stands

for track-matched; “vtx cut” indicates vertex cut.
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Table 4.1 describes the finalised set of Z → bb triggers; in the sections that

follow we will describe how we arrived at these triggers. The aim is to construct a

versatile suite of triggers that cover different characteristics of the Z → bb decay,

thus improving the access to a clean signal. Four of the triggers presented above

identify single-muon events while the fifth selects clean but rare dimuon events. At

L1 and L2 muon criteria, and in some cases additional jet conditions, are applied to

pass or reject events. At L3 more refined tools are used to achieve the background

rejection that will meet the detector’s bandwidth constraints. These extra handles

include constraints on muons, jets and the event’s primary vertex (PV) as well as

the use of impact parameter (IP) b-jet tagging.

4.2.2 Tagging Beautiful Jets

The lifetime of the b-quark (about 10−12 s) is significantly longer than the time it

takes for hadrons to form (of the order of 10−22 s). Thus the b-parton emerges

from the proton-antiproton interaction within a B hadron. A high-momentum B

meson can typically travel a few mm before it decays and, with the help of very

precise silicon-based tracking close to the interaction point, the secondary vertices

associated with its decay can be reconstructed. Figure 4.1 illustrates such a displaced

vertex. By triggering on the secondary vertices in events one can drastically reduce

the overwhelming light-quark background that would otherwise swamp a Z → bb

signal.

The idea behind an impact parameter tagger is to make use of the long lifetime of

B hadrons without explicitly having to identify a decay vertex. This can be done by

considering the likelihood that a collection of charged tracks have originated from

the interaction’s PV. By analysing all of the tracks in a jet, one can deduce the

probability that the jet contains a b-quark.

The discriminating variable that is used to construct this probability is the “im-

pact parameter” or IP. Here the term impact parameter refers to the distance of
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Figure 4.1: Illustration of a secondary vertex within a jet. A B hadron typically travels a few mm
away from the interaction’s primary vertex before it decays. By looking for tracks which originate
from the secondary vertex (red (bold) dotted arrows) we can deduce the likelihood that the jet

contains a b-quark.

closest approach of a track to the PV in the transverse (x-y) plane. Figure 4.2

shows a light-quark jet in this plane along with its associated tracks.

Figure 4.2: Tracks in a light-quark jet and their signed IPs, D1 and D2. The signed IP distribution
is symmetric and has a non-zero width due to detector resolution effects.
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Tracks 1 and 2 within the light-quark jet each yield an impact parameter, D1

and D2, as shown. Each IP is given a sign: positive if the track and jet direction

intersect upstream of the PV (i.e., in the same hemisphere as the jet), and negative

if they intersect downstream of the PV. In Figure 4.2 above, D1 (from track 1) is

positive signed and D2 (from track 2) is negative signed. Now, if we were to plot

the signed IPs of all tracks within the light-quark jet we would observe a symmetric

distribution as shown on the right-hand side of Figure 4.2. It has a non-zero width as

a result of finite detector resolution; resolution effects mean that we might measure

a non-zero IP value even for tracks that really do come from the primary vertex,

but with equal probability of being positively or negatively signed.

Figure 4.3: Tracks in a b-quark jet and their signed IPs, D1, D2 and D3. The signed IP distri-
bution becomes skewed towards positive values as a result of the secondary vertex.

Next, consider an event that contains a b-quark and therefore a displaced vertex

(Figure 4.3). Still present are tracks 1 and 2, with corresponding signed IPs D1

(positive signed) and D2 (negative signed). But now a third track is found within

the b-jet. This track originates from the secondary vertex and its IP, D3, is positive
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Figure 4.4: Signed impact parameter distribution from data events that contain two offline b-tags.
The excess seen in the right-hand tail comes from b-tagged events. The bold black line shows a fit

to the negative side of the distribution (IP significance < 0) folded over to the positive side.

signed. The presence of the secondary vertex causes the signed IP distribution to

become skewed, as illustrated in the right-hand side of Figure 4.3, and it acquires

a positively signed tail thanks to tracks associated with the displaced vertex. Fig-

ure 4.4 shows the signed impact parameter for data events that have two offline

b-tags identified by DØ’s secondary vertex or ‘SVT’ tagger (see Section 5.4.1 in

Chapter 5 for further details). In this b-enriched sample, one can see an excess in

the right-hand tail which corresponds to tracks not compatible with the PV - i.e.,

b-jet events with displaced vertices. The superimposed bold black line shows a fit to

the negative (left-hand) side of the distribution, which is then folded over (reflected

in the vertical plane given by signed IP = 0) to the positive (right-hand) side of the

spectrum. The fit function used is a combination of a Gaussian plus two exponen-

tials. By fitting the negative side, which consists of IPs coming from the PV, and

folding the fit over, any discrepancy between the fit and data on the positive side

reveals IPs that originate from displaced vertices.
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From Impact Parameter to Jet Probability

Once the signed IP (D) of a track has been measured, a quantity known as the

“signed impact parameter significance” (SIP ) is calculated. This is defined as the

ratio of the signed IP to its total error, and is given by SIP = D/σ, where σ is the

error on the IP value for the track arising from the imperfect detector resolution.

Using the IP significance one can compute, for each track in the event, a probability

that the track originates from the PV:

Ptrk(SIP ) =

∫ −|SIP |

−∞
R(s) ds

∫ 0

−∞
R(s) ds

(4.1)

where R(s) is a fit to the negative half of the signed impact parameter distribution

for events with little or no b-quark (jet) content.

Then all Ntrk tracks in the jet with a positive IP significance can be used to

calculate an overall jet probability Pjet:

Pjet = Π ×
Ntrk−1
∑

j=0

(-log
∏

)j

j!
where Π =

Ntrk
∏

i=1

Ptrk(SIP ) (4.2)

In equation 4.2 [47], Pjet represents the likelihood that a jet contains a displaced

vertex and can be used to form an overall event b-tag probability. In practice, this

is implemented by the l3fbtag ip tool [48] at Level 3.

The event b-tag probability is plotted in Figure 4.5, for b-enriched data events

that have passed two offline b-tags. It varies from 0 to 1; the closer the probability

is to 0, the less likely the tracks derive from the PV and the more likely the event

is to contain a b-quark. By cutting on this variable the rejection of light-quark

background can be greatly increased at the trigger level. With respect to offline

cuts (two loose secondary vertex tags), the Level 3 IP tagger identifies b-jets with

an 80% efficiency (with a cut on the b-tag probability of 0.1), for a mistag rate (i.e.

fraction of light quark jets that are incorrectly b-tagged) of 20%. Offline b-tagging

algorithms do, however, offer much better discrimination.
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Figure 4.5: Level 3 event b-tag probability for data events that have two offline b-tags. The
narrow peak near 0 indicates that the sample is rich in b-content.

4.3 Trigger Design Procedure

When preparing a new trigger list, one must first determine the new L1 and L2 terms

and their efficiencies and rates before the L3 trigger conditions can be designed. The

L1L2 portion of the trigger menu is established with the help of data collected in a

“special run”. Special runs are performed by the collaboration around normal data-

taking for a variety of reasons: trigger development and study, detector calibration,

tests of new hardware and software and accelerator studies. During a special run

the trigger system is set up to operate a set of loose general L1 terms from which all

other L1/L2 terms can be determined. Once L1 and L2 of the trigger list are fixed,

another special run is taken with the new L1L2 trigger terms and just a prescale at

L3. These data are then used offline to study the new proposed L3 terms and their

rates.

Each of the five Z → bb triggers were designed in this way, studying the efficien-

cies and rejections of each one in turn [49]. In the following section we demonstrate

the process for one of those five triggers - MUJ1 2JT12 LMB V. For this trigger the
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base L1L2 conditions fixed from special runs were as follows:

• L1: a single muon located in any region of the detector plus two calorimeter

jet trigger towers above 3 GeV (designated by the trigger term

mu1ptxatlx CJT(2,3));

• L2: at least one “medium” quality muon and a 6 GeV jet. A muon is defined

as medium if it produces at least two hits in the A layer wire chamber, at

least one A layer scintillator hit, at least two BC2 layer wire hits and one or

more BC scintillator hits (except for central muons with less than four BC

wire hits). A scintillator timing cut in the A and BC layers is used to reject

muons from cosmic radiation. No constraints are imposed upon the muon pT

or its location in the detector.

Using this L1L2 foundation3, we then studied the additional rejection that can be

achieved by tuning the trigger conditions at L3. The goal is to obtain acceptable

background rejection with an optimal signal efficiency. To this end various L3 pa-

rameters were investigated: event b-tag probability, first and second leading jet ET

and cut on the primary vertex z coordinate. In addition, the effect of cutting on the

leading jet ET at L2 was also studied.

The trigger studies were performed with two samples:

• MC: ∼70,000 Z → bb events, generated with PYTHIA [37], passed through a

full detector and trigger simulation and processed with version p14 of the DØ

reconstruction software [39].

• Data: ∼40,000 events from special runs 180789 and 192720, also reconstructed

with version p14. These data have a mean instantaneous luminosity of about

0.50 × 1032cm−2 s−1.

2A BC requirement means a hit in either layer B or layer C of the muon detector.
3For historical reasons this L1L2 base condition is referred to as the “prong B” trigger, as

appears in later plots.



4.3 Trigger Design Procedure 113

These events were processed using version p16.02.00 of the DØ trigger software -

d0trigsim [50], trigsim analyze [50] and trigger rate tool [51]. d0trigsim is

a programme that passes raw events through a simulation of the online trigger sys-

tem. trigsim analyze takes d0trigsim output and produces a ROOT file containing

histograms of all the trigger information desired. trigger rate tool calculates the

anticipated trigger rates and overlaps for any trigger configuration.

While the above packages process and store trigger information for MC and

data events, it is not trivial to gather together the offline and online information

into the same roottuple for analysis. This is desirable because our studies must

incorporate both online and offline elements, bearing in mind that the triggers are

not independent of offline conditions. If the trigger and offline information appears in

separate roottuples it is particularly difficult to deal with MC events that must pass

both specific online conditions and offline requirements, especially when those online

conditions are continuously evolving during a process of trigger design. First, the

MC events must be passed through a trigger simulation. Second, the relevant trigger

conditions are imposed and a ‘trigger pass’ list of events is generated. Meanwhile, the

MC sample has to be separately processed through the offline event reconstruction

software so that the correct offline information is stored for later use. Finally, the

list of triggered events is fed into the offline analysis, taking care to ensure that the

MC events in each processing stream (online and offline) match on an event-by-event

basis. Once this has been done, the offline analysis can proceed using the triggered

events. This routine had to be performed for every MC sample studied and involved

a great deal of effort.

Efficiency (for signal and background) is defined as follows:

Efficiency =
Number of events passing L1L2L3

Total number of events
. (4.3)

The efficiency in signal MC is a measure of how effectively the trigger selects Z → bb

events. Similarly, the efficiency in data is a measure of how much background passes
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the trigger. In all of these studies, it is assumed that data represents the background.

Since S/
√

S + B is small for the Z → bb process, this assumption is reasonable, and

it is necessary since, at present, data model the background more accurately than

MC. Background rejection is related to background efficiency by the expression

Background rejection =
1

Background efficiency
. (4.4)

However, the denominator for real data is the number of events passing Levels 1 and

2, so the “efficiencies” are defined slightly differently for real data and MC events.

In the figures that follow background efficiency rather than background rejection is

always plotted. Efficiencies are quoted after events have satisfied all trigger level

conditions.

4.4 Background Rejection

Figures 4.6 to 4.9 show the effect of L3 b-tag, L3 jet ET and L2 jet ET on the

background efficiency. An efficiency of 100% corresponds to all events in the run.

Events that contained no tracks or jets were eliminated prior to b-tagging at L3,

since without this information the event b-tag probability cannot be determined.

Figure 4.6 shows the variation in background efficiency as a function of the cut

on the b-tag probability. We apply a cut on the L3 b-tag probability first since this is

likely to be the most powerful handle (for purposes of rejecting background) at our

disposal. At this stage, only the set of ‘basic’ cuts are applied - i.e. those presented

in the caption of Figure 4.6 - and no additional jet ET cuts are imposed at L3 or

L2.

It can be seen from Figure 4.6 that the background efficiency decreases as the

cut on the b-tag probability tends towards 0. In other words, background rejection

increases as a more strict constraint is imposed upon the b-content of the sample.

As expected, a tighter L3 b-tag cut rejects more of the (light-quark) background.
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Figure 4.6: Background efficiency as a function of the cut on the L3 b-tag probability. The
likelihood that the event is b-tagged increases as the probability approaches 0. Trigger combination
applied while the cut on the b-tag probability was varied: one L2 jet above 6 GeV, one L3 jet above

12 GeVand an L3 primary vertex constraint of |z| < 35 cm.

Figure 4.7: Background efficiency as a function of the cut on the leading jet ET at Level 3.
Trigger combination applied while the cut on the L3 jet ET was varied: one L2 jet above 6 GeV,

an L3 b-tag probability < 0.1 and an L3 primary vertex constraint of |z| < 35 cm.
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Figure 4.8: Background efficiency as a function of the cut on the second leading jet ET at Level 3.
Trigger combination applied while the cut on the L3 jet ET was varied: one L2 jet above 6 GeV,
one L3 jet above 12 GeV, an L3 b-tag probability < 0.1 and an L3 primary vertex constraint of

|z| < 35 cm.

Figure 4.9: Background efficiency as a function of the cut on the jet ET at Level 2. Black circles
(upper line): b-tag constraint plus primary vertex cut applied at L3. Blue crosses (middle line):
same as upper line, with an extra ET cut on the leading L3 jet of 12 GeV. Red squares (bottom

line): same as middle line with a cut of 8 GeV on the pT of the second leading jet at L3.
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For an IP tag probability of 0.1, the background efficiency is found to be 1%. The

error on the efficiency measurements is of the order of ±0.1%.

Next, we impose cuts on the energy of the jets at L3. As the energy of the leading

L3 jet increases (Figure 4.7), rejection (background efficiency) increases (decreases).

By requiring one jet above 10 GeV the background efficiency is approximately 2%;

this drops by a factor of 4 when we ask for a jet of 20 GeV. Cutting on the energy

of the second leading jet at L3 provides additional background rejection as can be

seen in Figure 4.8. Requiring two jets of 10 GeV reduces the background efficiency

to about 1%.

Finally, Figure 4.9 plots the background efficiency as a function of the cut on the

L2 jet energy. Asking for a more energetic jet at L2 improves background rejection

as one would expect, but this L2 jet handle is not as powerful as imposing cuts on the

L3 jet energies. Overall, the most powerful way to reject light-quark background is

to cut hard on the b-tag event probability. Additional rejection can then be achieved

by constraining the energy of the L3 jets. On top of this, the L2 jet energy threshold

offers an extra, weaker, handle and is useful for requiring small extra improvements

in background rejection. In the next section we shall see what impact these trigger

conditions have on the signal efficiency.

4.5 Signal Efficiency

The signal efficiency studies (for this particular trigger) are summarised in Fig-

ures 4.10 to 4.13. Efficiency is quoted after events have passed all three trigger

levels; 100% corresponds to all of the signal events in the sample. By comparing the

efficiencies plotted in Figures 4.6 and 4.10, we can immediately see that the muon

trigger under study - a single muon plus jet at L1, and a medium quality muon at

L2 - is much more efficient for signal Z → bb events than for background. Requiring

a L3 event b-tag improves the discrimination between signal and background; it kills

off both types of event but rejects background events more effectively than signal
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events. As seen from Figure 4.10, for a cut on the b-tag probability of 0.1 the signal

efficiency is 3% (compared to 1% for the background in Figure 4.6).

Figure 4.10: Signal efficiency as a function of L3 b-tag probability. The likelihood that the event
is b-tagged increases as the probability tends to 0. Trigger combination applied here: one L2 jet

above 6 GeV, one L3 jet above 12 GeV and an L3 primary vertex constraint of |z| < 35 cm.

Examination of Figure 4.11 reveals that constraining the energy of the leading

L3 jet has little impact on the signal efficiency (having already applied an IP tag

cut at L3). For leading L3 jet energies up to about 15 GeV, the signal efficiency

remains flat at about 3%. Over this same range, however, the background efficiency

drops by a factor of almost 4 (see Figure 4.7), demonstrating that the leading jet

energy at L3 is a powerful discriminating variable. If we now require a second jet

at L3, also of 15 GeV, the signal efficiency remains at about 3%, as observed in

Figure 4.12. In contrast, asking for two L3 jets above 15 GeV yields a background

efficiency of 0.5%.

Figure 4.13 shows that the signal efficiency is flat up to a L2 jet energy cut of

about 7 GeV. Cutting beyond this value causes the efficiency begins to drop; it is

therefore desirable to keep the L2 jet ET threshold relatively low so as to preserve

as much of the signal as possible. As we saw in Figure 4.12 (and again observe in
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Figure 4.11: Signal efficiency as a function of leading jet ET cut applied at Level 3. Trigger
combination applied here: one L2 jet above 6 GeV, an L3 b-tag probability < 0.1 and an L3

primary vertex constraint of |z| < 35 cm.

Figure 4.12: Signal efficiency as a function of second leading jet ET cut applied at Level 3.
Trigger combination applied here: one L2 jet above 6 GeV, one L3 jet above 12 GeV, an L3 b-tag

probability < 0.1 and an L3 primary vertex constraint of |z| < 35 cm.

Figure 4.13), constraining the second leading jet energy at L3 has little effect on the

signal efficiency (the two lines in Figure 4.13 are indistinguishable, within the 0.1%
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Figure 4.13: Signal efficiency as a function of jet ET cut applied at Level 2. Black circles (upper
line): b-tag constraint plus primary vertex cut applied at L3, with a cut on the leading L3 jet
of 12 GeV. Red squares (lower line): same as upper line with an additional cut of 8 GeV on the

second leading L3 jet.

error on the efficiency).
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4.6 The Finalised Z → bb Triggers

The final choice of triggers is a trade-off between the signal efficiency and the back-

ground rate. Figure 4.14 below illustrates the results of a process of optimisation

(for one of the five final Z → bb triggers). Each of our triggers was optimised in

such a way as to reduce the rate to tape to 3–4 Hz overall (or ∼0.5 Hz for a given

trigger) while maximising the signal efficiency. In order to achieve this, the cuts on

the different event handles - for example b-tagging and jet energy at Level 3 and

Level 2 - must be studied in detail, and in combination with one another.

For each trigger, we explored the parameter space systematically, scanning through

the different trigger conditions one by one, seeing which combination gave the best

efficiency (from signal MC) and rate (from data). The data were acquired during the

special runs described in Section 4.3. The final result for one of the single muon plus

jet triggers is shown in Figure 4.14; the process of optimisation was also performed

for the other four Z → bb triggers.

In the top right-hand corner of Figure 4.14, we impose a loose cut on the L3

b-tag event probability of 0.9, along with a constraint on the primary vertex (|z| <

35 cm) and no cuts on the L3 or L2 jet energies. As the cut on the b-tag probability

is gradually tightened under these conditions (see crosses) from 0.9 to 0.1, the rate

(plotted on the x-axis) drops from 14 Hz to 4 Hz. Signal efficiency also roughly

halves to about 3%.

From a tight b-tag cut of 0.1, we then impose an additional cut on the ET of

the leading jet at L3 (see results represented by the coloured circles). At this stage

no cuts are placed on the second leading jet at L3 or on the L2 jets. Increasing the

leading L3 jet ET cut from 3 to 20 GeV decreases the background rate to about 2 Hz

and the signal efficiency to 2%. Cutting harder than 12 GeV with this particular

combination of trigger conditions simply hurts the signal efficiency and does nothing

to improve the rate.
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Figure 4.14: Signal efficiency as a function of background rate out of L3, for a single muon plus
jet trigger at a luminosity of about 0.50 × 1032 cm−2s−1. Crosses, moving from top to bottom:
cut on b-tag event probability is tightened. Circles, moving right to left: cut on leading jet ET

at L3 is gradually made more stringent. Triangles, top to bottom: cut on second leading jet ET

at L3 is systematically increased. As trigger conditions are tightened we move from the top right
corner of the curve towards the bottom left corner.



4.6 The Finalised Z → bb Triggers 123

If the leading jet energy at L3 is therefore then set at 12 GeV, and the ET of the

second leading jet at L3 is varied systematically, we obtain the results represented

by the coloured triangles. By cutting on the second leading jet at L3 at 12 GeV, one

obtains the additional rejection needed to reduce the rate to the required level of

about 0.5 Hz (for a single trigger). For this particular trigger, the final configuration

of b-tag < 0.1, two L3 jets above 12 GeV and a primary vertex cut of |z| < 35 cm

yields a rate of approximately 0.5 Hz and a signal efficiency of 2.5%.

This is an example of the process of optimisation performed for each trigger, and

is only one such result. It serves to provide an idea of the sorts of cuts that need to be

made in order to obtain triggers which will successfully run online, and illustrates the

effect of cuts on the trigger rate and efficiency as they are imposed in one particular

sequence. Optimisation has been performed for all five of the Z → bb triggers, and

a full breakdown of the trigger terms is given in Section 4.6.1 below. The trigger

rates are obtained from the online trigger database and shown in Table 4.2, for an

instantaneous luminosity of 0.55 × 1032 cm−2s−1. The total output rate at L3 from

all five triggers is between 3 and 4 Hz (given that there is overlap between them),

which satisfies the bandwidth requirements of the experiment. Trigger rates and

efficiencies for signal events are given in Section 4.7.

Trigger Name Trigger Rate (Hz)
Level 1 Level 2 Level 3

ZBB TLM3 2JBID V 158.3 141.5 0.84
ZBB TLM3 2LM0 2J 158.3 141.5 0.53
MUJ1 2JT12 LMB V 40.1 33.2 1.02
MUJ2 2JT12 LMB V 30.7 25.3 0.90
DMU1 JT12 TLM3 29.4 10.2 0.57

Table 4.2: Z → bb trigger rates at an instantaneous luminosity of 0.55 × 1032 cm−2s−1.
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4.6.1 Breakdown of The Triggers

Our trigger studies led us to the following set of Z → bb triggers:

1. ZBB TLM3 2JBID V: Single muon trigger with a b-tag at L3.

• At L1 the term mu1pt2wtlx TTK(1,3) triggers on single muon objects

in the wide (‘w’) region4 of the detector that fulfill scintillator and wire

conditions. A track with a pT of at least 3 GeV/c is required.

• At L2 the muon must be of at least “medium” quality. A muon is defined

as medium if it produces at least two hits in the A layer wire chamber,

at least one A layer scintillator hit, at least two BC layer wire hits and

at least one BC scintillator hit (except for central muons with less than

four BC wire hits). A scintillator timing cut in the A and BC layers is

used to reject muons from cosmic radiation. No constraints are imposed

upon the muon pT or its location in the detector.

• At L3 there must be at least one muon with pT > 3 GeV/c, two jets of

ET above 12 GeV and at least one jet with a b-tag probability of 0.1 or

less. A cut is also made on the z-coordinate of the primary vertex (PVZ):

|z| < 35 cm.

4Wide refers to the CFT fiducial region.
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2. ZBB TLM3 2LM0 2J: Single muon trigger at L1, requiring two muons at

L3 - in effect, a dimuon trigger.

• At L1 the condition is as in trigger 1 (above).

• At L2 the requirement is the same as for trigger 1.

• At L3 all events should have at least one muon matched to its correspond-

ing track in the central tracking system, with a pT > 3 GeV/c. The event

should also have a minimum of two “loose” quality muons (no pT condi-

tion) and two jets of ET > 12 GeV. A loose muon is defined as a medium

muon (as described above) that fails one of the medium quality tests. For

this purpose the A layer wire chamber and scintillator requirement are

treated as one test and at least one scintillator hit is always required.

3. MUJ1 2JT12 LMB V OR MUJ2 2JT12 LMB V: These two muon plus

jet triggers differ only by their L1 conditions. In practice they are combined

into a single ‘OR’d’ combination within the v13 trigger list.

• At L1, events must pass either the mu1ptxatlx CJT(2,3) or

mu1ptxatlx CJT(1,5) trigger terms. These conditions involve muon

scintillator and wire requirements and select single muons in the ‘a’ (all

muon) region of the detector (that is, they can be located anywhere).

The CJT(2,3) and CJT(1,5) terms ask for two calorimeter jet trigger

towers above 3 GeV and one tower above 5 GeV, respectively.

• At L2 the event must possess one or more medium muons; there is no pT

or region requirement. In addition, there must be at least one jet with

ET > 8 GeV.

• The L3 condition involves at least two jets with ET > 12 GeVand one

loose muon with no pT threshold. On top of this, we require one tight

b-tag (with b-tag probability < 0.05) and a primary vertex cut of |z| <

35 cm.
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4. DMU1 JT12 TLM3: Dimuon trigger.

• At L1 the mu2ptxatxx term looks for dimuons in any region of the muon

detector. This condition is based only on the muon scintillator readout.

• At L2 events pass the trigger if they contain at least one medium quality

muon; again no pT or region criteria are imposed.

• At L3 there must be at least one track-matched muon with pT > 3 GeV/c

and a single jet with transverse energy above 12 GeV (for which |η| < 3.5).

4.7 The v13 Dataset And The Z → bb Analysis

The v13 Z → bb triggers went online in June 2004 and ran for three months until the

Tevatron was shut down. During this time each v13 trigger was exposed to between

50 and 62 pb−1 of integrated luminosity, which reduces to between 46 and 54 pb−1

after good run selection, that is, inclusion only of runs for which all subdetectors

and luminosity blocks5 were marked as “good” quality [52] (see Table 4.3). The

collaboration could afford to keep the dimuon trigger completely unprescaled (since

it has the lowest rate of all five triggers); this is why it was exposed to a larger

integrated luminosity as listed in Table 4.3. The single-muon triggers were prescaled

or turned off at the very highest luminosities around 0.60 × 1032 cm−2s−1, even

though their individual rates fell within bandwidth constraints (as designed). In

reality, this prescaling occurred because our triggers were grouped (within DØ’s

global trigger list) with other triggers whose rates were too high.

5A luminosity block represents the smallest unit of time in which luminosity is recorded.
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v13 Trigger Luminosity (pb−1)
Delivered Recorded Good

ZBB TLM3 2JBID V 68.9 49.7 45.9
ZBB TLM3 2LM0 2J 68.9 49.7 45.9
MUJ1 2JT12 LMB V 68.9 53.8 48.9
MUJ2 2JT12 LMB V 68.9 51.6 47.4
DMU1 JT12 TLM3 68.9 62.0 54.2

Table 4.3: Delivered, recorded and good luminosity for the v13 Z → bb triggers. ‘Good’ data
excludes runs containing bad subdetector or luminosity information. The dimuon trigger was
exposed to a larger integrated luminosity as it remained unprescaled. The single-muon triggers
were prescaled or turned off at the very highest luminosities (0.60 × 1032 cm−2s−1 at this time).

Tables 4.4 and 4.5 provide performance data for the v13 triggers. The trigger

rates of the most significant (i.e. the most frequently fired) v13 triggers are presented

in Table 4.4. All three of the single muon-based triggers specifically designed for

Z → bb - MUJ1 2JT12 LMB V, MUJ2 2JT12 LMB V and ZBB TLM3 2JBID V -

appear among these four leading triggers. The remaining trigger, MM1 JT25, is a

B-physics trigger and has a higher rate of 2 Hz, making it susceptible to prescaling.

Also presented in the final column of Table 4.4 is the signal candidate yield for each

trigger. This signal yield consists of v13 data events that have passed both the

relevant trigger and offline analysis cuts. (For details of these cuts see Section 5.4.1

in Chapter 5.)

v13 Trigger Level 3 Trigger Rate at Signal Candidate Yield
0.60 × 1032 cm−2s−1 (Hz) After Offline Cuts

MUJ1 2JT12 LMB V 1.24 3741
MM1 JT25 2.09 2874

MUJ2 2JT12 LMB V 1.09 3349
ZBB TLM3 2JBID V 0.95 2727

Table 4.4: Trigger rates and signal candidate yields in the v13 portion of the data, for the four
leading v13 triggers. All three of the single muon-based triggers specifically designed for Z → bb

appear among these four leading triggers; MM1 JT25 is a B-physics trigger and has a higher rate.
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v13 Trigger L1L2L3 Trigger Efficiency (%)
Absolute W.r.t. Offline Cuts

MUJ1 2JT12 LMB V 3.3 11.1
MM1 JT25 3.8 11.8

MUJ2 2JT12 LMB V 3.3 11.6
ZBB TLM3 2JBID V 2.7 9.3

OR of the above triggers 6.0 16.9

Table 4.5: v13 trigger efficiencies for MC signal events.

Table 4.5 provides efficiencies for each of these triggers, evaluated by passing

Z → bb MC events through a full trigger simulation (d0trigsim). Efficiencies

are computed for each trigger individually and for their OR’d combination. The

L1L2L3 pass rate is quoted both as an absolute number and as a fraction relative to

the number of events passing offline cuts. Note that the absolute trigger efficiency

for the MUJ1 2JT12 LMB V trigger quoted above in Table 4.5 (3.3%) is larger than

the value obtained in Section 4.6 (2.5%). The reason for this is that Table 4.5 was

produced several months after the trigger design work of Section 4.6 was performed,

and these later studies used a different Monte Carlo sample and an updated version

of the trigger simulation package d0trigsim.

4.8 Summary

A set of five muon-based triggers have been designed to select Z → bb events up to

luminosities of 0.80 × 1032 cm−2s−1. These triggers employ muon selection, track

constraints, jet conditions, primary vertex cuts and the Level 3 impact parameter

tool in order to achieve the background rejection required. The combined rate to

tape of this set of triggers is approximately 4 Hz, which satisfies the bandwidth

constraints imposed by the collaboration. Absolute trigger efficiencies (for signal

events passing Levels 1, 2 and 3) range from 1.4% for the dimuon trigger to 2.8% for

a single muon trigger. Future upgrades to these triggers could make use of the Silicon

Track Trigger at Level 2 in order to attain increased rejection at higher luminosities.
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With these triggers in full use and a daily luminosity of 3 pb−1 delivered by the

Tevatron (see Figure 2.4), we expect to collect per day approximately 300 candidate

events against a background of a few thousand QCD events. The v14 trigger list,

which ran online from December 2004 to March 2006 and was based upon the v13

triggers, was designed to cope with luminosities in excess of 0.80 × 1032 cm−2s−1.

The v13 Z → bb L3 conditions presented here remained the same in the v14 list,

and these triggers now form the basis for definitive Run IIa publications.
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Chapter 5

A Search For Z to bb

“Everything is in a state of flux, including the status quo.”

Robert Byrne

5.1 Overview

A search for the Z → bb decay has been performed at DØ using the first 300 pb−1 of

Run II data collected from June 2002 to August 2004. This chapter presents a de-

scription of the search strategy, the background subtraction techniques investigated

and the results obtained.

5.2 Event Samples

5.2.1 The Data

Having carefully designed and implemented a set of Z → bb triggers, as discussed

in the previous chapter, ideally we would use the data collected with these triggers

to search for a signal. However, at the time that a data cut-off was made for this

analysis (the start of the autumn 2004 Tevatron shutdown), version 13 (v13) of

the trigger list had only been running online for three months. As such the v13

data have limited statistics and correspond to an integrated luminosity of about

50.0 pb−1. (See Table 4.3 in Chapter 4 for a detailed luminosity breakdown.) More
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events are needed both to ensure statistical significance in the search and to model

the background with sufficient precision. The analysis was therefore extended to in-

corporate data that was collected using trigger list versions older than v13 (known

as ‘pre-v13’ data hereafter), corresponding to an integrated luminosity of approx-

imately 300 pb−1. Most of these events were obtained using version 12 (v12) of

the trigger list, and the analysis described in this chapter will therefore concentrate

largely on the pre-v13 sample.

The data originate from the pass2 “BID” skim, which is a dataset selected pri-

marily for B-physics studies at DØ and contains events processed with version p14

(p14.05 or higher) of the reconstruction software [39]. The skim has the following

properties:

• A “loose” offline reconstructed muon in each event with pT > 4 GeV/c,

matched within dR < 0.7 to a jet of cone radius 0.5. This requirement en-

hances the fraction of heavy-flavour events due to the decays of b → µ and

b → c → µ;

• About 90 million events, corresponding to integrated luminosities of about

50 pb−1 and 300 pb−1 for the v13 and pre-v13 data, respectively.

A variety of selection criteria are imposed to ensure good data quality. Before

an event in a given run can be fully incorporated into the signal search, we check to

make sure that the DØ run quality database has flagged the run as ‘good’ for each

of the subdetectors relevant to the analysis. For example, data may be flagged as

‘bad’ if a clear hardware problem is detected during a run. We also exclude runs

that were not successfully processed, or special runs such as those collected with

test trigger configurations. After applying this run quality selection we have:

• Only events contained in luminosity blocks labelled as “good”;

• Runs with good calorimeter and jet/missing ET response and no hot cells;
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• Good quality muon information;

• Acceptable central-tracking information (from the SMT and CFT).

5.2.2 Monte Carlo

Various Monte Carlo (MC) samples were used in the analysis as listed in Table 5.1.

Each MC sample was generated with PYTHIA [37], overlaid with an average of

0.8 minimum bias events, passed through the full GEANT [38] simulation of the de-

tector and processed with version p14 of the reconstruction software. The events

were produced partly on SAMGrid, the computational grid developed by Fermilab

Computing Division and the DØ experiment, with strong UK involvement. The

facilities at Imperial play a leading role in production activities.

Monte Carlo Sample pT Cut Applied at Number of Events
Parton Level, GeV/c

Signal

Z → bb None 82,000
Heavy-flavour backgrounds

bb 5–20 200,000

bb 20–40 125,000

bb 40–80 150,000

bb 80–160 100,000

bb 160–320 25,000

bb > 40 200,000
Light-quark (u,d,s) backgrounds

qq 5–20 200,000
qq 20–40 125,000
qq 40–80 150,000
qq 80–160 100,000
qq 160–320 25,000

Table 5.1: Summary of Monte Carlo samples used in the analysis. q refers to the light quarks u,
d or s.

The data skim and MC samples were processed using either the RASTA [53] or

higgs multijet [54] roottuple-generating packages1. Jet energy scale corrections

1Both are analysis packages which produce roottuples containing events that have passed certain
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were applied to all jets, including corrections for the semileptonic decay of b-jets,

using version 5.3 of the jet energy correction software [44] [45]. No specific b-jet

energy scale corrections were applied, as no officially approved corrections exist for

these data.

Corrections were also applied to account for the differences between data and

Monte Carlo. MC events need to be corrected so that they accurately reflect the

response of the calorimeter, and jet energies must be smeared so as to fully match

the jet energy resolution measured in data which is about 20-30% worse. In addition,

the b-tagging efficiency in data is about 15% lower than in MC and this must be

included in the simulated events by means of event weighting in terms of pT and

η. All of these corrections were implemented using the official DØ prescription [55]

[56]. Modelling of the MC is improving but some residual differences will remain as

this is the nature of analysis at a hadron-hadron collider.

desired criteria, in preparation for a ROOT-based analysis [26]. The event ‘skims’ created contain
only the information necessary for the analysis and are therefore more manageable and useful than
their larger parent datasets.
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5.3 Triggers

From 2001 to June 2004 trigger list versions 8 to 12 ran online. These lists con-

tain more than 60 different muon-based triggers of interest that were exposed to a

luminosity of about 300 pb−1. From these 60 different triggers, the leading muon

triggers of the full data sample were identified - that is, the final event selection was

imposed2 and from these candidate events, we identified the “top” triggers that were

fired most often. We then determined the minimum number of top triggers that,

when combined in an OR’d term, would yield at least 95% of the candidate Z → bb

signal. In this way, we optimise the signal yield while minimising the amount of

background noise events that filter through on insignificant triggers. Ultimately, the

study revealed that for the v12 and v11 data a combination of the top three triggers

was optimal. Including data from the older triggerlists (versions 8 to 10) adds very

little statistics for a lot of effort as it is harder to model these early triggers, and

the data quality was poor during these early runs. So we, along with many other

analyses at DØ, decided to ignore the data collected with these older triggers.

The leading v12 and v11 triggers are described in Tables 5.2 and 5.3, respectively,

in decreasing order of the frequency with which they were fired (from top to bottom

in the tables). Also shown are the corresponding v12 and v11 trigger efficiencies,

in Tables 5.4 and 5.5 respectively. (For comparison, the v13 trigger efficiencies

are given in Table 4.5 of Chapter 4.) By comparing the v13, v12 and v11 trigger

efficiencies we see that the v12 and v11 triggers are slightly more efficient than

their v13 counterparts, which is as a result of the looser L3 conditions in the v12

and v11 triggers (in particular no b-tag or primary vertex requirements). However,

these looser triggers have higher rates and therefore need to be prescaled at high

luminosities. The tighter v13 criteria allow triggering without prescale at the higher

2Each event must contain two and only two jets both with |η| < 2.5 and pT > 15 GeV/c. The
primary vertex of the event must have more than two tracks associated with it and be located
within ±50 cm in the z-direction. Both jets must be offline b-tagged and separated by an angle
larger than 2.75 radians. (See Section 5.4.1 for full details.)
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instantaneous luminosities now being delivered and will prove valuable with a larger

dataset.

The most frequently fired v12 trigger in data after offline event selection,

MU JT25 L2M0, was exposed to a good luminosity of 297.5 pb−1. In order to

simplify both the MC-data comparison and the analysis (in terms of dealing with

the prescaling and overlap of triggers), all events in the pre-v13 data were selected

using this single v12 trigger.

v12 Trigger Trigger Description
Level 1 Level 2 Level 3

MU JT25 L2M0 single muon + jet ≥1 muon + ≥1 jet ≥1 jet
MU 2TRK3 L2M0 single muon + jet ≥1 muon 2 global tracks

MUW W L2M3 TRK10 single muon ≥1 muon 1 global track

Table 5.2: Description of the three leading v12 muon triggers. Candidate signal events are
required to pass MU JT25 L2M0, which is the trigger that was most frequently fired in the pre-

v13 data.

v11 Trigger Trigger Description
Level 1 Level 2 Level 3

MU JT20 L2M0 single muon + jet ≥1 muon + ≥1 jet ≥1 jet
MU JT25 L2M0 single muon + jet ≥1 muon + ≥1 jet ≥1 jet

MUW W L2M3 TRK10 single muon ≥1 muon 1 global track

Table 5.3: Description of the three leading v11 muon triggers. Candidate signal events are
required to pass MU JT25 L2M0, which is the trigger that was most frequently fired in the pre-

v13 data..

v12 Trigger L1L2L3 Trigger Efficiency (%)
Absolute W.r.t. Offline Cuts

MU JT25 L2M0 5.5 15.6
MU 2TRK3 L2M0 7.0 18.1

MUW W L2M3 TRK10 3.4 8.9
OR of the above 3 triggers 8.7 20.2

Table 5.4: v12 trigger efficiencies for MC signal events.
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v11 Trigger L1L2L3 Trigger Efficiency (%)
Absolute W.r.t. Offline Cuts

MU JT20 L2M0 7.4 18.3
MU JT25 L2M0 5.5 15.6

MUW W L2M3 TRK10 3.4 8.9
OR of the above 3 triggers 8.4 19.7

Table 5.5: v11 trigger efficiencies for MC signal events.

5.4 Event Selection

There are few kinematic handles with which to discriminate between the Z → bb

signal and the QCD bb background. For a given jet pT , one would expect the two

leading jets to be somewhat more back-to-back in Z → bb events than in the QCD

background, due to the increased colour processes in QCD. In QCD there is a colour

connection between the initial and final states that does not exist for the Z → bb

events, and hence the presence of more gluon radiation in the QCD processes.

The two most powerful variables, besides the invariant dijet mass, are the angular

separation of the two leading b-jets, ∆ϕ (plotted in Figure 5.1), and the number of

jets in the event, njet. Figure 5.1 shows that signal events are slightly more back-

to-back than the background events. Optimisation of these cuts is summarised in

Figures 5.2 and 5.3 and is discussed in the following pages.

5.4.1 Analysis Cuts

With this in mind, candidate events were selected using the following offline pre-

scription:

Cut 1 Trigger selection: MU JT25 L2M0 (the trigger that was fired most frequently

in the pre-v13 dataset).

Cut 2 The event must contain two and only two good quality jets and at least one
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Figure 5.1: Comparison of the angular dijet distribution (delta phi or ∆ϕ) between pre-v13 data
and Z → bb MC, after passing offline cuts 1–6. Red (dark grey) histogram: MC signal; black

points: data. The signal is slightly more back-to-back than the background.

loose quality3 offline muon. The njet = 2 cut provides the largest signal signif-

icance, as shown in Figure 5.2. (Details of how the significance is calculated

are discussed later.)

Cut 3 The two jets must both have |η| < 2.5, and a pT > 15 GeV/c after applying

the jet energy scale.

Cut 4 For b-tagging purposes, both jets must be taggable. The definition of tagga-

bility involves requirements on the track and hit information in each event,

and provides a sample of stable jets with a much reduced dependence on daily

detector conditions.

Calorimeter jets are said to be ‘taggable’ if they are matched (within a cone

of radius ∆R < 0.5) to a reconstructed track-jet object, i.e. a jet made from

charged tracks. The track-jet must satisfy the following conditions:

- the track pT of every track in the track-jet is larger than 0.5 GeV/c;

3As discussed in Chapter 4, a loose muon is defined as a medium muon that fails one of the
medium quality tests. A medium muon has to produce at the very minimum two hits in the A
layer wire chamber, one A layer scintillator hit, two BC layer wire hits and one BC scintillator hit.
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- each track that makes up the track-jet must have at least one SMT hit;

- at least one track within the track-jet object has pT > 1 GeV/c;

- the track-jet cone size ∆R is smaller than 0.5;

- each track in the track-jet must have an impact parameter (with respect

to the track-jet axis) in the x − y plane that is less than 0.2 cm;

- each track in the track-jet must have an impact parameter (with respect

to the track-jet axis) in the z plane that is smaller than 0.4 cm.

Cut 5 The primary vertex of the event must have more than two tracks attached to

it and be located within ±50 cm in the z-direction.

Cut 6 The two jets must both be loose SVT-tagged according to standard p14 DØ

definitions. The SVT, or secondary vertex tagger [57], is one of DØ’s offline b-

tagging algorithms. It attempts to identify the location (or ‘vertex’) at which

the b-hadron (or a daughter c-hadron) decayed by using the high impact pa-

rameter tracks and finding a common point where they intersect. A “loose”

SVT b-tag provides the highest b-tagging efficiency; in data the tagging effi-

ciency is 45% per jet for a mistag rate (i.e. fraction of light quarks that are

incorrectly b-tagged) of 1%.

Two loose b-tags are required in each event in order to reject the Z → jj

background (where j represents any light quark). However, the b-tags remain

loose so that signal events are not thrown away unnecessarily; tightening the

b-tag criteria will not help to reject the remaining background which consists

of bb QCD events.

Cut 7 The two b-jets must be strongly back-to-back, i.e. ∆ϕ > 2.75 radians. This

cut is chosen, from Figure 5.3, to yield maximum signal significance (details

of how the significance is calculated are discussed later).
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5.4.2 Signal Significance Studies

The aim is to optimise the expected signal significance (i.e. relative size of the

Z → bb signal), so as to have a chance of observing a Z → bb peak. After triggering

and requiring a double offline b-tag in the data (cut 6) virtually all of the light-quark

QCD background is rejected. However, a large heavy-flavour component remains

that still swamps the signal: S:S+B (where S and B are signal and background event

counts respectively) is of the order of 1:23. By restricting the number of jets and

the angle between the two b-jets (i.e. by applying cuts 2 and 7 respectively), the

signal significance can be improved. We have investigated the effect of these two

cuts on the effective signal significance, where effective significance is defined by the

following expression:

Effective Significance =
Nsignal

σstat
bkg ⊕ σsyst

bkg ⊕
√

Ntot

. (5.1)

Here Nsignal is the number of MC signal (double b-tagged) events passing the analysis

cuts, weighted by cross-section and luminosity. Ntot is the total number of events

in data passing the same cuts. They are related by the equation Ntot = Nsignal +

Nbkg, where Nbkg is the estimated number of background events that pass the cuts.

The key to this analysis is to obtain an accurate value for Nbkg, and to carefully

understand and minimise the error on its value.

In expression 5.1, σstat
bkg and σsyst

bkg are, respectively, the statistical and systematic

errors on the estimated number of background events passing all cuts. In what

follows of Section 5.4,
√

Ntot − Nsignal is used as a conservative estimate of the

size of the statistical error on the background estimate. In the actual analysis (see

Section 5.5 onwards), the expected background is modelled from a separate and

larger data sample, the single b-tagged events, and the resulting statistical error

from this sample is used instead.

As we shall see, however, σsyst
bkg is the limiting factor to our signal sensitivity. It

is therefore important to obtain as small a value for σsyst
bkg as is possible. Our best
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estimate of the systematic error is 1.8%. A full description of the systematic error

calculation is presented in Section 5.6.5.

Figure 5.2 shows the variation of effective signal significance with the cut on

the number of jets in the event, and indicates that restricting the number of jets to

exactly two provides optimal significance. Requiring two and only two jets desirably

cleans up the signal by restricting the amount of radiation between the jets.

In Figure 5.1 we compare the azimuthal angle between the two jets for signal

and data, after applying cuts 1–6 and accounting for the trigger efficiency and the

integrated luminosity of 297.5 pb−1. The signal:(signal+background) ratio is 1:23

and, as expected, the jets in Z → bb are slightly more back-to-back than in the

background.
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Figure 5.2: Effective signal significance, before cut 7 (the ∆ϕ requirement), as a function of the
cut on the number of good jets in the event (njet) in the pre-v13 data. The systematic error on the
number of background events was set to 1% for the purposes of illustration. Maximum significance

is obtained in events with two and only two jets.

Effective significance is plotted as a function of ∆ϕ cut in Figure 5.3, applying

different values for the systematic error on the background. Taking into account
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the trigger efficiency and integrated luminosity, a significance of 4 is obtained with

a cut of ∆ϕ > 2.75 radians and a background systematic uncertainty of 1% (again,

see Section 5.6.5 for a discussion of background uncertainties). Up to this point,

no invariant mass cut has been applied. Since signal events are expected to be

concentrated in an invariant mass window around the Z-boson mass (see Figure 5.4),

such a cut around the region of interest can be expected to enhance the significance

of the signal further. It is therefore surmised that an excess of Z → bb events of

the order of 4 standard deviations above the background may already be observable

in the pre-v13 data sample, provided that the background can be estimated with

sufficient precision.
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Figure 5.3: Effective signal significance as a function of ∆ϕ cut in pre-v13 data, for a systematic
error of 0% (blue (top line)), 0.5% (green (second line down)), 1% (red (third line down)) and 2%
(black (bottom line)) on the number of background events. The dependence on ∆ϕ is weak and a

loose cut of 2.75 is applied to the pre-v13 analysis.
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Figure 5.4: Comparison of the invariant di-b-jet mass in data and MC after event selection.
Black points: pre-v13 data; red (grey) shading: expected Z → bb signal from MC. The region

above 120 GeV/c2 is almost signal-free.
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5.4.3 Cut Flow Results

Pre-v13 Dataset

Tables 5.6 and 5.7 show the number of events passing each analysis cut in signal MC

and data, for the pre-v13 dataset. All events are required to pass the v12 trigger

MU JT25 L2M0, which was exposed to a good luminosity of 297.5 pb−1. Monte

Carlo event counts are weighted by cross-section and luminosity.

Analysis Cut No. Signal MC % of Total % of Triggered
Events Passing Events Passing Events Passing

Cut Cut Cut

No selection 336500 ± 1300 100 �

1 (MU JT25 L2M0) 18430 ± 310 5.5 100
2 10480 ± 230 3.1 56.8
3 8600 ± 210 2.4 46.6
4 7400 ± 200 2.1 40.1
5 7110 ± 190 2.0 38.5
6 1658 ± 92 0.4 9.0
7 1612 ± 91 0.4 8.7

Table 5.6: Cut flow statistics for Z → bb Monte Carlo events passing the leading pre-v13 trig-
ger, MU JT25 L2M0. Event counts are weighted by cross-section and luminosity; the errors are
statistical. The last two columns present the fraction of total and triggered events passing each

cut.

Analysis Cut No. Data % of Triggered
Events Passing Events Passing

Cut Cut

1 (MU JT25 L2M0 trigger) 10883000 100
2 5135700 47.2
3 4030900 37.0
4 2726900 25.1
5 2698500 24.8
6 33499 0.3
7 31183 0.3

Table 5.7: Cut flow statistics for events in data passing the leading pre-v13 trigger,
MU JT25 L2M0. The final column presents the fraction of triggered events passing each cut.
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v13 Dataset

Tables 5.8 and 5.9 show the number of events passing each analysis cut in signal MC

and data, for the v13 dataset4. In this instance, all events were selected exclusively

from the v13 trigger MUJ1 2JT12 LMB V, which was exposed to a good luminosity

of 48.9 pb−1 (see Table 4.3 in Chapter 4 for more details). Monte Carlo event counts

are weighted by cross-section and luminosity.

Analysis Cut No. Signal MC % of Total % of Triggered
Events Passing Events Passing Events Passing

Cut Cut Cut

No selection 55200 ± 190 100 �

1 (MUJ1 2JT12 LMB V trigger) 1814 ± 36 2.5 100
2 1012 ± 26 1.8 55.8
3 784 ± 23 1.4 43.2
4 746 ± 22 1.4 41.1
5 716 ± 22 1.3 39.5
6 183 ± 11 0.3 10.1

7 (∆φ > 3.0) 120 ± 10 0.2 6.6

Table 5.8: Cut flow statistics for Z → bb Monte Carlo events passing the leading v13 trigger,
MUJ1 2JT12 LMB V. Event counts are weighted by cross-section and luminosity; the errors are
statistical. The last two columns present the fraction of total and triggered events passing each

cut.

From Tables 5.6 (pre-v13) and 5.8 (v13), we see that the v12 trigger (MU JT25 L2M0)

is more efficient for signal than the leading v13 trigger (MUJ1 2JT12 LMB V). How-

ever, at higher luminosities the v12 trigger was significantly prescaled, while the v13

trigger - which is designed to operate at high luminosities - remained unprescaled.

A comparison of Tables 5.7 (pre-v13) and 5.9 (v13) reveals that a larger pro-

portion of events pass the offline criteria in the v13 dataset than in the pre-v13

data. This is despite the fact that the v13 cut flow numbers were obtained using

a tighter ∆φ cut (> 3.0 radians as opposed to > 2.75), which will kill off more

of the signal.Overall, the v13 triggers do a better job of selecting candidate signal

4Cut 7 (the ∆ϕ cut) is slightly tighter here and set to 3.0 radians instead of 2.75.
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Analysis Cut No. Data % of Triggered
Events Passing Events Passing

Cut Cut

1 (MUJ1 2JT12 LMB V trigger) 536200 100
2 259700 48.4
3 218000 40.4
4 179700 33.5
5 177500 33.1
6 7409 1.4

7 (∆φ > 3.0) 3741 0.7

Table 5.9: Cut flow statistics for events in data passing the leading v13 trigger,
MUJ1 2JT12 LMB V. The final column presents the fraction of triggered events passing each
cut. Note that the fraction of events passing the offline criteria in the v13 data is larger. This

suggests that the v13 triggers do a better job of selecting candidate signal events.

events. While the leading v13 trigger lets through slightly more data events than

the older pre-v13 trigger, the overall signal acceptance - which is the product of

signal efficiency and integrated luminosity - is higher for the new trigger which can

run unprescaled at higher luminosities.

Unfortunately, the small v13 sample has much lower statistics than the pre-v13

data and possesses new triggers with different systematics, which at this time makes

it difficult to extract a Z → bb signal of any significance from this data. In the near

future, however, it will be possible to take full advantage of a several times larger

data sample that has now been collected with these new Z → bb triggers, and to

exploit the potential of a significantly larger signal.
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5.5 Background Philosophy

Understanding the background to the Z → bb signal in the double b-tagged data

sample is crucial to this analysis. The background is composed almost entirely

of heavy-flavour dijet production and mistagged gluon/light-quark jet production,

none of which can be accurately simulated using current techniques. Thus the double

tagged background must be derived from data, using either single tagged (and/or

untagged) events. Once the background shape is well understood, it can then be

subtracted from the data with confidence. In the BID skim data, the bb/light-quark

fraction is about 10% after imposing a single b-tag requirement. After the additional

muon and trigger selection (cuts 1 and 2) the bb/light fraction becomes about 20%

and after requiring a double offline b-tag in the data (cut 6) the light-quark QCD

background component is reduced to about 10% of the sample.

There are two steps to estimating the doubly-tagged background:

1. A background template is formed from single b-tagged candidate signal events

in data;

2. This single tagged template is then scaled by an appropriate “tag ratio”, which

is the fraction of double b-tags to single b-tags in the data sample. The tag ratio

is basically the probability to b-tag a jet. The resulting weighted distribution

corresponds to an estimate of the double tagged background that is masking

the Z → bb signal.

The tag ratio depends on various event quantities such as the number of jets, the

reconstructed invariant mass, jet pT and jet η. When parametrised as a function of

one or more of these variables, the tag ratio becomes known as a “tag rate function”

or “TRF”, and the TRF is used to weight each singly-tagged event. Examples of

TRFs are shown in Figures 5.5 to 5.7, which illustrate how the tag ratio varies with

jet pT and η. As can be seen from the distributions, the fraction of jets tagged
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changes slightly as a function of |η|: it is higher in the central region and lower in

the forward detector regions.
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Figure 5.5: Tag ratio as a function of the second leading jet pT for jets in the central region of
the detector (|η| < 1.1), measured from pre-v13 data.

Figure 5.6: Tag ratio as a function of the second leading jet pT for jets in the medium region of
the detector (1.1 < |η| < 1.5), measured from pre-v13 data.

Figure 5.7: Tag ratio as a function of second leading jet pT for jets in the forward region of the
detector (1.5 < |η| < 2.5), measured from pre-v13 data.
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The TRF weighting can be applied on an event-by-event basis to the final invari-

ant mass distribution (the mass peak of interest), or at an earlier stage, for example

at the jet level. The resulting scaled dijet mass spectrum is an estimate of the num-

ber of double b-tagged background events that enter our candidate signal sample.

This calculated background is then subtracted from the final mass peak observed.

After subtraction, provided that the number of events occupying the sideband re-

gions is consistent with zero, an excess around the mass of the Z constitutes evidence

for a signal.

While this is the basic premise underlying the modelling of the background,

the technique can be implemented in various ways. As the analysis has proceeded,

our approach has evolved. In the following sections I will describe and motivate

this evolution and in Section 5.6.5 I will present the results of the final background

subtraction.

5.6 Background Subtraction

5.6.1 I: The Concept of Signal And Background “Zones”

A convenient starting point to this analysis was the strategy and method used by the

CDF Z → bb analysis in Run I [58]. One can attempt to estimate the background

by defining two regions or “zones” in ∆ϕ space:

1. “In-zone”: a region rich in signal. These events pass cuts 1–5 and cut 7 (as

outlined in Section 5.4). Cut 7, the requirement that ∆ϕ > 2.75 radians,

ensures a more back-to-back topology in the event.

2. “Out-of-zone”: a background-enriched region. Events only pass cuts 1–5.

They fail the ∆ϕ criterion, in other words ∆ϕ ≤ 2.75 in these events.

The data are then further divided into a double b-tagged sample (by asking for two

loose SVT b-tags, cut 6) and a single b-tagged sample (by requiring only one loose

SVT b-tag). There are thus four types of events:
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• In-zone, double tagged: Total number of events = N++
in

• In-zone, single tagged: Total number of events = N+
in

• Out-of-zone, double tagged: Total number of events = N++
out

• Out-of-zone, single tagged: Total number of events = N+
out

In the signal-enhanced region (in-zone), N++
in is an admixture of genuine signal

events plus ‘fake’ double b-tagged background events. These background double

tagged events need to be subtracted to reveal a signal. In order to estimate the

doubly-tagged background, which we call (N++
in )bkg

exp, we calculate the tag ratio of

double to single b-tags out-of-zone, i.e. (N++
out )obs/(N+

out)obs. (Here the ‘exp’ and

‘obs’ subscripts stand for ‘expected’ and ‘observed’ respectively.) This ratio is then

used to scale the invariant mass distribution of single tagged in-zone events. In other

words, the double tagged background in each invariant mass bin is computed using

the following equation:

(N++
in )bkg

exp = (N+
in)obs x

(N++
out )obs

(N+
out)obs

. (5.2)

(N++
in )bkg

exp is subtracted bin-by-bin from the invariant mass spectrum obtained after

applying all analysis cuts (cuts 1–7).

Underpinning this method is the assumption that it is valid to extrapolate a

TRF measured outside the signal zone into the signal zone. This in turn assumes

that the TRF is independent of the choice of zone, that is, of the choice of ∆ϕ cut.

The validity of this assumption is considered in Section 5.6.2. Furthermore, signal

events that might appear out-of-zone have been neglected, resulting in a somewhat

conservative signal estimate. In reality, a small amount of Z → bb events will have

∆ϕ ≤ 2.75 and therefore satisfy the out-of-zone condition (of the order of 2% of

events, from Figure 5.1).
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Figure 5.8 plots the invariant di-b-jet mass obtained in the pre-v13 data, along

with the expected signal from MC and the background calculated using the above

method. An excess around the mass of the Z can be seen, but it is clear that

the background shape is not modelled well at high masses. In the sidebands the

data points lie consistently above the background estimate, which implies that the

amount of background is being underestimated. The excess of events observed is

thus likely to be an overestimate.
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Figure 5.8: Invariant dijet mass in the pre-v13 data before background subtraction. Green (light
grey) shaded histogram: expected background, estimated using the invariant mass-based TRF
described in equation 5.2. Black points: total dijet mass distribution observed in pre-v13 data.
Red (dark grey) shaded histogram: expected Z → bb signal from MC, weighted by cross-section

and luminosity.
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5.6.2 II: Correcting For The Zone Dependency of The TRF

Up to this point, it has been assumed that the ratio of double to single tags outside

the signal zone is independent of where that zone is defined, i.e. it is independent of

the particular ∆ϕ value chosen to differentiate signal from background. However,

Figure 5.9, which displays the double to single tag ratio as a function of ∆ϕ, suggests

that a linear dependence exists. Similar behaviour of the TRF is observed in Monte

Carlo. If we do not take this effect into account, the background will not be modelled

accurately.
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Figure 5.9: The variation of tag ratio with ∆ϕ between the two leading b-jets in each event,
for pre-v13 data, using jets from all η regions. A linear dependence of the tag ratio upon ∆ϕ is

observed.

As ∆ϕ increases, the ratio of double to single tags increases linearly, and we can

evaluate and apply a correction for this effect. It would seem sensible to fit the plot

linearly (using out-of-zone events) and then to extrapolate from the mean value of

∆ϕ out-of-zone to the average ∆ϕ value in-zone and derive a correction factor.

The main challenge posed by such a strategy is the difficulty of obtaining a

sufficiently precise fit to the TRF. The systematic uncertainty on the number of
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background events is dominated by the error on the linear fit, and this was found

to be relatively large (of the order of 4%). A more accurate approach would be

as follows: construct the TRF-weighted invariant mass as described above, and

then fix the overall normalisation of this weighted distribution to match that of

the observed double tagged mass spectrum. We fix the normalisation by fitting to

the observed doubly-tagged mass distribution above 120 GeV/c2, since this region

is almost completely signal-depleted. Performing normalisation outside the signal

region allows us to see an excess of events inside the signal region more precisely,

and leads to a more accurate background estimation.

5.6.3 III: From ∆ϕ Zones to Mass Zones

While the above method helps us to account for the TRF’s dependency on ∆ϕ, it

still relies upon the definition of two different ∆ϕ zones to distinguish signal from

background. This could complicate matters and could still introduce a residual

∆ϕ-dependent bias. It would be preferable to do away with the two ∆ϕ zones and

instead define the signal-rich and signal-depleted regions purely in terms of invariant

mass instead, given that we measure the final peak in the invariant mass plane.

Up till now we have been calculating the TRF using out-of-zone events, and ap-

plying it to in-zone events. It would be better to evaluate the TRF using the same

in-zone events to which it will be applied, and then again to fix the overall normali-

sation by fitting the invariant mass distribution to the data above 120 GeV/c2. This

will remove any ∆ϕ-dependent difference between the events used for the TRF and

the candidate signal (in-zone) events. It will also result in larger statistics for the

background determination. In what follows, this is the approach used to model the

background.

As with the previous methods, the main obstacle is to derive a sufficiently ac-

curate normalisation fit of the invariant mass to the double tagged data. The sys-

tematic uncertainty of the background which, as we have seen from equation 5.1, is

critical to extract a signal of any significance, is dominated by the error on this fit.
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5.6.4 IV: Moving From a Mass-based to a Jet-based TRF

The derivation of the TRF can be further improved by moving away from a mass-

based TRF. Instead of forming the TRF using invariant mass, the TRF can be

constructed on a jet-by-jet basis. A similar approach was adopted in the DØ Run II

hbb analysis [59], and it offers two advantages. First, it eliminates any bias that

might arise as a result of any possible dependence of the dijet mass upon ∆ϕ.

Second, it avoids having to determine the TRF from the very quantity - invariant

mass - to which it is being applied.

In practice, we consider events in which the first-leading jet is b-tagged (with

a loose offline SVT tag). For all such events, the second leading jet is categorised

according to its location in one of three different η regions of the detector: |η| < 1.1,

1.1 < |η| < 1.5 and 1.5 < |η| < 2.5. Within each of these η ranges, the TRF is then

parametrised as a function of the pT of the second leading jet. This generates a TRF

per jet, as shown in Figure 5.10, and is likely to be a more accurate method as it

provides a finer resolution to the weighting. Remember that we are now only using

signal-enriched in-zone events to form the TRF so as to minimise any ∆ϕ bias. For

comparison, the analysis is repeated using a TRF derived from background out-of-

zone events; the results can be found in Appendix B.

This jet-based TRF technique is the method used to measure the double tagged

background. In summary, it involves the following steps:

1. Select single b-tagged in-zone events (i.e. signal-like events that pass the cut

∆ϕ > 2.75);

2. Using these single tagged in-zone events, construct a jet-based TRF as a func-

tion of the pT and η of the second leading jet;

3. Weight the singly-tagged in-zone events with this TRF to yield an estimate of

the double tagged background;
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Figure 5.10: Tag ratio as a function of second leading jet pT for jets in the regions |η| < 1.1
(black), 1.1 < |η| < 1.5 (red (medium grey)) and 1.5 < |η| < 2.5 (green (light grey)), evaluated for

in-zone events in pre-v13 data.

4. Form the estimated background invariant mass using double tagged events;

5. Fit the normalisation of this background template to the observed double

tagged mass distribution, using a fit to the signal-depleted invariant mass

region above 120 GeV/c2;

6. Subtract this normalisation-fitted background from the data and look for an

excess of events.
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5.6.5 Comparing The Background Model to Data

We now apply this background model to the entire pre-v13 dataset. Figure 5.11

shows the double tagged mass distribution, superimposed onto which are the pre-

dicted double tagged background and the expected signal from MC. Also shown

is the fit of the background to the high-mass sideband (above 120 GeV/c2). The

normalisation correction is represented by a single fit parameter “bkg”5.
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Figure 5.11: Invariant dijet mass in the pre-v13 data before background subtraction. Green
(light grey) shaded histogram: expected background, estimated using a jet-based TRF from in-
zone events and fitted with a one parameter fit to the observed data above 120 GeV/c2. Black
points: total dijet mass distribution observed in data. Red (dark grey) shaded histogram: expected
Z → bb signal from MC. The fit (bold black line) results in a correction to the background scale

of 0.9488 ± 0.0091.

The mass spectrum of the normalised background template is compared to data

5By construction this method produces an invariant mass template for the background that has
an identical number of integrated events as the observed double tag distribution. If the invariant
mass shape of the background and observed data were identical, the normalisation would be equal
to 1. In fact, the fit yields a scale factor of 0.95. This indicates a difference in the relative fraction
of events above and below 120 GeV/c2 between the background template and the double tagged
data. There are more events in the Z mass region within the double tagged data.
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and Z → bb MC in Figure 5.12. The dark blue (black) band represents an overall sys-

tematic error on the background of ±1.8%, discussed in Section 5.6.6. Figure 5.13

presents the invariant mass after subtraction of the background; a Gaussian dis-

tribution is found to describe both the data and MC peaks nicely. A complete

breakdown, mass-bin by mass-bin, of the excess in pre-v13 data and Monte Carlo

is given in Table 5.10. From these numbers we can see that the peak of the excess

clearly lies in the 60–120 GeV/c2 range as expected from Monte Carlo predictions.

In fact, the excess peak has a mean mass of 84.7 GeV/c2 and a width of 13.1 GeV/c2

(Figure 5.13).
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Figure 5.12: Invariant dijet mass in the pre-v13 data before background subtraction. Green
(light grey) shaded histogram: expected background, estimated using a jet-based TRF from in-
zone (∆ϕ > 2.75) events. The dark blue (black) band represents an overall systematic error on
the background of ±1.8%, discussed in Section 5.6.6. Black points: total dijet mass distribution

observed in data. Red (dark grey) shaded histogram: expected Z → bb signal from MC.
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Figure 5.13: Invariant dijet mass spectrum in the pre-v13 data after background subtraction
(using the in-zone, ∆ϕ > 2.75, jet-based TRF). Black points: excess observed in data, fitted with
a Gaussian. Error bars show statistical errors only. Red (dark grey) histogram: expected Z → bb

signal from MC. The excess peak has a mean mass of 84.7 GeV/c2 and a width of 13.1 GeV/c2.

Invariant Events Events Excess Excess
Mass Bin Observed Predicted Observed Predicted
(GeV/c2)

0–30 0 0 0 0
30–60 209 158.9 ± 4.8 50 ± 15 11.6 ± 7.7
60–90 8251 7301 ± 32 950 ± 96 871 ± 67
90–120 11686 11104 ± 40 580 ± 120 672 ± 59
120–150 5834 5658 ± 28 176 ± 81 41 ± 15
150–180 2639 2622 ± 19 17 ± 55 8.1 ± 6.5
180–210 1196 1243 ± 13 -47 ± 37 0
210–240 607 662.5 ± 9.7 -56 ± 26 8.3 ± 6.5
240–270 319 346.4 ± 7.0 -27 ± 19 0
270–300 171 187.9 ± 5.2 -17 ± 14 0
300–330 108 114.6 ± 4.0 -6.6 ± 11 0
330–360 66 65.7 ± 3.1 0.3 ± 8.7 0
360–390 35 37.0 ± 2.3 -2.0 ± 6.3 0

Table 5.10: Signal candidate counts before and after background subtraction in the pre-v13 data
and MC. The errors are statistical.
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Search Events Events Overall Total Total Overall
Window Observed Expected Excess Stat. Syst. Error
(GeV/c2) Error Error

70–110 15840 14580 1260 130 260 290

Prediction from MC: 1380 ± 84 (stat.)
Significance of Result: 4.3 σ

Table 5.11: Excess of events observed in the 70–110 GeV/c2 search window after background
subtraction has been performed in the pre-v13 data, along with the signal prediction from MC.

Agreement is seen between the excess observed and the number of signal events predicted.

After background subtraction we observe an excess of

1260 ± 130 (stat.) ± 260 (syst.) events

(297.5 pb−1 of pass2 data passing MU JT25 L2M0)

in the 70–110 GeV/c2 mass window, as plotted in Figure 5.13. The excess peak is

fitted with a Gaussian and compared to the number of events expected from Monte

Carlo. Using the Standard Model σ × B.R(Z → bb) of 1.131 nb, we expect to see

1380 ± 84 (stat.) events

(Z → bb MC events passing MU JT25 L2M0)

and therefore observe agreement between data and Monte Carlo within the errors.

Table 5.11 summarises the overall excess of events in the pre-v13 dataset. Taking the

significance of the result to be the signal size divided by the total error (assuming

that this error is a purely Gaussian one), the observed signal corresponds to a

significance of 4.3 standard deviations.
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5.6.6 The Mass Peak And Its Uncertainty

The total statistical error on the observed excess is calculated by combining in

quadrature the statistical errors on the number of observed double b-tagged events

and the number of expected double b-tagged background events. Remember that

the statistical error on the expected double-tagged background is not the same as

the statistical error on the observed number of double-tagged events. The former is

related to the TRF derived using single-tagged events that is then used to form the

double-tagged background invariant mass distribution. The latter is related purely

to the number of double-tagged events passing the analysis cuts.

The systematic uncertainty on the observed excess consists of two components:

1. A contribution related to the uncertainty on the normalisation of the back-

ground at high masses. This uncertainty is taken from the error on the nor-

malisation fit parameter (given in Figure 5.11), and was found to be 1.0% of

the number of background events.

2. A contribution arising from the uncertainty on the shape of the invariant mass

background template. It is conceivable, for example, that the b-content of the

sample might shift the invariant mass peak in some way, thus causing the shape

of the double tagged background to be incorrectly modelled. We conclude that

this factor is small, given that the χ2/degree of freedom of the normalisation

fit is small at masses above 120 GeV/c2, nevertheless it is important to gauge

its size.

To this end, we compared the shape of the invariant mass spectrum derived

from an untagged or ‘0 tag’ sample (light-quark dominated) to that derived

from a single tagged or ‘1 tag’ sample (b-contaminated). Essentially, the back-

ground subtraction technique was applied exactly as usual, except that it was
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applied to untagged and single tagged events (termed the ‘0 → 1 tag’ ap-

proach) as opposed to our typical ‘1 → 2 tag’ method. In this way we are able

to measure any effect arising solely from the b-content of the sample.

The study revealed a net uncertainty on the number of background events of

less than 1.5% in the 70–110 GeV/c2 Z mass window. It is valid to extrapolate

this systematic error from the 0 → 1 tag to the 1 → 2 tag scenario, since the

b-content is increased by the same factor in each case.

Overall, the total systematic error on the background is found to be 1.8% (by

combining 1.0% and 1.5% in quadrature). By combining the statistical and system-

atic uncertainties, we arrive at the total error on the background, as given in the

final column of Table 5.11. Taking into account this systematic, the observed excess

has a significance of 4.3 standard deviations.

The invariant mass peak of the excess lies at a mean mass of 85 ± 2 GeV/c2

in both Monte Carlo and data after jet energy scale corrections have been applied.

The width of the peak is approximately 13 ± 1 GeV/c2 in both Monte Carlo and

data. At the time of this analysis no official b-jet JES correction was available for

this data (save for a correction for the semileptonic decay of the b-jet), which could

account for the Z mass peak being shifted to lower masses. Moreover, energy loss

during hard final state radiation could result in a mass shift, as suggested from the

studies presented in Chapter 3 [60].

5.6.7 Closure Test

As a closure test, the sum of the invariant mass templates of the signal MC and esti-

mated background were fitted to the entire mass range of the observed double tagged

candidates. The scales of the two templates were fitted with two unconstrained scale

parameters, “bkg” and “signal” (see Figure 5.14).

The fitted background scale parameter is 0.95 ± 0.01, which is compatible with

the value obtained from Figure 5.11 within the errors. Meanwhile the fitted signal
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Figure 5.14: Closure test of the final invariant dijet mass spectrum observed in the pre-v13
data after background subtraction. Green (light grey) shaded histogram: expected background,
estimated using a jet-based TRF from in-zone events. Black points: total dijet mass distribution
observed in data. Red (dark grey) shaded histogram: expected signal from MC. The bold black

line shows the fitted sum of the scaled background and MC templates.

scale parameter (0.96 ± 0.12) is in agreement with the expected value 1, within

errors. It can therefore be concluded that the sum of the signal MC and the back-

ground - calculated using the in-zone TRF-based model and normalised to the high

mass region - is compatible with the observed double tagged invariant mass over the

full mass spectrum. In addition, we find that it is necessary to add the signal MC

to the background template in order to obtain a better fit to the data.
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5.7 Cross-checking The Background Model

An alternative method of background estimation (‘Method 2’) [61] has been devel-

oped in order to cross-check the results obtained above (‘Method 1’). This second

approach differs from the original method in the following ways:

• Pass1 rather than pass2 data are analysed. The pass1 data make use of a

different algorithm for clustering calorimeter information, and employ an older

version of the jet energy scale corrections (version 5.1 as opposed to version

5.3).

• No trigger selection is applied during event selection.

• A tighter primary vertex requirement is imposed - more than four tracks must

be attached to the vertex and |z| must be < 35 cm (i.e. within the fiducial

b-tagging region).

• A tighter ∆ϕ cut is used: > 2.9 instead of > 2.75.

• A correction is explicitly applied to the estimated background in order to

compensate for the ‘0 → 1 tag’ (b-content) effect described in Section 5.6.6.

The final invariant mass peak is then shifted by this correction, which is found

to be small. In contrast, method 1 deals with this effect by simply assigning

a systematic error to the estimated bacgkround.

• An extra correction is applied in order to incorporate back into the mass peak

‘lost’ signal events that are not double b-tagged. First a signal peak (excess)

is measured in double tagged data. Second, the number of signal events that

would crop up in the untagged and single tagged backgrounds is determined

from Z → bb MC, by requiring zero, one and two b-tags. The signal peak

measured in data is then scaled by these factors and the expected background

in the double tagged dataset is computed. Overall, this effect is found to be
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small [58]. Method 1, which does not account for these signal events, will

provide a slightly more conservative measure of the excess.

5.7.1 Results Obtained With This Method

For full details of the results obtained with this method, see [61]. The final

Z → bb peak derived from data, after all corrections, is shown in Figure 5.15 as

the green (light grey) “Corrected Diff” peak. This invariant mass distribution is

compared to the shape of the Z → bb peak in MC (blue (grey) curve). A Gaussian

distribution is found to fit both the data and MC peaks well.
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Figure 5.15: The final Z → bb peak derived from data, after explicit 0 → 1 and signal corrections.
Green (light grey) points: final distribution after all corrections. Blue (grey) line: the Z → bb MC

peak. Black points: excess in data without the signal correction.

Both the mean (79 ± 3 GeV/c2) and width (9 ± 3 GeV/c2) of the peak are com-

parable to those derived from signal MC (81 GeV/c2 and 11 GeV/c2, respectively).

810 ± 230 Z → bb events are observed after background subtraction. Without cor-

recting for signal events that are ‘lost’ within untagged or single tagged background-

rich regions, 570 ± 160 events are observed. The total number of events expected
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from Z → bb MC cannot be estimated very accurately using this method, because

events were not selected with a given trigger. However, for an assumed luminosity

of 300 pb−1, the size of the Z → bb peak observed in data would correspond to an

overall trigger/skimming efficiency of about 15% (which agrees with the efficiencies

presented in Section 5.3).
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5.8 Summary of Results

Various methods of background estimation were developed to be as accurate and

robust as possible, in an attempt to extract an observable Z → bb signal in the

p14 dataset using the BID skim. By making use of events in the back-to-back ∆ϕ

region to model the background, and specifically applying a jet-based TRF to these

events, we observe the following excess in 297.5 pb−1 of data collected with the

MU JT25 L2M0 trigger:

1260 ± 130 (stat.) ± 260 (syst.) events

(297.5 pb−1 of pass2 data passing MU JT25 L2M0)

This is compared to the following expectation from Monte Carlo:

1380 ± 84 (stat.) events

(Z → bb MC events passing MU JT25 L2M0)

The observed signal amounts to a significance of 4.3 standard deviations.

A second approach, which uses a slightly different dataset and does not select

events by trigger, confirms the observed excess:

810 ± 230 (stat.) events

(∼300 pb−1 of pass1 data)

The position and width of the observed mass peak agree with predictions from

Monte Carlo in both cases. Method 1 finds a mass peak with a fitted mean of

85 ± 2 GeV/c2 while method 2 observes a fitted mean mass of 79 ± 3 GeV/c2.

The difference between the observed mass peaks can be attributed to two factors.

First, the event selection criteria are different; method 1 selects events using a single

trigger condition with a high pT cut, while method 2 does not use any trigger at all.
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Second, the two approaches use two different datasets (pass1 versus pass2), and the

response of the calorimeter is modelled differently in each case. MC studies have

shown that the reconstructed peak position is sensitive to both trigger conditions

and muon and jet pT requirements.

5.9 Conclusions

It has been demonstrated, with the first 300 pb−1 of Run II data collected by DØ,

that a Z → bb dijet mass resonance can be successfully isolated from the large QCD

background. The observed excess agrees well with expectations from signal Monte

Carlo events.

Thanks to the new suite of dedicated Z → bb triggers discussed in Chapter 4,

DØ has already collected a data sample that is several times larger; this is now

waiting to be analysed. The increased statistics from this sample are expected to

provide not only a larger Z peak, but also to enable a more precise determination

of the background.
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Chapter 6

Conclusion

”The only absolute truth is that there are no absolute truths.”

Paul Feyerabend

6.1 Summary

In the Standard Model, the Higgs boson is the last piece of the puzzle that remains

to be discovered. The Higgs mechanism is thought to be the fundamental ingredient

by which particles acquire mass and one of the main goals at the Tevatron is to

search for signs of it. Until the LHC turns on in 2008/9, the Tevatron will remain

at the forefront of discovery in the quest for the Higgs.

There is strong evidence that the Higgs particle in the Standard Model is light.

Using direct and indirect experimental evidence we can place limits on its possible

mass: it must be heavier than 114 GeV/c2 and lighter than 260 GeV/c2 [14]. At

the Tevatron, DØ will need about 2 fb−1 of data to explore beyond the 114 GeV/c2

lower bound and this integrated luminosity will be in hand soon.

Both the Tevatron and DØ are performing well. The Tevatron now regularly

exceeds the design instantaneous luminosity and DØ is recording data with an ef-

ficiency of over 90%. DØ’s Higgs physics programme is a rich and varied one,

encompassing searches not only for the Standard Model Higgs but also for Higgs
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signatures hypothesised by more exotic models. The Higgs group has already pub-

lished six papers with more expected in the near future. These include searches for

the Standard Model Higgs in ZH → ννbb and WH → lνbb (where l is an electron or

muon), combined limits on the Standard Model Higgs production at the Tevatron

and a search for supersymmetric Higgs boson partners.

If the Higgs has a mass less than 135 GeV/c2, it decays predominantly to a b and

b quark-antiquark pair. Reconstructing the parent Higgs relies upon having a good

understanding of the b-quark jet energies and overcoming the bb background that will

overwhelm any potential Higgs mass peak. Fortunately, there is a perfect testbed

for the (light) Higgs process: the decay of a Z boson to bb. It represents a proof

of principle; the ability to reconstruct this Z decay at a hadron-hadron collider can

offer valuable insights into our potential for detecting the Higgs via the bb channel.

Finding Z → bb is therefore a crucial part of DØ’s physics programme. Moreover,

this decay allows us to tune the jet energy scale, which affects much of the physics

studied at DØ, in addition to refining our b-tagging methods and associated analysis

techniques. A Z → bb peak can be used to understand the jet processes that occur

and the di-b-jet mass resolution attainable. Z → bb will provide important insights

into the approaches that are needed to isolate the signature of a light Higgs at the

Tevatron and beyond.

In this thesis I have worked towards that end, contributing very significantly to

the physics output of the DØ experiment. My studies of jet energy resolution and

dijet mass resolution have furthered our understanding of the factors that will affect

our ability to distinguish a Higgs mass peak above a large QCD background.

Triggering at a hadron-hadron collider is of paramount importance and is a chal-

lenging and complex task. If the Higgs (or indeed new physics signatures) are to be

discovered, effective triggers must be put in place to select candidate events prior

to any offline data analysis. With regard to Z → bb, the ability to trigger on the

decay of the Z boson using the properties of its daughter b-jets is essential. My
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development of triggers tailored specifically towards the Z → bb process has made

a valuable contribution to our knowledge of triggering at a hadron-hadron collider.

This was the first time that triggers were designed using the impact parameter b-

tagger at Level 3. The resulting suite of muon triggers are now an integral part

of DØ’s trigger strategy; they underpin the full Run IIa publications and form a

trigger basis for future Run IIb publications. By exploiting the power of b-tagging

at Level 3, these triggers have been shown to outperform pre-existing muon triggers

and achieve the background rejection that is needed at the high instantaneous lumi-

nosities delivered by the Tevatron. With more data they will play an essential role

in future measurements of the Z → bb resonance.

The first observation of Z → bb decays at DØ constitutes a significant ad-

vance forward for the Higgs physics group at DØ. Using 300 pb−1 of Run II data

and exploiting the semileptonic decay of the b-jets to muons, the signal yield is

1260 ± 130 (stat.) ± 260 (syst.) events. The mass peak lies at a mean of 85 GeV/c2

with a width of 13 GeV/c2. This excess, obtained with non-optimised muon triggers,

gives us hope that by exploiting the larger dataset and the Z → bb-specific triggers,

DØ will be able to measure a large Z → bb signal and use it for detailed calibration

of the b-jet energy scale.
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6.2 The Bigger Picture

The studies of jet energy and dijet mass resolution presented in this thesis were the

first at DØ to employ a full Run IIa simulation, therefore serving as the basis for

further studies. DØ has now gone on to fully calibrate the calorimeter (both the

hadronic and the electromagnetic components) and to develop more sophisticated

energy clustering methods such as the track-jet algorithm, which aims to improve

the jet energy resolution by combining track and jet information together [46].

Due to increases in instantaneous luminosity there will always be further de-

velopment and refinement of the Z → bb triggers, and they were designed with

extendability in mind. Extensions to the work described here include making use of

three-dimensional b-tagging at Level 3 and using the Level 2 Silicon Track Trigger to

select dijet events with displaced vertices at an earlier stage in the trigger level. By

not having to rely on the muonic decays of the b-jets, this approach has the potential

to greatly improve the signal significance. In a wider context, the Z → bb triggers

have proven to be valuable in other Higgs, B-physics and top physics analyses and,

as the luminosity increases, they will become increasingly important to other decay

channels.

Now that the Z → bb decay has been reconstructed at DØ the Higgs physics

group will continue the work started here. While we do not expect to find H → bb

except in association with a Z or W boson, Z → bb is a very good test for any

H → bb search. This search has also improved our understanding of b-jet energy

resolution and mass resolution. The limiting factor in the analysis is the systematic

error on the estimated bb background. With increased statistics we can improve

the accuracy of the tag-rate function used in the background determination and

reduce the uncertainty on the normalisation of the fitted background template. By

incorporating the 1 fb−1 of data now processed and exploiting the yield of the Z → bb

triggers, the analysis can be improved. Important new work will also lie in the use
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of artificial neural networks to find optimal cut values for the decay, and future

avenues could also involve the neural net b-tagger recently released at DØ [62].

With an increase in the size and significance of the excess, we can move towards

testing the b-jet energy scale directly in data and ultimately calibrating it. This will

reduce the uncertainty on the jet energy scale, with a significant impact on many

analyses at DØ including the measurement of the top quark mass. A more accurate

value of the top mass will enable us to constrain the mass of the Higgs more tightly.

The DØ experiment has already shown that it is possible to extract a Z → bb signal

using a relatively small dataset from Run II. We can look forward to a more refined

measurement of Z → bb and the physics capabilities that accompany it.
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Appendix A

Di-b-jet Mass Resolution in Z → bb

Z mass distributions (in Z → bb) are shown at the parton, particle and uncorrected

calorimeter levels in Figure A.1 below. The effects observed at each stage of Fig-

ure A.1 are similar to those seen in ZH → e+e−bb. Moving from the parton to

particle-jet to calorimeter-jet levels, one sees a shift of the mass distributions to

lower energy and a worsening of mass resolution. Hard gluon radiation degrades

these resolutions further. Table A.1 summarises the fractional Z mass resolution at

each level, calculated using the four different definitions described in Section 3.7.1.

Distribution Measure of Mass Resolution (%)
CG µ ± 3σ µ ± 5σ Overall

Parton 1.6 2.2 2.8 5.6
Parton incl. FSR 5.3 7.8 10.8 17.6

Pjet 7.8 10.6 13.9 16.2
Pjet incl. FSR 9.1 12.5 17.6 20.3

Cjet 15.6 16.8 17.3 17.5
Cjet incl. FSR 17.7 20.3 21.2 21.2

Table A.1: Fractional Z boson mass resolutions at parton, particle (‘pjet’) and uncorrected
calorimeter (‘cjet’) levels, excluding and including hard FSR. Four different measures of resolution

were calculated for each level. No jet energy scale corrections were applied here.
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Figure A.1: Reconstructed Z mass at parton (top), particle-jet (middle) and uncorrected
calorimeter-jet (bottom) levels. Without hard FSR (left); with hard FSR (right). All jets are

0.5 cone. Dashed profiles show central Gaussian fits to each distribution.
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Appendix B

The Effect of Using Out-of-zone
Events to Determine The TRF

In this appendix we repeat the analysis described in Section 5.6.4, but instead

measure the double tagged background using out-of-zone events (as opposed to

in-zone events). For historical reasons this study adopted a tighter ∆ϕ cut of 3.0

radians: in-zone events are defined as ones for which ∆ϕ > 3.0 while out-of-zone

events have ∆ϕ ≤ 3.0. In the plots that follow the jet energy scale correction for

semileptonic b decay has not been applied, which will have the effect of shifting the

invariant mass peaks to slightly lower masses. However, here we are more interested

in the relative changes in the excess and background as a result of applying an

out-of-zone TRF, rather than the absolute value of the mass peak obtained.

B.1 Using Out-of-zone Events

Figure B.1 plots the TRFs from out-of-zone events that are used to evaluate the

background. Figures B.2 to B.4 show the invariant mass distributions before and

after background subtraction.
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Figure B.1: Tag ratio as a function of second leading jet pT for jets in the regions |η| < 1.1
(black), 1.1 < |η| < 1.5 (red (medium grey)) and 1.5 < |η| < 2.5 (green (light grey)), evaluated for

out-of-zone (∆ϕ ≤ 3.0) events in pre-v13 data.

invmass121
Entries  19673

Mean      104

RMS      44.4

 / ndf 2χ  28.63 / 27

bkg       0.017± 1.177 

0 50 100 150 200 250 300 350 400

1

10

210

310

invmass121
Entries  19673

Mean      104

RMS      44.4

 / ndf 2χ  28.63 / 27

bkg       0.017± 1.177 

invmass121
Entries  19673

Mean      104

RMS      44.4

 / ndf 2χ  28.63 / 27

bkg       0.017± 1.177 

Invariant di-jet mass

Figure B.2: Invariant dijet mass in the pre-v13 data before background subtraction. Green (light
grey) shaded histogram: expected background, estimated using a jet-based TRF from out-of-zone
events and fit to the observed data above 120 GeV/c2. Black points: total dijet mass distribution
observed in data. Red (dark grey) histogram: expected Z → bb signal from MC. The fit (bold

black line) results in a correction to the background scale of 1.177 ± 0.017.
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Figure B.3: Invariant dijet mass in the pre-v13 data before background subtraction. Green (light
grey) shaded histogram: expected background, estimated using a jet-based TRF from out-of-zone
events. The dark blue (black) band represents the ±1.5% systematic error on the background from
the normalisation fit. Black points: total dijet mass distribution observed in data. Red (dark grey)

histogram: expected Z → bb signal from MC.
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Figure B.4: Invariant dijet mass spectrum in the pre-v13 data after background subtraction
(using the out-of-zone (∆ϕ ≤ 3.0) TRF). Black points: excess observed in data, fitted with a
Gaussian. Error bars show statistical errors only. Red (dark grey) histogram: expected Z → bb

signal from MC. The excess peak has a mean mass of 70.6 GeV/c2 and a width of 10.6 GeV/c2.
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B.2 Using In-zone Events

Figure B.5 plots the TRFs from in-zone events that are used to evaluate the back-

ground. Figures B.6 to B.8 display the invariant mass distributions before and after

background subtraction.
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Figure B.5: Tag ratio as a function of second leading jet pT for jets in the regions |η| < 1.1
(black), 1.1 < |η| < 1.5 (red (medium grey)) and 1.5 < |η| < 2.5 (green (light grey)), evaluated for

in-zone (∆ϕ > 3.0) events in pre-v13 data.
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Figure B.6: Invariant dijet mass in the pre-v13 data before background subtraction. Green (light
grey) shaded histogram: expected background, estimated using a jet-based TRF from in-zone
events and fit to the observed data above 120 GeV/c2. Black points: total dijet mass distribution
observed in data. Red (dark grey) histogram: expected Z → bb signal from MC. The fit (bold

black line) results in a correction to the background scale of 0.9538 ± 0.0116.
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Figure B.7: Invariant dijet mass in the pre-v13 data before background subtraction. Green (light
grey) shaded histogram: expected background, estimated using a jet-based TRF from in-zone
events. The dark blue (black) band represents the ±1.2% systematic error on the background from
the normalisation fit. Black points: total dijet mass distribution observed in data. Red (dark grey)

histogram: expected Z → bb signal from MC.
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Figure B.8: Invariant dijet mass spectrum in the pre-v13 data after background subtraction
(using the in-zone TRF). Black points: excess observed in data, fitted with a Gaussian. Error bars
show statistical errors only. Red (dark grey) histogram: expected Z → bb signal from MC. The

excess peak has a mean mass of 73.2 GeV/c2 and a width of 11.3 GeV/c2.

B.3 Conclusion

By applying the in-zone TRF we obtain larger statistics for the TRF determination

(thus a smaller systematic error), better data agreement at high masses and a smaller

normalisation correction (as can be seen from Figure B.2). Thus we conclude that

the in-zone TRF leads to a more accurate result and use this to extract the final

results, discussed in Section 5.6.5 of Chapter 5.

Plots B.4 and B.8 show that the agreement between data and signal MC is better

when the background is modelled using a TRF from in-zone events. The out-of-zone

TRF results in a mass peak shifted to lower masses (approximately 3 GeV/c2 lower),

which suggests that a ∆ϕ-dependent invariant mass bias does indeed exist for the

out-of-zone events.
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